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ABSTRACT As a source of clean and pollution-free renewable energy, wind power has attracted much
attention and has been increasingly integrated into the existing power system. However, the uncertain
and volatile wind speed makes the utilization of wind power a challenging task. Hence, it is essential
to design an accurate forecast method to deal with the uncertainty caused by wind speed. This paper
proposes a multiobjective interval prediction method based on wavelet neural network (WNN) for short-
term wind speed forecast. This method can generate a set of Pareto optimal solutions which represents a
set of prediction models that can directly construct the prediction intervals. An advanced multiobjective
evolutionary algorithm, preference inspired co-evolutionary algorithm using goal vectors, is investigated to
train the WNN model. Two case studies are carried out with real wind speed data of Victoria and Edmonton
in Canada to justify the effectiveness of the proposedmethod. The numerical results also show the superiority
of the proposed forecast approach compared with some benchmark methods.

INDEX TERMS Interval prediction, multiobjective optimization, neural network, wind speed.

I. INTRODUCTION
Owing to the rapid depletion of fossil fuels and rising con-
cern of environment problem, the development of renewable
energy like wind and solar has attracted significant attention
in the world. With the clean and abundant advantages, wind
power has been one of the most popular renewable energy
resources. It is reported that approximately 6% of the electric-
ity demand is currently supplied by wind energy in Canada
and its total installed wind power reached 11,898 MW
in 2016 [1]. Despite the environmental benefits, wind energy,
which is chiefly determined by the variable wind speed,
has the drawback of intermittency and randomness. Conse-
quently, the high penetration of wind energy into existing
power grid may pose many new issues such as the system
reliability problem [2]. To alleviate the impact of uncertain
wind power and ensure reliable system operation, an efficient
method is to conduct accurate wind speed forecast.

Wind speed forecast has been researched for several
decades and different forecast approaches have been devel-
oped in previous literature. The majority of the research
focused on point prediction and the methods could mainly
be classified into two groups: physical and statistical [3].

Physical models predict wind speed through solving physical
equations numerically, while statistical methods implement
forecast by developing statistical models. Recently, the sta-
tistical models for wind speed forecast have been widely
studied, including the autoregressive integrated moving aver-
age model (ARIMA) [4], ARMA model [5], artificial neural
network (ANN) [6] and support vector machine (SVM) [7].
In particular, the research on short-term wind speed predic-
tion with ANNmodel or other statistical models has attracted
much attention. In [8], different weather data including tem-
perature, relative humidity and air pressure are considered to
predict the wind speed by using the common backpropagation
neural network. In [9], SVM model is studied to conduct
short-term wind speed forecast and in this forecast method,
the dataset is preprocessed by empirical model decomposi-
tion (EMD) and the parameters of SVM model are tuned by
an improved cuckoo search algorithm. In addition, hybrid
methods have also been studied to enhance the prediction
accuracy by combining several models [10], [11]. Although
the predictionmethodsmentioned above can achieve satisfac-
tory results to some extent, their main problem is that the error
cannot be totally eradicated and the forecast results are risky
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to the decision maker as the deterministic prediction results
may be inaccurate. In addition, the point prediction results
indicate no uncertainty level.

To overcome the drawback of point forecast, probabilistic
forecast has been increasingly studied recently which can
provide additional quantitative information about associated
uncertainty [12]. In probabilistic forecast, interval forecast is
the most visualized representation and it has been studied
for wind speed [13] and wind power [14], [15]. Similarly,
the mainstream methods of interval prediction consist of
physical and statistic modeling methods. Physical models for
wind speed forecast usually simulate the atmosphere using
the complex fluid dynamics [16] and conduct interval fore-
cast based on point forecast results [17]. Although physical
models have advantages in physics process and long-term
forecast, they suffer from the problems of complicate mete-
orological conditions and heavy computation burden. Com-
pared with physical models, statistical models have attracted
more attentions in uncertainty modeling and interval pre-
diction such as quantile regression [18], [19], kernel den-
sity estimation [20], resampling (bootstrap) [21], ensemble
method [22], lower upper bound estimation [23], and deep
neural network (DNN) [24]. The forecast methods mentioned
above have different strengths and weaknesses [25]. Quantile
regression method can handle heterogeneity problems and is
not sensitive to outliers by considering the entire distribution.
However, a specific training dataset is necessary to develop
the forecast model for this method, and the requirement to
model each quantile increases the computational cost. For
the kernel density estimation method, it is easy to construct
prediction intervals based on point forecast results and a
certain presumed error distribution. This is an indirect inter-
val prediction method and the assumed error distribution is
typically inaccurate. Resampling method aims to evaluate
the robust properties of statistical parameters based on data
resampling with replacement. It can overcome some disad-
vantages of quantile regression, but it is only effective for
small samples problem and performs poorly when dealing
with large samples. The ensemble method can improve the
generalization performance of forecast engines, while the
computation burden increases with the consideration of more
models and parameters. The DNN model in [24] is used for
short-term wind power point forecast. Then, the probabilistic
forecast is conducted based on forecast error analysis. The
proposed DNN model can accurately capture the dynamic
information of historical data, but it is also an indirect prob-
abilistic forecast method and several certain distributions are
required for forecast error analysis.

Traditional interval prediction methods usually conduct
point prediction and obtain the prediction intervals (PIs)
based on certain error distribution assumption like normal
distribution. However, such assumptions are usually not
true for actual datasets which make the prediction inter-
vals invalid. Recently, the direct interval prediction method,
lower upper bound estimation, was proposed which makes
no distributional assumption for the original data [23]. This

approach directly produces the lower bound and upper bound
of PIs based on a certain predictive model such as neural
network (NN). Generally, the model parameters are easily
adjustable and usually tuned by optimizing a comprehensive
cost function which combines different PI evaluation indices.
In other words, the PI construction problem is defined as a
single-objective optimization problem. Considering the com-
plicated nonlinear and non-differentiable objective function,
evolutionary algorithms instead of traditional gradient based
methods such as simulated annealing (SA) [23] and particle
swarm optimization (PSO) [26] are adopted to solve the prob-
lem. However, PI construction is actually a multiobjective
optimization problem as high quality PIs need both suffi-
cient reliability and narrow width. Therefore, multiobjective
interval prediction should be more advantageous than the
single-objective prediction method. This study contributes to
the multiobjective interval prediction method based on lower
upper bound estimation approach.

Compared with abundant single-objective interval predic-
tion research, there are only a few studies about multiob-
jective interval prediction for wind speed. Based on a sim-
ple multilayer perceptron NN model, the short-term wind
speed interval prediction is performed in a multiobjective
framework in [27]. The NN model was trained by a multiob-
jective evolutionary nondominated sorting genetic algorithm
II (NSGA-II) [28]. Similarly, radial basis function (RBF)
NN model is also investigated for wind speed multiobjective
interval prediction [29]. In addition, SVM model is also
applied to predict wind speed which is trained by the mul-
tiobjective differential evolution algorithm [30]. However,
unlike the NN model, two SVMs are used to create the PIs’
lower and upper bounds in this study which may increase the
computational burden.

According to the discussion above, the research of multi-
objective wind speed interval prediction is still not sufficient
that improvement may be achieved from both the prediction
model and the optimization algorithm. Different NN models
have been used in the forecast tasks and good results are
obtained [31], [32]. In this study, we perform the interval
prediction for short-term wind speed based on NN models in
a multiobjective framework. First, the wavelet NN (WNN),
a kind of feedforward NN model, is proposed as the predic-
tion model which has not been applied to the interval pre-
diction field. WNNs are developed by combining the wavelet
theory and NN models, and they have been studied for wind
speed and power forecast recently [33], [34]. However, they
are mainly focused on point prediction. In this work, the pro-
posed WNN forecast model combined with the lower upper
bound estimation approach is a novel interval forecast model
which is different from the existing methods. Then the WNN
model parameters are tuned by an advanced multiobjective
evolutionary algorithm, i.e., preference-inspired coevolution-
ary algorithm using goal vectors (PICEA-g) [35], to find
the optimal prediction model. In particular, the WNN model
parameters include the connection weights of NN model
and the parameters of wavelets. The construction of PIs is
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essentially a multiobjective optimization problem, and the
reliability and interval width are considered as two objectives
in this work, which are conflicting during the optimization
process. With the multiobjective framework, we can optimize
the two objectives (i.e., the PI evaluation indices) simultane-
ously and obtain a set of nondominated solutions or Pareto
optimal solutions.

The primary contributions of this study can be summarized
as follows:

• The WNN model is proposed for wind speed inter-
val prediction in a multiobjective framework. Although
WNN model has been studied before for point forecast
tasks, it is the first time to conduct interval prediction
based on WNN model in this study, i.e., this is a new
interval forecast method for wind speed;

• A novel multiobjective evolutionary algorithm PICEA-
g is investigated to train the NN model which considers
two objectives. Considering the multiobjective essence
of PI construction, the proposed multiobjective problem
formulation is a more direct problem formulation com-
pared with the indirect single-objective transformation,
and this is more reasonable and practical;

• Case studies are implemented to validate the proposed
prediction method based on real-world datasets. More
specifically, we compare the proposed model with vari-
ous single-objective and multiobjective interval predic-
tion models based on the quality of solutions and Pareto
front, and comparison results show the efficiency of the
proposed approach, that is, the WNN-based multiobjec-
tive interval prediction model can achieve better forecast
results.

The remainder of this paper is organized as follows. The
multiobjective problem formulation for PI construction is
described in Section 2. Section 3 illustrates the interval
prediction methodology including the WNN model and the
optimization algorithm. Numerical results and comparison
based on real datasets are provided in Section 4. Finally,
Section 5 concludes this work.

II. PROBLEM FORMULATION
Compared with the point forecast aimed at minimizing the
forecast error, PI construction is a different prediction prob-
lem which pursues high quality PIs. In this section, we first
introduce the concept of PIs and some PI evaluation indices
which are the basis to assess the PI quality. Then, the problem
formulation of multiobjective interval prediction is presented.

A. PI AND EVALUATION INDICES
Conventional point forecast often generates deterministic
forecast values which may be highly variable. They suffer
from the problem that the forecast error cannot be totally
eliminated and the associated uncertainties are not indicated
[36]. In comparison, PIs can describe the uncertainty level
and are more informative in the decision making process.
A PI copes with the uncertainty of forecasting a future value

of a random variable and it is different with the confidence
interval. PIs clarify more source of uncertainty and they
usually cover the corresponding confidence intervals [23].

The performance of forecast methods is usually evaluated
by various performance indices. In contrast with the evalua-
tion indices for point forecast methods such as mean squared
error (MSE) and mean absolute error (MAE), a different set
of indices has been proposed for interval forecast. Gener-
ally, a good PI result should be more reliable and narrower.
Therefore, the indices about the PI reliability and width, PI
coverage probability (PICP) and PI normalized interval width
(PINAW) [36], are mostly utilized to assess the performance
of interval prediction methods. The formulas of these two
indicators are given below:

PICP =
1
N

N∑
i=1

ξi (1)

PINAW =
1

R · N

N∑
i=1

(ui − li) (2)

where N is the number of prediction points, ξi is a binary
value, R is the range of targets, li and ui are lower and upper
bound of a PI, respectively. For ξi, it equals 1 if the real value
is in the PI, otherwise it is 0.

PICP is a reliability index about PIs and a higher value
indicates that more true values are enveloped by the PIs. This
index is usually considered to be the critical indicator of PI
quality and it should be larger than a certain confidence level
to attain high quality interval prediction results in general.
Actually, a high PICP value can be easily achieved with suf-
ficiently wide intervals. However, valuable information can
hardly be expressed by very wide PIs. Therefore, the interval-
width based index PINAW is also necessary to appraise the
PIs’ quality. With the same PICP level, a smaller interval
width implies a better result.

As discussed above, PICP and PINAW only measure
one aspect of PIs, respectively. To evaluate the PI quality
with regard to both reliability and interval width, a com-
prehensive index, coverage width-based criterion (CWC),
is designed [23]. In addition, an improved CWC index is
developed to avoid the multiplication operation [37] which
has the following expression:

CWC =

{
PINAW+ e(−η(PICP−µ)), PICP < µ

PINAW, PICP ≥ µ
(3)

where µ and η are preassigned hyperparameters to regulate
the magnitude of CWC index. Here, µ is usually set to the
nominal confidence level, and η is usually a large constant
to force PIs to be valid with the exponential function. When
PICP is less than the nominal confidence level, CWC will
be very large and dominated by the PICP index. Otherwise,
CWC is equal to PINAW that needs to be minimized. Thus,
CWC is a comprehensive index to evaluate the overall quality
of PIs.
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In addition to the general indices introduced above, there
are some other indices used in the literature, such as the
average coverage error (ACE), interval score [14] and the
accumulated width deviation (AWD) [25]. In PI construction
process, the PI nominal confidence (PINC) is usually prede-
fined, and the PICP index aims to approach PINC as closely
as possible. In this case, ACE is defined as the difference
between PICP and PINC as follows:

ACE = PICP− PINC. (4)

ACE can be utilized to assess the quality of PIs with respect
to the reliability. The smaller the absolute value of ACE is,
the better the quality of derived PIs is. Another index AWD
can also be used for reliability evaluation of PIs. By com-
paring the position of the real targets and PIs, relative width
deviation can be calculated, and AWD is the sum of relative
width deviation as shown below:

AWDi =


li − vi
ui − li

, vi < li

0, vi ∈ [li, ui]
vi − ui
ui − li

, vi > ui

(5)

AWD =
1
N

N∑
i=1

AWDi (6)

where vi represents the real target. AWD index penalizes the
PIs if the real targets are not enclosed, and a smaller AWD
indicates higher PI quality. Note that the two basic indices
PICP and PINAW are used as the objectives of the formulated
multiobjective problem in this study.

To assess the overall performance of the PIs including the
calibration and sharpness, we introduce another comprehen-
sive index interval score. Denote the width of a PI as θi which
is calculated by θi = ui − li, then the interval score Si of a
specific interval is defined as follows:

Si =


−2αθi − 4(li − vi), vi < li
−2αθi, vi ∈ [li, ui]
−2αθi − 4(vi − ui), vi > ui

(7)

where α is related to the nominal confidence level (100(1 −
α)%). Based on the interval score of each forecast point,
the overall interval score can be calculated as follows:

Score =
1
N

N∑
i=1

Si. (8)

From the definition, we can find that a lower absolute value of
the interval score indicates higher quality of PIs. The Score
index can be used to assess the overall skill of PIs since it
considers all aspects of PI evaluation [14]. Note that a lot
of evaluation indices for PIs have been studied in previous
literature and we employ several common indices in this
work. Some other indices such as the continuous ranking
probability score [38] may also be investigated for future
research.

B. MULTIOBJECTIVE PROBLEM FORMULATION
According to the performance indices introduced above,
the PI construction is actually an optimization problemwhich
aims at high quality PIs. As CWC is a comprehensive evalua-
tion index, unconstrained single-objective optimization prob-
lem based on it was first proposed as follows [23]:

Minimize: CWC(w) (9)

where w is the prediction model parameters to be tuned.
Furthermore, taking the coverage probability as the funda-
mental requirement for valid PIs, constrained single-objective
problem formulation was also proposed [26]. In this problem,
PICP is constrained to be larger than the supposed confidence
level, and the minimization of the PINAW value is the opti-
mization objective.

Although the single-objective problem framework has
been widely studied for interval prediction, the PI construc-
tion is essentially a multiobjective problem. The problem has
two objectives: maximizing the reliability index and min-
imizing the width index, which are two conflicting objec-
tives, i.e., boosting one objective will deteriorate the other
one. Therefore, a multiobjective problem formulation is more
appropriate to describe the PI construction problem and the
interval prediction for wind speed is conducted in a multiob-
jective framework in this work. The primary multiobjective
interval forecast problem can be expressed as follows:

Objectives: Maximize: PICP(w)

Minimize: PINAW(w)

Constraints: 0 ≤ PICP(w) ≤ 100%

PINAW(w) > 0. (10)

Note that during the training process, the maximization
objective can be easily transformed to the minimization of
1-PICP(w) according to the adopted training algorithm.
As a multiobjective optimization problem can be converted

into a single-objective problem with some techniques such
as weighted average method, the single-objective problem
formulation mentioned above can be considered as such tech-
nique. However, the difference is obvious between single-
objective problem and multiobjective problem. The former
only optimizes one single objective and gets one optimal
solution, while the latter optimizes several objectives simul-
taneously and obtains a set of trade-off solutions which are
called Pareto optimal solutions. These solutions form the
Pareto front from which the decision maker can select a most
satisfactory one. Moreover, with the development of multiob-
jective evolutionary algorithm, multiobjective optimization
problem can be solved efficiently and effectively without
being transformed into a single-objective problem.

III. SOLUTION METHODOLOGY
For multiobjective interval prediction problem, a good pre-
diction model and optimization algorithm should be designed
to achieve high quality PIs. In this section, the prediction
model based on WNN is first proposed, followed by the
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introduction of PICEA-g optimization algorithm. Then the
implementation strategy of interval prediction is presented.

A. WAVELET NEURAL NETWORK BASED
PREDICTION MODEL
In direct interval prediction methods based on NN models,
the multilayer perceptron (MLP) model has been widely
studied. In addition, RBF NN model is also reported for mul-
tiobjective interval prediction [29]. However, another feed-
forward NN model, WNN, has not been studied for interval
prediction problem. The first WNN model was proposed to
approximate arbitrary nonlinear function as an alternative
of classic feedforward NN [39]. In point forecast, it was
demonstrated that the WNN model outperforms the other
feedforward NN models such as MLP and RBF NN models
[32], [34]. Inspired by the good performance of WNN model
in point forecast, it is reasonable to explore its performance
in interval prediction for wind speed. In addition, considering
the essence of interval prediction problem, a multiobjective
optimization framework is better suited. Therefore, it is wor-
thy to design a multiobjective prediction model based on
the WNN model which is expected to have good prediction
performance.

WNNs are developed by combining the wavelet theory and
NN models. They belong to feedforward NNs and have been
successfully used in some classification and time-series fore-
cast problems [40]. Generally, there are two ways to combine
the wavelet theory and NN models in forecasting tasks. One
is using wavelet transformation to decompose the time-series
data into some sub-series which are then combined with NN
models to forecast future values [41]. Another method is to
employ the wavelet basis function as the activation function
of the hidden neurons to construct WNNmodel which is also
studied in this work. WNNs can be classified into adaptive
models where wavelet coefficients are variable and fixed grid
WNNs where wavelet coefficients are fixed [42]. Adaptive
WNNs have better generalization capability because of the
wavelets’ local properties and the adaption of wavelet shape
corresponding to the training data. Consequently, we propose
an adaptive WNN prediction model in this study which is
shown in Fig. 1. The proposed adaptiveWNNmodel is amore
efficient structure for forecast tasks. Note that the wavelet
transformation technique may also be investigated in future
research.

FIGURE 1. Architecture of the proposed WNN model.

As can be seen in Fig. 1, a three layer WNN model is
designed where the wavelet transformation is embedded in
the hidden neurons of the WNNmodel [43]. The output layer
has two nodes which represent the upper and lower bound of
a PI, respectively. According to the universal approximation
theorem that a single hidden layer feedforward NN with
sigmoid activation function is able to approximate any func-
tion, we can get the superposition of sigmoid wavelet [43].
Then the key problem in designing a good WNN model is
to find the optimal number of hidden nodes. Among different
wavelets, the Mexican hat wavelets are symmetrical and have
explicit expression which can provide exact time frequency
analysis. In addition, they are based on continuous wavelet
transform and can be shifted and scaled smoothly over the
entire domain [32]. Hence, in this work, the wavelet acti-
vation function used in the hidden units is the Mexican hat
wavelet as follows:

ψ(x) = (1− x2)e−0.5x
2
. (11)

Thus, the WNN model shown in Fig. 1 can be expressed as
below:

Hj = ψaj,bj (
m∑
i=1

wijxi), j = 1 · · · n (12)

ψaj,bj (z) = ψ(
z− bj
aj

) (13)

yk =
n∑
j=1

wjkHj + gk , k = 1, 2 (14)

where m and n are the number of input nodes and hidden
nodes, respectively, wij and wjk denote connection weights,
aj and bj are scale (dilation) and shift (translation) parameters
of wavelets, respectively, k is the number of output nodes and
g represents the bias. Note that some other wavelet functions
may also be used as the activation functions. But their per-
formance needs to be further investigated in future. In this
adaptive WNN model, the connection weights and wavelets
parameters are all variable that need to be tuned to attain the
best forecast performance.

The proposed interval prediction model is derived from
the lower and upper bound estimation (LUBE) [23] method
which is a direct unsupervised learning process to generate
PIs. It can construct PIs simply and fast without making
data distribution assumption. Compared with the supervised
learning process, the proposed method only use the original
data, and the lower and upper bounds are not required in
the training process. Particularly, the proposed model directly
generates unknown PIs which are gradually improved based
on the evaluation indices. For the training set including the
input and targets, the input is determined by correlation anal-
ysis methodwhich is introduced in detail in Section IV-B. The
real data points are used as the targets and the real lower upper
bounds are unknown. During the training process, a set of
preliminary lower and upper bounds is generated with the NN
model as shown in (14) and they are compared with the real

63356 VOLUME 6, 2018



Z. Shi et al.: WNN-Based Multiobjective Interval Prediction for Short-Term Wind Speed

targets to calculate the evaluation indices, i.e., the optimiza-
tion objectives. The PIs are adjusted iteratively based on the
quality of objectives. In addition, since wavelets have shown
excellent performance in nonlinear function modeling, it is
expected that the proposed adaptive WNN model performs
well in forecast tasks.

B. PICEA-G ALGORITHM
Various multiobjective evolutionary algorithms have been
proposed such as the Pareto dominance based NSGA-II
which is one of the most efficient methods by employing an
elitist and diversity preservation mechanism. Recently, a new
multiobjective evolutionary algorithm, PICEA-g, has been
proposed and shown to perform better than other advanced
methods including NSGA-II [35]. Therefore, the PICEA-
g algorithm is investigated to train the the proposed WNN
prediction model in this study.

It is known that preference-based methods are helpful to
generate tradeoff surfaces of interest to the decision maker in
objective subspaces. With the decision maker’s preferences,
the incomparable solutions may become comparable. As a
result, the concept of co-evolving candidate populations and
a set of preferences have been proposed [44] and PICEA-g
algorithm is a realization of this approach. In this approach,
various preference sets help generate various regions of
Pareto front. It is expected to get a good representative of the
whole front with many sets of preferences as the co-evolution
proceeds.

The general idea of PICEA-g is summarized as fol-
lows [35]. In PICEA-g, a set of preferences, also called
goal vectors, is co-evolved with the common population of
potential solutions during the search process. As for fitness
assignment, the potential solutions obtain fitness by satis-
fying some certain goal vectors in objective space, but the
fitness contribution should be shared between all the solutions
that meet the goals. The goal vectors’ fitness is generated
by satisfactory candidate solutions and higher satisfaction
implies lower fitness [45]. The aim of goal vectors is to
adaptively lead the potential solutions toward the Pareto
front, i.e., they co-evolve with the solution population in the
process.

The implementation of PICEA-g can be illustrated in an
elitist framework as shown in Fig. 2. A population of potential
solutions, P, and a set of goal vectors, G, are co-evolved
for some certain generations. For every iteration, the genetic
variation operation is conducted with the parent solution
population P to produce the offspring Pv. While the new
goal vectors Gv are randomly regenerated according to the
predefined bounds. Then the solution population and the goal
vectors are pooled respectively and sorted in terms of the
fitness. Lastly, truncation selection is implemented on the
sorted population to produce a fixed number of potential
solutions and goal vectors as the offspring population. Note
that the minimization of 1-PICP and PINAW are considered
as two objectives in this work which are used to calculate the
fitness during the optimization process. More details about

FIGURE 2. PICEA-g implementation framework.

PICEA-g algorithm including the detailed fitness function
can be found in [35] and [46].

C. IMPLEMENTATION STRATEGY
Based on the proposed WNN prediction model and PICEA-
g training algorithm, multiobjective interval prediction for
wind speed can be implemented with real datasets. The
main steps of the model implementation are summarized as
follows.

Step 1: Data preprocess. Although the wind speed fore-
cast may be influenced by many factors like the weather
condition and temperature, the historical wind speed is
the most relevant factor which is considered as the input
in this study. The original wind speed dataset should
be partitioned into training set and test set. In addition,
the original data are usually normalized to speed up the
model training.
Step 2: Initialize the parameters of the training algo-
rithm. For PICEA-g algorithm, the population size,
maximum number of generations and parameters of
genetic operators should be specified. The population
are coded with real values, i.e., real-coded chromosomes
are adopted. Each individual represents oneWNNmodel
and consists of all the free parameters as follows:

p = [wij,wjk , aj, bj, gk ], i = 1 · · ·m, j = 1 · · · n,

k = 1, 2. (15)

The dilation parameter aj and translation parameter bj of
wavelet functions are randomly initialized with uniform
distribution in the intervals [0.5,2] and [-3,3], respec-
tively [34]. The weights and bias of NN model are
initialized randomly in [-1,1] with uniform distribution.
The real-coded genetic operators used in this study are
simulated binary crossover (SBX) and polynomial muta-
tion (PM) [28]. For SBX operator, it can be defined with
the following formulas:

p1,t+1idx = 0.5 ∗ [(1+ βidx)p
1,t
idx + (1− βidx)p

2,t
idx] (16)

p2,t+1idx = 0.5 ∗ [(1− βidx)p
1,t
idx + (1+ βidx)p

2,t
idx] (17)

where p1,tidx and p
2,t
idx are two parent variables in genera-

tion t , p1,t+1idx and p2,t+1idx are two offspring variables in
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generation t + 1, and the parameter βidx is calculated as
follows:

βidx =

(2r)
1

ηc+1 , r ≤ 0.5

(
1

2(1− r)
)

1
ηc+1 , r > 0.5

(18)

where r is a random number in the interval [0,1] and ηc
is the distribution index defined by the decision maker.
The SBX operator intends to generate offspring near the
parents which is helpful to inherit the valuable informa-
tion. For PM operator, it can be expressed as follows:

p′idx =

{
pidx + δidx(pidx − plowidx ), r ≤ 0.5
pidx + δidx(p

up
idx − pidx), r > 0.5

(19)

where plowidx and p
up
idx are the lower bound and upper bound

of the decision variable, respectively, r is still the random
number and δidx is a parameter as follows:

δidx =

{
(2r)

1
ηm+1 − 1, r ≤ 0.5

1− (2(1− r))
1

ηm+1 , r > 0.5
(20)

where ηm is the user-defined index parameter.
Step 3: Determine the optimal WNN structure. The
parameters of WNN prediction model mainly includes
the number of input nodes and hidden nodes. The
input features can be determined by correlation anal-
ysis method. Specifically, the correlation analysis is
implemented with the sample autocorrelation function
(ACF) and partial autocorrelation function (PACF) in
this work, which will be introduced explicitly in next
section. Considering the sequence of time series data,
the number of hidden nodes is determined by trial and
error method which has a similar idea with cross vali-
dation method [26]. The hypervolume indicator [47] is
employed to assess the model performance and deter-
mine the optimalmodel structure. A higher hypervolume
value stands for a better model.
Step 4:Model training and evaluation. After determining
the parameters and optimal structure of the prediction
model, the model was retrained with the training data.
The termination condition is to reach the predefined
maximum iteration in this study. When the training ter-
minates, the Pareto front is attained for the test dataset
which consists of the PICP and PINAW values of each
individual. The hypervolume can also be calculated to
evaluate the model.
Step 5: PI construction. From the multiobjective opti-
mizationmethod, a set of Pareto optimal solutions can be
obtained. To construct high quality and satisfactory PIs,
the decision makers may select the best solution accord-
ing to their preferences such as the reliability require-
ment. This flexible selection is obviously an advantage
of multiobjective interval prediction over the single-
objective interval prediction method.

In wind speed forecast, the associated uncertainty can be
represented by different probabilistic approaches including

probability density function, moments of distribution, quan-
tiles and intervals [21]. The most commonly used probabilis-
tic forecast method is based on quantiles. However, we can
only get one quantile in one simulation with such method
and construct the PIs indirectly with a pair of these quantiles.
In contrast, the proposed interval forecast method can pro-
duce a set of optimal solutions simultaneously, and the PIs
are constructed directly without the estimation of quantiles.
Therefore, from the decisionmaker’s viewpoint, the proposed
multiobjective interval prediction method is more efficient
and concise.

IV. NUMERICAL RESULTS
To verify the effectiveness of the proposed multiobjective
interval prediction model, case studies with real-world wind
speed data are executed in this section. First, the datasets
used as well as the parameter settings of the prediction model
are depicted. Then the prediction results and comparison
with other models are demonstrated. All the experiments in
this work are conducted with MATLAB 2018a on a desktop
computer with Intel Core TM i7-6700 CPU 3.40 GHz and
8 GB of RAM.

A. DATASETS
The wind speed data used in this study are hourly mean wind
speed taken from two locations: Victoria and Edmonton in
Canada [48]. The time periods of two datasets are both from
1 August 2016 to 31 July 2017 with the hour unit. However,
in this time period, the Victoria dataset has 5 missing values.
The missing values cannot be deleted directly to keep the
wind speed distribution. As the overall data trend will not
dramatically change in a very short time, the mean value of
the data before and after the missing data point is used to
replace the missing one in this study.

Victoria is located on Vancouver Island while Edmonton
is an inland city, thus the wind speed data from these two
locations are expected to have different characteristics. The
descriptive statistics of the two chosen datasets are summa-
rized in Table 1. In this study, 80% of the one year data (from
August 2016 to May 2017) are used to train the prediction
model, the remaining are utilized to test the model. In addi-
tion, the training set and the testing set are normalized to [-
1,1], respectively. As the forecast accuracy decreases with
the increase of forecast time scale, one step ahead interval
forecast is conducted in this work.

TABLE 1. Descriptive statistics of the two datasets.

B. PARAMETER SETTINGS
Two sets of parameters need to be determined in the pro-
posed predictionmodel. One is about the PICEA-g algorithm,
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the other one is about the WNN model. The parameters of
PICEA-g algorithm used in this study are collected from the
reference [35] as shown in Table 2. Npop is the population
size of candidate solutions. The number of goal vectors is
equal to the population size. MaxGen represents the maxi-
mum number of iterations which controls the termination of
the model training. For SBX crossover operator, the recombi-
nation probability pc is 1 and the distribution index ηc is set to
15. For PM mutation, the mutation probability pm is related
to the number of decision variables nvar and the distribution
index ηm is equal to 20 in this study.

TABLE 2. Parameters of PICEA-g algorithm.

In time series forecast, correlation analysis is usually
employed to identify the order of the model. In particular,
the sample autocorrelation function (ACF) and partial auto-
correlation function (PACF) are often utilized to conduct
correlation analysis between the forecast value and past his-
torical data [26]. Therefore, we adopt the ACF and PACF
analysis to determine the input of theWNNmodel, i.e., deter-
mine the input values that have maximum correlation to
the forecast values. The ACF and PACF analysis method is
widely used in forecast tasks such as [26] and [29]. Since the
intermittent and volatile wind speed fluctuates every now and
then, it shows no apparent daily and weekly trend and we can
assume that it is stationary. Then the ACF and PACF analysis
can be used directly without difference operation. For the Vic-
toria dataset, the ACF and PACF are shown in Fig. 3. As can
be seen from this figure, the ACF has an exponential decaying
trend and the PACF is cut off at lag 3. Thus, the proper order of
this time series should be 3. Considering xt as the time series
variable, the vector (xt−2, xt−1, xt ) is then used as the input to
forecast the value xt+1 at next step. Likewise, the correlation
analysis with ACF and PACF can also be implemented for
Edmonton wind speed data. The proper time series order is
also 3 and the similar analysis graph is omitted here.

The number of hidden nodes usually has an important
effect on the NN model performance. To determine the opti-
mal number of hidden nodes, two methods including cross-
validation and trial and error method are often studied in the
previous literature. In this study, the method proposed in [26]
is adopted and combined with the hypervolume indicator to
investigate the optimal number of hidden neurons which has
a similar idea with cross-validation. For each selection of NN
models, it is trained and validated for five times with the train-
ing and testing datasets. The hypervolume indicator is calcu-
lated for every simulation run and the average hypervolume
value for each model was obtained. The hypervolume repre-
sents the proportion of the objective space calculated based

FIGURE 3. ACF and PACF analysis of Victoria wind speed.

on the obtained approximating Pareto front and a certain
reference point [45]. The reference point is set to (1.2, 1.2)
for the minimization problem with two objectives (1-PICP,
PINAW) in this study. The hypervolume is calculated by the
method developed in [49]. For the minimization problem,
the model with maximum average hypervolume value is cho-
sen to be the best model. Considering the balance of compu-
tation complexity and generalization capability, the number
of hidden nodes is limited to change from 3 to 10 in this
paper. The average hypervolume results for Victoria dataset
are given in Fig. 4. As can be seen from this figure, the model
with 8 hidden neurons has the best performance. Therefore,
the optimal structure of WNN prediction model for Victoria
data is 3-8-2. Similarly, the optimal number of hidden nodes
of the predictionmodel for Edmonton dataset was determined
to be 7.

FIGURE 4. Average hypervolume results.

In single-objective interval prediction, CWC is used as the
comprehensive index to evaluate the PIs’ quality. In order
to compare multiobjective interval prediction with single-
objective interval prediction methods conveniently, CWC
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index is also investigated in this work. For CWC parameters,
the parameter µ is specified as the nominal confidence level
1 − α = 0.9, the large constant η is set to 50 [23]. These
parameters may also be variable according to the decision
maker.

C. PREDICTION RESULTS
After specifying the parameters and determining the optimal
model structure, multiobjective interval prediction for wind
speed can be implemented. The model is first trained with
the training data. After the training termination is reached,
a set of Pareto optimal solutions, i.e., a set of non-dominated
optimal prediction models can be obtained. Applying these
models to do interval prediction with test data leads to the
required Pareto front of test set.

The test results or the Pareto front with the proposed multi-
objective interval prediction model for Victoria and Edmon-
ton data are presented in Fig. 5. From this figure, we can
see that good prediction results can be obtained for both
datasets. Both the Pareto fronts show good convergence and
diversity and have reasonable and valid objective values. Each
point in the Pareto front indicates the result of a prediction
model. Actually, the decision maker can choose a satisfactory
prediction model among these Pareto solutions of training
sets to construct PIs according to his posterior preference
such as the interval prediction reliability requirement.

FIGURE 5. Pareto front of prediction results.

To generate high quality PIs, we consider the compre-
hensive index CWC and take the model with the smallest
CWC value as the most appropriate model. Since the nominal
confidence level is set to 0.9 in this work, choosing the model
with smallest CWC value is equivalent to choose the one with
smallest PINAW value among those with PICP not less than
0.9. The interval prediction results from the model with the
smallest CWC value for Victoria dataset are shown in Fig. 6.
Note that only the prediction results of the last week of
the test dataset are shown in this figure for better visualiza-
tion. In addition, as the real wind speed is impossible to be

FIGURE 6. Interval prediction results for Victoria data.

below zero, the lower bound limitation is set to zero in this
study [26]. As can be seen from this figure, the PIs generated
from the model are valid and narrow with PICP=90.81% and
PINAW=26.83%. Both the upper bound and the lower bound
vary similarly with the actual data.

Similarly, the PI construction results for Edmonton dataset
can be attained as shown in Fig. 7. From this figure, it can
be seen that the wind speed of Edmonton has a different
fluctuation trend, but high quality PIs can still be generated
by the proposedWNN prediction model. The constructed PIs
are able to enclose the real targets well. For this case, PICP is
90.18% and PINAW equals 26.11%, which indicate narrow
PIs on the condition that the reliability is guaranteed.

FIGURE 7. Interval prediction results for Edmonton data.

D. COMPARISON WITH OTHER MODELS
In order to substantiate the effectiveness of the proposed
interval forecast approach, several benchmark models are
employed to conduct interval prediction with the same
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TABLE 3. Comparison results for Victoria data.

datasets for comparison purpose. We first compare the pro-
posed multiobjective interval prediction method with other
common single-objective interval forecast methods, then
different NN models in a multiobjective framework are also
compared.

The single-objective interval prediction methods consid-
ered in this study include NN based LUBE method [23],
quantile regression (QR) method and Naive method. NN
based LUBE method is widely studied for wind power inter-
val prediction and the NN model is usually the MLP model.
The NN based LUBE method proposed in [26] is adopted to
conduct single-objective interval prediction for wind speed
and the NN connection weights are tuned by particle swarm
optimization (PSO) algorithm. The corresponding parameters
can also be found in the reference. Note that some other
feedforward NN models and optimization algorithms (e.g.,
genetic algorithm) can also be studied for single-objective
interval forecast model which share the same principle. QR
is another typical probabilistic forecast approach [50] which
can be applied to interval prediction. Naive method is also
a general benchmark forecast model and it works similarly
with the persistence model in point forecast. Naive method
forecasts future intervals based on the past historical data and
it performs well for short-term forecast task. In this study,
the forecast error is assumed to follow normal distribution,
the last wind power value is used as the mean, and the
variance is calculated based on the latest observations [14].
With the mean and variance, PIs can be constructed for the
forecast horizon.

The interval prediction results from the proposed approach
and the benchmark techniques for Victoria and Edmonton
data are given in Table 3 and Table 4, respectively. In addition
to PICP and PINAW, ACE, AWD and Score indices are also

presented. The CWC value which is a comprehensive index
is also listed in the results. Note that the results of the pro-
posed WNN-PICEA-g method are generated from the most
satisfactory solution of the Pareto solution set as mentioned
above. For better persuasiveness, we conduct the experiments
with different PINC values, i.e., PINC=85%, 80%, 75% and
70% are also studied as shown in the tables.

From Table 3, we can see that the proposed method and
NN-LUBE-PSO method can generate valid PIs (PICP ≥
PINC) for Victoria data for all experiments. However, QR and
Naive methods are not so good. Obviously, the result of the
proposed method has the minimum interval width and ACE
value. Although the NN-LUBE-PSO method construct PIs
with a high reliability, the PIs are less informative as they
are too wide, and the very high probability also leads to a
slightly lower AWD value. Since CWC and Score index can
measure both the coverage probability and interval width of
PIs, they can be used to compare the overall performance of
various forecast approaches. Therefore, the proposed multi-
objective interval predictionmethod has the best performance
in Table 3. In addition, the multiobjective interval prediction
method produces a set of Pareto solutions with a simulation
run which can offer more choices to the decision maker than
the single-objective prediction methods. More specifically,
we can select the proper solutions from the Pareto solu-
tions according to different PINC requirements, while several
simulation experiments need to be conducted with a single-
objective forecast model.

Similar forecast results are also obtained for Edmonton
data as shown in Table 4. The proposed WNN-PICEA-g
method can still construct valid PIs with narrow width which
demonstrates the stability and consistency of the method. It is
still the best forecast method according to the CWC value
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TABLE 4. Comparison results for Edmonton data.

followed by the NN-LUBE-PSO method. For QR and Naive
method, the PICP value cannot reach the nominal confidence
level most of the time resulting a high CWC value. Further-
more, we can find that the ACE value of the proposed method
is much closer to 0. In summary, the proposed multiobjective
interval prediction method can construct PIs effectively and
performs better than the benchmark approaches.

Since several other multiobjective interval prediction
methods based on NN models have been reported in the pre-
vious literature [27], [29], we also implement multiobjective
comparison between the WNN model and other NN models
including MLP NN and RBF NN. The implementation strat-
egy for MLP NN and RBF NNmodel is the same with that of
the proposed model. The PICEA-g algorithm with the same
parameters is still used as the training algorithm. To compare
the performance of different models quantitatively, the hyper-
volume indicator is adopted to measure the obtained Pareto
front.

The average hypervolume results of different NN forecast
models for Victoria and Edmonton data are given in Table 5.
The hypervolume values in this table are average results
for the test dataset from five independent simulation runs
and a larger hypervolume value means a better result for
multiobjective minimization problem. As can be seen from
this table, theWNNmodel is slightly better than theMLPNN
model, but it performs much better than the RBF NN model,
especially for the Edmonton dataset. Therefore, the proposed
WNN forecast model performs best which has the maximum
hypervolume.

In addition, NSGA-II algorithm is one of the most efficient
multiobjective optimization algorithms and has been widely
studied to deal with differentmultiobjective problems. To ver-
ify the performance of PICEA-g algorithm employed in this

TABLE 5. Multiobjective comparison results for different models.

study, NSGA-II algorithm is used to train the WNN model
for comparison. The hypervolume results obtained from the
WNN model with NSGA-II algorithm are listed in the last
column of Table 5, which are also average results of five
individual runs. It is obvious that the hypervolume results
from WNN trained by PICEA-g algorithm are better than
those from WNN with NSGA-II algorithm. Thus, we can
conclude that PICEA-g algorithm has good performance in
the proposed multiobjective interval prediction method.

E. DISCUSSION
The proposed multiobjective interval prediction model
mainly consists of WNN model and PICEA-g optimization
algorithm. For PICEA-g algorithm, we maintain the widely
used crossover andmutation operators, and the corresponding
parameter values are collected from the reference which can
be considered as optimal in this work. It is possible to study
different crossover andmutation operators and corresponding
parameters to further improve the performance of the fore-
cast method in future. In addition, we study the influence
of the population size Npop. The average training time and
average training hypervolume results with different Npop are
summarized in Table 6, which shows that the training time
has a positive correlation with the Npop value. We can also
find that all the training time for different population size
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TABLE 6. Training results for different population size.

are less than one minute which shows the computational
efficiency of the optimization algorithm. When the training
process is finished, the testing time is less than one second.
Particularly, the training time is about 45s when Npop is
40 which is much less than the time scale (1 hour) of the
dataset. Hence, the proposed forecast model can be used to
real-time wind speed forecast. The increasing hypervolume
values result from the increasing evenly distributed points in
the Pareto front. Therefore, the decision maker needs to select
a proper population size to balance the training time and the
number of Pareto solutions in practice.

In addition, various feature selection methods, such as
mutual information method, recursive feature elimination,
and chaotic feature selection based on phase space recon-
struction, can be investigated to preprocess the input data
whichmay potentially improve the forecast performance. The
correlation analysis method is used in this work for its effi-
ciency and simplicity. To evaluate its effectiveness, we study
another feature selection method, phase space reconstruc-
tion, for comparison purpose. The phase space reconstruc-
tion technique aims to determine the delay vectors as the
input. By delay embedding theorem, we need to find two
parameters in terms of the embedding dimension and the
time delay, which can be obtained by the mutual information
method and false nearest method, respectively [51]. In this
work, the embedding dimension is 8 and the time delay is
13 for Victoria dataset, and they are 8 and 15 for Edmonton
dataset, respectively. Then the delay vectors or the input can
be constructed. The number of the hidden nodes in the WNN
model is determined with the same method as introduced
before. Similarly, the average training hypervolume results
based on phase space reconstruction (denoted as PSR) with
various Npop are given in Table 7, and hypervolume results
with correlation analysis (denoted as CA) method are also
listed for better comparison. From this table, we can find
that the correlation analysis method is effective and sufficient
to determine the input for short-term wind speed forecast.
For more complex forecast tasks, it is worth studying other
advanced feature selection methods, which is left for future
work.

Compared with the single-objective interval prediction
model, we can get a Pareto front (a set of optimal solutions)
from the proposed multiobjective interval prediction model.
Among the nondominated optimal solutions, the decision
maker can flexibly choose a proper solution according to
the demand of reliability and interval width. Each solution
corresponds to an interval forecast model. With the choice

TABLE 7. Hypervolume results for different feature selection methods.

of a proper model, interval prediction can be implemented
with new dataset. In addition, there are different ways to
use the prediction intervals in reality. For instance, they can
be applied to robust optimization and control problems for
power systems integrated with renewable generation [51].
More specifically, in robust optimization problems with box-
type uncertainty set, the prediction intervals can be directly
used to describe the uncertainty without the assumption of
probability distribution, i.e., only the lower and upper bounds
are required in robust optimization problems. They can also
be processed to get the point forecast values by some con-
vex combination methods, such as the weighted summation
method with the obtained lower and upper bounds.

V. CONCLUSION
Wind power has been increasingly integrated and used in
the existing power systems due to the clean and renewable
advantage. It is imperative to forecast the highly uncertain
wind speed accurately which is the determinant factor of
wind power. In this work, multiobjective interval prediction
based on WNN model is proposed for short-term wind speed
forecast. The novel multiobjective evolutionary algorithm,
PICEA-g, is employed to train the WNN prediction model.
Two case studies are implemented to testify the performance
of the proposed model with real-world hourly wind speed
data from Canada, and valid and narrow PIs are obtained.
In addition, experimental results show the superiority of the
proposed approach comparedwith other benchmarkmethods,
the performance of PICEA-g algorithm is also verified by
a comparison with the popular NSGA-II algorithm. In par-
ticular, the quality of PIs from the proposed multiobjective
model is better than those from other single-objective forecast
models with respect to different PINC settings including
90%, 85%, 80%, 75% and 70%. For multiobjective model
comparison, the proposed model also achieves higher aver-
age hypervolume results (1.3056 for Victoria dataset and
1.3047 for Edmonton dataset) than other models. Moreover,
the training timewith PICEA-g algorithm for two case studies
are both less than one minute which shows the feasibility of
the proposed model.

As for future research, the proposed prediction model can
be further improved by considering more relevant input such
as the NWP data. In addition, some other advanced feature
selection techniques may be adopted to determine the proper
input of the model, such as recursive feature selection, mutual
information based method [52] and so on. Long-term wind
speed interval forecast may also be studied in the future.
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