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Abstract

Electrical machines are the critical components of many industrial systems, and their de-

sign, test, and simulation are now becoming increasingly demanding due to emphasis on

energy efficiency, and performance improvement.

Today, hardware-in-the-loop (HIL) technology is progressively being utilized as the

preferred, reliable, cost-effective alternative in a virtual scenario for tedious, time-consuming,

and expensive tests on real devices. Thus, real-time digital hardware emulation of electri-

cal machines in HIL configuration allows engineers to test the newly prototyped drive

systems or controllers against the virtual machine model under hazardous and abnormal

conditions in a non-destructive manner. Moreover, in the design procedure the emulated

machine model can help designers optimize the machine performance by running the real-

time model as many times as they need to reach the desired goals in a short time.

Owing to the rapid advances in the digital hardware technology, field programmable

gate arrays (FPGAs) are gaining increasing popularity as the fastest, most reliable, and pre-

ferred computational engine by providing high frequency computational clock cycle and

massive amount of logic resources for various computationally expensive applications.

This thesis provides a framework for real-time emulation of commonly used electri-

cal machines with different levels of modeling complexity. The FPGA is employed in this

work for the high performance data processing to meet the stringent real-time step-size

constraints. The FPGA-based real-time emulated machine performances are compared

with the experimental measurements and finite element solutions to demonstrate the ac-

curacy and effectiveness of the proposed approaches for HIL applications.
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1
Introduction

Electrical machines are the primary components for the generation and utilization of most
of electrical energy converted from fossil fuels and renewable sources [1]. Thus, high en-
ergy usage and their wide range of applications are enough reasons for the importance
of validation, testing, and design optimization of electrical machines and drive systems.
Traditionally, off-line digital simulation has been used to evaluate the performance of elec-
trical machines and drive systems before their implementation and design as a new proto-
type for many years. Several commercial software packages have been developed for this
purpose including model-based simulation tools such as Matlab/Simulinkr, and numer-
ical electromagnetic simulation tools such as JMAGr or ANSYSr. However, simulation
results by this approach either suffer from inaccuracy due mainly to oversimplification in
the physical models in the simulation procedure or enjoy high precision at the cost of long
simulation time. Thus, off-line simulation of machine models and drive systems cannot
reflect their true performance that would occur in the real environment with respect to
time.

To overcome the aforementioned problem, real-time simulation is desired for modeling
in which all the necessary calculations must be performed within the time frame as they
take place in real world [2]. To achieve this goal, real-time simulators have been used usu-
ally based on general purpose processors or digital signal processors. However, there is an
ever increasing demand to accommodate detailed models of electrical machines and drive
systems within a very small simulation time-step, which essentially means the need for
higher computational power of the simulator. FPGAs offer a viable alternative for speed-
ing up the digital simulation without sacrificing the accuracy [3,4]. Owing to their parallel
hardwired architecture, large logic resource count, huge amount of storage elements, and
fast clock speeds, currently available FPGA devices are able to satisfy accuracy demands

1
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DAC

Digital FPGA-
Based Real-

Time Emulator
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Figure 1.1: Generic hardware-in-the-loop configuration.

of complex machine and drive systems adequately by providing nanosecond resolution
for the computational clock cycles within the simulation time-step in real-time.

Many studies have been conducted on FPGA-based real-time simulation of power
networks, controllers, and power electronics apparatus. Nevertheless, detailed real-time
modeling of electrical machines on FPGA has so far gained less attention. In this research,
the main focus is on the real-time emulation of electrical machine models, which can be
developed based on different approaches with varying levels of detail and reasonable ac-
curacy for hardware-in-the-loop (HIL) applications.

1.1 Real-Time Hardware-in-the-Loop Simulation

Nowadays, real-time HIL technology is rapidly becoming the preferred, reliable, and cost-
effective substitute in a virtual scenario for tedious, time-consuming, expensive tests and
analyses on real devices. HIL simulation allows designers to test the newly prototyped
design of a portion of a system against the virtual model of other parts especially under
hazardous and borderline conditions in a non-destructive manner.

The real-time simulator can be equipped with a set of input and output ports to be
interfaced and connected to real parts of the system, in which is commonly called HIL
simulation [5].

Since there is a gap between the off-line behavior of the model and its actual perfor-
mance in the real word with respect to time, only a real-time emulated machine model can
be used in the HIL platform to interact with physical systems [6].

As can be seen from Fig. 1.1, the generated digital real-time emulator signals, which
transmit low-level voltages and currents, can be interfaced with an amplifier where an
actual real-time emulated machine works in HIL configuration. The main purpose of the
HIL platform is to simulate the real world as closely as possible. Thus, the output digital-
to-analog ports for sending signals as well as analog-to-digital ports for receiving them
must work as accurately and deterministically as possible.
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1.2 Machine Models

To realistically reproduce the electrical machine transients with high fidelity, an accurate
modeling of the machines with a small simulation time-step is a necessity for the real-
time emulator. Different techniques are available for the machine modeling, which can be
categorized into four main groups, and their general aspects are presented in this section.

1.2.1 qd Model

The equations that describe the dynamic performance of AC machines in the phase domain
consists of an inductance matrix being a function of rotor position. A change of frame is
often used to reduce the complexity of such matrix by referring the machine variables
to a reference frame that rotates at an arbitrary angular velocity. This approach is based
on a lumped parameter model in which the magnetic coupling between different parts of
machine are defined by a set of self and mutual inductances of the windings. This model is
widely used in the transient simulation of machines because of its fast solution. However,
the model is not capable to take spatial effects inside the machine into account [7].

A unified framework is proposed in this project for FPGA-based real-time simulation
of electrical machines by using state-space formulation in the orthogonal q− d axis model.
The machine models are implemented on the FPGA by both the schematic and textual pro-
gramming methods. Different hardware realization techniques of qd-type machine models
and their advantages and disadvantages will be discussed with more details later.

1.2.2 Magnetic Equivalent Circuit

The magnetic Equivalent Circuit (MEC) is another technique for machine analysis. MEC
develops a lumped representation of main flux paths in a machine with permeance ele-
ments as well as Magnetomotive Force (MMF) sources [8]. Unlike the qdmodel, the MEC is
based on geometrical data and material properties and is able to capture local phenomena.
The MEC is computationally less intensive and relatively less time-consuming compared
with the finite element model (FEM) and analytical approach, as well as offers satisfac-
tory accuracy. This technique is gaining increasing popularity in the design procedure and
transient simulation of machines where repetitive computations are required in a short
time. This method is successfully applied to different types of machines such as induction
machines, synchronous machine, switched reluctance machine, etc. [8–10].

An induction machine (IM) will be emulated in this work in real-time on FPGA by a
new MEC, which is suitable for the detailed real-time machine simulation. For the model-
ing of IM, MEC is the most accurate technique after FEM. Moreover, to have more realistic
results, the nonlinear effects due to local saturation of stator and rotor teeth as well as yoke
will also be taken into consideration in the real-time emulation.



Chapter 1. Introduction 4

1.2.3 Analytical Model

In order to facilitate real-time simulation, design optimization, and accurate dynamic mod-
eling of electrical machines, various approaches have been employed to predict the mag-
netic field distribution. The most common method is to use a lumped magnetic equiva-
lent circuit model. Although it is fast and allows the relationship between critical design
parameters and machine performance to be established, it suffers from the problem as-
sociated with the model inaccuracy, particularly when flux leakage is significant and flux
paths are complex [11]. Numerical techniques such as FEM provide high accuracy but
remain time-consuming and are not able to clarify the exact influence of geometrical data
on the machine behavior. To overcome these problems, the analytical method has been
established.

In this research, an analytical model incorporating Maxwell’s equations is developed
for the modeling and real-time emulation of a permanent magnet synchronous machine
(PMSM) on the FPGA. In order to establish the analytical solution for the magnetic field
distribution in the PMSM, the magnetic field analysis is confined to various layers. It is
convenient to formulate the field distribution in terms of a magnetic vector potential. In
the governing field equations obtained by this method, the perpendicular and tangential
magnetic boundary conditions should be satisfied between layers to predict magnetic flux
density distribution inside the machine and its performance [12, 13].

1.2.4 Finite Element Method

Finite element analysis is a powerful method in various areas of engineering for solving
partial differential equations or boundary value problems. For modeling of electrical ma-
chines by FEM, Maxwell’s equations of machine are formulated in terms of magnetic vec-
tor potentials and then solved based on boundary conditions. The main advantage of the
FEM is its high accuracy for modeling all details inside the machine such as nonlinear and
local effects. However, this method is extremely time-consuming even for a moderately
complex structure of machine. Therefore, it is not suitable for real-time simulation due to
the need of large amount of computing resources. FEM is usually chosen to verify the cor-
rectness of other methods and final designs [14]. In this research, off-line FEM simulation
is used to validate the various real-time emulated machine models.

1.3 Literature Review

This section provides a literature review on the studies conducted in the development of
FPGA based real-time digital emulation of electrical machines.

Reference [15] proposed a digital hardware realization of a real-time simulator for an
induction machine with a field-oriented control using the FPGA as the computational en-
gine. The authors used state-space formulation to model the electric machine and trape-
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zoidal rule for its discretization. The simulator was developed using HDL coding for the
controller and schematic method for the asynchronous motor. In a similar attempt, an
induction machine dynamic simulation on FPGA board has also been done in [16]. In
this paper, Runge-Kutta 4th order numerical integration algorithm is used to discretize
the asynchronous machine equations and also used HDL method to implement machine
model on FPGA. Additionally, a double and single three phase induction machine have
been emulated in real-time on FPGA and verified by experimental measurements in [17]
and [18], respectively. In the recent studies, a full FPGA-based real-time system of power
converters and induction machine electric vehicle HIL applications has been presented
in [19]. In this work, Thevenin based equivalent model is employed to enhance the mod-
eling of switches in converters and saturation effect is also taken into account in qd model
of IM machine for more accurate emulation. Opal-RTr platform is utilized in this paper
for real-time HIL studies. A ModelSimr result of FPGA-based real-time transients of IM
machine is also provided in [20]. In this paper, a comparison between various discretiza-
tion approach including Shift, Tustin, and Delta method has been presented. According
to digital implementations, the performance of Delta operator has been demonstrated to
be better than other techniques in terms of accuracy, stability, robustness. Plus, a sim-
ilar trend by the authors has been applied to synchronous motor in [21]. Furthermore,
in [22–25], a real-time simulator of a permanent magnet synchronous motor drive based
on a finite-element method has been realized on a FPGA card for HIL testing of motor
drive controllers. In these papers, the authors proposed PMSM model in the phase-domain
with inductances and flux profiles computed from JMAG-RTr finite element software on
a CPU of RT-LABr real-time platform and implemented PMSM model as well as 3-phase
inverter on a FPGA card of the real-time simulator using look-up tables. Furthermore,
they implemented qd model of PMSM without any calculation by finite element method
on the FPGA chip in [26, 27]. A dSPACEr setup is chosen in [28] for real-time simulation
of interior type PMSM on FPGA. The authors used 3-dimensional look-up-table (LUT) for
inductances in q-d axis and Verilog HDL coding for hardware realization. The LUT is pre-
sented to consider the saturation and cross coupling effect in this machine for HIL tests.
Moreover, they considered iron loss effect in this type of machine for FPGA-based real-
time studies in [29]. However, the lumped mathematical models of all AC machines have
been presented in [30] and the authors used Backward Euler to discretize machine mod-
els and developed its real time simulation on FPGA by HDL codes for the implementation
with fixed-point number representation. Finally, they compared the FPGA-based real-time
simulated results with off-line results from Matlab/Simulink to demonstrate the method
accuracy.

On the other hand, a number of studies have focused on real-time simulation of special
machines such as synchronous reluctance machine, switched reluctance and brushless DC
(BLDC) machines. For instance, References [31, 32] presented the state-space approach to
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model BLDC and the induction machine, and then applied forward Euler method for their
discretization and finally evaluated their performance by FPGA implementation. More-
over, another research has been done by a similar method for FPGA based-digital hard-
ware realization of BLDC in [33]. A hardware real-time simulator of synchronous reluc-
tance motor also proposed in [34]. For this realization, the motor model in q − d rotating
coordinate system was discretized by Runge-Kutta 4th order method and HDL code was
used to program the FPGA chip. In addition, a real-time simulation of switched reluc-
tance motor (SRM) and DC machine on FPGA has been presented by schematic method
in [35–37].

This thesis proposes a general framework for real-time simulation of all electrical ma-
chines using qd model. Then, a novel MEC approach is selected for detailed nonlinear
FPGA-based real-time emulation of induction machine by HDL coding. Finally, a dis-
tributed analytical model is employed to model dynamic behavior of PMSM in real-time
on FPGA. All FPGA-based real-time emulated machine behaviors are compared and ver-
ified by FEM and experimental results to demonstrate the correctness of the proposed
techniques.

1.4 Motivation of this work

Unlike general purpose CPUs or DSPs which are basically sequential devices, FPGA is a
digital hardware device, which provides massively parallel processing, supporting mul-
tiple simultaneous threads of execution. FPGA offers a viable alternative computational
engine for speeding up real-time simulators for endless growing complexity and increas-
ing accuracy demand of a system model. Since FPGA is a fully user reconfigurable device,
its customized hardware architecture makes it a processer of choice for real-time emula-
tion.

Moreover, today FPGAs are more and more being employed to design high-end com-
putationally intense applications. Until now most of studies in the area of FPGA-based
real-time simulation have been focused on accurate modeling of power electronic appara-
tus [38–41], control and drive systems [42–45], protective devices [46], and power system
simulation [47, 48]. While these are important issues, the real-time emulation of electrical
machines seems to be necessary and challenging for performing realistic simulations.

The first challenge is that the FPGA hardware design is quite difficult compared with
software programming using high-level language such as C/C++. Every calculation needs
to be assigned to a particular hardware module and many independent hardware modules
may work simultaneously in a parallel fashion when the entire algorithm is processing.
Thus, to implement a complicated system model, all parallel pathes must be identified and
realized for exploiting the internal parallelism in order to expedite computations. The sec-
ond challenge is that a real-time emulation of complex systems on an FPGA for real-time
simulation is usually carried out by hardware description language (HDL), which makes
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it restricted only for expert FPGA users. This thesis also attempts to provide a frame-
work for hardware realization of machine models on an FPGA for novice FPGA users by
schematic method. Additionally, a detailed nonlinear real-time electrical machine model
is developed in this work. An FPGA hardware implementation of an iterative solution
approach is another challenge for solving the governing nonlinear equations of the sys-
tem model. For real-time purposes, the main obstacle is to perform the iterative procedure
within the specified simulation time-step, which can only be overcome through the use of
deep pipeline and parallel realization combined with the optimized numerical procedure
on FPGA.

This thesis focuses on the aforementioned challenges to design an FPGA-based real-
time emulator of different types of machine model. In the first part of this project, the qd
model of electrical machines is chosen for real-time simulation. This part provides a use-
ful and comprehensive comparison between floating-point and fixed-point arithmetic for
hardware implementation, and addresses the differences of deeply pipelined and highly
parallelled realization schemes, and the contribution of schematic and textual program-
ming language methods for design configuration of electrical machine model. Hardware
implementation by these approaches are evaluated in terms of real-time step-size, accu-
racy, and hardware resource consumption. In the second part, due mainly to the key
advantages of magnetic equivalent circuits (MEC) for modeling induction machines com-
pared with finite-element analysis and electric equivalent circuits in terms of computa-
tional expense and achieved accuracy, this work proposes a real-time nonlinear MEC of
the induction machine. The model is emulated in real-time on the FPGA by exploiting
the parallel hardware architecture, and fully pipelined arithmetic processing. The per-
formance of FPGA-based real-time emulated induction machine model is finally investi-
gated and compared with the behavior of an experimental setup of induction machine and
finite-element results to demonstrate the effectiveness and accuracy of proposed approach
for HIL applications. The third part presents a real-time emulation of an analytical space
harmonic model of a permanent magnet synchronous machines with shaped poles. The
goal of this configuration is to produce an air-gap flux density distribution as close to si-
nusoidal as possible to enhance the machine performance. The analytical model is derived
to predict the magnetic fields and machine behavior by solving Maxwell equations and
applying the superposition theorem. The digital hardware realization of the model is de-
veloped on FPGA in a parallel and pipelined paradigm for an efficient hardware design.
Such real-time emulation on FPGA can be used in the design procedure, and the assess-
ment of newly-prototyped controllers and drive systems in the hardware-in-the-loop (HIL)
platform.
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1.5 Thesis Objectives

The main objective of this thesis is to develop real-time models of electrical machines em-
ulated in hardware on the FPGA with different levels of realism. To achieve this goal, the
following steps are taken:

• Mathematical modeling of electrical machines needs to be developed and then im-
plemented on FPGA for real-time emulation. For more realistic emulation, the com-
plexity of machine models have to be increased by including geometrical parameters,
spatial effects, and saturation phenomena, which implies more hardware resource
consumption and longer execution time. Through the chapters of this thesis, it can
be observed that the accuracy and effectiveness of the FPGA-based emulator are im-
proved by increasing the complexity of the machine model.

• A new magnetic equivalent circuit model needs to be proposed for real-time simu-
lation of induction machine on FPGA. The MEC model is developed in such a way
that finer permeance element sizes compared with similar MEC models are defined
to predict machine behavior more precisely. Moreover, all unnecessary flux pathes
are neglected and only flux tubes are considered in the path of magnetic materials to
improve the computational time significantly by reducing the computational efforts
and slight sacrificing the results accuracy.

• A new magnetic pole shape as well as pole shape optimization need to be proposed
for the performance improvement of permanent-magnet machines. An analytical
method is established to predict magnetic fields in the different regions of the ma-
chine by solving Maxwell’s equations and applying boundary conditions. Analyti-
cally derived formulas allow the prediction of machine performance in closed form
as a function of physical dimensions and parameters of the machine. They facili-
tate the characterization of machine topologies, sensitivity analysis, iterative design
optimization procedure, and real-time dynamic modeling of the machine.

• To take the advantages of parallel architecture of FPGA for very fast computation, the
possible parallel computational tasks have to be extracted and allocated into parallel
computational hardware.

• A highly parallel iterative numerical technique needs to be developed on FPGA for
solving nonlinear equations of electrical machines in order to meet real-time require-
ments.

• The digital hardware modules have to be developed to realize basic arithmetic opera-
tions and functions on FPGA. In order to implement the developed machine models,
the hardware modules such as three-phase voltage source unit, sparse matrix multi-
plication module, floating-point multiply add/subtract unit, nonlinear function unit,
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Gauss-Jordan Elimination module, Newton-Raphson unit, residual vector calcula-
tor unit, and Fourier series module are efficiently designed in pipeline and parallel
schemes on FPGA. These hardware modules need to be wired up together properly
to form a hardware architecture of machine models.

• The real-time-emulated machine behavior needs to be evaluated by the results ob-
tained from other methods. The real-time results captured from oscilloscope are com-
pared with the measured performance of actual machine in an experimental setup or
finite-element solutions.

1.6 Thesis Outline

This thesis consists of six chapters and is organized as follows:

• Chapter 2: An Overview OF FPGA Architecture and Design - This chapter presents
an introduction about FPGA technology and its architecture. Different FPGA design
methodologies are also discussed for real-time emulation of electrical machines.

• Chapter 3: Real-Time qd-type model of Electrical Machines - The purpose of this
chapter is to provide a general framework for real-time simulation of qd model of all
types of electrical machines on FPGA. State-space approach is employed to present
the qd-type machine model in a unified framework and also a comprehensive com-
parison is carried out between various hardware implementation techniques of ma-
chine models in terms of obtained accuracy, FPGA resource utilization, and achieved
time-step size.

• Chapter 4: Real-Time Nonlinear Magnetic Equivalent Circuit Model of Induc-
tion Machine - This chapter proposes a magnetic equivalent circuit model suitable
for real-time emulation of induction machine. An iterative under-relaxed Newton-
Raphson method along with the anti-periodicity technique is realized on FPGA to
solve the governing equations of the machine in real-time.

• Chapter 5: Real-Time Analytical Space Harmonic Model of Permanent Magnet
Machines - A detailed analytical space harmonic model is developed to predict mag-
netic fields and consequently permanent magnet machine performances. Analytical
formulas are based on Fourier series. Real-time emulation of the machine model is
then realized on FPGA for hardware-in-the-loop simulation. Finally, finite-element
analysis is employed to evaluate the accuracy of presented approach.

• Chapter 6: Conclusions and Future Works - The contribution of this research and
the future works are summarized in this chapter.



2
An Overview OF FPGA Architecture and

Design

2.1 Introduction

Nowadays, the coupling of falling prices and ever-increasing number of transistors per
chip has shifted the role of FPGAs from a low-volume electric subsystems, toward being a
main processing engine and building block in the electronic market [49].

In general, FPGA is a programmable logic device. The basic idea behind programmable
hardware is to have a generic circuit where the functionality can be programmed for a
particular application [50].

Conventional CPUs are based on the idea that the ALU can perform only one of several
operations at a time based on the control signals. Thus, a particular application must be
broken into the sequence of control signals for controlling of the function of the ALU.
However, programmable logics in FPGAs represent the functionality as a circuit where the
particular circuit can be programmed to meet the requirements of an application. The key
difference is that the functionality is realized as a parallel system in an FPGA rather than
sequential in a CPU.

Since FPGA offers a parallel hardware architecture, this features very high speed pro-
cessing as a result of hardware design while retaining the reprogrammability of software at
a relatively low cost. This makes FPGAs well suited for real-time emulation, where all re-
quired computations of a system model must be performed within a very small simulation
time-step.

Due to its unique features, now FPGAs are also used in various fields of applications
such as telecommunications, image and signal processing, robotics, automotive, and air-
craft systems, as well as power convertor control [51].

10
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Figure 2.1: FPGA hardware architecture based on a columnar approach [52].

Table 2.1: Main hardware resources of FPGA chip.
Virtexr-7 FPGA

FPGA Number VC7VX485T
Logic Slices 75,900

Resources Logic Cells 485,760
Memory Distributed RAM (Kb) 8,175

Resources Total Block RAM (Kb) 37,080
Clocking Resources CMTs (1 MMCM + 1 PLL) 14

I/O Single-Ended I/O 700
Resources Differential I/O Pairs 336

Integrated IP DSP Slices 2,800
Resources GTX Transceivers (12.5 Gb/S) 56

In this chapter, a general architecture of Xilinx-7 FPGA, which is utilized in this work
for real-time electrical machine emulation will be introduced briefly. Then, the FPGA de-
sign flow, and some important points about hardware realization schemes are discussed.

2.2 FPGA Architecture

The generic FPGA is a two-dimensional (2-D) array of programmable logic cells intercon-
nected by a matrix of wires and programable switch matrices. Each logic cell performs
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Figure 2.2: Configurable logic block, and slice structures [52].

a basic logic function, while switch matrices control the configurable logic cells and the
interconnection of the wires, thus achieving filed programmability. Fig. 2.1 illustrates the
advanced 28-nm Xilinx Virtexr-7 FPGA hardware architecture and its features, which are
used in this work for FPGA-based real-time emulation. Xilinx created the column based
advanced silicon modular block architecture to enable FPGA platforms with varying fea-
ture mixes optimized for different applications. Basically, the recent FPGA chips consist of
an ocean of configurable logic blocks (CLBs), memory elements, DSP blocks, I/O blocks,
clock management tiles, transceivers, and Hard IP blocks which are interconnected by an
entirely reprogrammable matrix of switch elements.

Table. 2.1 lists the main hardware resources of Xilinx Vitrexr-7 XC7VX485T FPGA. In
this section, the main logic resources of all FPGA types, namely, configurable logic blocks
(CLBs), memory elements, and DSP blocks, will be explained with further details.

2.2.1 Configurable Logic Blocks (CLBs)

The logic cells in this FPGA are configurable logic blocks (CLBs), which are the main re-
sources for the realization of combinatorial and sequential circuits.

7-series CLBs are composed of a pair of slices. Each slice contains four of either 6-input
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Table 2.2: Port functions and descriptions of 7-series FPGA RAMs [53].
Port Functions Description
DI[A—B] Data input bus.
ADDR[A—B] Address bus.
WE[A—B] Byte-wide write enable.
EN[A—B] When inactive no data is written to the block RAM.
CLK[A—B] Clock input.
DO[A—B] Data output bus.
RDADDR Read data address bus.
RDCLK Read data clock.
RDEN Read port enable.
WRADDR Write data address bus.
WRCLK Write data clock.
WREN Write port enable.

LUTs with one output or two five-input LUTs with independent outputs with common
addresses or logic inputs, eight flip-flops, and one arithmetic and carry chain. Almost
two-thirds of the slices are logic slices and the rest can also use their LUTs as distributed
64-bit RAM or as 32-bit shift registers or as two 16-bit shift registers. A simplified structure
of 7-series CLBs and the slice architecture are depicted in Fig. 2.2 [52].

2.2.2 Block RAMs

In Xilinxr-7 series FPGAs, the block RAMs store up to 36 Kbits of data configured either
two separate 18 Kb RAMs, or one 36 Kb RAM. Thus, in addition to distributed RAM, 7
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Figure 2.4: Digital signal processing unit [54].

series devices feature a large number of RAMs. Embedded dual- or single- port RAM
modules, ROM modules, and synchronous FIFO are implemented using the Xilinx CORE
GeneratorTM block memory modules. Block RAMs can be used to configure true and sim-
ple dual-port RAMs as well as single-port RAMs [53].

The true dual-port RAM has two completely independent access ports (A and B) and
data can be written to either or both ports and read from either or both ports, while there
is only one access port for single-port RAM. However, in the simple dual-port RAM mode,
independent read and write operations can occur simultaneously, where port A is desig-
nated as the read port and port B as the write port. Fig. 2.3 shows the data flow of various
RAM types and Table. 2.2 describes their functions.

2.2.3 Digital Signal Processing Blocks (DSPs)

Besides the basic logic blocks, and massive embedded memory blocks, the FPGA also pro-
vide the dedicated circuits such as DSP blocks. These blocks can implement custom, fully
parallel algorithms and be used for computationally intensive digital signal processing ap-
plications with high speed and accuracy. Dedicated DSP slices are the best blocks for the
implementation of many binary multipliers and accumulators. Thus, they can enhance the
speed and efficiency of digital signal processing in many applications.

The basic functionality of DSP48E1 is presented in Fig. 2.4. Some highlights of DSP
functionality are 25×18 two’s-complement multiplier, 48-bit accumulator, power saving
pre-adder, and single-instruction-multiple-data arithmetic unit [54].
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2.3 FPGA Design Flow

Today, FPGA vendors provide a fully integrated development environment for FPGA de-
sign procedure from design entry all the way down to a generated FPGA bitstream down-
loaded into the chip. Currently, Xilinx introduces two development platforms for FPGA
users. Xilinx ISE Design Suit supports all Xilinx programmable devices, and Vivado De-
sign Suit is the next generation of development platform for the Xilinx FPGAs. As shown
in Fig. 2.5, the FPGA design flow mainly consists of three design stages, namely, design en-
try, synthesis, and implementation, as well as three verification stages, namely, behavioral
simulation, timing analysis, and hardware verification.

• FPGA Design

Design Entry - A design entry file is used to represent the design. The design entry
can be based on schematic or textual programming methods. Textual program-
ming is done in hardware description language (HDL) such as Very High Speed
Integrated Circuit HDL (VHDL) or Verilog HDL. This is the first stage to define
design architecture.
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Synthesis - This technology is a process by which a design entry file is turned into a
netlist file. The netlist file contains both the logical design data and constraints.

Implementation - This step comprises four sub-process. 1) Translate: this sub-process
translates netlist file into a FPGA design file. 2) Map: in this stage, the design is
fit into available FPGA hardware resources. 3) Place and route: this sub-process
assigns the design to physical device and selects wires and switches for inter-
connections. 4) Generate programming file: a bitstream file is created in this stage
to be downloaded to the device.

• FPGA Verification

Behavioral Simulation - Functional or behavioral simulation is usually performed
before synthesis process. This simulation is usually carried out to verify the
behavioral code or to confirm that the design is functioning as intended. Isimr

or Vivador simulation tools or Modelsimr can be employed for this simulation.

Static Timing Analysis - Timing Analyzer is used to perform a detailed analysis of
the FPGA design after implementation process. This analysis is carried out
to ensure that the specified timing constraints are properly met by the imple-
mented design.

Hardware Verification - After (re)programming the device, the hardware signals can
be monitored by ChipScopeTM Analyzer for debugging before sending digital
signals to output ports of FPGA platform.

2.4 Number Representation and Operations

For computational programming, the first step is to define the data format and arithmetic
operations. In spite of the dependency of data format and the accuracy of computation,
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number representation also affects the hardware resource utilization in the FPGA design
and programming. Basically there are two types of number systems:

1. Fixed-point number:

A fixed-point number is characterized by their word size in bits, binary point, and
their sign. A common representation of a binary fixed-point number, either signed
or unsigned, is shown in Fig. 2.6 (a).

As can be seen, ais are the binary digits, n is the word length in bits, an−1 is the most
significant bit (MSB), and a0 is the least significant bit (LSB), and the binary point is
depicted three bits to the left of the LSB.

It is worth mentioning that the preferred representation of signed fixed-point num-
bers is Two’s complement method.

2. Floating-point number:

According to IEEE standard 754, floating-point numbers may be represented in either
single- or double-precision format.

• Single-precision floating-point number:

Any value stored in this representation has 32 bits. It is formatted as depicted
in Fig. 2.6 (b).

A 32-bit floating-point number consists of 1 sign bits, 8 exponent bits, and 23
fraction bits. The single-precision floating-point number is expressed as follows:

d = (−1)sign × 2(exponent−127) × (1.fraction) (2.1)

The value in this format is approximately in the range of −1038 to 1038.

• Double-precision floating-point number:

Any value stored in this representation has 64 bits. It is formatted as depicted
in Fig. 2.6 (c).

A 64-bit floating-point number consists of 1 sign bits, 11 exponent bits, and 52
fraction bits. The double-precision floating-point number is expressed as fol-
lows:

d = (−1)sign × 2(exponent−1023) × (1.fraction) (2.2)

The value in this format is approximately in the range of −10308 to 10308.

In this thesis, single-precision floating-point is employed for computational program-
ming of FPGA. It actually offers high speed computation, dynamic range of data, and
acceptable accuracy. These are the main reasons for choosing single-precision format for
real-time emulation.
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2.5 FPGADesignSchemes

ParallelandpipelineparadigmsaretwointerestingfeaturesforFPGAprogrammingto

improvecomputationalspeedandthroughput.Inthissection,thesetwoFPGAdesign

techniqueswillbeexplainedinmoredetails.

2.5.1 PipelineDesignArchitecture
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insertedbetweenthestagesinthedatapath.Thus,datacanmarchthroughtheregistersat

everyclockcycle.Althoughpipeliningincreasesthenumberofclockcyclesperoperation,
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FPGAhardwareresources.AscanbeseenfromFig.2.7,thepipelinepathofFPGAdesign
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2.5.2 ParallelDesignArchitecture

UnlikeCPUsorDSPsthataresequentialcomputationalengines,anFPGAenjoysitsin-

trinsicparallelarchitectureforhighspeedoperationsandcomputations.Basicallyanalgo-
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rithm can be partitioned into several independent circuits and computed simultaneously
on an FPGA. As can be seen from Fig. 2.7, the operations in the first and second paths
are executed concurrently on FPGA, whereas these two operations must be performed
sequentially on CPU.

2.6 Summary

This chapter presented the fundamentals of FPGA architecture and design briefly. The
issues involved in the hardware realizations were shortly explained. The design procedure
can be followed for real-time emulation of a system on FPGA. Moreover, taking advantage
of parallel and pipeline programming allows FPGA designers to efficiently realize digital
emulation with high speed, improved data throughput, and optimized hardware resource
utilization.



3
Real-Time qd-Type Model of Electrical

Machines

3.1 Introduction

This chapter 1 presents a unified framework for FPGA-based real-time emulation of qd-
type machine models. Off-line transient simulations have been used as a successful method
to evaluate the performance of electrical machines for a long time. Although execution
time is still a matter of concern in such off-line tools, it is not as critical as in a real-
time digital simulator, which has to interact with external devices in a HIL scenario. The
main application of real-time emulation of electrical machines is to evaluate the behavior
of newly designed machines, drive systems, controllers, and protective devices in a HIL
configuration in an effective and economic approach before applying them in a real sys-
tem [5, 22, 55–57]. Such testing allows the system components to be subjected to extreme
conditions in a non-destructive environment and an expedited manner. To reproduce elec-
trical machine transients with high fidelity, an accurate modeling of the machines with a
small simulation time-step is a necessity for the real-time simulator. To meet strict real-time
step-size constraints, a compromise is usually made between the accuracy and complexity
of the system model [5].

Owing to the rapid developments and dramatic advances in digital hardware tech-
nology, the FPGA is becoming the fastest, most reliable, and preferred computational
engine for digital hardware realization of complex systems without sacrificing the accu-
racy [39, 43, 44]. Today, FPGA has gained a crucial role in the HIL simulation and rapid

1Material from this chapter has been published: N. R. Tavana, and V. Dinavahi, “A general framework
for FPGA-based real-time emulation of electrical machines for HIL applications”, IEEE Trans. on Industrial
Electronics, vol. 62, no. 4, pp. 2041-2053, April 2015.
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control prototyping (RCP) of electrical machines and drive systems employed in the indus-
trial applications. According to their paralleled hardwired architecture, reconfigurability,
large amount of logic resources, full-custom DSP units, and storage elements, currently
available FPGA devices are able to satisfy the accuracy demands of machine models ad-
equately by providing nanosecond computational clock cycle within the simulation time-
step in real-time.

A number of studies have been conducted in this area with different objectives [15, 16,
27, 30, 35, 58]. Most methodologies adopted in the literature for the real-time simulation
of machines on FPGA are based on fixed-point calculations [15, 16, 27, 30, 35] and a 32-bit
floating-point hardware emulation of a synchronous generator used in the nodal analysis
for power system transient simulation is presented in [58]. Since the need for a comprehen-
sive comparison between fixed- and floating-point implementation, deeply pipelined and
parallelled architecture, as well as schematic and textual programming language method
have not so far been met, in this work the focus is to evaluate FPGA-based real-time em-
ulation of the machine models in a general framework. This chapter explains the mathe-
matical modeling and numerical techniques for digital realization of electrical machines.
Implementation of machine model by different approaches are presented thereafter. The
various designed architectures in terms of real-time simulation time-step sizes and hard-
ware resource consumption as well as accuracy are then evaluated. Finally, the useful-
ness of FPGA-based real-time emulated machine models are assessed and highlighted by
providing a number of case studies (induction motor, synchronous generator, line start-
permanent magnet synchronous motor, and DC motor).

3.2 FPGA Design Approaches for Electrical Machine Realization

The techniques to emulate a system on FPGA can be broadly classified into two groups: (a)
textual programming language (TPL) such as hardware description language (HDL), and
(b) schematic method from vendor specific blocksets. The textual programming method
by means of HDL such as VHDL or Verilog HDL is a powerful method to develop a digital
hardware design without any restrictions. However, it can be very complex and cumber-
some to debug. Even experts in machine modeling and simulation may find programming
in HDL a daunting task. The schematic or the model-based method relies on a library of
basic combinatorial and sequential building blocks offered in the Altera DSP Builderr,
Xilinx System Generatorr blocksets, etc. within the Matlab/Simulinkr environment. This
method allows users to go from system simulation using the industry-standard Math-
works simulation tools to hardware implementation in a short time. This method is user-
friendly, easier to troubleshoot, easily understandable, and specifically useful for novice
users of embedded digital systems. Expert users will of course be able to save devel-
opment time by adopting Intellectual Property (IP) core blocks already available in such
blocksets with no HDL hard-coding. However, this approach is still limited to applications
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in which no complex sequencers and deeply pipelined structures are required [51].
Furthermore, the FPGA is a space-oriented logic device that enables full hardwired

parallelism to be achieved to the extent permitted by the implemented user model and al-
gorithm. A large number of customized parallel processing units can be easily configured.
Thus, a highly parallel implementation is the best realization according to the FPGA archi-
tecture (one data per hardware module per time-step) for the algorithms where a lower
amount of hardware resources for computational processing is required such as fixed-
point arithmetic based designs. The integrated massive memory blocks can be partitioned
into many independent types such as RAM, ROM, FIFO, single port, or dual-port user
memory units through which multiple data can be accessed simultaneously. Although
multiple data can be processed in parallel on an FPGA, due to resource limitation, it is
difficult to achieve the ideal parallelism for large systems and not area-optimized for the
algorithms that utilize massive amount of hardware resources such as floating-point calcu-
lation based designs. In such cases, the pipelining technique has to be used. In a pipelined
scheme, a function is divided into several stages by inserting registers between stages,
allowing multiple data to be processed at different stages at once, resulting in a high com-
putational throughput (multiple data per hardware module per time-step).

As a consequence of the above reasons, the seamless and user-friendly schematic method
is the best technique for a highly parallel implementation of real-time machine model
based on fixed-point operations, while on the other hand, the TPL method is the most ap-
propriate approach for the pipeline realization of floating-point calculation based real-time
system, resulting in an area-optimized hardware architecture acceptable in the industrial
applications.

In this chapter, floating-point number calculations in the deeply pipelined scheme are
employed for an FPGA-based real-time emulation of commonly used electrical machines
to support a wide range of machine specifications and characteristics. Moreover, fixed-
point algorithm of the models are implemented for the sake of a complete comparison.
The implementation is carried out by state-space approach to provide a unified framework.
Therefore, not only the real-time emulation of electrical machines can be realized by this
approach, but also the presented methodology can be used for the implementation of other
systems such as mechatronics, aerospace, and control systems that can be expressed in
terms of state-space equations.

3.3 State-Space Representation of Machine Models

The governing equations describing magnetically coupled stator and rotor circuits in an
electrical machines, whose windings are identical, and symmetrically placed and has con-
stant parameters, can be written as follows:
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[
Vabcs

Vabcr

]
=

[
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0 rr

] [
Iabcs
Iabcr

]
+ p

[
λabcs
λabcr

]
,[

λabcs
λabcr

]
=

[
Labcss Labcsr
Labcrs Labcrr

] [
Iabcs
Iabcr

]
. (3.1)

where V, I, λ, r, and L denote voltage, current, flux linkage, resistance, and inductance
matrices, respectively. Additionally, subscript letters including abc, r, and s are phase
domain, rotor, and stator indexes, respectively.

The equations representing the dynamic behavior of machines consist of an inductance
matrix as a function of rotor position. Thus, a change of frame is used to reduce the com-
plexity of this matrix by referring the machine variables to a reference frame that rotates at
an arbitrary velocity given by [7]:

fqd0 = K(θ) fabc,

K(θ) =
2

3

cos θ cos(θ − 2π
3 ) cos(θ + 2π

3 )
sin θ sin(θ − 2π

3 ) sin(θ + 2π
3 )

1
2

1
2

1
2

 , (3.2)

where f represent voltage, current, or flux linkage vector of stator and rotor circuits. Also,
K(θ) is a transformation matrix and θ is arbitrarily selected.

Using state-space approach in the orthogonal qd axis model, the simulation of electrical
side of various machines can be expressed as:{

d
dtx(t) = Ax + Bu
y = Cx + Du

, (3.3)

where x ∈ Rh is the state vector, u ∈ Rp is the input vector, and y ∈ Rq is the output vector.
Plus, Ah×h, Bh×p, Cq×h, and Dq×p denote state, input, output, and feedback matrices in
state-space equations. Flux linkages (λqd), supply voltages (Vqd), and output currents (Iqd)
are selected as the state, input, and output variables, respectively. The matrices and vectors
in (3.3) are defined in Appendix A for different types of machines.

The second set of equations is for the mechanical side of machines for which electro-
magnetic torque (Te), and rotor speed (ωr) are the input and state vectors, represented by

Te =
(
3
2

) (
P
2

)
(λdsiqs − λqsids) , (3.4)

ω̇r = P
2J Teffective = P

2J (Te − Tmech − Tdamp) . (3.5)

where Te, Tmech, and Tdamp represent electromagnetic, mechanical, and damping torques.
Moreover, rotor inertia, and number of pole pairs are denoted by J , and P , respectively.

For the digital hardware realization, the differential equations of machine model should
be discretized. The implicit techniques for discretization are more expensive due to a root
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finding procedure at any given time-step (Ts). The important observation regarding ex-
plicit methods are that the unknown quantities at each time-step are given in terms of his-
tory parameters. Thus, the discretized equations with explicit technique can be computed
within the shorter elapsed time compared with the implicit one with the same order, result-
ing in a reduced local truncation error at every time-step, as well as a reduced global error,
and a higher simulation accuracy. However, the drawback arises from the limitation on
the time step-size in the explicit method to ensure numerical stability. Since the FPGA can
provide nanosecond computation clock cycles, a very small simulation time-step, which is
much smaller than electrical and evidently mechanical time constants of machines can be
achieved to capture all transients of machine behavior. Thus, the numerical stability is of
no concern for the FPGA-based real-time emulation of machines.

The explicit Adams-Bashforth (A-B) method can be employed as a good choice to dis-
cretize the machine’s equations based on s = z−1

Ts
for first-order or s = 2

Ts
z2−1
3z−1 for second-

order Adams-Bashforth transformation [59]. In this chapter, first-order Adams-Bashforth
method (Forward Euler) is chosen for the discretization of state-space equations and sev-
eral implementations in the literatures have also used the Forward Euler method [42, 45]
as follows:

{
x(t) = x(t− Ts) + Ts × [A(t− Ts)x(t− Ts) + B(t− Ts)u(t− Ts)],
y(t) = C(t)x(t) + D(t)u(t).

(3.6)

3.4 System Configuration on FPGA

3.4.1 Number Representation

Choosing either a fixed- or floating-point number representation is the first step for any
hardware design. To provide a comparison for hardware resource utilization and achieved
accuracy, a 32-bit single precision floating-point format (IEEE Standard 754) by TPL method
(VHDL) and 32-bit fixed-point format (binary point is located where the integer part of the
maximum or minimum value of flowing data is effectively fitted in the underlying integer
part of fixed-point number for the highest accuracy) by schematic method are used for
real-time emulation in this work.

3.4.2 Realization of Machine Models

The FPGA design procedure basically involves the design entry step using TPL or Schematic
method to configure the system model and the implementation step to generate the down-
loadable bitstream.

In this work, the realization approach can be applied to any type of FPGA devices
such as Alterar, Xilinxr, Latticer, etc. In the developed machine blocks for real-time
emulation, TPL (HDL coding) and schematic method for different hardware platforms
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remain the same and the only difference is between the IP cores of one FPGA type to
another designed just for the implementation of basic arithmetic operations.

a) Floating-point implementation by VHDL

The hardware modules that assist the real-time emulation to be executed include: Main
Control Module, Source Module, Timer & Switch Module, and Electrical Machine

Module.
Fig. 3.1 shows the overall procedure in a simulation time-step in the proposed hard-

ware. First, Source Module generates input voltages for the three phase machine termi-
nals, whereas, Switch Module checks the switch states to apply or remove faulty con-
ditions and load torque. Then Electrical Machine Module starts to solve machine’s
equations. It is obvious that the parallel processing exists in each stage, while preserving
the necessary sequential stages in the overall simulation algorithm.

The Main Control Module coordinates the operation of the whole emulator to carry
out the algorithm. It sends out control signals (Simu on, Socmd, EMcmd) to each mod-
ule to perform the required functions. Meanwhile, it receives the acknowledged signals
(Sodone, EMdone, dtOver, Sw) to judge if the functions are done or the switches are on
or off.

Using the rst function on FPGA board, the digital hardware emulator starts executing
real-time simulation. At first, Main Control sends out a command signal (Socmd) to the
Source Module for generating supply voltages while it checks the switch status signals
(Sw0, Sw1, Sw2, ...) to apply or remove voltage source to electrical machine terminals
or mechanical torque to the machine shaft. Once acknowledge signals are received from
Source and Switch Modules, main control sends out a command signal (EMcmd) to the
Electrical Machine Module to compute the state variables of the machine. Then, it
waits to be given acknowledge signal (EMdone) from machine module and transmits real-
time signals to output ports of emulator. Finally, Main Control checks whether or not
real-time procedure is performed within the simulation time-step (dtOver), and decides
to go to the next simulation time-step or send the error signal to output ports and terminate
the real-time emulation procedure.

The voltage source in the Source Module, as shown in Fig. 3.2, are represented using
sinusoidal function (cos function). The look-up table (LUT) is the most commonly used
method to evaluate this nonlinear function. Since cos is a periodic function only half cycle
of cos function values need to be stored in the LUT in order to save the memory space of the
LUT. The accuracy of the cos value is determined by the length of the LUT. In this design,
4096 (212) cos values for half cycle are stored in the LUT; thus, the Resolution of the LUT is
dθ = π/4096. The calculation of the source values begins with the updating of the phase
angle. The new phase is obtained by adding the previous phase by ωTs, where ω denotes
angular frequency. Since the LUT has only half cycle of cos functions values, the calculated
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Figure 3.1: Finite-state machine for paralleled and deeply pipelined real-time algorithm
for FPGA implementation of electrical machines.
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Figure 3.2: Pipelined configuration for calculating Source Module.

phase needs to be checked with π; if greater than π, it is subtracted by π and the sign of
the result is inverted. Then, the new phase is converted to the address of the LUT. Finally,
the retrieved cos value is multiplied by the magnitude Mag. The exponent and mantissa of
the input floating-point number are used directly to access the LUT when the step length
is always a power of 2. Assume the floating-point input is θ, the LUT addressing unit in
Fig. 3.2 outputs the addresses of the point θi making θ−θi < Resolution, whereResolution
is the interval of the LUT. This is done by left shifting the leading ′1′ and mantissa of
θ/Resolution by dexp bits, where the dexp is the exponent of θ/Resolution (without bias).
An example is shown in Fig. 3.2. In this example, input θ is 1.437 whose dexp is 10 (without
bias). Left shifting the leading 1 and mantissa 10 bits gives 1873 which is the address of
θi = 1.43692 and cos(θi) = 0.133473 [81].

A hardware module of Timer & Switch is designed to simulate switches. Fig. 3.3
shows the details of this module and its input/output signals. Since the switches are time
controlled, the core of this module is a real-time clock generator. The best achievable clock
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frequency is generated by the input system clock frequency (200MHz). This clock signal is
counted and compared with the switch operation times saved in a RAM. Once the switch
times are reached, the corresponding switch state bit in Sw register (Sw0, Sw1, Sw2, ...) is
inverted using ′0′/′1′ for switch open/closed. Another important function of the Switch
Module is to generate the dtOver signal which indicates the end of the real simulation
time-step Ts. When a simulation step is finished, the Ts-over signal is checked. If it is not
′1′, the simulation step is finished within Ts, thus, the real-time simulation is achieved.
Otherwise, the simulation step takes longer time than Ts, and the real-time constrain is not
met [60].

The finite-state machine (FSM) diagram for the hardware realization of machine mod-
els is depicted in Fig. 3.1. The procedure starts with the update of input Matrix (A) using
the calculated speed from the previous time-step in parallel with the computation of trans-
formation matrices (K and K−1) using sinusoidal function look-up table (LUT) based on
information about rotor and reference frame position from the passed time-step in state
S0. Then, in state S1, Vabc is transformed to an arbitrary reference frame (qdo) to provide
input vector for state-space equations. Once Vqd is available, the electrical state variables
(λqd) are calculated in state S2. The output state variables (Iqd) and output torque (Te)
are computed concurrently in state S3. The Iqd is transformed back to abc frame in state
S4, meanwhile, rotor speed (ωr) and other required outputs are obtained. Finally, rotor
position and load angle are calculated simultaneously in state S5. Obviously, since the im-
plementation involves 6 sequential steps, it is time-consuming. To improve the hardware
computational efficiency of the deeply pipelined modules, all possible parallel processing
paths have been taken into account, although the overall procedure is sequential.

The hardware realization of electrical machines is designed and performed by arrange-
ment and manipulation of sparse matrix multiplication (SprMxMul) and floating-point
multiply-add/subtract (FLPMAS) units. These submodules can be chained to realize many
functions and computations such as: simple addition/subtraction, multiplication, conver-
sion between floating- and fixed-point numbers, a×b×c, a×b±c×d±e×f , (a±b)×c, An×1±c×Bn×1,
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An×n×Bn×1±c×Dn×1, and etc.
A fast sparse matrix multiplication submodule where a compact sparse matrix storage

format (Fig. 3.4) which uses only one vector is defined for the realization of An×n×Bn×1.
Each entry in this format has the following: 1) a 32-bit value to store the subsequent
nonzero value of matrix An×n in row order; 2) a 4-bit column number to identify column
index of this nonzero value; and 3) a 1-bit row index to label all non-zero values in the
same row with ′0′ or ′1′. Fig. 3.4(b) shows an example sparse matrix and its storage format.
In the SprMxMul submodule, the accumulation is done in fixed-point format. The reason
is that floating-point accumulator has a much longer latency and requires much more logic
resources to implement. The fixed-point accumulator needs only one adder with one clock
cycle latency. The used fixed-point number format is 40.100, which has 40 integer bits and
100 fraction bits to guarantee both the range and precision [60]. As shown in Fig. 3.4(a), the
SprMxMul submodule contains one floating-point multiplier, one floating-to-fixed-point
converter, two fixed-point adders, and one fixed-point converter. The elements of sparse
matrix An×n are retrieved from RAM Asprs, while 4-bit column indexes are used to ac-
cess the Bn×1 matrix stored in RAM B. The registers are inserted for synchronization in
the computation. The realized matrix-vector multiplication is fully pipelined and fast be-
cause there is no stall between two consecutive matrix row-vector multiplications. This is
achieved by the two parallel fixed-point adders (accumulators) acc0 and acc1 with oppo-
site enable inputs en0 and en1 controlled by the row label information. Fig. 3.4(c) shows
the logic timing diagram for the SprMxMul unit based on the example in this figure. As
can be seen, the accumulation of the first matrix row-vector multiplication is processed in
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the acc0, while the acc1 is reset to zero, which makes it ready for the accumulation of the
next matrix row-vector multiplication.

Moreover, the basic floating-point functions including addition/subtraction and mul-
tiplication are combined to build a basic arithmetic unit. Fig. 3.5 presents the data flow of
various outputs of this submodule. The latency of the longest path is 19 clock cycles. It can
be used for floating-point arithmetic operations of both scalar and vector quantities, for
example the realization of Eqs. (3.4)-(3.6). The FLPMAS unit is pipelined to achieve high
data throughput.

b) Fixed-point implementation by schematic method

The schematic method is performed under Matlab/Simulink software environment. As
shown in Fig. 3.6, the procedure is started by the development of a functional model of a
system using basic Simulink continuous-time blocks or M-file coding. The behavior of the
developed model is verified by the performance of the machine model from SimPowerSys-
tem toolbox and the fixed-point formats are then defined for all coefficients, variables, and
data paths inside the model. In addition, the number of required clock cycles and suitable
real-time simulation time-step size are determined to compute all governing equations of
the system model.

At this stage, the emulation is realized by the development of a digital fixed-point
model by using Xilinx System Generator (XSG). The final step is linked with FPGA-based
implementation. The HDL code of the design architecture is automatically generated. The
main control and interface files as well as pin assignments suitable for the FPGA platforms
or HIL test setups are written and organized. The modifications and adjustments are per-
formed in this step to get a balance in terms of area/time performances. Synthesis, map,
place and route processes and analysis of the static timing performances are done in the
Xilinxr ISE software. The binary files produced are then transferred to FPGA via a serial
interface (JTAG) for its reconfiguration.

The generated FPGA digital and analog I/O signals, which transmit low-level voltages
and currents, can be interfaced with an amplifier that generates and absorbs high-level
power where an actual real-time emulated machine works in the HIL configuration.

A generic digital machine model implementation is shown in Fig. 3.7. It mainly consists
of five functional steps. The algorithm starts from the calculation of voltage source in the
three-phase domain. Phase angle is incremented over each time-step to feed the Xilinx
DDS Compiler block, which implements high performance, optimized phase to sinusoidal
circuits. The core sources sinusoidal waveforms and consists of a SIN/COS look up table.
Moreover, the appropriate voltage magnitude can be achieved by a multiplication unit at
the output port of this module [61].

The transformation module is in charge to change abc to an arbitrary reference frame.
As can be seen in the associated unit for abc to stationary transformation, to obtain Vq,
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two sets of calculation (1. Production of 2/3 and Va, and 2. Production of 1/3 with the
summation of Vb and Vc) must be performed in parallel mode with the same latency before
the final addition happens. This is why a register is inserted in the first path to synchronize
the data flow with the second parallel path. Consequently, the final addition is only done
when the operations at the two input ports are completed at the same time. A similar
strategy is applied to compute Vd and also can be used for the transformation of other
reference frames.

The state-space variable calculator, depicted in Fig. 3.7, includes a memory controller
that schedules the reads and writes to memory, and a highly parallel processing unit that
computes state variables. To show how to implement a state-space system without los-
ing the generality of the problem, the first row of the induction motor state equations is
expanded and realized. All potential parallelism and data synchronism by registers are
considered in the data flow graph of the following equation:

λqs ((n)Ts) = λqs ((n− 1)Ts) + Ts × [A11 · λqs ((n− 1)Ts)

+A14 · λqr ((n− 1)Ts) + Vqs ((n− 1)Ts)]. (3.7)

In this step, the dual-port RAMs are employed to store the history terms of the state
variables in the (n− 1)th time-step and call them for the integration procedure in the (n)th

time-step.
Once the parallel computation of the state variables are performed, the required out-

put variables are calculated. Most of output variables such as stator and rotor currents,
electromagnetic torque can be obtained by using elementary operators including adders,
multipliers, multiplexers, and registers (calculation of stator current and electromagnetic
torque are provided in the corresponding module in Fig. 3.7). However, to obtain some
output variables, for example, the magnitude of a space vector, a square-root function is
required, for which the generalized CORDIC function has been used.

Additionally, the structure of blocks arranged to calculate rotor speed is realized based
on A-B integration technique. The RAM controller is responsible to manage the data flow
of history information of rotor speed synchronized by the incoming current speed differ-
ence for an accumulation over each time-step. The same pattern is applied to calculate
rotor position based on currently computed rotor speed information.

3.5 Evaluation of Designed Architectures

3.5.1 Real-Time Emulation Time-Step Size and Accuracy Assessment

Emulation time-step is an important criteria from practical point of view. In reality, cur-
rently available FPGA-based HIL test setups are not able to accommodate real-time models
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Table 3.1: Latencies and Time-Step Sizes of Digital Hardware Realization.
Real-Time Fixed-Point Floating-Point
Emulator Latency Time-Step Latency Time-Step
Induction

46 230ns 234 1.755µs
Motor

Synchronous
55 275ns 256 1.920µs

Generator
Line Start-

52 260ns 240 1.800µs
PMSM

DC Motor 29 145ns 126 0.945µs

with a time-step more than a few microseconds due to practical limitations to communi-
cate and transfer data to amplifiers and actual devices under real-time tests.

It is worth mentioning that although in the off-line simulation, an increase in the order
of discretization method or in the precision of numbers and operations results undoubt-
edly in an increase in the accuracy of final results, in the real-time emulation it does not
necessarily lead to an increase of accuracy.

As will be explained later about all case studies, with the same discretization method,
single-precision floating-point implementation of machine models expends more time,
listed in Table 3.1, to finish all calculations within the time-step compared with fixed-point.
It means that the executed real-time emulation of floating-point realization is carried out
with longer time-step size than that of fixed-point. Therefore, although floating-point cal-
culations mathematically offer higher level of accuracy in comparison with fixed-point, an
increase in the associated simulation time-step size of digital hardware implementation in-
creases the truncation error at each time-step. Consequently, it may reduce the accuracy of
the results in the time-marching or time-stepping digital real-time simulation. That is why
in real-time emulation, an increase of discretization order and precision of calculations
may not guarantee more accurate results, whereas in the off-line simulation they can.

It should be noted that the real-time hardware emulation of machine models in this
work is realized by 5ns and 7.5ns of FPGA clock frequency for fixed- and floating-point
implementation, respectively, resulting in smaller real-time emulation time-step sizes com-
pared with [30, 58] (confirms better real-time implementation).

3.5.2 Off-line and Experimental Validation

The first validation step is an off-line simulation of design architecture according to the
best case achievable frequency obtained at the end of place and rout report. This step can
be performed by using ISimr, ModelSimr, or Matlabr software tools. The good func-
tionality and accuracy of the design algorithm written by TPL or Schematic method can be
verified in this step.
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See Fig. 8

Figure 3.8: Stator current of induction machine using different methods presented in the
caption of Fig. 3.9.
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Figure 3.9: Zoomed in view of Fig. 3.8 identified by a legend (realization technique, time
step-size, number representation, discretization method). Red solid line: (digital hardware
realization by VHDL in ISim, 1.755µs, SP, A-B), blue dashed line: (off-line simulation by M-
file, 1.755µs, DP, A-B), magenta dotted line: (digital hardware realization by XSG, 230ns,
FiP (32 bits), A-B), black dash-dot line: (off-line simulation by M-file, 230ns, DP, A-B), and
green solid line: (off-line simulation by SimPowerSystem tools, 100ns, DP, RK4).

In the following transient off-line study, the first two oscillations of stator current of
a Baldor induction machine, whose specifications are listed in Appendix A, by the vari-
ous approaches are plotted in Fig. 3.8. The induction machine is started from stall. The
reference solution is obtained using the qd induction machine model of SimPowerSystem
toolbox and solved with Runge-Kutta fourth-order (RK4) method and double-precision
(DP) operations using a small time-step of 100ns. The simulation results obtained by
Xilinx System Generatorr, Matlabr M-file, and ISimr software are overlaid with the ref-
erence solution. As can be observed in Fig. 3.8, the transient responses produced by all
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Figure 3.10: FPGA-based real-time emulator of induction machine.

methods coincide and converge to the reference solution. This clearly demonstrates that
all approaches predict the machine behavior with the acceptable accuracy. A magnified
fragment of Fig. 3.8 is also shown in Fig. 3.9 for better comparison. As seen in Fig. 3.9,
the behavior of deeply pipelined digital hardware implementation of machine model by
VHDL coding and single-precision (SP) floating-point operations obtained by ISimr (red
solid line) with time-step equal to 1.755µs gives the most deviation from the reference
(green solid line), while a minor improvement can be achieved by double-precision cal-
culations with the same algorithm and time-step (blue dashed line) obtained by Matlab
M-file coding. The result produced by a digital fixed-point (FiP) hardware implementa-
tion (32 bits) of induction motor with 230ns time-step (magenta dotted line) by Schematic
method (XSG) provides more accurate results compared with previous ones. The most
noticeable difference of this waveform from others is its stair step shape. The reason is
attributed to the errors that occur when a value lies outside the representable range and
when the number of fractional bits is insufficient to represent the fractional portion of a
value in fixed-point architecture. Moreover, double-precision calculated stator current by
M-file coding (black dash-dot line) with the same condition of fixed-point simulation is
also provided for further comparison.

The second validation step is done via a comparison between the FPGA-based real-
time emulated machine model shown in Fig. 3.10, and an actual induction machine to
make sure the FPGA-based model can truly duplicate the behavior of the machine in the
virtual environment of HIL tests.
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(a)

(b)

Figure 3.11: FPGA-based real-time emulated and experimentally measured results.

A 3hp Baldor induction machine, which is mechanically coupled to a DC generator is
employed for experimental test. The experiment is carried out to capture the stator current
and rotor speed when the test motor is started directly from three-phase power supply.
During the test a current probe is used to capture the current waveform on the oscilloscope
and rotor speed is measured by the use of an encoder mounted on the induction motor
shaft.

To plot the experimental and real-time emulated results in the same figure with the
high precision, the real-time data of output signals generated from FPGA-based emulator
are exported by ChipScoper analyzer and laid over the real values captured by using a
current probe and an encoder mounted on induction machine shaft.

As can be seen from Fig. 3.11, there is a good agreement between FPGA based emu-
lated and experimentally measured induction motor current and rotor speed. Both cur-
rents decay to steady-state over almost 0.4s. Furthermore, it is found that the simulated
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Table 3.2: FPGA Resource Utilization of Real-Time Machine Emulator using Fixed-Point
Arithmetic Operations by Schematic method.

Real-Time Emulator

Fixed-Point by Schematic method
Number of Slice Number of Slice Number of

Registers (607,200 LUTs (303,600 DSPs (2,800
available) available) available)

Induction Motor 25,127 36,567 26
Synchronous Generator 42,287 61,024 43

Line Start-PMSM 36,915 53,298 28
DC Motor 9,886 14,551 9

Table 3.3: FPGA Resource Utilization of Real-Time Machine Emulator using Floating-Point
Arithmetic Operations by TPL.

Real-Time Emulator

Floating-Point by TPL
Number of Slice Number of Slice Number of

Registers (607,200 LUTs (303,600 DSPs (2,800
available) available) available)

Induction Motor 6,689 29,115 38
Synchronous Generator 7,670 30,493 67

Line Start-PMSM 7,253 29,540 59
DC Motor 13,102 6,585 27

speed follows the measured one closely. The difference between the current amplitude and
speed fluctuation especially in the lower speed region or transient period is mainly due to
the backlash between the induction machine shaft and the DC machine, which magnifies
the effect of torque pulsations on the experimentally measured current and speed. An-
other reason for the discrepancies is due to the lumped qd method not being able to model
all distributed and spatial effects inside the actual machine. Still, the qd model remains
the commonly used approach for modeling of electrical machine in the industry and its
accuracy has been verified by Matlab/Simulink in Figs. 3.8 and 3.9.

3.5.3 Hardware Resource Utilization

The electrical machine hardware designs were targeted to Xilinx Virtex-7 XC7VX485T
FPGA. This FPGA is mainly composed by configurable logic blocks, which contain a pair
of logic slices that are configured by 6-input LUTs and storage elements, configurable in-
put/output blocks, and programmable interconnections. It has the following features:
1955k logic cells, 68 Mb block RAM, 2800 DSP48E1, and 1200 I/O pins [61].

Table. 3.2 and Table. 3.3 show the FPGA hardware resource utilization of various types
of machines. It can be observed that although fixed-point operators are thrifty, mas-
sively parallel fixed-point implementation of machine models consumes more hardware
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Figure 3.12: FPGA-based real-time trace of torque response of induction motor. [Time:
100ms/div, Te: 12.8(N.m)/div].

resources in terms of registers and LUTs compared with deeply pipelined floating-point
realization containing extravagant floating-point calculations.

3.6 Real-Time Emulation Case Studies

This section presents the real-time performances from the developed hardware machine
models. The results were captured on a 500-MHz 4-channel oscilloscope that was con-
nected to the DAC card on the Xilinx Virtex-7 VC707 FPGA development board. The re-
sults show the details of the electrical machine transients under normal and disturbed
conditions. To demonstrate the usefulness of proposed hardware designs for real-time
emulated electrical machines in HIL environment, the models of induction motor, syn-
chronous generator with field windings, line start-permanent magnet synchronous motor
(PMSM), and shunt-connected DC motor are tested and evaluated. The parameters and
specifications of the machines are listed in Appendix A.

3.6.1 Case I: Induction Motor Transients

The dynamic performance of the induction motor is shown in Fig. 3.11 and also the as-
sociated real-time electromagnetic torque waveform is depicted in Fig. 3.12. The oscil-
loscope traces of real-time emulator corresponding to induction motor transients during
free acceleration from stall are captured in this case. Moreover, the corresponding off-line
and experimental results are presented and discussed in Section 3.5. Good agreement be-
tween off-line, real-time, and experimental results confirms the effectiveness of proposed
approach for real-time emulation of the induction machine.

3.6.2 Case II: Synchronous Generator Transients

This case focuses on the real-time emulation of dynamic performance of the synchronous
generator during a 3-phase fault at the machine terminals. The stability of synchronous
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Figure 3.13: Real-time traces of synchronous generator dynamic behavior under normal
and faulted condition. [Time: 450ms/div, vs (stator voltage phasor): 11.3kV/div, is (stator
current phasor): 104.4kA/div, Pgen: 2660MW/div, Qgen: 2660MVar/div, If : 98.5kA/div,
Ia: 166.5kA/div, ωr: 590rps/div].

machines in a power system following a fault is of importance to determine line loading
limits. The real-time oscilloscope traces shown in Figs. 3.13 and 3.14(a) illustrate the dy-
namic behavior of the synchronous generator during and following a 3-phase fault. The
machine is initially connected to an infinite bus delivering rated apparent power at nomi-
nal power factor. The input torque and field voltage are held constant. With the machine
operating in steady-state, a 3-phase fault occurs at the machine terminals at t = 0.25s.
During the fault, the terminal voltage is zero, the machine is unable to transmit power to
system. Hence, all of the input torque, with the exception of the ohmic losses, accelerates
the rotor. The fault is cleared at t = 0.5s and machine returns to its original operating
condition after experiencing a transient condition. Plus, Fig. 3.14(b) shows the impact of
this disturbance on torque-rotor angle characteristics by a real-time oscilloscope Lissajous
curve.
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Figure 3.14: (a) Real-time traces of torque and rotor angle of synchronous generator vs.
time. [Time: 450ms/div, δ: 1.4rad/div, Te: 12.8M(N.m)/div]. (b) Real-time X-Y mode trace
of torque vs. rotor angle of synchronous generator. [Te: 7.9M(N.m)/div, δ: 0.33rad/div].

3.6.3 Case III: Line Start-Permanent Magnet Synchronous Motor Transients

Line start-permanent magnet synchronous motor (LSPMSM) is a high efficient alternative
to replace induction motors in the constant speed operations with load variations. The dy-
namic performance of real-time emulated LSPMSM is depicted in Fig. 3.15 by oscilloscope
traces for applied three-phase supply voltages. The motor accelerates from stall. Once the
steady-state operation is established, the load torque is suddenly stepped to 80% of nom-
inal torque at t = 1s. Motor increases load angle (δ) to maintain steady-state operation
and then three phase fault is occurred at the motor terminal after t = 1.5s whereupon the
motor loses its synchronism and reestablishes the steady-state condition when the fault
is cleared at t = 1.65s. Induction component (Tind) of electromagnetic torque (Te) sig-
nificantly contributes to accelerate the rotor during starting and faulty condition while
excitation component (Texc) plays a considerable role in the steady-state operation where
reluctance torque (Trel) has a small effect in this case.

3.6.4 Case IV: DC Motor Transients

The results from real-time emulator of DC machine are assessed in this case study. A shunt-
connected DC motor is selected for evaluation due to its desirable features and characteris-
tics in the industrial and adjustable speed drive applications. The starting transients of the
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Figure 3.15: Real-time traces of LSPMSM performance. [Time: 250ms/div, Te:
18.2(N.m)/div, Texc: 39.5(N.m)/div, Trel: 91.7(N.m)/div, Ia: 46.1A/div, ωr: 269.3rps/div,
δ: 2.6rad/div].

motor are represented in Fig. 3.16, when it is started with a resistance starter switched at
fixed armature current level to keep it within the safe limit. The armature and field wind-
ing current (Ia and If ), internal emf (Ea), rotor speed (ωr) and torque (Te) are captured
in the results. During no-load starting, the switching of the four resistor segments is be-
ing triggered by the crossing of Ia below the threshold value. After a transient condition,
steady-state operation is achieved at t = 2s approximately. Then, the rated load torque is
suddenly applied at t = 2.7s. There is an increase in the armature current and a decrease
in speed for this increase in load torque.
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Figure 3.16: Real-time trace of DC motor behavior. [Time: 375ms/div, Ia: 62.5A/div, Ea:
86.1V/div, ωr: 45.5rps/div, Te: 72(N.m)/div, If : 0.5A/div]

3.7 Summary

In this chapter, a unified framework for FPGA based digital hardware emulation of electri-
cal machines by different approaches was presented and a comprehensive comparison was
provided. Hardware designs were developed for induction motor, synchronous generator,
line start-permanent magnet synchronous motor, and DC machine. Although the overall
procedure of the realization of machine models was sequential, all parallel pathes have
been taken into account in order to fast computational processing of real-time simulation.
The close agreement between the real-time emulated performances, off-line simulation,
and experimental measurements confirmed the effectiveness of the proposed approaches.
Such a real-time emulation of electrical machine can be used in HIL simulations to test new
controller and drive systems against a virtual model of the machine. Furthermore, the gen-
eral framework for digital hardware implementation of state-space model presented in this
work not only can be applied to machine equations but also can be used for real-time emu-
lation of any system such as power convertors, controls, mechatronic systems, etc that can
be described in terms of state-space equations. Moreover, in this study the results demon-
strated that although floating-point arithmetic utilizes more hardware resources compared
with fixed-point calculations, deeply pipelined implementation by floating-point number
representation can consume less hardware resources than massively parallel realization by
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fixed-point operations. In addition, the presented results showed in spite of the fact that
floating-point calculation leads to more accurate results in off-line simulation compared
with fixed-point, in real-time simulation floating-point computation may not guarantee
such a basis. Future work would include modeling of the spatial and nonlinear phenom-
ena inside the machine structure to emulate the machine performances with the higher
accuracy.



4
Real-Time Nonlinear Magnetic Equivalent

Circuit Model of Induction Machine

4.1 Introduction

This chapter 1 focuses on FPGA-based real-time emulation of the induction machine by
means of magnetic equivalent circuit (MEC). The objectives of this work are twofold: (1)
A nonlinear MEC suitable for real-time studies is presented for induction machine, and
(2) FPGA is chosen as a computational engine to solve the nonlinear equations of MEC in
real-time.

As HIL technology is increasingly becoming the preferred, reliable, cost- and time-
effective alternative in virtual scenarios for testing real devices in many industrial appli-
cations [55, 62–65], a geometry-based real-time emulated machine model in HIL config-
uration can play an important role in the test procedure allowing engineers to evaluate
the behavior of newly designed controllers, drive systems, and protection devices under
a wide range of situations and extreme conditions against a real-time emulated machine
model in a non-destructive HIL environment. It will also help in the design procedure
letting engineers optimize the machine performance by running the emulated machine
model in real-time using different geometrical and material properties as many times as
they need to reach the desired objectives, thus enabling statistical and sensitivity analyses.

To reproduce the realistic behavior of the machine for HIL simulation, a detailed and
accurate modeling technique is required. Electric-equivalent lumped-parameter method
such as qd machine model [66] and numerical approaches such as finite-element method

1Material from this chapter has been submitted: N. R. Tavana, and V. Dinavahi, “Real-Time Nonlinear
Magnetic Equivalent Circuit Model of Induction Machine on FPGA for Hardware-in-the-Loop Simulation”,
IEEE Trans. on Energy Conversion, pp. 1-9, submitted on February, revised on May, and revised on August,
2015.
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(FEM) [14] are two options for this purpose. However, the qd-type machine models suffer
from limited accuracy due to their inability of including the spatial and local nonlinear
effects as well as distributed phenomena inside the machine [67–69]. On the other hand,
although FEM offers excellent accuracy and correctness, it is computationally intensive,
time-consuming even for moderately complex systems, and cannot be performed within
the simulation time-step even with a fast computational engine to satisfy the essential and
strict execution time-constraint of real-time simulation [70]. Magnetic equivalent circuit
is another candidate for the modeling of electromagnetic devices that can provide accept-
ably accurate solutions with reasonable computational effort [71–80]. Therefore, MEC can
be taken into consideration as a compromise between numerical techniques and electric-
equivalent approaches, and selected as the best realizable method for real-time emulation.
Owing to dramatic developments in VLSI technologies and shrinking transistor sizes, the
FPGA is becoming an advanced computational engine for digital hardware realization of
complex industrial system models by providing nanosecond computational clock cycle
within the simulation time-step in real-time [4, 47, 81].

This chapter explains the necessary steps to develop a nonlinear MEC for induction
machine. The complete details of the FPGA-based real-time hardware realization of the
associated nonlinear equations are then presented. The experimental measurements, and
finite-element results are finally used to confirm the correctness of proposed approach for
real-time emulation of induction machine.

4.2 Nonlinear MEC Model of Induction Machine

An MEC model is presented for rotary induction machine in this section. It is intended to
retain much of the salient features of extensive and complex models [73–79] and yet meet
the computation time constraint of real-time simulation.

4.2.1 Magnetic Circuit

Similar to meshing in FEM, the MEC model requires a permeance element network. A
carefully selected permeance network not only improves the accuracy of final results but
also minimizes the complexity and accelerates the necessary computations of correspond-
ing nonlinear equations which must be solved within the simulation time-step in real-time.

According to a general 2-D structure of rotor and stator sectors, the permeance ele-
ments are created by a polar grid with several angles (ϕ0 to ϕ5) and radiuses (R0 to R8)
outlined by the blue lines in Fig. 4.1 in such a way that the flux tubes are coincident with
the main flux paths. Generally, the generated permeance network is similar to the one pro-
posed in [76] in terms of number of nodes and structure. The reason why the minimum
number of nodes (two nodes per tooth) is considered for permeance network is that any
extra node leads to an extra equation in the system model, which dramatically increases
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Figure 4.1: One sector of MEC of induction machine.

the computational time. However, it enjoys finer permeance element sizes to define flux
tubes in the MEC model more precisely, while the parallel hardware architecture of FPGA
allows computing a large number of permeance elements simultaneously. In comparison
with MEC in [79], in the proposed MEC the corresponding permeances for polar direc-
tion of flux paths in stator and rotor tooth (E02 to E04, and E11 to E14) are neglected, and
additionally permeance elements for the radial direction of flux paths in the stator and
rotor slot closure (E07 to E10, and E05 to E06), stator yoke (E15 to E18), and rotor central
elements (E00 and E01) are eliminated to reduce the real-time computational efforts sig-
nificantly with only a slight reduction in the results accuracy due mainly to the fact that
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Figure 4.2: Simplification of magnetic flux prism.

the main flux path does not flow anywhere except in the direction of the path of magnetic
materials.

In the proposed MEC, the elements of E02, E04, E11, and E13 to E18 are simplified by
trapezoidal flux prisms and the rest by rectangular prisms. The corresponding perme-
ances, as shown in Fig. 4.2, can be approximated as follows [74]:

P =



µL
(
R3ϕ3−R2ϕ2

R3−R2

)(
ln
(
R3ϕ3

R2ϕ2

))−1
,

Element Number : E02, E04, E11, E13, E14.

µL
(

R3−R2
R3ϕ3−R2ϕ2

)
ln
(
R3ϕ3

R2ϕ2

)
,

Element Number : E15, E16, E17, E18.

µL
(
(R1+R0)(ϕ1+ϕ0)

4(R1−R0)

)
, Element Number : Others.

(4.1)

where µ and L are magnetic permeability and machine length, respectively.
The air-gap permeances are calculated based on the area of overlap between the stator

and rotor teeth. The air-gap permeance between ith rotor tooth and jth stator tooth with
instant polar angle difference of ϕ can be obtained by

Pgap(i, j) =



Pmax = µ0AstL
g ,

if |ϕ| < ϕovr; Region I,
ϕlinr−ϕ

ϕlinr−ϕovr
Pmax,

if ϕovr ≤ |ϕ| ≤ ϕlinr; Region II,
0, O.W.

(4.2)

where Region I defines the area of overlap and Region II is where the overlapped area is
changing linearly when the motor is rotating. Additionally, g and Ast denote mechanical
air-gap length and stator tooth face width, respectively.

Moreover, the stator and rotor MMF sources are determined by Ampere-turn formulae
corresponding to the associated winding turns in the stator and rotor slots.
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Once the permeances and MMF sources are calculated, nonlinear equations of MEC
can be formulated based on standard circuit nodal analysis given by [75]:

P (M, i) · [M, i]T = 0. (4.3)

where P (M, i) represents the permeance matrix which is a function of magnetic scalar
potentials of nodes (M) as well as stator and rotor loop currents (i).

4.2.2 Interfacing of Magnetic and Electric Circuits

MMF sources are the elements by which magnetic and electric circuit are connected to each
other. The magnetic flux generated by stator winding (electric circuit) traveling through
the MEC can be expressed by

(
W · ×PT

st

)
· (Mst −Msy) = λs. (4.4)

wherein W is the winding function for the three-phase stator system [66], and ·× repre-
sents element-wise multiplication of two vectors. Eq. (4.4) illustrates that adding up the
number of turns times the magnetic flux entering the stator teeth with the permeance of
Pst is almost equal to the stator flux linkages (λs). In this equation, (Mst −Msy) defines
the difference of magnetic scalar potentials across the permeance of the stator tooth (Pst).
Additionally, Mst and Msy denote magnetic scalar potentials of stator tooth and stator
yoke, respectively.

It is worth mentioning that in Eq. (4.4) the small amount of stator leakage flux cross-
ing inside stator slot and also fringing flux for outside and inside faces of stator core are
neglected due mainly to the real-time computation while significant amount of this flux
crossing from stator tooth tip to the adjacent tooth tip, and the flux traveling from stator to
rotor and again back to stator without inducing rotor current are taken into account in the
MEC.

Furthermore, the rotor flux linking the end ring (λe) and nth current loop (λnr ) can be
given by:

λnr = −Pn−1b in−1b + Pnb i
n
b + 2Pne i

n
r − Pne ie + φnr .

n = 1, 2, ...Nr, (4.5)

λe =

Nr∑
i=1

Pne (ie − inr ) . (4.6)

and

inb = inr − in+1
r . n = 1, 2, ...Nr, (4.7)
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where Pnb is the permeance of the magnetic flux path inside nth rotor bar, and Pne is the
permeance of nth segment of end ring of rotor cage, which can be found in [76]. Also,
the current of nth rotor loop, nth rotor bar, and end ring are denoted by inr , inb , and ie,
respectively.

In Eq. (4.5), φnr represents the magnetic flux flowing through nth rotor tooth in the rotor
structure with Nr slots.

4.2.3 Electric Circuit

The three-phase voltage equations of the stator electric circuit of induction machine can be
defined by:

d

dt
λs = vs − rsis. (4.8)

where vs, rs, and is represent applied voltages, resistances, and currents of stator wind-
ings, respectively.

Furthermore, the electrical equations for the rotor side are as follows [73]:

d

dt
λnr = rn−1b in−1b − rnb inb + 2rne i

n
r + rne ie.

n = 1, 2, ...Nr, (4.9)

d

dt
λe = −

Nr∑
i=1

rne (ie − inr ) . (4.10)

where rnb denotes the resistance of nth rotor bar, and rne is the resistance of nth segment of
end ring.

4.2.4 Nonlinear Solution of Detailed MEC

In the governing equations of the developed MEC, the permeance elements are defined as
a nonlinear function of magnetic scalar potentials due to iron saturation effect. Thus, the
combination of Eqs. (4.3)-(4.10) results in a system of nonlinear algebraic equations f (x)

with a large dimension rewritten as

f (x) = A (x)x− λ = 0. (4.11)

where x and λ are the unknown and known vectors in each simulation time-step, respec-
tively.

The time-marching transient simulation of MEC of induction machine is performed for
a 230 V, three-phase, 3-hp squirrel cage Baldor induction machine, whose geometry and
specifications are presented in Appendix B.
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The motor has 36 stator slots and 28 rotor bars. The system of nonlinear algebraic equa-
tions for the presented MEC has a total of 160 unknowns in this case which is excessively
time-consuming for real-time simulation.

To cope with this problem, an anti-periodicity and moving band technique, which
is widely used in FEM, is applied to the MEC model to reduce the domain of study to
one pole-pitch (a quarter) and increase the computational speed. Since the geometry of
a squirrel-cage IM is normally composed of a repetitive section of domain and the MEC
model is distributed across the geometry of the machine, the method allows to reduce the
number of stator slots from 36 to 9 and the number of rotor slots from 28 to 7. Thus, the
total number of equations in the augmented magnetic system decreases from 160 to 43.

The Forward Euler method is chosen as a numerical integration technique to discretize
the differential equations of electric circuits in each simulation time-step and Newton-
Raphson (N-R) method is employed to solve the system of nonlinear equations. In or-
der to improve convergence, the nonlinear iteration is decelerated by applying an under-
relaxation factor (α), as follows [82]:

xk+1 = xk − αJ−1k f(xk). (4.12)

where J is the Jacobian matrix. Additionally, xk+1 and xk are the solutions of nonlinear
procedure at (k + 1)th and (k)th iteration, respectively.

In this work, a constant relaxation factor of 0.32 is considered for all iterations and the
maximum number of N-R iterations is limited to 15. Consequently, hardware realization
of proposed approach for an MEC model of induction machine on FPGA can be executed
within a time-step of 400µs for real-time emulation according to the best case achievable for
FPGA clock frequency obtained at the end of place and route process of hardware design
architecture.

4.3 Real-Time Hardware Emulation of Nonlinear MEC on FPGA

In this work, a 32-bit single-precision floating-point format (IEEE standard 754) is em-
ployed for digital hardware implementation. As shown in Fig. 4.3, finite-state machine
for real-time emulation of MEC for the induction machine consists of four main mod-
ules: Main Control Module, Source Module, Timer & Switch Module, and MEC

Module.
The Main Control Module coordinates the operation of the whole emulator to carry

out the algorithm by sending control signals (Simu on, Socmd, EMcmd) to each module to
perform the required functions and receiving the acknowledged signals (Sodone, EMdone,
dtOver, Sw) to judge if the functions are done.

The three-phase voltage source is created by the Source Module. Furthermore, a
hardware module of Timer & Switch is designed to simulate switch status, and gener-
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ate dtOver signal to check whether or not the simulation is executed within the real-time
step-size [83].

The finite-state machine (FSM) diagram for the hardware realization of MEC model
is depicted in Fig. 4.3. The procedure starts with the transformation of voltage sources
from 3-phase domain to stationary reference frame by the help of floating-point matrix
multiplication. The required flux linkages are then computed by dedicated floating-point
arithmetic units and Forward Euler integration method. The under-relaxed N-R is respon-
sible to compute unknown variables of the MEC model and mechanical performance of the
machine are then predicted in the next sates. The realization of N-R is the core of hardware
design which is organized by using the three main computational submodules:

1. Parallel Gauss-Jordan Elimination (GJE) module;

2. Residual vector calculator;

3. Nonlinear function evaluator of µ(H) and dµ(H)/dH ;

The global control schedules all sequential and parallel operations in the MEC model.
The sequential operations can be seen in Fig. 4.3 by state transitions, and all possible par-
allel calculations, which take the advantages of hardware parallelism in the FPGA, are
taken into account for the realization. For example, the elements of f(M, i), ∂f(M, i)/∂M ,
and ∂f(M, i)/∂i are calculated in parallel in state S0, and the evaluation of Jacobian and
residual vector are carried out concurrently in state S1. The detailed architecture of main
submodules inside the MEC Module are described forthwith.

1) Parallel Gauss-Jordan Elimination Unit:
Parallel GJE is employed in this design which is faster than the Gauss-Seidel iterative

method and the LU decomposition. In addition, it is easier and simpler for hardware im-
plementation [81]. As can be seen from Fig. 4.4 (a), the hardware architecture consists of
43 elimination units (Eli1, Eli2, ..., Eli43) and one factorization unit. First, the Jacobian ma-
trix (J) and residual vector (Res) are combined together to make a 43 × 44 matrix whose
rows are stored in RAMs and then GJE starts computing unknown vector. In the factor-
ization module, the ith row is retrieved from the corresponding elimination unit, and the
diagonal element is registered in the Factorization unit and the remaining elements
within the row are divided by the registered diagonal element and returned to the elimi-
nation units. The elimination is carried out concurrently in all elimination units. For the
ith row, no elimination is performed and the factorized row is saved in RAM for the next
call. However, for the jth row (j 6= i), the ith element is identified and registered as Elij .
The elimination is then processed by using the elements of ith factorized row, registered
Elij , and the corresponding elements of jth row [81].

2) Parallel Computational Unit for Residual Vector:
As the direct multiplication of A matrix with a 43×43 dimensions to 43-element x vec-

tor takes long time in each iteration of N-R algorithm within the simulation time-step,
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the massively parallel hardware architecture of sparse matrix vector multiplications is de-
signed to compute the residual vector. It can be observed from Fig. 4.4 (b) that a RAM
(rmXsprs) is employed to store the contents of x43×1 vector and the address of nonzero
elements of each row of A43×43 matrix. Such a hardware realization splits A43×43 matrix
to 43 individual rows, and computes sparse row-vector multiplications simultaneously,

for instance
43∑
j=1

Aijxj1 of ith row. The MatrxAcc submodule is in charge to provide the

element-wise multiplication of two input vectors in a pipelined paradigm, convert the
obtained results to fixed-point format (FLP2FIX), accumulate them in every single clock
cycle (ACMLT), and again convert to floating-point representation (FIX2FLP). This is the
fastest way to perform the matrix multiplications with large dimensions, although its dig-
ital realization consumes a large amount of hardware resources.

3) Nonlinear Evaluation Unit:
Due to saturation effect, the permeability of iron core (µ) is a nonlinear function of mag-

netic field intensity (H) presented in Appendix B. In this work, the eleven-segment sextic
polynomial functions are used to closely predict the nonlinearity of µ(H) an dµ(H)/dH

for the calculation of permeances and Jacobian matrix elements in each N-R iteration. As
can be seen in Fig. 4.4 (c), the deeply pipelined structure of the unit is implemented by
simple arithmetic operations such as adder, multiplier, multiplexer. Additionally, registers
are inserted on the data paths to synchronize the data flow in the hardware architecture.

It is worth mentioning that the shape of nonlinear function defines the convergence
rate and the number of iterations in the Newton-Raphson method in each time-step re-
gardless of how the nonlinear functions are called for the computation of residual vectors
or Jacobian matrix in the iterative solution procedure. In other words, more or less detailed
representation of a nonlinear function does not impact the rate of convergence. However,
the only deference between less and more detailed representation of a nonlinear function
is the speed of nonlinear function call in each iteration, especially when a sequential pro-
cessor (CPU) is used for computation.

Unlike the CPU, using the advantage of parallel processing on FPGA allows us to rep-
resent the nonlinear function with eleven-segment sextic polynomial function with the
higher accuracy and fast computational time.

4.4 Investigation of FPGA-based Real-Time Emulation of Induc-
tion Machine

Hardware design of the induction machine was targeted to Xilinxr Virtex-7 XC7VX485T
FPGA shown in Fig. 4.5(a).

Table. 4.1 shows the FPGA hardware resource utilization of the MEC model of induc-
tion machine. It should be noted that the real-time hardware emulation of machine model
in this work is realized by 10ns FPGA clock frequency for the computational processing
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(a)

(b)

USB Cable

DAC Board

FMC-DAC-Adpter

Host PC

DC Machine

Induction 
Motor

Oscilloscope
Load

Oscilloscope

Figure4.5:(a)FPGA-basedreal-timeemulatorofinductionmachine,and(b)actualinduc-
tionmachinesetup.
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Table4.1:FPGAresourceutilizationofreal-timeemulator.
Real-Time NumberofSlice NumberofSlice Numberof
Emulator Registers(607,200 LUTs(303,600 DSPs(2,800

available) available) available)

MainControl 11 10 0

SwitchModule 56 86 0

SourceModule 767 697 7

MECModule
N-RUnit 123,372 215,772 1,346
Others 6,590 12,052 74

Total 130,796(22%) 228,617(76%) 1,427(51%)

Source S0 S1 S2 S3 S4 S5 Idle

Execution time for one simulation time-step: 400 µSec

0.28µs 0.22µs 0.49µs 387.15µs 0.20µs 0.40µs 0.17µs 11.09µs

S0 S1 S2 S3

1.01µs1.66µs 22.10µs 1.04µs

. . . 
One iteration of N-R

S0 S3

Execution time for iterative underrelaxed N-R method in state S2

Figure4.6:Detailedexecutiontimeforonesimulationtime-stepandoneiterationofunder-
relaxedN-Rmethod.

withinthesimulationtime-stepof400µs.Theiterativeunder-relaxedN-Rrealizationtakes

387.15µsinwhichoneiterationspends25.81µs.

ThedetailedexecutiontimesaccordingtothestatesofthenonlinearMECmodelpre-

sentedinFig.4.3foronesimulationtime-step,andoneiterationofunder-relaxedN-R

methodforthecomputationofunknownvariableswithinthesimulationtime-stepare

showninFig.4.6. Asthe MECmodelforreal-timeemulationofinductionmachineis

obtainedbysomesimplifications,itisnecessarytoevaluatetheextentofaccuracyofthe

real-timemodel.Thus,asquirrelcageBaldor inductionmachinewithclosedrotorslots

mechanicallycoupledwithaDCmachineisutilizedasanexperimentalsetup,asdepicted

inFig.4.5(b),toassesstheperformanceofFPGA-basedreal-timeemulationofinduction

machine. Moreover,inthisworka2-Dnonlineartime-steppingtransientfinite-element

methodbyJMAG softwareisemployedforvalidationaswell.Fig.4.7showstheflux

densitydistributionandfluxlinesinsidetheanalyzedmachinecomputedbyFEM.Inthe

FEMsimulation,arelaxedN-Rtechniqueisusedtoobtainthenonlinearsolutionandthe

IncompleteCholeskyConjugateGradientmethodischosenasthelinearsolver.

Thetransientperformanceoftheproposedreal-timemethodduringafreeacceleration

fromstalloftheinductionmachineisinvestigatedbyusingano-loadtestwherethema-

chineisstarteddirectlyfroma208Vthree-phasesupply.Duringthetest,ACcurrentclamp
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Figure 4.7: Magnetic flux density distribution and flux lines of the analyzed machine by
JMAGr Designer.

is used to capture inrush current waveform and plotted in Fig. 4.8 (a). The FPGA-based
real-time emulated stator current are exported via Xilinx ChipScoper Analyzer and laid
over the experimental measurements. For further comparison, the FEM prediction of the
current is also provided in Fig. 4.8 (a). Moreover, the rotor speed of the induction machine
obtained by different approaches is presented in Fig. 4.8 (b). It is found that there is good
agreement between the real-time emulated, finite-element calculated, and experimentally
measured performance of the motor. All currents decay to steady-state over almost 0.4s
and the speeds follow the similar trajectory closely. However, discrepancies are observed
between the current amplitudes and speed fluctuations especially in the lower speed re-
gion or transient period due mainly to the backlash between the induction machine shaft
and the DC machine which magnifies the effect of torque pulsations on the experimentally
measured current and speed. Another reason is that although real-time induction machine
model is based on a distributed element approach, the model is still lumped and not be-
ing able to include all distributed circuit effects perfectly for the prediction of transient
behavior resulting in a limited accuracy in this region.

In the next assessment, the machine performance is investigated during steady-state
operating points with different rotational speeds. Figs. 4.9 and 4.10 illustrate the real-
time emulated, finite-element calculated, and measured torque and current values. It can
be seen that real-time MEC predicts the stator current of steady-state performance with
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(b)

(a)

Figure 4.8: Start-up transient of (a) stator current, and (b) rotor speed.

acceptable accuracy. The discrepancy of the results can be attributed in part to neglecting
the core loss in the real-time MEC. Another reason could be the neglecting of skin effects
in the rotor parameters for real-time computation. Furthermore, simplifying the elements
of machine structure with trapezoidal and rectangular prisms, neglecting the skew effect
in the rotor bars can be taken into account as other reasons for the differences.
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Figure 4.9: Steady-state performance of stator current at different rotor speeds.
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Figure 4.10: Steady-state performance of electromagnetic torque at different rotor speeds.

For further comparison, the phase current waveform obtained by various approaches
at 1772 RPM are depicted in Fig. 4.11. The magnitude of the discrete fourier transform
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(DFT) of the current is also presented in Fig. 4.12. It can be observed that the real-time MEC
estimates reasonably the magnitude and waveshape of the current and its spectrum espe-
cially for dominant harmonics. The minor picks in low frequencies (frequency<500Hz),
most likely due to spatial harmonics in the air-gap caused by semi-open stator slots, can-
not be very closely determined by real-time MEC because of air-gap modeling with the
lumped permeances. Another noticeable difference is high frequency distortions on real-
time emulated current waveform. The attributed reasons are twofold. First, the maximum
number of iteration in the N-R algorithm for real-time emulation on FPGA is limited to
15 iterations to achieve real-time computation within 400µs time-step. Thus, the conver-
gence criterion is not satisfied in a few time-steps and the maximum iteration constraint
launches the simulation into the next time-step leading a distortion in the results of those
time-steps. What we can elaborate from the results is that in those non-converged itera-
tions the last solutions are acceptably close to the convergence zone, consequently the local
error in that time-step does not launch the nonlinear system into unstable region retaining
the obtained results with physically realistic behavior, though they experience a high fre-
quency distortion. Second, the emulation is carried out by single-precision floating point
operations on the FPGA to satisfy execution time constraint. Therefore, lower accuracy
of single-precision arithmetic operation compared with double-precision, which is used in
JMAGr software in FEM, can be accounted as a computational error in each time-step and
in the high frequency spectrum.

To quantify the difference between the real-time predictions and off-line numerical cal-
culations (FEM) that would be allowed to converge, the squared norm of relative error of
steady-state current is computed in this case which is almost 19.85%. This error can be
reduced using more detailed and complex MEC models realized on the next generations
of FPGA that offer larger amount of hardware resources for massive amount of computa-
tions with faster transistors for the implementation of MEC model with the higher clock
frequency allowing more iterations in the nonlinear solution within the simulation time-
steps.

Overall, the nonlinear real-time MEC model of induction machine can acceptably pre-
dict the machine performance in the transient and steady-state conditions. From computa-
tional prospective, real-time emulation of MEC on FPGA provides a considerable advan-
tage over the time-consuming FEM and can be employed in the hardware-in-the-loop test
setup.

4.5 Summary

The objectives of this work can be categorized in two parts: (1) A nonlinear MEC suitable
was proposed for induction machine for real-time simulation, and (2) FPGA as a fastest
computational engine was employed to solve the nonlinear equations of MEC in real-time.

The proposed MEC model in this work was similar to the one presented in [76] in terms
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Figure 4.11: Comparison of steady-state stator current waveforms at 1772 RPM.
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Figure 4.12: Comparison of DFTs of steady-state stator current at 1772 RPM.
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of number of nodes. The minimum number of nodes was considered for permeance net-
work to have minimum number of equations in the system model because of reducing the
computational efforts for real-time calculations within a very small time-step size. How-
ever, it offered finer permeance element sizes in the MEC model to predict the induction
machine performance more accurately, while the parallel hardware architecture of FPGA
allowed computing a large number of permeance elements concurrently. In comparison
with MEC in [79], in the proposed MEC the corresponding permeances for polar direction
of flux paths in stator and rotor tooth were eliminated, and permeance elements for the ra-
dial direction of flux paths in the stator and rotor slot closure, stator yoke, and rotor central
elements were neglected to reduce the real-time computational time significantly with just
a slight reduction in the accuracy of the results due mainly to the fact that the magnetic
flux flows mainly in the direction of the path of magnetic materials.

This chapter provided a hardware solution for real-time emulation of a nonlinear MEC
model of induction machine on FPGA. The steady-state and transient results demonstrated
that real-time emulated machine model follows the behavior of the induction machine ob-
tained from experimental measurement and finite-element analysis closely. Consequently,
the presented MEC model was suitable candidate for real-time emulation of induction
machine which placed stringent execution time constraint while demanding reasonable
accuracy. As the proposed MEC predicted the machine performances based on machine
structure and geometry in real-time, such a model can be used in the iterative design op-
timization procedure of the machine to find the best set of machine parameters and di-
mensions in a large multi-dimensional search space to fulfill the desired objectives in a
short time, also can be utilized in hardware-in-the-loop-simulation to test new controllers
or drive systems against the virtual model of induction machine.



5
Real-Time Analytical Space Harmonic Model

of Permanent Magnet Machines

5.1 Introduction

In this chapter 1 2, a real-time emulation of an analytical space harmonic model is described
to evaluate the performance of an optimized permanent-magnet machine. Due to the ad-
vantages of high power density, high efficiency, and low maintenance costs, permanent
magnet (PM) machines are widely used in industrial and domestic applications [84, 85].
The flux density distribution of PM poles plays a crucial role in the machine performance
since the average values of thrust or torque and their fluctuation especially depend on this
distribution. Ideally, for optimal performance, the machine should have sinusoidal air-gap
flux density distribution, sinusoidal current waveform, and quasi-sinusoidal distribution
of stator conductors [86]. Therefore, different methodologies such as magnet-arc-shaping
technique [87–92], pulse-wide modulation (PWM) approach [93, 94], modular PM pole
method [95, 96], trapezoidal or sine structure with third harmonic injection shaping tech-
nique [97, 98], and stair-step shaped magnetic poles model [99] have been proposed in
the literature for the shaping of PM poles to produce a sinusoidal magnetic field and to
improve the machine efficiency.

A variety of methods have been employed to model the dynamic performance of PM
machines with shaped magnetic poles. A lumped electric or magnetic equivalent circuit

1Material from this chapter has been published: N. R. Tavana, and V. Dinavahi, “Real-Time FPGA-Based
Analytical Space Harmonic Model of Permanent Magnet Machines for Hardware-in-the-Loop Simulation”,
IEEE Trans. on Magnetics, vol. 51, no. 8, pp. 1-9, August 2015.

2Material from this chapter has been published: N. R. Tavana, A. Shoulaie, and V. Dinavahi, “Analytical
Modeling and Design Optimization of Linear Synchronous Motor With Stair-Step-Shaped Magnetic Poles for
Electromagnetic Launch Applications”, IEEE Trans. on Plasma Science, vol. 40, no. 2, pp. 519-527, February
2012.
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model is the fastest, and the most common technique to predict machine behavior. How-
ever, they suffer from the model inaccuracy particularly when the flux paths are complex
and and flux leakages are significant [100]. Another candidate is numerical solution such
as the finite-element method (FEM). Although FEM offers highly accurate results with
due accounting of all nonlinear phenomena and spatial effects, it remains computationally
onerous, and cannot be used for real-time prediction of machine behavior even with the
aid of the powerful processors to accelerate computations.

To overcome the aforementioned problems, a 2-D analytical space harmonic solution is
employed in this chapter for real-time simulation of PM machines with shaped magnetic
poles with acceptable accuracy and reasonable computational efforts. The analytical ap-
proach offers the mathematical formulas for the prediction of machine performance as a
function of machine geometry and design parameters, which would be very useful for real-
time dynamic emulation, as well as design and performance optimization. Furthermore,
the real-time emulation of the PM machine is carried out entirely in hardware on the FPGA.
FPGAs are now becoming the most preferred computational engine for real-time simula-
tion by offering many advantages such as hardwired architecture, programmability with
all the algorithms and functions, short development period, and full parallelism [103–105].

This study presents a unified framework for the real-time FPGA-based analytical space
harmonic model of PM machines with the shaped magnetic poles. Such a real-time ana-
lytical treatment is useful for the performance evaluation of the PM machines in the HIL
configuration. HIL technology provides a cost- and time-effective approach in a virtual
scenario for testing real devices in a nondestructive environment [55, 57, 65, 101, 102, 106]
and helps engineers to optimize the machine performance by running the emulated ma-
chine model in real-time using different geometrical parameters as many times as they
need to reach the desired objectives.

This work presents the analytical solution incorporating Maxwell’s equations for dy-
namic simulation of PM machines. A design optimization is then carried out to find the
optimal dimensions and parameters of PM machines. Finally, digital hardware realization
of the proposed method on FPGA is described in this study. The close agreement be-
tween the FPGA-based real-time analytically predicted and finite-element calculated ma-
chine performances are demonstrated.

5.2 Dynamic Analytical Space Harmonic Model of PM Machines
with Shaped Magnetic Poles for Real-Time Simulation

5.2.1 Dynamic Performance of PM machines

It is necessary to establish the voltage and torque equations of the PM machine that can
describe its dynamic performance. Each variable in the governing equations of machine
behavior such as induced EMF voltages, and inductance matrix is then determined by the
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Figure 5.1: PM machines with different pole shapes. (a) Stair-step shaping technique.
(b) Trapezoidal or sine with third harmonic injection method. (c) Arc-shaped model. (d)
Modular magnetic poles. (e) Pulse-width modulation approach.

analytical space harmonic model.
The three-phase voltage equations in the PM machine variables are given as:

vabcs(t) = rsiabcs(t) + Labcs
d

dt
iabcs(t) + eabcs(t). (5.1)

where rs, Labcs , iabcs , and eabcs denote resistance, inductance, current, and induced electro-
magnetic force matrices, respectively.

Based on the instantaneous power of three-phase winding, the thrust/torque in a PM
synchronous machine (PMSM) is obtained by

F (t) =
1

νs
eabcs(t) · (iabcs(t))

T . (5.2)

where νs is synchronous speed.
For digital simulation of dynamic performance of PMSM, the differential equation (5.1)

is discretized as follows
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Figure 5.2: Topology of a double-sided PMLSM with stair-step shaped magnetic poles.

vabcs(t) = rsiabcs(t) +
1

4t
Labcsiabcs(t) + eabcs(t) + vhist, (5.3)

where 4t is the simulation time-step size and vhist is the history term in every time-step,
given by

vhist = − 1

4t
Labcsiabcs(t−4t). (5.4)

5.2.2 Magnet Shaping methods in PM Machines

Since the structure of magnetic poles in the PM machine with arc, trapezoidal, PWM, mod-
ular, and stair-step shaping techniques, as depicted in Fig. 5.1, is not uniform, solving the
Maxwell’s equations for the calculation of magnetic fields and consequently the dynamic
performance of the machine becomes more complex. The best way to establish analytical
solution in these cases is to split magnetic poles to finitely many uniform and rectangu-
lar segments and then apply the layer method to each segment. Additionally, as the soft
magnetic parts are assumed to be infinitely permeable and all materials behave linearly in
this layer approach, the resultant magnetic field can be obtained using the superposition
theorem.

In this chapter, the layer method is applied to a small segment of PM poles and the
analytical prediction of magnetic field is presented thereafter. The governing equations can
be used for all types of shaped PM poles in either rotary or linear structures. Without losing
the generality of solution for the real-time analytical model of PM machines, a double sided
air-core permanent magnet linear synchronous motor (PMLSM) with stair-step shaped
magnetic poles is chosen in this work as the case study shown in Fig. 5.2.
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5.2.3 Magnetic Field Distribution of PM Source

In order to provide analytical solution for the magnetic field distribution of ith magnetic
segment of a shaped magnetic pole shown in Fig. 5.3(a), the permeability of back iron is
assumed to be equal to infinite. Consequently, Maxwell’s equations lead to Laplace’s and
Poisson’s equations in Layer I (airspace/winding layer) and Layer II (PM layer), respec-
tively. Fig. 5.3(b) shows the field layers of the ith segment. The governing field equations
in terms of magnetic vector potential A can be expressed as follows [100, 107]:{

∇2AIi = 0 in Layer I,
∇2AIIi = −µ0JMi

in Layer II,
(5.5)

where JMi
= ∇×Mi and Mi is the magnetization vector of the ith magnetic segment given

by

Mi = Myiay, (5.6)

where Myi denotes the component of Mi in y direction. The distribution of Myi can be
expressed as the Fourier series:

Myi =
∞∑

n=1,3,...

Pn sin
(mnwmi

2

)
cos (mnxi) , (5.7)

where Pn = 4Br/nπµ0 and mn = nπ/τ . Additionally, Br and τ represent magnetic rema-
nence and pole pitch, respectively. The boundary conditions to be satisfied by the solution
to (5.5) are

HIxi |yi=lgi = 0; HIIxi |yi=−lmi
= 0,

HIxi |yi=0 = HIIxi |yi=0 ; BIyi |yi=0 = BIIyi |yi=0 , (5.8)

where H denotes magnetic field intensity, and lgi is the effective air-gap length of the ith
segment.

By solving (5.5), the flux density distribution (B) produced by the ith segment in the
air gap is provided from the curl of AIi as follows:

BIxi(xi, yi) =

∞∑
n=1,3,...

mn[aIni exp (mnyi)

−bIni exp (−mnyi)] sin(mnxi), (5.9)

BIyi(xi, yi) = −
∞∑

n=1,3,...

mn[aIni exp (mnyi)

+bIni exp (−mnyi)] cos(mnxi), (5.10)

where aIni and bIni are determined as
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(a) 

(b) 

Figure 5.3: Magnetic field analysis model for the PM: (a) Simplified model and (b) field
regions.

aIni = exp (−2mnlgi) bIni , (5.11)

bIni = −Pnµ0
2mn

sin
(mnwmi

2

) 1− exp (−2mnlmi)

1− exp (−2mn (lmi + lgi))
.

(5.12)

where lmi and wmi are the height and width of ith magnetic segment.
Due to the linear behavior of the model, the total flux density of shaped PM poles is

obtained using superposition theorem as
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BIx(x, y) =

N∑
n=1

BIxi(xi, yi); BIy(x, y) =

N∑
n=1

BIyi(xi, yi). (5.13)

where N is the number of PM segments.

5.2.4 EMF Calculation

The total flux-linkage of a distributed multi-coil phase winding (ϕ) caused by the ith mag-
netic segments can be obtained as [108]:

ϕi(xi) =

∮
s
BIyi .ds =

∫ L

0

∫ xi

xi−τwp

BIyidxdz

=
∞∑

n=1,3,...

φni cosmn(xi −
τwp
2

), (5.14)

and

φni =
8PLpfkwnNc

lw
sin(

mnτwp
2

)

×
∫ lgi

gi

[aIni exp(mnyi) + bIni exp(−mnyi)]dy.

(5.15)

where P , pf , kwn, and Nc denote number of pole pairs, coil packing factor, winding factor
of nth harmonic of magnetic field, and number of winding turn. Plus, L, τwp, and lw

represent motor width, winding pitch, and winding height.
Using Faraday’s law, the induced EMF due to the ith segment is given by

ei (xi) = −dϕi
dt

= −νs
∞∑

n=1,3,...

φnimn sinmn

(
xi −

τwp
2

)
=

∞∑
n=1,3,...

CoEMFn sinmn

(
xi −

τwp
2

)
.

(5.16)

Thus, the EMF produced by all magnetic segments can be expressed as follows:

e(x(t)) =

N∑
i=1

ei (xi) . (5.17)
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Figure 5.4: Current distribution function of winding layer.

5.2.5 Armature Magnetic Field

The magnetic field caused by armature current is calculated in a similar way to the mag-
netic field of PM source. The governing equations in the winding layer and other regions
are given by {

∇2AI = −µ0Jc in layer I,
∇2AII = 0 in layer II.

(5.18)

The current distribution function of winding layer Jc, as shown in Fig. 5.4, is expanded
as follows [108]:

Jc = −
∞∑

i=1,3,...

Jn sin (mnx) az, (5.19)

and

Jn =
4J0
τmn

sin
(
mn

τwp
2

)
sin
(
mn

τw
2

)
. (5.20)

where τw denotes winding width and J0 is current density.
The magnetic flux density distribution in the winding layer is obtained by

BIx(x, y) =
∞∑

n=1,3,...

mn[aIn exp (mny)

−bIn exp (−mny)] sin(mnx), (5.21)

BIy(x, y) = −
∞∑

n=1,3,...

mn[aIn exp (mny)

+bIn exp (−mny)− µ0Jn
mn

2
] cos(mnx), (5.22)

where
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aIn = exp (2mnlw) bIn, (5.23)

bIn =
µ0Jn
2mn

2

exp (2mn (g + lm))− 1

exp (2mn (g + lm + lw))− 1
. (5.24)

The boundary conditions are fulfilled as:

HIx|y=−lw = 0; HIIx|yi=g+lm = 0,

HIx|y=0 = HIIx|y=0 ; BIy|y=0 = BIIy|y=0 . (5.25)

5.2.6 Self and Mutual Inductances

The flux linkage of a phase winding due to the armature reaction field of another winding
is expressed by

ϕ(x) =

∮
s
BIy.ds =

∫ L

0

∫ x+τwp/2

x−τwp/2
BIydxdz

=
∞∑

n=1,3,...

φn cosmn(x), (5.26)

where

φn =
8PLpfkwnNc

lw
sin(

mnτwp
2

)

×
∫ lw

0
[aIn exp (mny)+bIn exp (−mny)− µ0Jn

mn
2

]dy.

(5.27)

Thus, the self-inductance (Ls) and mutual-inductance (Lm) of one slot per phase per
pole armature winding can be calculated by

Ls =
Ncφa
ia

∣∣∣∣
ib=ic=0

=
Nc

2ϕ(0)

J0τwlw
, (5.28)

Lm =
Ncφb
ia

∣∣∣∣
ib=ic=0

=
Nc

2ϕ(τwp)

J0τwlw
. (5.29)

5.2.7 Comparison with Finite-Element Method

The validity of the analytical results for the calculation of magnetic field, EMF and thrust
force in the PM machines with stair-step shaped magnetic poles (S3MPs) greatly depends
on the accuracy of the analytical model. However, the analytical model is based on some
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Table 5.1: Parameters of the Initial PMLSMs.
Motor Types

Parameter
Conventional Two-step Three-step

Poles S3MPs S3MPs

lm(mm) 4.4
lm1 5 lm1 5.8

lm2 5.2
lm2 3.1 lm3 3.5

wm(mm) 34
wm1 22.6 wm1 18.8

wm2 2.4
wm2 8.3 wm3 4.4

τ(mm) 42
lw(mm) 6
ww(mm) 14
J(A/mm2) 5
Br(T ) 1.13
g(mm) 1
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Figure 5.5: Flux density distribution as a function of x at the center of the air gap.

simplifying assumption such as ignoring saturation and considering an infinite motor
length. Thus, it is necessary to evaluate the extent of model accuracy. In this section, a
2-D nonlinear time-stepping transient finite-element method is employed to validate the
model.

The proposed analytical model is applied to a PMLSM with two-step PM poles whose



Chapter 5. Real-Time Analytical Space Harmonic Model of Permanent Magnet Machines 75

0 5 10 15 20 25 30 35 40
-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25

0.30.3

Time(ms)

EM
F 

pe
r T

ur
n 

(V
)

 

 
Analytical
FEM

Figure 5.6: EMF per turn at vs = 2.1(m/s) of the PMLSM.

parameters are listed in Table 5.1. This case is chosen for simplicity without loss of gener-
ality. The results can be extended to any other pole configurations with more steps.

Fig. 5.5 shows the comparisons between the normal and tangential components of
open-circuit flux density distributions computed by the analytical and finite-element method
as functions of x position at the center of the mechanical air gap. It is seen that the FEM
accurately verifies the analytical method.

A comparison of the EMF waveform per turn for a constant armature speed of 2.1
(m/s) obtained by the analytical and finite-element method is depicted in Fig. 5.6. Again
a close agreement between the results of the analytical method and FEM is observed.

Fig. 5.7 compares analytically predicted and finite-element-calculated thrust force dis-
tribution with respect to the mover position. It is seen that the analytical prediction agrees
well with the finite-element solution; the slight discrepancy is due mainly to the effect of
core saturation, which is neglected in the analytical model.

5.3 Optimal Design of S3MPs

The procedure for any optimization is to find a vector X = (x1, x2, ..., xn), representing a
set of n design variables, each of them bounded by ximin ≤ xi ≤ ximax , i = 1, 2, ..., , n, so
that the objective function F (X) is maximized (or minimized), subject to a set of k con-
straints Gj(X) ≤ 0, j = 1, 2, ..., k. As the genetic algorithm is widely used to optimize
electromagnetic problems [109]- [111], in this work genetic algorithm is applied to the de-
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Figure 5.7: Thrust characteristic of the PMLSM.

sign of PMLSM to reach an air-gap flux density distribution close to sinusoidal form. Total
harmonic distortion (THD) of flux density distribution is used as the objective function as

THD (X) =

√∑∞
n=3,5,...B

2
yn

By1
. (5.30)

The optimization procedure is employed to minimize the THD. Magnet dimensions
are chosen as the optimization variables.

Fig. 5.8 shows the variation of THD in the analyzed PMLSM with two-step PM poles
in terms of wm2 and lm1 − lm2 while lm1 and wm1 +wm2 are fixed. It is seen that an air-gap
flux density distribution close to sinusoidal form can be obtained by choosing appropriate
width and height of each step in the PM poles.

Figs. 5.9 and 5.10 also show the waveform and THD of the normal flux density com-
ponent as a function of x position in the conventional, two-step, and three-step magnetic
poles, whose parameters are presented in Table 5.1. It is seen that the number of steps
effectively influences the THD. The more steps S3MPs have, the more THD decreases,
however, the more complexity in the manufacturing of this kind of PMLSM the designer
encounters. Therefore, in study PM machines with only two and three steps are selected
for investigation.

The results, presented in Figs. 5.8 to 5.10, confirm the need for design optimization
to achieve sinusoidal distribution of flux density by choosing appropriate PM dimensions.
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Figure 5.8: THD variation with wm2 and lm1 − lm2 for the PMLSM.
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Figure 5.9: Air-gap flux density distribution of the PMLSM.

Finding the optimal dimensions of S3MPs with the direct search method is extremely cum-
bersome and would take a long time. Therefore, a genetic algorithm has been employed
for the optimization procedure.

This technique consists of three basic operators, i.e. selection, crossover and mutation.
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Figure 5.10: Harmonics of air-gap flux density distribution.

Table 5.2: Design Variables and Constraints.
Parameter Change Range

2(mm) ≤ lmj ≤ lmj−1 ≤ ... ≤ lmi ≤ ...
... ≤ lm2 ≤ lm1 ≤ 6.5(mm)

20(mm) ≤ 2wmj + 2wmj−1 + ...
...+ 2wmi + ...+ 2wm2 + wm1 ≤ 42(mm)

120(N) ≤ Favg ≤ 122(N)

Table 5.3: Parameters of the Optimized S3MPs.
Motor Types

Parameter
Two-step Three-step

S3MPs S3MPs

lm(mm)
lm1 5.9 lm1 6.1

lm2 5.4
lm2 4.5 lm3 4

wm(mm)
wm1 17 wm1 12.7

wm2 4.5
wm2 7.7 wm3 6.2

After initial population is randomly generated, the genetic algorithm operators are applied
to the population to reduce their cost gradually. The roulette wheel selection is used for
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Figure 5.11: Air-gap flux density distribution of two-step S3MPs in the PMLSM.
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Figure 5.12: Air-gap flux density distribution of three-step S3MPs in the PMLSM.
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Figure 5.13: Harmonics of air-gap flux density distribution of two-step S3MPs in the
PMLSM.
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Figure 5.14: Harmonics of air-gap flux density distribution of three-step S3MPs in the
PMLSM.
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reproducing the population.
The following values of genetic operators are used in the genetic algorithm:

1. initial population: N = 50;

2. probability of mutation: Pm = 0.07;

3. probability of crossover: Pc = 0.07;

4. number of generations: Ng = 1000.

To have a more realistic design, some limitations are applied to the optimization pro-
cedure as shown in Table 5.2. Finally, in the optimal models, PM dimensions calculated
using the genetic algorithm are listed in Table 5.3.

5.4 Design Evaluation

The performance of optimized PMLSMs is investigated and compared with the perfor-
mance of initial PMLSMs with the specifications listed in Table 5.1. Since an optimization
procedure based on the analytical method has been employed to determine the optimal de-
sign specifications, another method with the higher accuracy, for example, the FEM should
be used to assess the performance of the optimized motors.

The flux density distributions produced by the PM poles of the optimal designs and
initial machines in the middle of the mechanical air gap calculated by FEM are presented in
Figs. 5.11 and 5.12. The harmonic contents of flux density distribution for both initial and
optimized motors are also shown in Figs. 5.13 and 5.14. It can be seen that the harmonics
in the optimized motor reduce substantially. In the two-step S3MPs, THD reduces from
14% in the initial motor to 9.1% in the optimal one, while in the three-step S3MPs, THD
decreases from 10.6% in the initial motor to 5.2% in the optimized one.

Moreover, the EMF waveforms at the nominal speed obtained by FEM are depicted in
Figs. 5.15 and 5.16. The fundamental component amplitudes of EMF curves of the opti-
mized motor are calculated and used as the amplitudes of the standard sinusoidal wave-
forms. It is also observed that the mismatch between the standard sinusoidal curves and
EMF waveforms of optimal motors are approximately zero.

5.5 Real-Time Hardware Emulation of Analytical Space Harmonic
Model of PMSM on FPGA

In this chapter, the optimized LPMSM with two-step S3MPs shown in Fig. 5.17 is chosen
for real-time study. The real-time emulation of PMLSM is carried out using the single
precision floating-point number representation (IEEE standard 754). This 32-bit format en-
joys the advantages of dynamic range, satisfactory accuracy, and acceptable computational



Chapter 5. Real-Time Analytical Space Harmonic Model of Permanent Magnet Machines 82

0 5 10 15 20 25 30 35 40
-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25

0.30.3

Time(ms)

EM
F 

pe
r T

ur
n 

(V
)

 

 
Initial Motor
Optimized Motor
Sinusoidal Waveform

Figure 5.15: EMF of two-step S3MPs in the PMLSM.
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Figure 5.16: EMF of three-step S3MPs in the PMLSM.
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Figure5.17:Topologyofadouble-sidedPMLSMwithtwo-stepS3
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Figure5.18: GenericmachinemodelimplementationonFPGA.

time. AgenerichardwarerealizationofPMmachineonFPGAispresentedinFig.5.18.

Thehardwareimplementationofthemachineperformanceatsynchronousspeedmainly

consistsofthreestates.Theprocedurestartswiththecalculationofthree-phasevoltage

sourcesandtheopen-circuitvoltagesinducedinthethree-phasestatorwindingssimul-

taneouslyinthefirststate.Theninthesecondstate,thestatorcurrentiscomputedby

thehistoryinformation(5.4)andForwardEulerintegrationtechnique.Theinstantaneous

electromagneticthrust/torqueisobtainedinthelaststate,meanwhilethehistoryterms

areupdated.

Thehardwarearchitectureofthemachinemodelisrealizedbytheaidofthesource

moduleforgeneratingthethree-phasevoltagesupply,matrixmultiplicationunit,dedi-

catedfloating-pointmultiply-add/subtractunit,andtimermoduleforcheckingexecution

timeconstraint. Allaforementionedmodulesandtheirstructureshavebeendiscussed

indetailsin[47,81,83]. However,themainandmostcomplexhardwareunitforthe

implementationoftheanalyticalmodelofPMSMonFPGAistheEMFmodulewherea
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Table 5.4: Hardware setup for the real-time analytical emulation of PMLSM.
Real-Time EMF Source

Others Total
Emulator Module Module

Logic LUTs 32,427 778 2,352 35,557
(303,600 available) 10.7% 0.3% 0.8% 11.7%

Memory LUTs 1,310 35 179 1524
(130,800 available) 1% ' 0% 0.1% 1.2%

FFs 24,882 724 2,570 28,176
(607,200 available) 4.1% 0.1% 0.4% 4.6%

Block RAMs 163 13 2 178
(2,600 available) 7.9% 0.6% 0.1% 8.6%

DSP48 Blocks 214 6 12 232
(2,800 available) 7.6% 0.2% 0.4% 8.3%

Fourier series is designed and implemented. Fig. 5.19 illustrates the organization of the ba-
sic arithmetic operations and the storage elements for the realization of the EMF module.
Fig. 5.19(a) shows how pipelining is employed to calculate EMF factors of 25 space har-
monics. It can be observed from Fig. 5.19(b) that the sinusoidal, and exponential functions
as well as add, multiply, and divide operations are utilized to compute EMF coefficient fac-
tor (CoEMF) for each harmonic and registers are inserted into data paths to synchronize
data flow in the digital hardware design. The data marches through the CoEMF submodule
at every clock cycle and takes the advantages of high computational data throughput.

In this architecture, the Sigma (
∑

) submodules, which are used to accumulate the har-
monic contents of EMF waveforms, are arranged in a parallel scheme to compute induced
open-circuit voltages of three-phase windings simultaneously. It should be noted that the
accumulation in the Sigma submodule is carried out in the fixed-point format. The rea-
son is that floating-point accumulator has a longer latency for high frequency computation
clock cycles and needs more logic resources to implement. The fixed-point accumulation
is in the format of 40.100 (1 sign bit, 39 integer, and 100 fractional bits) that can guarantee
both the range and precision. In this structure, the input data is accumulated over each
clock cycle and then converted to floating-point format. Therefore, the Sigma submodule
contains one floating-to-fixed point converter (FL2FIX), one fixed-point accumulator, and
one fixed-to-floating point converter (FIX2FL) for the hardware realization.

5.6 FPGA-Based Real-Time Emulation and FEM Validation

5.6.1 Hardware Resource Utilization and Latencies

In this work, the real-time analytical space harmonic model of the PMLSM is targeted to
the Xilinxr Virtex-7 development board. Fig. 5.20 presents the final hardware architecture
implemented on the chip. It depicts the compactness of the designed circuit for the digital
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Figure 5.20: Implemented design of PMLSM on the FPGA chip.
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Figure 5.21: Detailed execution time for one simulation time-step of analyzed PMLSM.

hardware realization of PMSM, and also shows the distribution of each hardware unit on
FPGA. The yellow, purple, and blue (light gray, gray, and dark gray in grayscale view)
dots represent the area of the mapped design of the EMF module, the Source module, and
other units, respectively. Table 5.4 lists the resource utilization of FPGA-based real-time
emulator. As can be seen from this table, the EMF module consumes more logic resources
compared with other parts in the emulator. The full design consumes about 12% and
8% of logic LUTs and DSP48 blocks, respectively. Such resource conservation is a direct
consequence of exploitation of deep pipelining in the EMF model computation.

According to the best-case achievable FPGA clock frequency in the static timing analy-
sis obtained at the end of the place and route process of hardware design, a clock frequency
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Figure5.22:Real-timeOscilloscopetracesofPMLSMperformancesatsynchronousspeed.
[Time:10ms/div,Thrust:11N/div,EMF:14.2V/div,andCurrent:0.7A/div].

of133.33MHzwaschosenfortheimplementation.Thus,theFPGAbasedreal-timeem-

ulationoftheanalyticalmodelofPMLSMwasexecutedwithinatime-stepof1.8µs.The

detailedexecutiontimeforonesimulationtime-stepisdepictedinFig.5.21.Itcanbeseen

thatthe90nsidletimeattheendofeachtime-stepcanbeusedforsendingthereal-time

dataoutoftheFPGAbasedreal-timeemulatorforexternalinterfacing.

Thereal-timeoscilloscopetracesofthePMLSMbehaviorareillustratedintheFig.5.22.

Themotorisfedwiththethree-phasevoltagesupplyatsynchronousspeed.Thethrust

force,EMF,andcurrentwaveformsaredepictedinthisfigure,aswillbeexplainedwith

furtherdetailsinthenextsection.

5.6.2 ComparisonBetweentheReal-TimeEmulatedandFinite-ElementCalcu-
latedMachinebehavior

Inthissection,finite-elementanalysisisemployedtoevaluatetheperformanceofFPGA-

basedreal-timeemulatedPMLSM.

Fig.5.23showsagraphicalrepresentationoffinite-elementpredictedfluxlinesand

fluxdensitydistributionoftheanalyzedmachineinonepolepitchobtainedfromJMAG

software.Theexecutiontimeforrunning80ms(2cycles)offinite-elementsimulationeven

withtime-stepsizeof50µsforonlyhalfofonepolepitchofthePMLSMbyusingthe

naturalandanti-periodicboundaryconditionswith5520elementsand3052nodesis8min

and22sonaPCwithIntel CoreTMi7-2600CPUat3.4GHzand8GBofinstalledmemory

(RAM),whiletheproposedanalyticalmethodwasruninreal-timewitha1.8µstime-step.
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Figure 5.23: Flux lines and flux density distribution in one pole pitch of the PMLSM with
stair-step shaped poles.

Although real-time emulation is carried out in a shorter time-step size compared with
finite-element analysis in this work, it does not influence significantly on the differences
between two sets of results.

In order to provide a detailed comparison, the real-time digital simulation data are
exported from the FPGA using ChipScoper Analyzer and laid over the finite-element so-
lutions.

Fig. 5.24 compares the real-time analytically and numerically predicted EMF wave-
forms of one phase of armature winding at a synchronous speed of 2.1 m/s. It can be
seen that both sets of results agree quite well. A comparison of the FPGA-based real-
time analytically predicted and finite-element calculated armature current resulting from
the balanced three-phase sinusoidal voltage source is also presented in Fig. 5.24. A good
agreement is again obtained in both the magnitude and wave shape. One reason for the
slight discrepancy can be attributed to a finite and limited number of space harmonics (25
sine waves) which were computed and combined to represent the machine performance
in the digital real-time emulation in this case. Moreover, the analytical model was devel-
oped based on some simplifications such as ignoring the saturation effects in the iron cores,
and assuming a linear behavior for the machine model. The single-precision number cal-
culation was used for hardware implementation due mainly to very fast computational
requirement in real-time, while double-precision is employed in the finite-element analy-
sis.
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Figure 5.24: Armature current waveform and induced EMF at synchronous speed.

Figure 5.25: Harmonic contents of the steady-state current.

Fig. 5.25 depicts the harmonic contents of the current waveform obtained from real-
time analytical and finite-element model. It can be observed that there is a close agreement
between the results especially for the dominant harmonics.
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Figure 5.26: Instantaneous thrust force at synchronous speed of PMLSM.

Furthermore, the instantaneous thrust force waveform is presented in the Fig. 5.26.
The FPGA real-time emulated result tracks the FEM solution closely. The fluctuations in
the real-time prediction is a consequence of the distortions on the analytically computed
current waveform.

5.7 Summary

This chapter proposed a new structure for enhancing the performance of PMLSMs. An
analytical analysis has been presented to model the air-gap flux density distribution, EMF,
and thrust in the PMLSM with stair-step shaped magnetic poles. The analytically calcu-
lated results have been evaluated using FEM. The close agreement between the results of
two methods confirms the effectiveness of the presented model. Thus, there is no need
to apply the time-consuming FEM for design optimization. The pole shape optimization
for two PMLSMs with two types of stair-step shaped magnetic poles has been then carried
out using the analytical model and genetic algorithm. Finite-element analysis results show
that the optimization procedure significantly reduces the flux density as well as the EMF
harmonics.

Moreover, real-time digital emulators of electrical machines can play a key role in the
industrial applications by enabling fast design optimization procedure and rapid testing
of new technologies in drive systems in a HIL scenario. They must however be based on
a detailed machine model simulated with significantly small time-step and capable of pre-
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dicting the machine performances as a function of machine geometry. This study proposes
an FPGA-based real-time analytical space harmonic model of PM machines with shaped
magnetic poles for HIL applications. Analytically derived formulas allow the prediction
of machine performance in closed form as a function of physical dimensions and parame-
ters of the machine. They facilitate the characterization of machine topologies, sensitivity
analysis, iterative design optimization procedure, and real-time dynamic modeling of the
machine. However, although finite-element analysis determines the magnetic field very
precisely, with due account of saturation, etc., it remains time-consuming. Furthermore,
while the presented case study in this work addresses a linear PM machine, the model
is significantly generalized for application to several types of rotary PM machines with
shaped magnetic poles. All possible output variables of real-time emulated PMSM are
presented and obtained by feeding the machine with the voltage sources similar to the
real machine. Thus, the emulated PMSM can respond to any circumstances and changes
that can be imposed by external devices and apparatus in the real-time HIL test. Taking
advantages of the inherent parallel architecture of FPGA, the proposed hardware design
is paralleled and pipelined to achieve an efficient FPGA implementation. Finite-element
method is then employed to evaluate the analytical solution of the machine model from
the real-time emulator. A close agreement between real-time analytically calculated and
numerically predicted machine performances confirms the effectiveness and accuracy of
the proposed approach.



6
Conclusions and Future Works

With the large increase in the electrical machine population in the industry in recent years,
their design, test, and simulation are becoming critical and interesting.

As an advanced design and test method, HIL simulation allows the new prototype of
an electrical machine or apparatus to be evaluated in a virtual environment under a wide
range of realistic conditions repeatedly, safely, and economically. This work attempted to
provide a framework for real-time emulation of electrical machines for HIL configuration.

Due to the fast development in digital VLSI technology, FPGAs are increasingly be-
ing used as a core computational engine in real-time HIL simulator. FPGAs offer inherent
parallel architecture, high clock speed, and high logic resource capacity, enabling paral-
lel computation technique in a very short period of time for a complicated and complex
algorithm.

A digital hardware emulation of electrical machine are presented in this thesis with
different level of accuracy and details on FPGA. The summary and future works are outline
in this chapter.

6.1 Contributions of This Thesis

The main contributions of this thesis can be summarized as follows:

• A unified framework is proposed for FPGA-based real-time emulation of qd model of
electrical machines. State-space approach is employed to represent the mathematical
model of the machines. The step-by-step procedure of digital hardware realization
of state-space model is provided in details on FPGA platform. Thus, the presented
technique can be not only applied to the emulation of electrical machines, but also

92
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used for the real-time modeling of any system that can be described in terms of state-
space equations.

• As the seamless and user friendly schematic or model-based method within the Mat-
lab/Simulink environment is the best technique for highly parallel implementation
of a system on FPGA using fixed-point operations, and textual programming lan-
guage method such as VHDL or Verilog HDL is the most appropriate method for the
pipeline realization of floating-point computation based real-time system, resulting
in an area-optimized hardware architecture accepted for the industrial application,
both these approaches are employed to model electrical machine model in real-time
for the sake of a complete, and comprehensive comparison in term of accuracy, time-
step size, hardware resource utilization.

• The developed general framework of FPGA-based real-time simulation of qd model
of electrical machine is validated with the experimental measurements to demon-
strate its usefulness for digital HIL tests.

• A new magnetic equivalent circuit model is proposed for rotary induction machine.
It remains the salient features of available MEC models and meets the computation
time constraints of real-time simulation. The governing nonlinear equations of devel-
oped MEC model are established and difficulties that exist in solving the equations
in a real-time frame are explained.

• The concepts of antiperiodicity and moving-band technique that are used in finite
element analysis are employed to reduce the domain of study and help the emulator
to finish the required computation of nonlinear equations of MEC model within the
simulation time-step.

• An iterative under-relaxed Newton Raphson method is implemented to solve the
nonlinear equations of MEC model, although the realization of iterative algorithm is
challenging task in nature on inherently parallel architecture of FPGA. A hardware
module is developed for nonlinear systems including nonlinear evaluator unit, par-
allel residual vector calculator module, and linear solver submodule. Such a hard-
ware module makes engineers able to solve a large dimensional nonlinear system
within a few hundred microsecond on FPGA.

• A sinusoidal excitation test on induction machine and finite-element solution by
JMAGr software are carried out to verify the performance of real-time MEC model
in this work.

• As the magnetic pole shape affects the PM machine performance substantially, a de-
sign optimization method is proposed to shape the air-gap flux density distribution
produced by poles to be as close to a sine waveform as possible for the reduction of
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thrust ripple and the increase of motor controllability. A pole shape optimization for
two PMLSMs with two types of S3MPs is performed using the analytical model and
genetic algorithm. Finite-element analysis results show that the optimization proce-
dure significantly reduces the flux density harmonics as well as the EMF harmonics.

• A real-time FPGA-based emulation of an analytical space harmonic model of a per-
manent magnet synchronous machine with shaped poles is proposed. The dynamic
performance of the PMSM is developed based on analytical method by solving Maxwell
equations and applying superposition theorem. The derived analytical formulas
based on Fourier series are implemented on FPGA in a pipeline and parallel paradigm
for an efficient hardware realization.

• The proposed real-time model of PMSM in HIL scenario is an effective means of
evaluating the machine behavior as well as drive systems, and will aid the design
process when addressing a given performance specification in a short time.

• In this work, the real-time emulation of analytical model of PMSM is validated by
finite element calculations to confirm its utility and accuracy.

6.2 Directions for Future Work

The following topics are proposed for future work:

• With the advances in FPGA technology, real-time data processing is now available
on cost-effective platforms to monitor the motor performance in abnormal and faulty
condition in real-time. Therefore, FPGA-based real-time fault diagnosis of electrical
machines can be considered as a hot topic for future work.

• Real-time estimation of time-varying parameters and variables can be implemented
on FPGA. This procedure can be useful for self commissioning drive systems in a
wide range of applications. Moreover, another possible utilization can be for the
detection of failure.

• Future research can also be done to develop real-time MEC model on FPGA for other
types of electromagnetic devices such as synchronous reluctance machines, switched
reluctance motors, electromagnetic actuators, transformers, etc. The basic method
and numerical techniques and required simplifications are fully explained and de-
scribed in details in this thesis.

• 3-D MEC model of electrical machines in real-time on FPGA needs to be studied in
future. Such a model can include 3-D effects inside the machine such as fringing
fluxes in both ends of machine, and rotor bar skew effects. Hence, 3-D model can
predict the machine performance with higher precision and duplicate its behavior
with higher accuracy.



Chapter 6. Conclusions and Future Works 95

• Similar analytical method can be developed for the switched reluctance motor for
design optimization procedure and real-time simulation.

• The developed real-time machine models of this thesis can be accompanied with
the interfaces and amplifiers to make a HIL configuration setup, and test the vir-
tual machine against an actual drive system or protection devices in a close loop
environment. Such closed loop results in HIL scenario can be compared with the ex-
perimental results obtained from the interaction of actual machine and drive system
in a closed loop to demonstrate the effectiveness of FPGA-based real-time HIL tests.
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A
State-space matrices and parameters of

electrical machines in Chapter 3

A.1 State-Space Matrices

Based on the following matrix notation, the state-space definitions for various machines
are given below.

A =

[
A11 A12

A21 A22

]
,B =

[
B11 B12

B21 B22

]
,C =

[
C11 C12

C21 C22

]
.

A.1.1 Induction Machine

x=
[
λqs λds λqr λdr

]T
. (A1)

u=
[
vqs vds vqr vdr

]T
. (A2)

y=
[
iqs ids iqr idr

]T
. (A3)

A11=

 rs
Lls

(
Laq

Lls
− 1
)

−ω

ω rs
Lls

(
Lad
Lls
− 1
) ,

A21=

[
rr
Llr

Laq

Lls
0

0 rr
Llr

Lad
Lls

]
, A12=

[
rs
Lls

Laq

Llr
0

0 rs
Lls

Lad
Llr

]
,

A22=

 rr
Llr

(
Laq

Llr
− 1
)

ωr − ω

ω − ωr rr
Llr

(
Lad
Llr
− 1
) . (A4)
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B= eye(4, 4). (A5)

C=
1

D


Lrr 0 −LM 0
0 Lrr 0 −LM
−LM 0 Lss 0

0 −LM 0 Lss

. (A6)

D= zeros(4, 4). (A7)

where

Lss= Lls + Lm, Lrr= Llr + Lm, D= LssLrr + L2
m. (A8)

L−1ad = L−1aq = 1/Lm + 1/Lls + 1/Llr. (A9)

A.1.2 Synchronous Machine

x=
[
λqs λds λkq1 λkq2 λfd λkd

]T
. (A10)

u=
[
vqs vds vkq1 vkq2 exfd vkd

]T
. (A11)

y=
[
iqs ids ikq1 ikq2 ifd ikd

]T
. (A12)

A11 =


rs
Lls

(
Laq

Lls
− 1
)

−ωr rs
Lls

Laq

Llkq1

ωr
rs
Lls

(
Lad
Lls
− 1
)

0

rkq1
Llkq1

Laq

Lls
0

rkq1
Llkq1

(
Laq

Llkq1
− 1
)
,

A21 =


rkq2
Llkq2

Laq

Lls
0

rkq2
Llkq2

Laq

Llkq1

0
rfd
Llfd

Lad
Lls

0

0 rkd
Llkd

Lad
Lls

0

,

A12 =


rs
Lls

Laq

Llkq2
0 0

0 rs
Lls

Lad
Llfd

rs
Lls

Lad
Llkd

rkq1
Llkq1

Laq

Llkq2
0 0

,

A22 =


rkq2
Llkq2

(
Laq

Llkq2
− 1
)

0 0

0
rfd
Llfd

(
Lad
Llfd
− 1
)

rfd
Llfd

Lad
Llkd

0 rkd
Llkd

Lad
Llfd

rkd
Llkd

(
Lad
Llkd
− 1
)
. (A13)

B11 =eye(3, 3), B12 = B21 = zeros(3, 3), B22 =

 1 0 0
0

rfd
Lmd

0

0 0 1

 . (A14)
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C11 =


(Lkq1Lkq2−L2

mq)

Dq 0
(−LmqLkq2+L

2
mq)

Dq

0
(LfdLkd−L2

md)
Dd 0

(LmqLkq2−L2
mq)

Dq 0
(−LmqLkq2+L

2
mq)

Dq

,

C21 =


(LmqLkq1−L2

mq)

Dq 0
(LqLmq+L2

mq)

Dq

0
(LmdLkd−L2

md)
Dd 0

0
(LmdLfd−L2

md)
Dd 0

,

C12 =


(−LmqLkq1+L

2
mq)

Dq 0 0

0
(−LmdLkd+L

2
md)

Dd
(−LmdLfd+L

2
md)

Dd
(LqLmq+L2

mq)

Dq 0 0

,

C22 =


(−LqLkq1+L

2
mq)

Dq 0 0

0
(−LdLkd+L

2
md)

Dd
(LdLmd−L2

md)
Dd

0
(LdLmd−L2

md)
Dd

(−LdLfd−L2
md)

Dd

. (A15)

D = zeros(6, 6). (A16)

where

Lq= Lls + Lmq, Ld= Lls + Lmd, Lkq1= Llkq1 + Lmq. (A17)

Lkq2= Llkq2 + Lmq, Lfd= Llfd + Lmd, Lkd= Llkd + Lmd. (A18)

Dq= L2
mq (Lq − 2Lmq + Lkq1 + Lkq2)− LqLkq1Lkq2. (A19)

Dd= L2
md (Ld − 2Lmd + Lfd + Lkd)− LdLfdLkd. (A20)

L−1aq = 1/Lmq + 1/Lls + 1/Llkq1 + 1/Llkq2. (A21)

L−1ad = 1/Lmd + 1/Lls + 1/Llfd + 1/Llkd. (A22)

A.1.3 Line Start-Permanent Magnet Motor

x=
[
λq λd λkq λkd

]T
. (A23)

u=
[
vq vd + rs

Lmd
Lls

im vkq vkd + rkd
Lmd
Llkd

im
]T
. (A24)

y=
[
iq id ikq ikd

]T
. (A25)

A11=

 rs
Lls

(
Laq

Lls
− 1
)

−ωr
ωr

rs
Lls

(
Lad
Lls
− 1
) ,

A21=

[
rkq
Llkq

Laq

Lls
0

0 rr
Llr

Lad
Lls

]
,A12=

[
rs
Lls

Laq

Llkq
0

0 rs
Lls

Lad
Llkd

]
,
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A22=

 rkq
Llkq

(
Laq

Llkq
− 1
)

0

0 rkd
Llkd

(
Lad
Llkd
− 1
) . (A26)

B= eye(4, 4). (A27)

C=


−Lkq/Dq 0 Lmq/Dq 0

0 −Lkd/Dd 0 −Lmd/Dd

Lmq/Dq 0 −Lq/Dq 0
0 Lmd/Dd 0 −Ld/Dd

. (A28)

D= zeros(4, 4). (A29)

where

Lq= Lls + Lmq, Dq= L2
mq − LkqLq. (A30)

Ld= Lls + Lmd, Dd= L2
md − LkdLd. (A31)

L−1aq =1/Lmq + 1/Lls + 1/Llkq, L
−1
ad = 1/Lmd + 1/Lls + 1/Llkd. (A32)

A.1.4 DC Machine

x=
[
λf λa

]T
, u=

[
vf va

]T
, y=

[
if ia

]T
. (A33)

A=

[
− rf
Lff

0

−ωr
raf
Lff

− ra
Laa

]
, B=

[
1 0
0 1

]
. (A34)

C=

[
1/Lff 0

0 1/Laa

]
, D= zeros(2, 2). (A35)

A.2 Machine Parameters

The parameters of various machines are given below.
Induction Machine:
3hp, 230V, rs=0.5Ω, rr=0.51Ω, lls=4mH, llr=4mH, lm=89.4mH.
Synchronous Generator:
26kV, 802.5MVA, rs = 0.0048Ω, rfd = 0.58043Ω, rkd = 0.0203Ω, rkq1 = 0.0727Ω, Lls =

0.57031mH, Lmd = 4.2mH, Lmq = 3.8mH, Lfd = 0.40759mH, Lkd = 0.27852mH, Lkq1 =

0.16605mH.
LSPMSM:
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4hp, 230V, rs = 0.017Ω, rkq = 0.108Ω, rkd = 0.054Ω, lls = 0.172mH, llkq = 0.350mH, llkd =

0.350mH, lmq=2.7mH, lmd=1.3mH, im=1.6203A.
DC Machine:
240V, ra=0.6Ω, rf =240Ω, Lff =120mH, Laf =1.8H, Laa=0.012H.



B
Material Properties and Machine Geometry in

Chapter 4

B.1 Induction Machine Specifications

The parameters and dimensions of induction machine are listed in Table. B.1.

B.2 Material Property

The permeability of iron core is an even function of magnetic flux intensity expressed by

µ(H) = µ(−H) (B1)

and

µ =


0.183, H = 0;

a6H
6 + a5H

5 + a4H
4 + a3H

3 + ...
... a2H

2 + a1H + a0, H > 0.
(B2)

where the coefficients of sextic polynomial function are presented in Table. B.2.
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Table B.1: Specification of Induction Machine.

Parameter Value (Unit)

Stator outer diameter 195.38 (mm)
Rotor outer diameter 114.9 (mm)
Stator inner diameter 115.54 (mm)
Rotor inner diameter 36.5 (mm)

Stator slot depth 21.1 (mm)
Stator tooth width 5.7 (mm)
Rotor slot depth 22.1 (mm)

Rotor tooth width 6.2 (mm)
Stator tooth face width 7.4 (mm)
Rotor tooth face width 12.7 (mm)

Motor length 107.95 (mm)
Stator tooth face width 7.4 (mm)
Rotor tooth face width 12.7 (mm)

Stator tooth flange thickness 1.2 (mm)
Rotor tooth flange thickness 1.8 (mm)
Mechanical air-gap length 0.31 (mm)

Number of stator slots 36
Number of rotor slots 28

Rated voltage 230 (V)
Frequency 60 (Hz)

Number of poles 4
Rotor inertia 0.025 (Kg.m2)

Winding connections Wye
Rotor type Squirrel cage

Table B.2: Coefficients of eleven-segment sextic polynomial function.

Condition a6 a5 a4 a3 a2 a1 a0

0< H ≤6 8.0877e-6 -1.7992e-4 0.0017 -0.0084 0.027 -0.0669 0.1832
6< H ≤12 1.5357e-8 -1.002e-6 2.8222e-5 -4.4966e-4 0.0045 -0.0299 0.1543

12< H ≤20 5.3198e-10 -6.1076e-8 3.0226e-6 -8.42e-5 0.0015 -0.0162 0.1279
20< H ≤1e2 3.727e-13 -1.2845e-10 2.2318e-8 -2.0899e-6 1.1457e-4 -0.0038 0.0765
1e2< H ≤1e3 2.9884e-19 -1.1222e-15 1.7099e-12 -1.3597e-9 6.0526e-7 -1.5092e-4 0.0205
1e3< H ≤8e3 1.6017e-25 -4.9291e-21 6.1873e-17 -4.0799e-13 1.5174e-9 -3.1808e-6 0.0036
8e3< H ≤3e4 3.8695e-30 -5.0942e-25 2.8012e-20 -8.3311e-16 1.4477e-11 -1.4773e-7 8.4505e-4
3e4< H ≤15e4 1.1805e-34 -7.3192e-29 1.8773e-23 -2.5741e-18 2.0337e-13 -9.2756e-9 2.3158e-4
15e4< H ≤5e5 1.1739e-38 -2.6458e-32 2.4967e-26 -1.2774e-20 3.8275e-15 -6.7392e-10 6.6024e-5
5e5< H ≤2e6 1.2401e-42 -1.0712e-35 3.8560e-29 -7.4825e-23 8.4452e-17 -5.556e-11 2.0111e-5

2e6< H 0 0 0 0 0 0 1.7154e-6
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