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Abstract

Over the last decade, the demand for electric vehicles (EVs) has surged across

the globe. This spurred an increase in the installation of public and private

EV charging points which are typically connected to low-voltage power distri-

bution feeders. A high penetration of plug-in EVs in distribution networks is

anticipated to cause several problems, such as transformer overloading, voltage

limits violations, and increased heat losses. Hence, a demand-side management

strategy is needed to control the real power drawn by the charging points.

These control strategies can be classified as model-based and model-free de-

pending on whether they rely on a model of the distribution network (i.e., the

admittance matrix). This thesis aims to investigate how to control the charge

power of EVs from user-centric and grid centric perspectives. We design and

evaluate two control frameworks that are suitable for the smart grid.

Given an approximate model of the distribution grid, we first propose a

reputation-based framework for allocating power to EVs in the smart grid. In

this framework, the available capacity of the distribution network measured by

distribution-level phasor measurement units is divided in a proportionally fair

manner among connected EVs, considering their demands and self-declared

deadlines. To encourage users to estimate their deadlines more precisely and

conservatively, a weight is assigned to each deadline based on the user’s rep-

utation, which comprises two kinds of evidence: the deadlines declared before

and after the actual departure times in the recent past. We design a decentral-

ized algorithm that achieves quadratic convergence under specific conditions
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and evaluate it empirically on a test distribution network by comparing it with

state of the art algorithms.

In the second framework, we relax the assumption of having a model

and propose a model-free, adaptive additive-increase multiplicative-decrease

(AIMD)-like algorithm for controlled charging of EVs. This control algorithm

is decentralized and merely relies on congestion signals generated by sensors

deployed across the network. To dynamically adjust the parameter of this con-

gestion control algorithm, we cast the problem as multi-agent reinforcement

learning where each charging point is an independent agent which learns this

parameter using an off-policy actor-critic deep reinforcement learning algo-

rithm. Simulation results of both control algorithms on a test distribution

network and on a parking station corroborate that the proposed algorithms

track the available capacity of the network in real-time, prevents transformer

overloading and voltage limits violation problems for an extended period of

time, and outperforms several other decentralized feedback control algorithms

proposed in the literature.
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Chapter 1

Introduction

The traditional power grid has gone through substantial changes in the last

few decades. These changes include the modernization of power transmission

and distribution systems to accommodate future demand growth and the in-

creased adoption of information and communications technology to achieve a

sustainable, reliable and efficient electric grid, i.e., the “smart grid”.

Besides residential, commercial and industrial loads, a smart grid includes

elastic loads whose demands can be shaped (e.g., electric vehicles and thermo-

statically controlled loads), distributed energy resources (e.g., storage systems)

and renewable energy systems (e.g., solar panels). The integration of these

components provides several benefits to the grid and customers. For example,

electric vehicles reduce carbon emission and renewable energy sources offer a

sustainable and safe alternative to fossil fuels.

However, without proper control and management, the mobility of elec-

tric vehicles and the intermittency of renewable sources may lead to severe

reliability and stability issues in the grid. Thus, today’s smart grid requires

smart and efficient control strategies to safely integrate these resources. Not

surprisingly, these changes are happening in the last mile of distribution, or

on the demand side, encouraging the research community to mainly focus on

the distribution system in the smart grid.

In recent years, distribution grids has been equipped with high-precision

measurement devices, such as distribution-level phasor measurement units

(DPMUs), in addition to smart meters. These sensors can measure the mag-
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nitude and phase angle of voltage and/or current at a node with a very high

temporal resolution. They have memory to store past behavior of each user

and can perform basic arithmetic operations to generate a congestion signal.

Moreover, broadband communication supports high bandwidth and low la-

tency communication between these measurement devices, distributed energy

resources and elastic loads. These measurement and control capabilities en-

able distributed optimization and feedback control of elastic loads and storage

systems in the smart grid.

This thesis addresses one of the emerging challenges in the smart grid, that

is how to control elastic loads, in particular charge powers of electric vehicles,

to improve user satisfaction and grid’s reliability at the same time.

1.1 Widespread Adoption of Electric Vehicles

Over the last decade, electric vehicle (EV) fleet has grown significantly all

across the globe as EVs are essential to reduce petroleum dependence and

carbon emissions in developed and developing countries [15]. At the same

time, the installation of both public and private EV charging points has been

expanded rapidly. According to the IEA’s Global EV Outlook 2020 [3], the

number of private electric vehicle charging points, which are mostly connected

to low-voltage distribution networks, was approximately 6.5 millions worldwide

in 2019 showing a 40% increase compared to the year before. This trend is

expected to continue in the future with increased global demand for electric

passenger cars and electric light and medium-duty trucks.

There are several types of electric vehicles [71] like battery electric vehicle

(BEV), plug-in hybrid electric vehicle (PHEV), plug-in electric vehicle (PEV),

hybrid electric vehicle (HEV), etc. In this thesis we consider only PEVs. They

charge their batteries from the grid.

A high penetration of plug-in EVs in distribution networks is anticipated

to give rise to several problems, such as transformer overloading, voltage limits

violations, and increased heat losses [42], [72]. This necessitates a demand-side

management strategy to control the real power drawn by charging stations as
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residential and workplace electric vehicle charging stations increase in number.

1.2 Control Strategies for EV Charging

Controlling the EV charging demand is possible due to its elasticity, i.e., the

charge power of an EV connected to a charging station can be adjusted within

certain bounds as long as its battery is charged to a desired level by a dead-

line [17]. Hence, the EV charging load is characterized with a fixed demand

that must be met by a deadline.

To accommodate a higher penetration of EVs safely and efficiently in to-

day’s distribution networks, many control methods have been proposed. The

EV charging control algorithms proposed in related work can be divided into

two categories: centralized [42], [45], [63] and decentralized [4], [8], [32]. In

the first category, a central controller determines an admissible charge power

for every connected EV after taking into account various constraints. These

charge powers are then sent to the respective charging points. Since all EV

related data and other measurements must be sent to the control centre and

decisions must be sent back to charging points, these methods have high com-

munication overhead and do not usually scale with the size of the network and

the number of charging points. Additionally, the central node will become a

single point of failure and sending data about individual EVs to a third party

could raise privacy concerns. Decentralized EV charging control methods can

address these shortcomings [36], [40], [76]. In this case the control problem is

decomposed into several subproblems which are solved by individual charging

stations or neighbourhood controllers to determine the charge powers of the

respective connected EVs.

1.2.1 Addressing Congestion in the Smart Grid

In a power grid, a congestion event occurs when a component carries more load

(power or current) than its rated capacity. When the loading of a transformer

or line exceeds its rated capacity we call this congestion as transformer or line

overloading.
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The above definition of congestion can easily be extended to voltage. The

voltage, measured at a node, should be within an accepted range. If the mea-

sured value deviates from the accepted range, we say a congestion (voltage

or frequency) event has occurred. In this thesis, we consider three types of

congestion events, namely transformer overloading, line current overloading

and voltage deviation (from ±0.05 pu), and design control strategies that can

deal with congestion inspired by the design of congestion control algorithms

developed for the Internet.

1.2.2 Incorporating Deadline in Fair Allocation

Despite the extensive literature on EV charging, existing methods ignore the

user-specified deadlines entirely or assume they must be met at all times. The

former leads to the design of a best-effort service, as in the Internet, which is

not acceptable in the power grid.

Incorporating the user-specified deadlines in a scheduling policy is non-

trivial. Specifically, prioritizing EV charging according to the user-specified

deadlines [14] will only work if there is a well-structured billing mechanism

in place, which ensures users with earlier deadlines pay a higher price for

electricity. Without such a mechanism, this prioritization opens the door for

manipulation in any scheduling problem [26], [49]. For example, users may

claim an earlier deadline in an attempt to receive better service compared to

their neighbours. This could strain the distribution grid and increase losses if

the deadlines were taken into account without any adjustment. What makes

scheduling with deadlines even more challenging is the non-deterministic na-

ture of trips especially in the context of residential charging. Users can at best

report their estimated deadline after adding (or subtracting) a value to it,

leading to two different types of users: conservative and risk-taking users.

This thesis addresses how to handle deadlines, fairness, and efficiency re-

quirements simultaneously by proposing a novel framework for EV charging

centred around the notion of reputation. It also explains how network con-

straints can be taken into account to avoid straining the power grid.

The proposed framework ensures that no EV starves for charge power and
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all the EVs are treated fairly [8], [31]. In the context of resource allocation,

fairness is defined in different ways depending on the application. This thesis

adopts a fairness criterion called weighted proportional fairness. A proportion-

ally fair allocation is an allocation that maximizes the utilization and satisfies

the axioms of fairness in game theory. Weighted proportional fairness, on the

other hand, extends the basic proportional fairness by considering weighted

allocation.

We propose a deadline-aware mechanism which takes into account the

user’s reputation in the recent past, thereby preventing users from gaming

the system by claiming false deadlines repeatedly. The reputation comprises

two kinds of evidence: deadlines declared prior and past the actual departure

times. Furthermore, to minimize the communication overhead and protect user

privacy we design a decentralised control algorithm which allows the charg-

ing stations to compute their fair share independently based on coordination

signals they receive from sensors in the distribution network.

1.3 Beyond Model-based Control Strategies

The above mentioned centralized and decentralized methods rely on a model

(i.e., the admittance matrix) which relates EV charge powers to voltages and

real power flows in different parts of the distribution network. But the dis-

tribution system model is often inaccurate or nonexistent in practice [6]. In

the absence of an accurate model, it is possible to incorporate an approximate

model which ignores losses and reactive power flows [8]. Nevertheless, due to

these approximations, the resulting model cannot be used to control voltage

and does not guarantee that available resources are fully utilized.

A promising alternative, inspired by the design of Internet congestion con-

trol algorithms, is to employ a feedback control algorithm which infers con-

gestion (i.e., overloading and voltage problems) based on measurements of

local or remote sensors rather than using the network model to determine

if there is congestion in some part of the network. Specifically, the charging

points can adjust their power based on the received feedback such that the
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overall EV charging demand tracks the available capacity of the network in

real-time [5], [64]. These algorithms draw upon a rule-based control scheme,

called Additive-Increase Multiplicative-Decrease (AIMD), which has been suc-

cessfully adopted in TCP congestion control [19]. In AIMD, the control rules

are fixed regardless of the changes in the network condition [35]. Employing

fixed rules is not a major problem for fast-timescale control, but can lead to

inefficiencies when control decisions are made on a slower timescale, e.g., on

the order of seconds in the distribution grid. Thus, we explore how to update

the control rules dynamically to increase the overall network utilization and

responsiveness [75].

1.3.1 Adaptive, Learning-based Congestion Control

Inspired by [35], we propose an Adaptive AIMD-like method (dubbed A-

AIMD) for controlled EV charging. Specifically, we use the Multi-Agent Rein-

forcement Learning framework to adjust the additive and multiplicative rates

of AIMD at each charging point assuming that it is a Reinforcement Learning

(RL) agent. The RL agents are trained such that they can react to different

conditions of the grid given the congestion signals they receive. Our control

method is model-free and requires reliable transmission of congestion signals

only. It scales with the size of the distribution network and has the same com-

munication overhead as other decentralized feedback control algorithms that

mimic TCP congestion control [5], [64].

1.4 Control Objectives and Different Perspec-

tives

The objectives of this thesis and different perspectives (user-centric versus grid-

centric) that are taken to control EV charging are depicted in Figure 5.1. The

objectives are achieved using two approaches: 1) model-based where having an

approximate model of the grid is assumed, and 2) model-free where we do not

have such a model but there are sensors installed in the network to enable a

feedback control mechanism.
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Figure 1.1: A high level overview of this thesis

From the model-based perspective, we address the fairness, deadline and

charge power maximization to achieve user-centric objectives. For the grid-

centric objectives, our optimization-based methods (both centralized and dis-

tributed) maximize network utilization considering the rated capacity of dis-

tribution transformers to avoid transformer overloading.

On the other hand, from the model-free perspective, our adaptive AIMD

algorithm learns to maximize the network utility to earn user satisfaction while

avoiding two types of congestion, namely transformer overloading and voltage

limits violations.

1.5 Summary of Contributions

In this thesis we explore the distributed control of EV charge powers in the

smart grid from two perspectives. First, a model-based approach where we

have an approximate model (i.e. the admittance matrix) of the grid. The ad-

mittance matrix defines the network topology matrix and parameters of lines

and transformers. We consider an approximate model which is a simple DC

model that ignores line losses and reactive power flows.
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The second approach is model-free as it does not require the admittance

matrix. Instead of a model it requires a feedback system (for sending a reward

signal) installed in the grid. Whenever a power or voltage congestion happens,

this system sends a congestion signal to the controller. The controller adapts

its charging rate based on the received feedback signal.

The contributions of this thesis are as follows:

• We propose a reputation-based mechanism for charging plug-in EVs that

fairly allocates charge powers to prevent overloading of substation and

distribution transformers;

• We present a scaled gradient-projection algorithm for decentralized con-

trol of EV charging and prove that it has super-linear convergence when

its parameters are tuned carefully;

• We simulate our method on a test distribution network with real EV data

and compare it with different baseline algorithms to show its superior

performance and that it favors conservative users.

• We propose an adaptive AIMD-like algorithm for controlled EV charging

in the smart grid. To train RL agents to adapt the parameters of AIMD

to the varying network conditions, we use imitation learning [73] (in the

offline phase) and soft actor-critic [23] (in the online phase).

• We evaluate the efficacy of our adaptive model-free control method (i.e.,

adaptive AIMD) in preventing transformer overloading and voltage limit

violation problems through simulations carried out on the ACN simula-

tion testbed [34] and on the 33-bus distribution network [11] with real

EV and household demand data.

• We compare our adaptive model-free control method with various EV

charging control methods that avoid congestion and show that it out-

performs these baselines.
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1.6 Outline

Chapter 2 presents related work on EV charging algorithms from different

points of view, e.g., centralized vs. decentralized, and model-based vs. model-

free approaches. Chapter 3 introduces the system model. The assumptions are

stated, the physical and logical views of the system are presented, and the

power flow equations and sensor types and specification are discussed in this

chapter. Chapter 4 formulates the centralized, optimal control strategy con-

sidering reputation and deadlines. Then a distributed version of this control

method is presented with its convergence analysis. A rigorous mathematical

proof of convergence is presented and the super-linear (i.e. quadratic) rate of

convergence is shown. Chapter 5 describes the simulation environment, perfor-

mances metrics, and baseline algorithms for evaluating the control strategies

presented in Chapter 4. It also presents the performances of our proposed

methods and discusses how they can avoid congestion and outperform other

baseline algorithms.

Chapter 6 presents the model-free, reinforcement learning-based control al-

gorithms that prevent network congestion. It first discusses how multi-agent

reinforcement learning is used in a distribution network to control the charge

power of EVs. It then presents the adaptive version of the AIMD algorithm

that maximizes the network utilization while avoiding two types of conges-

tion: transformer overloading and voltage limits violations. This chapter also

formulates the optimal control method for ACN-Simulator and a large distri-

bution network. Chapter 7 includes details about the simulation environment

for the reinforcement learning based controller. It also presents the perfor-

mance metrics and graphs for different algorithms proposed in Chapters 6.

Chapter 8 concludes the thesis with a discussion about the limitations of the

work presented in this thesis and potential future extensions of this thesis.
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Chapter 2

Literature Review

There has been many efforts to control the charge power of EVs in the smart

grid [70]. These strategies can be classified and discussed from different view-

points which are summarized in Table 2.1 and outlined in this chapter.

Table 2.1: Taxonomy of related work
Reference Model-based/ Centralized/ Real-time/

Model-free Decentralized Day-ahead
[28], [30], [36], [55] Model-based Decentralized Real-time
[41], [74] Model-based Centralized Day-ahead
[44], [57], [60] Model-based Centralized Real-time
[38], [39], [58] Model-based Decentralized Real-time
[20], [59], [69] Model-free Centralized Real-time
[69] Model-free Centralized Day-ahead
[1] Model-free Decentralized Day-ahead
[61] Model-free Decentralized Real-time

2.1 Grid-centric vs. User-centric Approaches

The optimal scheduling of EV charging has been extensively studied in recent

years. The scheduling objectives can be broadly divided into two categories.

The main objective of the first category is to provide voltage and frequency

support to the grid. For example, [36], [55] focus on voltage regulation using

the EV charging load, while [28], [30] focus on providing secondary frequency

support to the grid. In the second category, the emphasis is on optimizing some

performance metric for EV owners rather than considering the services that

can be offered to the grid. References [41], [74] propose day-ahead scheduling
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methods to maximize the revenue of EV owners considering varying electricity

prices. A method is proposed in [29] for secondary frequency support, while

reducing the battery degradation and maximizing the revenue of EV owners.

2.2 Centralized vs. Decentralized Strategies

The control algorithms proposed in related work can be broken down into

two categories: centralized and decentralized. In the first category, a central

controller calculates the admissible charge power of every connected EV for the

next time slot. All user data and measurements are sent to the control center

which usually solves an optimization problem and sends back control signals to

individual charging stations [57], [60]. These control signals or charge powers

are derived to achieve some goals. For example, centralized scheduling methods

are proposed to maintain the voltage profiles [10], to minimize losses in the

grid besides improving the voltage profiles [44], and to prevent congestion in

the grid [25]. Since all EV related data and network measurements must be

sent to a control centre and the decisions must be sent back to charging points,

these methods have high communication overhead and do not scale with the

size of the network and the number of charging points. When there are many

sensors and charging stations in the system, there might be congestion in the

communication network as well. Additionally, the central node will become

a single point of failure, and sending EV data to a third party might raise

privacy concerns. Furthermore, sending data to a control center raises privacy

concerns, especially if this data contains EV arrival and departure times.

To address these shortcomings, several decentralized EV charging control

methods have been proposed. [38], [58]. These methods are compelling when

the EV penetration level is high, but they typically suffer from slow con-

vergence in large distribution systems. References [36] propose decentralized

shrunken-primal-dual sub-gradient (SPDS) algorithms for EV charging con-

trol to improve the demand profile while meeting heterogeneous individual

charging requirements of EVs and satisfying distribution grid power quality

requirements. This method is a variant of regularized Lagrangian which re-
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quires two-way explicit communication and exhibits a slow convergence rate.

In [40], a SPDS algorithm is developed for decentralized control. However, this

method also requires two-way communications between charging stations and

operators, whereas the method proposed in this thesis requires only one-way

communication by leveraging local information and the physical system.

In [5] authors propose an EV charging controller inspired by the TCP

slow start mechanism used in the Internet. The authors use the traffic light

model, a congestion notification mechanism to report the status of the grid

in real time. However, this method does not solve an optimization problem

to establish the optimal control, and therefore fairness is not theoretically

guaranteed. In recent work [76], a decentralized algorithm is proposed based on

dual decomposition. This algorithm requires one-way communication between

the sensors and downstream EV chargers, and exhibits faster convergence than

the previous methods. However, the method assumes the knowledge of the

distribution network model and still needs several iterations to converge to

the optimal charge powers.

2.3 Deadline-Aware Scheduling

Incorporating deadlines in scheduling has been extensively studied over the

past three decades in the context of real-time scheduling of computer sys-

tems, including operating system, distributed systems, and data centers. Ref-

erence [24] studies the minimum laxity policy (ML) with multiple proces-

sors/servers and the preemptive earliest deadline (ED) policy with a single

server, and presents different performance bounds for these policies. In [46],

the impatient customers queue model is introduced where jobs (customers)

request to complete execution or, at least, reach the server before a given

deadline. The problem is modelled as a stochastic recursive sequence that

keeps track of all service and patience times of the customers present in the

system. The Earliest Progressive Deadline First is proposed in [22] as a class

of policies considering server-side job scheduling with progressive deadlines.

However, little work has been done on EV scheduling considering inaccu-
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racies in the reported deadlines. In an expandable service system, variability

in service capacity incurs infrastructural and operational costs. To address

this problem, an optimization framework is proposed in [48] to reduce service

variance while maintaining deadlines and demands of jobs. Although it pri-

marily focuses on cloud services, the authors have considered an EV charging

scenario. Our work (chapter 4) differs from this work in several ways. First,

their proposed method solves the optimization problem once at the beginning

of the time horizon based on some statistics about future behavior, whereas

our approach is real time and makes decisions based on the currently available

information. Second, they assume that the user-specified deadlines are precise,

whereas in our model, the specified deadlines may be different from the actual

deadlines. The closest work to the method proposed in Chapter 4 formulates

the EV charging control with deadline as a feasibility problem [47]. However,

inspired by the best effort service in the Internet, our proposed method uses a

“soft deadline” which means that it does its best to meet the demand of urgent

EVs first. Additionally, we safeguard the system from manipulation that could

result from claiming urgency in a deceitful manner.

2.4 Gradient-Projection Algorithms for De-

centralized Control

The first-order gradient-projection algorithm (GPA) has been applied to many

resource allocation problems to find the solution in a distributed fashion. For

example, this method is employed in [43] to solve the network utility max-

imization problem. The authors present the synchronous and asynchronous

versions of GPA. The synchronous version of GPA is also used in [7], [8] to

control charge powers of EVs in a power distribution system. In these pa-

pers the power grid is used as a medium for sending implicit messages from

the end nodes to distributed controllers, thereby reducing the communication

overhead. Although GPA exhibits stable convergence, its rate of convergence

is linear, taking many iterations to converge especially in large distribution

systems.
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The second-order gradient-projection algorithm converges faster than the

first-order algorithm. The scaled gradient-projection algorithm was discussed

by Bertsekas and Tsitsiklis [12]. We use thin algorithm in Chapter 4 to control

EV charging in decentralized fashion.

2.5 Model-based vs Model-free Strategies

The above mentioned centralized and decentralized approaches assume the

knowledge of the distribution network model. These methods require an ap-

proximate model (i.e. the admittance matrix) of the grid to map the charge

powers of EVs to the congestion states of the grid. However, in practice, such

model may not be available. Thus, researches are encouraged to design model-

free control strategies.

In the literature, two types of model-free EV controllers are discussed: rule-

based, TCP-like congestion control algorithms [64] and reinforcement learning

(RL) based control methods [20], [59], [69].

In the first type, the charge powers are adjusted based on some simple

predefined rules. For example, when there is no power/voltage congestion,

the charge power of the EVs are increased additively. However, as soon as

congestion is detected, the charge powers are decreased multiplicatively. In

the later type, EV chargers are enabled to learn the rules to maximize the

network utilization while avoiding congestion.

This is achieved via reinforcement learning (RL) algorithms that learn an

optimal policy through interaction with the grid or a grid simulator.

2.5.1 EV Charging Control with Reinforcement Learn-
ing

Many reinforcement learning-based EV charging methods have been proposed

in the literature. These methods have attracted much attention since they do

not require the system model. One particular line of work focuses on scheduling

a group of EVs, typically connected to an aggregator [20], [59], [69]. Although

the results reported in these studies are satisfactory, they attempt to solve the
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problem in a centralized fashion, hence the proposed methods suffer from the

same drawbacks as other centralized control methods. Another line of work

focuses on charging a single EV considering different objectives, such as pro-

viding vehicle-to-grid support or reducing long-term electricity costs [1], [61].

The proposed methods are decentralized, but they do not discuss the coor-

dination among multiple EVs connected to a power system. Reinforcement

Learning has also been used to control electric buses (EBs). In [18], a Dou-

ble Q-learning based EB control strategy is proposed to minimize the battery

degradation cost. In contrast to these methods, we focus on decentralized and

coordinated scheduling of EV charging without making any specific assump-

tion about how EVs are connected to the power system.

2.5.2 Rule-based, TCP-like Congestion Control Algo-
rithms for EV Charging

Congestion control in communication networks is a well-studied problem. As

shown in [19] a simple AIMD algorithm satisfies the sufficient conditions for

convergence to an efficient and fair state regardless of the starting state. Ref-

erence [9] proposes an AIMD algorithm that captures the key features of the

TCP congestion control protocol. The authors discuss the fairness of their

method in the steady state when all sessions have the same mean throughput.

The success of AIMD-based methods in TCP congestion control inspired

researchers to apply them to control congestion in the power system. In [64]

the authors propose a decentralized charging strategy based on the AIMD al-

gorithm to maximize power utilization of EVs while allocating power to them

in a fair fashion. However, they do not consider practical power system con-

straints, such as the rated capacity of transformers and voltage constraints.

In [37], the authors propose modifications to the basic AIMD algorithm of [64]

to incorporate these constraints assuming a hierarchical communication net-

work. In addition, they propose a price-adjusted available power heuristic to

encourage shifting of the EV charging load to off-peak times.

More recently, a fully decentralized AIMD-like EV charging algorithm in

proposed in [68]. This algorithm relies on local voltage measurements only
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and can be tuned to have near-optimal decentralized operation. However, fine-

tuning the parameters is a nontrivial problem. Since the method relies on local

information, it may not be able to fully utilize the available capacity of the

network. Moreover, the method does not consider fairness in allocating power

to the EVs. The authors of [68] have also proposed AIMD-like EV charging

approaches that considers fairness [67]. The proposed methods require the

knowledge of the system model which is not typically available in practice.

Reference [5] proposes a EV charging controller inspired by the TCP slow

start mechanism used in the Internet. The method uses the traffic light model

which is a congestion notification mechanism to report the status of the grid in

real time. Despite the novelty of this approach, it cannot adjust the amount of

increase or decrease in the charge power of EVs based on real-time dynamics

of the power system.

Reference [62] proposes a modified AIMD algorithm for communication

networks to ensure high network utilization regardless of the level of flow syn-

chronization or the number of flows traversing the link. In a recent study [35]

the authors discuss the limitations of the rule-based design of TCP congestion

control, noting that it is unable to adapt to changes in the network condition.

In addition, the rules are built upon standard assumptions and network mod-

els, making them unable to adjust intelligently by learning from experience.

To address these problems, they propose an RL-based congestion control pro-

tocol, called QTCP (Q-learning based TCP), and show that it outperforms

traditional rule-based TCP congestion control protocol. Inspired by this work

and given the nature of EV charging control problem in the smart grid, we

propose an RL-based adaptive AIMD method (in Chapter 6). Our RL agents

learn how to react to congestion by interacting with the environment.
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Chapter 3

System Model

In this chapter, we discuss the system models and state assumptions for our

proposed control strategies. Section 3.1 describes the overview of two power

systems: a distribution network and a parking station. Section 3.2 and Sec-

tion 3.3 discuss the distribution grid and the parking station’s power system

respectively. Section 3.4 describes the power flow equations that are used by the

model-based algorithms in Chapter 4. Section 3.5 presents the reinforcement

learning system that is used to study the model-free controllers in Chapter 6.

Note that, the distribution network is used to study both the model-based

(Chapter 4) and model-free (Chapter 6) control strategies. However, the park-

ing station system is used to evaluate the model-free controllers only.

3.1 System Overview

We study the EV charging problem in the context of a distribution network [11]

(shown in Figure 3.1), and a grid-tied parking station with several EV charg-

ing points [34] (shown in Figure 3.3). These power systems have been used

in previous work to study controlled EV charging, yet they differ in several

aspects, including size, operational structure, types of loads, and physical con-

straints. For example, EV charging points are the only type of loads connected

to subfeeders in the parking station, whereas feeders in the distribution net-

work supply a mix of residential loads and EV chargers. We consider both of

these systems to perform a thorough evaluation of the proposed EV charging

method.
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We use a discrete-time modelling approach and make the following assump-

tions in the analysis of both systems. We assume that a measurement device is

installed at the secondary side of every distribution transformer that is likely

to be overloaded. Furthermore, we assume that there is a voltage sensor at ev-

ery bus that is susceptible to undervoltage. These sensing nodes are assumed

to have enough computation power and memory to perform simple arithmetic

operations on the measured quantities and a network interface card for sending

out the computed values. This capability is necessary for computing the con-

gestion signal and communicating it to charging points. The congestion signal

indicates that a constraint is violated, e.g., the voltage level has gone below

0.95 pu or the instantaneous load on a transformer has exceeded its short-term

rating. We also assume that there is an overlay communication network which

connects the sensors installed in the power system to downstream charging

points. This neywork has low latency and high bandwidth.

3.2 Distribution Network

To accurately model the 33-bus distribution feeder, we consider both the pri-

mary and secondary (low voltage) feeders supplying the EV chargers as well

as inelastic loads (e.g., residential loads). Each low-voltage feeder is connected

to the primary distribution network via a step-down transformer. Figure 3.1

shows the low-voltage feeder connected to Node 25 of the primary distribution

network (similar low-voltage feeders are connected to nodes 2 to 33 of the pri-

mary network via distribution transformers but are not shown in the figure).

The primary distribution network is in turn connected to the substation via

the substation transformer. We assume that both primary and secondary feed-

ers have a radial operational structure. All loads, including EV chargers and

home loads, are connected to leaf nodes (i.e., the end nodes) in the secondary

network.

We aim to control the charge power of EV charging points to maximize

the utility of the grid, avoid overloading of distribution transformers, and keep

nodal voltages at the primary distribution system between 1.05 and 0.95 pu
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at all times. We define the utility of the grid operator as the sum of charge

powers of all EVs at any point in time. To control EV charging, we rely on real-

time measurements provided by distribution-level phasor measurement units

(DPMUs) installed on the secondary side of each transformer. The DPMUs can

synchronously measure the three-phase voltage and current phasors at regular

intervals. Once voltage and current phasors measured at the secondary-side

of the transformer are available, it is possible to compute the transformer

loading and subtract it from the transformer’s short-term rating to estimate

the congestion state in volt-ampere. For voltage congestion, the congestion

state is expressed in per unit nodal voltage minus the lower voltage limit (i.e.,

0.95). In either case, the congestion state indicates the available capacity of

the distribution network. In our proposed control method, each charging point

needs to receive a congestion signal once the transformer is overloaded or a

nodal voltage drops below the lower voltage limit. We assume that each EV

charging point is connected via an overlay network to the sensors installed at

its upstream transformers (i.e., the substation and distribution transformers

that supply its demand) and receives a congestion signal if they are overloaded.

3.2.1 Characterization of the EV Charging Load

Each EV, is characterized by a tuple 〈Ue, αe, de, σe〉 where Ue(xe) represents

the utility of its owner (a measure of their satisfaction) which is an increasing

function of its charge power xe at any time, αe represents its arrival time, de

represents its energy demand (the difference between its current state-of-charge

and its desired state-of-charge), and σe which is the user-specified deadline (the

latest time by which its energy demand must be met). We denote the remaining

charging duration by σ̃e = σe − αe. The specified deadline of an EV may not

be precise, meaning that it may depart before or after the specified deadline.

We use a discrete time model and assume that EVs arrive or depart at the

beginning of a time slot. We denote the length of time slots by τ .

We assume that each charging station keeps track of discrepancies between

the claimed and true deadlines of the corresponding EV. Each time an EV is

plugged in, the charging station records the specified deadline which is then
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Figure 3.1: A distribution system with primary network (Nodes 1-33) and
secondary feeders (one of them is shown inside the dashed rectangle) supplying
residential loads and EV chargers.

compared with the time that the EV is unplugged from the charger. The charg-

ing station computes the difference between these two values, which we refer

to as historical discrepancy, and stores it for every user (EV driver). The his-

torical discrepancies collected in a fixed-size window are used by the charging

station to update the reputation of a user at the beginning of each time slot.

This reputation is used as a weight in the optimization problem discussed in

the next section. In case of the centralized method, user reputation is sent

to the central controller which solve the optimization problem. For decentral-

ized methods, the reputation is used by the charging station to independently

compute its charge power for the next time slot in a number of iterations.

The charging station is assumed to be tamper-resistant and can charge one

EV at a time. It delays charging of an EV for some time, i.e., known as the idle

time, if it is unplugged and plugged again after a short period of time. This

prevents users from reporting an unrealistically early deadline and simulating

a departure event at that deadline to maintain a high reputation.

20



Figure 3.2: The logical view of a radial distribution network.

3.2.2 Logical System View

We denote the set of transformers installed in the distribution network by L,

the set of all connected EVs in the network by E . We use matrix T to encode

the point of connection of EV charging stations. In particular, Tel = 1 for

every transformer l which supplies the charging station indexed by e. This

element of the matrix is zero otherwise. Figure 3.2 shows an EV connected to

a charging station e. This EV is supplied by distribution transformer l but not

distribution transformer l′. Hence we have Tel = 1 and Tel′ = 0. We denote the

available capacity (i.e., the difference between its rated capacity and the total

demand of inelastic loads downstream of the transformer) of transformer l by

al. Note that we use a ballpark estimate of losses in primary and secondary

distribution feeders and use a fixed power factor to calculate the loading of

a transformer from the net demand of its downstream inelastic loads. This

approximation leads to a small error as we discuss later.

3.3 Parking Station in ACN-Sim

We consider the EV parking station, simulated in ACN-Sim, as one of our

systems. ACN-Sim [34] provides a simulation framework for benchmarking

control algorithms, an evaluation library, and a data set, called ACN-Data,

which is comprised of over 35,000 real EV charging sessions from the Caltech

Adaptive Charging Network (ACN) and similar sites in California [33].
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Figure 3.3: Network topology of Caltech ACN testbed [33].

Figure 3.3 shows the structure of the power system that corresponds to

this testbed. According to [33], this parking station is equipped with a DC

fast charger rated at 50kW and 54 level-2 Electric Vehicle Supply Equipment

(EVSE) each rated at 6.6kW. These components are fed from a 150kVA trans-

former. Each line originating from the EV switch panel has a capacity of 80A.

A total of 19 lines feed pairs of two 32A AeroVironment EVSE, and 2 lines

feed pods of 8 EVSE each, one pod of AeroVironment (AV) stations and one

pod of Clipper Creek (CC) stations. We assume all these lines are equipped

with sensors that measure the line currents at regular intervals. The 50kW

DC fast charger is a 3-phase load connected at the primary side of the trans-

former. The EV charging circuit is connected to the main switch panel via a

three-phase connection with each line capable of carrying up to 180A.

3.4 Power Flow Model

The model-based algorithms, described in Chapter 4, require a model of the

distribution grid. Here, this model is the admittance matrix that relates the

power in a bus to the corresponding nodal voltages and currents. There are

two different power flow models: the bus injection model and the branch flow

model.

In [65], authors show that these two models are equivalent. We present the
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bus injection next:

Let G = (N,E) be an undirected graph that represents the power network.

Here, N = {0, 1, 2, . . . , n} and E ⊆ N×N and (i, j) ∈ E if and only if there is

a direct link between bus i and j. We define the (n+ 1)× (n+ 1) admittance

Y as

Yij =


∑

(k,i)∈E yik, if i = j

−yij, if i 6= j and (i, j) ∈ E
0, otherwise

Here, yij = 1/zij is the admittance (i.e. reciprocal of impedance) between bus

i and j (if they are connected).

For i ∈ N , let si and Vi be the complex net power and voltage respectively

on bus i. Let I∗i and Si be the complex current (conjugate transpose) and

power injections respectively from bus i to the rest of the network. Then the

following set of equations define the bus injection power flow model:

Kirchhoff law :I = Y V

Power definition :Si = ViI
∗
i , ∀i ∈ N

Power balance :si = −Si, ∀i ∈ N

Given the admittance matrix Y , we can easily solve power flow equations

to determine bus voltages and power flows. We can also construct the topology

matrix, T , defined in Section 3.2 .

3.5 Reinforcement Learning

For model-free control of EV chargers, discussed in Chapter 6, we use reinforce-

ment learning. This section describes the multi-agent reinforcement learning

framework and a supervised-learning method to improve sample efficiency of

the reinforcement learning algorithm.

3.5.1 Modeling Agents and Environment

A reinforcement learning agent learns a policy – a sequence of actions – that

maximizes the expected reward received over time from interaction with the
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Figure 3.4: The agents-environment interplay in a multi-agent Markov Decision
Process (MDP).

environment at discrete time steps. The optimal policy learned by the agent

is the solution to a stochastic optimal control problem which can be framed

using a Markov Decision Process (MDP). Specifically, in each time step, the

agent receives some representation of the environment’s state, st, and on that

basis takes an action, at, which could change the environment’s state, st+1. It

then receives a numerical reward, rt+1, from the resulting environment.

In multi-agent reinforcement learning, N independent agents try to maxi-

mize a reward signal they simultaneously receive from the environment. Fig-

ure 3.4 shows the agent-environment interaction in the multi-agent setting.

Note that the rewards received by different agents are not necessarily the

same and the agents cannot directly communicate with each other.

In our reinforcement learning problem, the action-space is continuous and

each charging point is an agent that takes an action which determines the pa-

rameter of the A-AIMD (Adaptive Additive-Increase/Multiplicative-Decrease)

algorithm (described in chapter 6) that modulates its charge power. Specifi-

cally, agent i samples an action −1 ≤ αit ≤ 1 at time step t as follows:

αit ∼ πiθ(α|sit) = P(Ait|Sit = sit; θ),

where πi is the policy parameterized by θ, and sit is the environment state

perceived by the agent. We consider a Gaussian policy with parameters µθ, σθ
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given by neural networks:

πiθ(α|sit) = 1√
2πσ2

θ

exp
(
− (α−µθ)2

2σ2
θ

)
To update the policy parameter, θ, we use the soft actor-critic algorithm (in-

troduced later). We divide the agent-environment interaction into a number

of episodes where each episode spans one day. Upon convergence, we find a

policy that maximizes the expected reward.

We define the partial state of the environment perceived by agent i at time

t as a tuple:

sit = (t, xit,Λ
i
t), (3.1)

where xit is the charge power of the charging point controlled by agent i, and

Λi
t compactly represents the congestion signals received by agent i at time t:

Λi
t = {λj|j ∈ Li} and, (3.2)

λj =

{
1, if congestion is detected

0, otherwise
(3.3)

Note that agent i will receive (binary) congestion signals only from the sensors

located on its path to the substation (i.e., members of the set Li). The sensors

detect congestion either by comparing the transformer (or line) loading with

its nominal rating, or by comparing the node voltage with the lower voltage

limit. In both cases, exceeding the limit is deemed as congestion. We model the

state transition probability, P(Sit+1|Sit = sit, A
i
t = αit), using a neural network

which is trained based on interaction with the environment (described later).

When an agent takes action α, it is translated into a new charge power for

the next time slot following the rules of the A-AIMD algorithm. Charging the

EV at this rate causes a transition from st to st+1. The agent then receives

a reward, rt+1, from the sensing node installed at the substation. Due to the

Markov property, the reward and the next state are independent of previous

states given the current state. In our problem formulation, the reward received

by each agent is the instantaneous loading of the substation transformer when

there is no congestion, and the negative of that value when at least one of the
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sensors on its path to the substation detects congestion:

r =

{
Load, if no congestion

−Load, otherwise
(3.4)

Note that the measured substation load is a function of the total power drawn

by all EV charging points (i.e.,
∑

i x
i
t). Thus, the agents receive a higher re-

ward when the substation’s utilization increases assuming that there is no

transformer overloading or undervoltage problem on their path to the sub-

station. When at least one of these problems occurs, the agents who might

have contributed to the problem (i.e., located downstream of the congested

resource) will receive a negative reward.
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Chapter 4

Reputation-based EV Charging
Control

In this chapter we propose and formulate the control methods that incor-

porate the reputation of EV owners. Section 4.1 presents the centralized,

optimization-based control strategy. Section 4.2 proposes the decentralized,

second-order gradient projection (SGPA) algorithm, and Section 4.3 analyzes

its rate of convergence and derives appropriate values of some important pa-

rameters. Finally, Section 4.4 lists the baseline control algorithms that are used

for performance comparison in the next chapter.

4.1 Methodology

A possible approach to charging EVs with different urgency parameters is

to design a mechanism that allows EV drivers to buy electricity at a higher

price if their charging demand is more urgent. This approach assumes the

existence of a billing system and is therefore impractical in today’s distribution

grids, because existing electric vehicle supply equipment (EVSE) installed in

residential buildings has a simple plug-and-charge interface. An alternative

approach, which we take in this thesis, is to design a real-time scheduling

mechanism that relies on user-specified deadlines. These deadlines are modified

according to the reputation of EV drivers, where the reputation is a numerical

value calculated based on historical discrepancies as explained in this section.
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4.1.1 Centralized Control of EV Charging Stations

In the beginning of a time slot, t, each active charging station computes a

weight, we(t) = f(∆e,Λe(t)) for the corresponding EV, where ∆e is a statistic

of historical discrepancies (e.g., the mean) and Λe(t) is the laxity defined as

Λe(t) = σ̃e(t)−
de(t)

Me

where Me is the maximum charge power supported by EVSE. The function f

should have some intuitive properties. Specifically, it should be (a) positive val-

ued and bounded (otherwise the objective function (6.1) may lose concavity);

(b) decreasing as discrepancy or laxity becomes larger; (c) robust to outliers

(i.e., outliers in historical data should not greatly affect the weight); (d) nu-

merically stable, i.e., does not return very small or large values. Hence, we

choose the following function that satisfies all these properties:

F (∆e,Λe) = exp

(
−(∆e + Λe)

β

)
(4.1)

Here β is a scaling factor to normalize the sum, ∆e + Λe.

Let 0 < ζ ≤ 1 be an efficiency factor that approximates losses in the

distribution network. Hence, the effective capacity of transformer l can be

written as ζal. Solving the following optimization problem yields the charge

power, xe(t), of every charger e for interval [t, t+ 1):

maximize:
∑
e∈E

we logUe(xe) (4.2)

subject to:
∑
e∈E

Telxe ≤ ζal, ∀l ∈ L (4.3)

0 ≤ xe ≤Me, ∀e ∈ E (4.4)

Suppose Ue(xe) = xe and we = F (∆e,Λe). For brevity the time index is

dropped from all variables in the above problem. This convex optimization

problem can be modelled in CVXPY and solved using Mosek software. It is

shown in [8] that the solution of this problem is a proportionally fair allocation

of the available network capacity to EV chargers. We refer to this solution as

the centralized solution and use it as a baseline.
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4.1.2 Dual Problem and Projected Gradient Descent
Algorithm

The Lagrangian function of the primal problem is:

g(λ) = max
0�x�M

{∑
e

we log xe +
∑
l

λl

(
ζal −

∑
e

Telxe

)}

where, λ = (λ1, λ2, . . . , λ|L|) � 0 are the Lagrangian multipliers for the con-

straints (6.2) and (6.3), respectively. Following [8], the Lagrangian function,

g(.) can be expressed more compactly as:

(4.5)g(λ) =
∑
l

λlζal + max
0�x�M

{∑
e

fe(xe;λe)

}

where

fe(xe;λ) = we log xe −

(∑
l

λlTel

)
xe (4.6)

Thus, the dual problem can be written as:

minimize: g(λ) (4.7)

subject to: λ � 0

By decomposing the dual problem into a number of subproblems that can

be solved given the Lagrangian multipliers [51], it is possible to develop an

iterative algorithm to compute the fair shares of EV chargers in a decentral-

ized fashion. It requires synchronization among charging stations and sensors

installed at transformers. This GPA-based method is described in Section 4.4

and is considered as a baseline in this paper. In the next section, we propose

a synchronous algorithm that is faster and has lower communication overhead

compared to baseline algorithms.

4.2 Scaled Gradient Projection Algorithm

(SGPA)

We propose a projected Newton’s method that computes the second-order

partial derivatives of the dual objective function. Specifically, in each iteration,
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it updates the Lagrange multiplier λ as follows:

λ(k+1) =
[
λ(k) − γ

[
D
(
λ(k)
)]−1∇g

(
λ(k)
)]+

(4.8)

Here k denotes a specific iteration, 0 < γ ≤ 1 is the step-size parameter, ∇g(.)

is the gradient, and D(.) is a diagonal matrix consisting of the principal-

diagonal elements of the Hessian matrix H projected onto the positive axis:

[D(λ)]ll =

{
η, if, [H(λ)]ll < η

[H(λ)]ll , otherwise
(4.9)

Note that η is a small positive number used to make the matrix D invertible,

and

[H(λ)]ll =
∂2g

∂λl∂λl

=
∂

∂λl

(
ζal −

∑
e

Telx
∗
e

)
= −

∑
e

Tel
∂x∗e
∂λl

≈
∣∣∣∣∑e Tel∆x

∗
e

∆λl

∣∣∣∣
=

∣∣∣∣∣ load
(k)
l − load

(k−1)
l

λ
(k)
l − λ

(k−1)
l

∣∣∣∣∣ (4.10)

The last derivation above holds if inelastic demands change at a slower rate

than the rate at which we update the charge power of EV chargers. Note that

[H(λ)]ll is a non-negative number (cf. Eq. (4.19) in the appendix). Thus, we

take the absolute value in the above derivations.

This algorithm exhibits some desirable properties: (a) fast convergence:

in Theorem 4.3.1 we show that, under some mild conditions, our algorithm

converges super-linearly to the optimum point, which is an improvement over

first-order projected gradient methods [8]; (b) low computational cost : com-

puting the inverse of a diagonal matrix is easier than the inverse of Hessian

and greatly reduces the computational cost of the Newton’s method; (c) low

communication overhead : this algorithm leverages only local information to

compute the second-order partial derivatives; in Equation 4.10, each sensing
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node (installed at a transformer) only requires to track the previous loading

level and λ.

Our decentralized EV charging algorithm is based on SGPA. Hence, it

updates each Lagrangian multiplier and send this congestion signal to down-

stream charging stations. Algorithm 1, which is run at each sensing node (cor-

responding to a transformer) in the distribution network, describes the update

that happens once in every iteration.

Algorithm 1: Algorithm for Transformer l

input : the rating and measured load of transformer l
output: {λ(k+1)

l } which will be sent to downstream EV chargers
1

∂g
∂λl
≈ ratingl − loadl

2
∂2g
∂λ2l
≈ ∆load

∆λl

3 λ
(k+1)
l = max

{
λ

(k)
l − γ

(
∂2g
∂λ2l

)−1
∂g
∂λl
, 0

}

When a charging station receives the Lagrangian multipliers from the sub-

station and the distribution transformer supplying its demand, it computes its

charge power:

x(k+1)
e = min

{
max

{
we∑

l Telλ
(k)
l

, 0

}
,Me

}
(4.11)

and begins charging the connected EV with a power that equals x
(k+1)
e . Algo-

rithm 2 updates the charge power of each EV.

Algorithm 2: Algorithm for EV charging station e

input : we and a sequence of {λ(k)
l } received from transformers

supplying e (l : Tel = 1).

output: the charge power of charger e: x
(k+1)
e

1 x
(k+1)
e = min

{
max

{
we∑

l:Tel=1 λ
(k)
l

, 0

}
,Me

}

The change in the charge power of charging stations affects the loading of

transformers, thereby enabling them to update the Lagrangian multiplier in

every iteration. We assume that τ iterations take place in one time slot, i.e.,

in [t, t+ 1), and the time between two consecutive iterations is on the order of

hundred milliseconds.
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4.3 Proof of Quadratic Convergence

One of the strongest contributions of this thesis is to prove that SGPA con-

verges to optimum point with super-linear rate of convergence. In this section

we first present some preliminary propositions about vector and matrix norms

and projections. Then we present the proof of quadratic rate of convergence of

SGPA. Finally, we derive the appropriate values of some parameters of SGPA

for the distribution network.

4.3.1 Vector and Matrix Norms

Let x be a d dimensional vector, A be a symmetric d × d matrix, A′ be its

transpose and ‖.‖k be a vector norm (or an induced norm for matrices). From

Reference [12] we have these propositions:

1. ‖x‖1 ≤
√
d ‖x‖2 ≤

√
d ‖x‖1

2. ‖Ax‖ ≤ ‖A‖ ‖x‖

3. ‖AB‖ ≤ ‖A‖ ‖B‖ [Let B be a d× d matrix]

4. ‖A‖1 ≤
√
d ‖A‖2

5. ‖A‖∞ = ‖A′‖1 = ‖A‖1

6. ‖A‖2
2 ≤ ‖A‖∞ ‖A‖1

7. ‖A‖1 ≤
√
d ‖A‖2 ≤

√
d ‖A‖1

Proposition 7 is derived from Propositions 4, 5, and 6.

4.3.2 Projections

In (4.9), we use a matrix projection which can be written as:

[A]η = arg min
D∈D
‖A−D‖2

where D is the set of diagonal matrices whose diagonal components are greater

than or equal to a small positive number η. More precisely:

D =
{
D ∈ Rd×d|D is diagonal and, [D]ll ≥ η > 0,∀l

}
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It is easy to verify that [A]η is invertible, [[A]η]
−1 ≤ 1

η
, and D is a nonempty

and closed convex set. Hence, this projection is non-expansive [12]Page 211,

Proposition 3.2.:(c):

‖[A]η − [B]η‖2 ≤ ‖A−B‖2 =⇒
√
d ‖[A]η − [B]η‖2 ≤

√
d ‖A−B‖2 =⇒

‖[A]η − [B]η‖1 ≤
√
d ‖A−B‖1 (4.12)

Similarly in (4.8), we use a projection that can be written as:

[λ]+ = arg min
µ∈C
‖λ− µ‖2

where C =
{
µ|µ ∈ Rd, µ � 0

}
. This projection is also non-expansive. Thus, we

have: ∥∥[λ]+ − [µ]+
∥∥

2
≤ ‖λ− µ‖2 =⇒∥∥[λ]+ − [µ]+

∥∥
1
≤
√
d ‖λ− µ‖1 (4.13)

4.3.3 Quadratic Convergence of SGPA

Theorem 4.3.1. Let g(λ) be a twice continuously differentiable function in

the domain C =
{
λ ∈ Rd|λ � 0

}
, λ∗ ∈ C be a point such that ∇g(λ∗) = 0,

H(λ) be the Hessian matrix, D(λ) = [H(λ)]η be a diagonal matrix, and the

following assumptions hold:

(i) the Hessian matrix is diagonal and invertible at λ∗, i.e., H(λ∗) =

[H(λ∗)]η for some small η;

(ii) there exist constants L > 0, θ > 0 such that ∀λ, µ ∈ D we have

‖H(λ)−H(µ)‖1≤L ‖λ− µ‖1 if ‖λ− µ‖1≤θ.

Now if λ(k+1) =
[
λ(k)−γD

(
λ(k)
)−1∇g

(
λ(k)
)]+

and γ → 1 then we have the

following:

1.
∥∥λ(k+1) − λ∗

∥∥
1
≤ L

η

(
γ
√
d

2
+ d
)∥∥λ(k) − λ∗

∥∥2

1

2.
∥∥λ(k+1)−λ∗

∥∥<∥∥λ(k)−λ∗
∥∥, if

∥∥λ(k)−λ∗
∥∥

1
< η(

γ
√
d

2
+d
)
L
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Proof. The proof idea is similar to [21]. For convenience we use the following

notation: λ := λ(k), Ht := H(λ∗ + t(λ − λ∗)), H∗ := H(λ∗), D := D(λ),

D∗ := D(λ∗), ∇g := ∇g(λ) and ∇g∗ := ∇g(λ∗). Based on (4.13) and (4.12)

we have the following derivation:

‖γHt −D‖1 = ‖γHt − γH∗ + γH∗ −D‖1

≤ γ ‖Ht −H∗‖1 + ‖γH∗ −D‖1

≤ γ ‖Ht −H∗‖1 + ‖H∗ −D‖1 + (1− γ) ‖H∗‖1

≈ γ ‖Ht −H∗‖1 + ‖H∗ −D‖1 as γ → 1

= γ ‖Ht −H∗‖1 + ‖[H∗]η − [H]η‖1

≤ γ ‖Ht −H∗‖1 +
√
d ‖H∗ −H‖1

≤ γL ‖t(λ− λ∗)‖1 +
√
dL ‖λ− λ∗‖1

=
(
γt+

√
d
)
L. ‖λ− λ∗‖1 (4.14)

Let φ(t) = ∇g (λ∗ + t (λ− λ∗)). Then φ′(t) = Ht.(λ− λ∗) and

∇g −∇g∗ = φ(1)− φ(0) =

∫ 1

0

Ht.(λ− λ∗)dt (4.15)

Based on the propositions and equations, we have the following derivation:

∥∥λ(k+1) − λ∗
∥∥

1
≤
√
d
∥∥λ(k+1) − λ∗

∥∥
2

=
√
d
∥∥λ(k+1) − [λ∗]+

∥∥
2

since [λ∗]+ = λ∗

=
√
d
∥∥∥[λ− γD−1∇g

]+ − [λ∗]+
∥∥∥

2

≤
√
d
∥∥λ− γD−1∇g − λ∗

∥∥
2

=
√
d
∥∥λ− λ∗ − γD−1 (∇g −∇g∗)

∥∥
2

=
√
d

∥∥∥∥λ− λ∗ −D−1

∫ 1

0

γHt.(λ− λ∗)dt
∥∥∥∥

2

=
√
d

∥∥∥∥D−1

(∫ 1

0

(γHt −D).(λ− λ∗)dt
)∥∥∥∥

2

≤
√
d

∥∥∥∥D−1

(∫ 1

0

(γHt −D).(λ− λ∗)dt)
)∥∥∥∥

1

≤
√
d
∥∥D−1

∥∥∫ 1

0

‖γHt −D‖1 ‖λ− λ
∗‖1 dt
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=
√
d
∥∥D−1

∥∥ ‖λ− λ∗‖1

∫ 1

0

‖γHt −D‖1 dt

≤
√
d
∥∥D−1

∥∥ ‖λ− λ∗‖1

∫ 1

0

(
γt+

√
d
)
L. ‖λ− λ∗‖1 dt

=
√
d
∥∥D−1

∥∥ ‖λ− λ∗‖2
1

∫ 1

0

(
γt+

√
d
)
Ldt

=
∥∥D−1

∥∥ ‖λ− λ∗‖2
1

(
γ
√
d

2
+ d

)
L

≤

(
γ
√
d

2
+ d

)
L

η
‖λ− λ∗‖2

1 (4.16)

< ‖λ− λ∗‖1 (4.17)

Note that (4.16) and (4.17) prove the first and second parts of the theorem,

respectively.

4.3.4 Values of d and L

Here d is the dimension of λ or equivalently the number of transformers in the

system. As we use the IEEE 33-bus system, d = 33 in our test system. To find

the value of L, we first list the following definitions and propositions:

gk =
∂g

∂λk
= ak −

∑
e

Tekx
∗
e (4.18)

gkl =
∂2g

∂λk∂λl
= −

∑
e

Tek
∂x∗e
∂λl

=
∑
e

TekTel
(x∗e)

2

we
(4.19)

∇gk = (gk1, gk2, . . . , gkd) (4.20)

gkll′ =
∂3g

∂λk∂λl∂λ′l
= −

∑
e

TekTelTel′
2(x∗e)

3

w2
e

(4.21)

M = max
e
{Me} w = min

e
{we} (4.22)

L̃ = max
e

∑
l′

Tel′ Ẽ = max
l

∑
e

Tel (4.23)

Note that, the charge power, xe (so the dual objective function, g) is not

rigorously differentiable for all, λ � 0. It is because of the projection we use

on xe (4.11) changes abruptly at xe = Me. We can approximate this sharp

change by a smooth function. In that case, xe and g will become differentiable

at all points and (4.18), (4.19) and (4.21) will hold. Also from (4.11), gkl and

gkll′ will be zero, if we∑
l Telλl

> Me.
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Now we show that ∇gk is Lipschitz continuous (i.e. ‖∇gk(λ)−∇gk(µ)‖1 ≤

L ‖λ− µ‖1) by showing that the corresponding Hessian, [Hk]ll′ = gkll′ , is

bounded, i.e., ‖Hk‖1 ≤ L:

‖Hk‖1 = max
l

∑
l′

|gkll′ | ≤
∑
e

TekTelTel′
2(x∗e)

3

w2
e

≤ 2

w2

∑
e

TelTel′(x
∗
e)

3 since Tek ≤ 1

≤ 2M3

w2
max
l

∑
l′

∑
e

TelTel′

≤ 2M3

w2
max
l

∑
e

TelL̃ ≤
2M3

w2
L̃Ẽ =⇒

‖∇gk(λ)−∇gk(µ)‖1 ≤
2M3

w2
L̃Ẽ ‖λ− µ‖1 (4.24)

We have

‖H(λ)−H(µ)‖1 = max
m

∑
l

|glm(λ)− glm(µ)|

=
∑
l

|glk(λ)− glk(µ)| let, k be the argmax

= ‖∇gk(λ)−∇gk(µ)‖1

≤ 2M3L̃Ẽ

w2
‖λ− µ‖1

=⇒ L =
2M3L̃Ẽ

w2

Hence in our test network, the parameters should be set as follows:

• γ → 1

• L = 2M3L̃Ẽ
w2

• d = 33

4.3.5 Proof of Descent Direction Update

The projection in (4.8) can be written as

λ(k+1) = λ(k) − γSD−1∇g
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Here, S is a diagonal matrix defined as follows:

Sii =

{
1, if γ[D−1∇g]i ≤ λ

(k)
i

λ
(k)
i

γ[D−1∇g]i , if γ[D−1∇g]i > λ
(k)
i

(4.25)

This matrix scales each component of the vector, γD−1∇g, to project the

difference (i.e., λ(k) − γD−1∇g) on the positive orthant. Since SD−1 is a non-

negative diagonal matrix, the direction, −γSD−1∇g, is a descent direction.

4.3.6 Convergence Rate Analysis

Definition: We say that a sequence of real vectors {vk} converging to v∗, has

a super-linear rate of convergence (under a vector norm, ‖.‖) if

lim
k→∞

‖vk+1 − v∗‖
‖vk − v∗‖

= 0

From (4.17) it is evident that, near λ∗, the sequence,
{
λ(k)
}

converges to

λ∗ (i.e., limk→∞
∥∥λ(k) − λ∗

∥∥
1
→ 0). From (4.16) we have:∥∥λ(k+1) − λ∗
∥∥

1

‖λ(k) − λ∗‖1

≤

(
γ
√
d

2
+ d

)
L

η

∥∥λ(k) − λ∗
∥∥

1

=⇒ lim
k→∞

∥∥λ(k+1) − λ∗
∥∥

1

‖λ(k) − λ∗‖1

= 0

Moreover, the rate of convergence of a sequence is quadratic if

lim
k→∞

‖vk+1 − v∗‖
‖vk − v∗‖2 < C

for some positive constant C. From (4.16) it is easy to show that this condition

holds for the sequence,
{
λ(k)
}

, and hence it converges quadratically to λ∗.

4.4 Baseline Algorithms

To evaluate our proposed scaled gradient projection algorithm, we consider

the following baseline algorithms:

Gradient Projection Algorithm (GPA): this is the decentralized algo-

rithm outlined in Section 4.1.2. It is basically updating the Lagrangian multi-

plier using the projected gradient descent algorithm:

λ
(k+1)
l =

[
λ

(k)
l − γ

∂g

∂λl

]+

(4.26)
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The gradient ∂g
∂λl

= ζal −
∑

e Telx
∗
e can be calculated by simply subtracting

the transformer loading (including the demands of elastic and inelastic loads)

from its rated capacity as shown in [8]. Thus, we do not need to separately

measure the demand of each EV charger.

Earliest Deadline First (EDF): it simply priorities charging EVs based on

their deadlines; thus, EVs with earliest deadline are charged at the maximum

rate supported by their charging station first. To fully utilize the network, we

charge as many EVs as possible at any given time without overloading the

transformers.

Least Laxity First (LLF): it is similar to EDF except that charging EVs is

prioritized based on their laxity. EVs with the lowest laxity are charged at the

maximum rate supported by the charging station first. At any point int time,

we charge as many EVs as possible until the network is congested.
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Chapter 5

Experimental Results for
Model-based Control Strategies

In this chapter, we analyze performance of the model-based control strategies

that are proposed in Chapter 4. Section 5.1 describes the testbed and perfor-

mance metrics for the simulations. Section 5.2 presents the simulations results

for different user types and simulation scenarios.

5.1 Case Studies

We implement the proposed EV charging mechanism and baselines introduced

in Section 4.4 in Python and use the simulation platform depicted in Figure 5.1

to compare their performance in four different simulation scenarios. The plat-

form takes as input the structure of the distribution network, including points

of connection of homes and EV charging stations, the household demands, the

EV arrival and departure times, and the initial state-of-charge (SoC) of their

batteries. To build the household demands, we take advantage of the real and

reactive power consumption of several real homes. We use this data along with

the charge powers of EVs determined by the algorithm to perform power flow

analysis and obtain the loading levels of transformers. The sensor emulator

module subsequently adds Gaussian noise to these values to imitate the mea-

surement noise of sensors in real-world applications. These measurements are

used to construct the congestion signal which is then sent to downstream EV

charging stations via communication links. These signals are used by the con-
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Figure 5.1: Overview of the simulation framework.

trol algorithm to update the charge power of EV charging stations in a single

iteration.

The control algorithm needs to know which EVs will be connected to charg-

ers in the next time step along with their demands and claimed deadlines. This

data is produced by the traffic generator. We also store historical data about

EVs to update their reputation throughout the simulation. Besides this data,

the simulation platform adopts a battery model which expresses the capacity,

and charge and discharge inefficiencies of the battery. This model is necessary

to update the state-of-charge of the battery given its charge power.

5.1.1 Test System

We consider the 33-bus test system [11] shown in Figure 3.1 (Chapter 3) as the

primary distribution network in our simulations. For modelling the secondary

(low-voltage) distribution network, we assume that a feeder originates from

every bus in the primary network (except Node 1). We adopt the IEEE Euro-

pean test feeder [27] as the secondary feeder. Figure 3.1 (Chapter 3) illustrates
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how a low-voltage network is connected to Node 25. We assume that a sensor,

e.g., a distribution-level phasor measurement unit, is deployed at each of the

transformer locations measuring the active and reactive powers in real time,

and that there are communication links connecting the sensor at the substa-

tion to the sensors at distribution transformer locations, and these sensors to

downstream charging stations.

There are 55 single-phase load connection points in each secondary feeder.

Therefore, we have a total of 1760 (32 × 55) load connection points in the

system. We assume a certain number of homes are connected to these points.

To represent the household demand, we utilize sample household consumption

data provided in the ADRES-CONCEPT project [2]1. The data set contains

real and reactive power consumption of 30 households with 1-second resolution

over two weeks. Since our simulation spans one day, we split the data into

1-day segments. This yields 420 daily load profiles. We add white Gaussian

noise with 10% standard deviation to each sample to increase the size of the

data set; this way we create a total of 8400 unique household load data. We

consider the active power consumption at the primary nodes provided in [11]

to determine the appropriate level of aggregation at each low-voltage node

(i.e., the houses connected to the same low-voltage node). We select houses

randomly and connect them to a secondary node (i.e., a single-phase load

connection point) until the sum of all loads in the low-voltage network under

each primary node matches the load given in the specification of the 33-bus

system.

To have a realistic EV schedule (i.e., arrival and departure times of the

EVs), we exploit the EV usage data provided in the Pecan Street data set [53].

The data set contains the power usage of many home appliances with up to

1-second resolution. We use the data recorded in 2016. Since there are only

about 80 EVs in this data set, we take the daily arrival times of these EVs

over one year and fit a Gaussian Mixture Model (GMM) to the probability

1The data was generated in the research project ”ADRES-Concept” (EZ-IF: Develop-
ment of concepts for ADRES- Autonomous Decentralized Regenerative Energy Systems,
project no. 815 674). This project was funded by the Austrian Climate and Energy Fund
and performed under the program ”ENERGIE DER ZUKUNFT”.
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Figure 5.2: Distribution of arrival times.

distribution function (pdf). The distribution of arrival times and the fitted

model with 7 Gaussian distributions are shown in Figure 5.2.

We assume that there are 500 EV chargers installed at random locations in

our secondary distribution network. We sample the daily arrival times of the

EVs from the fitted GMM. Since the Pecan Street data set does not provide

the EV departure/disconnection times, we randomly sample the stay time of

each EV from a Gaussian distribution with µ = 8 and σ = 2 (in hours). The

departure time is the sum of the arrival time and the stay time. The initial

SoC of each EV when it arrives is sampled uniformly between 0 and 0.1. We

consider 4 different battery sizes that belong to popular EVs in the market: a)

16kWh for Chevy Volt and Mitsubishi iMiEV, b) 30kWh for Nissan Leaf, c)

42kWh for BMW i3, and d) 75kWh for Tesla 3. For an EV, the battery size is

selected randomly from the above types. We set the maximum charging rate

to M̃e = 7kW for all charging stations.

For SGPA and GPA, we define the step-size to be γ = 0.008 and 0.0008,

respectively. We tune these values based on simulations, using the bounds

suggested by our theoretical results as a hint. Furthermore, we assume 100

iterations in each time slot, which is 10 minutes long. Hence, the time between

two iterations is 6 seconds.
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Figure 5.3: Predicting and adjusting deadlines. µ and ε represent the actual
and predicted deadlines respectively. Conservative (risk-taking) users add (sub-
tract) δ to (from) their prediction.

5.1.2 Performance Metrics

Jain index: is used to evaluate fairness of a power allocation scheme (a higher

value suggests a fairer scheme):

J(x) =
(
∑

i xi)
2

n
∑

i x
2
i

where x is a vector containing charge powers of all chargers in a given time slot

and n is the number of active chargers. Note that the Jain index is calculated

for every time slot and then averaged over all time slots in one day.

Percentage of EVs with a certain SoC: it is the percentage of connected

EVs with a SoC greater than or equal a certain threshold when they depart.

We consider 90% as the threshold for Scenarios A, C and D (described below).

For Scenario B, it is 80%.

Energy supplied above the rated capacity: it is the total amount of

energy (in kWh) supplied by a transformer above its rated capacity for all the

time slots in one day.
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5.1.3 User Types

To study the efficacy of our charging mechanism, we consider conservative

and risk-taking users. Both types estimate their duration of stay based on

their information, but report their estimation after a slight modification. This

modification is necessary as they may not know precisely when their EV will

be used again. In particular, conservative users add a positive offset to their

estimation so that they reduce the chance of declaring a deadline before their

actual deadline when their estimation is not precise. This helps this type of

users to maintain a better reputation in the system. Unlike conservative users,

risk-taking users subtract a non-negative offset from their estimation, running

the risk of ruining their reputation if the actual deadline is after their declared

deadline.

Figure 5.3 presents the difference between these user types. We consider

historical discrepancy data for the past 3 days and take their average to com-

pute ∆e. To obtain each discrepancy, we have to model how EV drivers predict

their deadline. We sample their prediction from a Gaussian distribution which

has the same mean as the true deadline and σ = 0.5. To simulate conservative

(risk-taking) users, we add (subtract) a positive number, δ, to (from) the pre-

dicted deadline, where δ is sampled from a Gaussian distribution with µ = 3

and σ = 0.5 (in hours). This gives us the user-specified deadline.

Based on these two user types, we develop four scenarios: (a) Scenario

A: both types of EV drivers are present in the system (50% of population

each) and all the other parameters (arrival times and locations) are sampled

as described earlier, (b) Scenario B : is similar to Scenario A except that the

arrival times and connection points of EVs are chosen in such a way that the

first transformer is congested, (c) Scenario C : only conservative users are in

the system, and (d) Scenario D : only risk-taking users are in the system. In

the first two scenarios, we assume that risk-taking users have lower reputation

compared to the conservative users when the simulation starts.
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Figure 5.4: Substation loading at different time slots for centralized, GPA
and SGPA. The horizontal (purple) dashed line represents the rating of the
substation transformer.

5.2 Results

This section presents the simulation results for the four scenarios. It also

presents the analysis of the rate of convergence of SGPA.

5.2.1 Scenario A

Figure 5.4 shows the substation transformer’s loading for centralized, GPA,

SGPA, and baseline algorithms. The congestion period is from 6:00pm to

9:00pm. It can be readily seen that, for most of the time, GPA and SGPA

follow the centralized solution. Note that LLF and EDF policies are quite

similar to the centralized solution so we do not show them in this figure.

Figure 5.5 compares the performance of different algorithms considering the

first two performance metrics presented in Section 5.1.2. The centralized al-

gorithm outperforms least-laxity-first and earliest-deadline-first both in terms

of fairness and percentage of EVs with ≥ 90% SoC for both conservative and

risk-taking users. Moreover, the performance gap between two types of users

for the centralized algorithm is higher than baseline algorithms. This indicates

that our centralized mechanism can better differentiate between the two types

of users than baseline algorithms. Both of the distributed algorithms follow the
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Figure 5.5: Comparing performance of different algorithms for conservative
and risk-taking users (Scenario A).

power allocation of the centralized algorithm most of the time. That said, our

mechanism (SGPA) follows the centralized solution more closely than GPA.

We attribute this to the faster convergence of this algorithm.

5.2.2 Scenario B

To investigate the performance of our proposed methods during congestion, we

study a scenario in which 54 EVs (27 conservative and 27 risk-taking) arrive

at same time (i.e., 9:00am) to charging stations that are fed by the same

distribution transformer (i.e., the first distribution transformer). The initial

SoC (5%) and claimed charging duration (8 hours) are the same for all EVs.

This ensures that the distribution transformer is congested for a relatively long

period of time. However, conservative and risk-taking users stay in the system

for 7 and 9 hours, respectively (hence, the discrepancy is 1 hour). Figure 5.6

and 5.7 depict the transformer loading for different algorithms during the

congestion period. Both SGPA and GPA (as well as LLF and EDF) follow the

centralized algorithm, though they exhibit some fluctuations.

Figure 5.8 shows the performance of all the algorithms in this scenario.

The centralized algorithm, just as SGPA and GPA, assigns a higher priority to

conservative users because of their better reputation. In fact for the centralized
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Figure 5.6: Transformer loading over one day using centralized, SGPA and
GPA. The top plot is for a distribution transformer and the bottom one is for
the substation transformer.

Figure 5.7: Transformer loading over one day using centralized, LLF and EDF.
The top plot is for a distribution transformer and the bottom one is for the
substation transformer.

algorithm, all the EVs are charged up to 80% of their capacity by the end of

the simulation. However, LLF and EDF algorithms provide more power to risk-

taking users than our proposed algorithms as they neglect their reputation.
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Figure 5.8: Comparing performance of different algorithms for conservative
and risk-taking users (Scenario B).

Figure 5.9: Comparing performance of different algorithms for conservative
and risk-taking users (Scenarios C and D).

5.2.3 Scenario C & D

Figure 5.9 compares the performance of different algorithms in Scenarios C and

D, which consist of only conservative and risk-taking users, respectively. As

expected, when all the users belong to the same category, our mechanism does

not differentiate between them. Here, the difference in performance between

the two types is merely due to the different laxity values they have.
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Figure 5.10: 95% convergence analysis of SGPA and GPA for a specific time
slot (7:00 pm) for scenario A. Initial points for both algorithms are the same.

5.2.4 Analyzing the Rate of Convergence

Figure 5.10 compares the rate of convergence of SGPA and GPA. This analysis

is done for a time slot (7:00pm) in Scenario A when the network is congested.

Here, convergence is defined as the event when the total power allocated by

SGPA (or by GPA) reaches 95% of the total power allocated by the centralized

algorithm. As the step-size becomes larger, GPA converges in fewer iterations.

Interestingly, SGPA converges after less than 8 iterations, irrespective of the

step size.

Table 5.1: Energy supplied above the rated capacity of a transformer. In Sce-
narios A, C and D, the values are calculated for the substation; In Scenario B,
it is computed for the first distribution transformer.

Energy supplied above the rated capacity
SGPA GPA

Scenario A 70.58 kWh 52.81 kWh
Scenario B 5.78 kWh 2.28 kWh
Scenario C 58.50 kWh 46.96 kWh
Scenario D 93.51 kWh 48.14 kWh

5.2.5 Excursion from the Rated Capacity

When the network is congested, SGPA and GPA may overshoot the target,

thereby loading the transformer above its rated capacity temporarily. Table 5.1
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shows the total energy (in kWh) supplied above the rated capacity of the

substation transformer by centralized, SGPA and GPA for Scenarios A, C

and D. For Scenario B, we examine the first distribution transformer which

is expected to be overloaded. As expected, both SGPA and GPA overload

the transformer for a short period of time; SGPA results in slightly higher

overloading which we attribute to its higher responsiveness. In any case, this

level of overloading is not problematic because transformers can be loaded

above their rated capacity for a short period of time without being excessively

overheated.

50



Chapter 6

Model-Free Control Strategies

In this chapter we present the model-free, reinforcement learning (RL) based

control strategies that are applied in a distribution network and a parking

station. Section 6.1 presents an overview of the RL-based methodologies. Sec-

tion 6.2 describes the centralized control strategies for the distribution network

and the parking station. These centralized methods require an approximate

model of the system and we use them as baselines for the RL-based methods.

Section 6.3 presents the Adaptive AIMD algorithm which is model-free and

uses the reinforcement learning framework. Finally, Section 6.4 describes the

baseline algorithms.

6.1 Methodology Overview

We propose an RL-based agent which learns the state-action mapping from

interaction with the environment (i.e., the power system). The agent’s action

determines the parameter of the A-AIMD algorithm and therefore affects the

charge power of the corresponding EV charging point.

As shown in Figure 6.1, RL agents are trained in two phases: offline direct

policy learning and online interaction with environment. In the offline pre-

training phase, the agent is initialized by imitating the centralized controller

presented in the following. In the online (interactive) phase, the agent interacts

with the environment and updates its policy using a policy gradient algorithm.
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Figure 6.1: An overview of the proposed methodology.

6.2 Centralized Controller

Controlling the charge power of EVs can be cast as a constrained optimization

problem where the constraints largely depend on the structure and components

of the power system (e.g., the distribution network or the parking station).

In this section, we first present the centralized, optimization based control

strategy for the distribution network. Then we present the centralized approach

for the parking station described in ACN-Sim.

6.2.1 33-bus system

We use the optimization framework for controlled EV charging in a distri-

bution network that was originally introduced in [8]. In this framework, an

approximate model that ignores losses and reactive power flows is utilized to

relate charge powers to real power flow. We solve this optimization problem in

a centralized fashion for each time slot and use the solution as expert demon-

stration in offline training of the RL agents.

Let the available capacity (i.e., the rated capacity minus the current loading

imposed by residential loads) of transformer j be aj. Solving the following
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convex optimization problem yields the charge power, xit, of every charger i

for the interval [t, t+ 1):

maximize:
∑
i∈E

xit (6.1)

subject to:
∑
i

Tijx
i
t ≤ aj, ∀j ∈ L (6.2)

0 ≤ xit ≤M i, ∀i ∈ E (6.3)

Here, xit is the charge power of charging point i at time t, Tij is a matrix that

encodes the topology of the distribution network (Tij = 1 if EV i is supplied

by transformer j), L is the set of transformers installed in the distribution

network, and M i is the maximum charge power of charger i. The optimal

solution is an allocation that uses up the available capacity of the network at

time t. Note that this optimization framework cannot prevent undervoltage

incidents from happening as it ignores reactive power flow in the distribution

network. It is one of the problems of using an optimization based approach

that can be partly resolved by model-free controllers.

We model this convex optimization problem in CVXPY and solve it using

Mosek software to obtain a baseline. The problem is similar to the central-

ized approach used in [8] except that it maximizes the sum of charge powers

rather than the sum of the logarithm of each charge power. Using the logarith-

mic utility function allows to achieve proportionally fairness while allocating

power to EV charging points. However, it complicates the design of the RL-

based controller. Throughout this paper, we refer to this (6.1) approach as the

centralized control method.

6.2.2 ACN Testbed

We formulate the following constrained optimization problem which can be

solved in each time slot to control EV charging in the parking station:

maximize:
∑
i∈E

xit (6.4)

subject to:
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(∑
i

Cij cosφix
i
t

)2

+

(∑
i

Cij sinφix
i
t

)2

≤ R2
j ,∀j (6.5)

0 ≤ xit ≤M i,∀i (6.6)

Here, xit is the charge current of EVSE i at time t (expressed in Amps), M i

is the maximum charge current of charger i, C is the constraint matrix where

0 ≤ Cij ≤ 1 denotes the contribution of EVSE i to the aggregated current of

feeder j, φi is the current phase angle and Rj is the current rating of feeder j.

All constraints are expressed in terms of current (in Amps). Note that φi is a

constant value, typically close or equal to zero.

We solve this convex optimization problem in a centralized fashion for each

time slot and use the solution as the expert demonstration in offline training

of the RL agents.

6.3 Adaptive AIMD

In this section we propose the Adaptive AIMD (A-AIMD) algorithm – an RL-

based controller which mimics the AIMD method used in TCP congestion con-

trol. However, unlike AIMD, A-AIMD does not have a fixed additive increase

factor and a fixed multiplicative decrease factor. It learns these parameters

from interaction with the environment (see Algorithm 3). In particular, each

RL agent learns the mapping between the congestion signals and a continu-

ous action, −1 ≤ α ≤ 1. This action determines the additive increase factor

and the multiplicative decrease factor when it is positive and non-positive,

respectively.

Although RL agents are supposed to learn the state-action mapping

through online interaction, previous work [16], [54] shows that prior offline

training can significantly improve their performance during the online interac-

tion, especially in real-world applications. Therefore, inspired by the RL-based

HVAC controller proposed in [16], we use imitation learning (described in the

next subsection) and expose our RL agents to the trajectories generated by

an expert, i.e., the optimal control policy obtained by solving the centralized

optimization problem which was presented earlier.
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Algorithm 3: Adaptive AIMD: Online Interaction

input : Hyperparameters: A > 0 and B ≥ 1; Pre-trained policy, π̄iθ;
1 for e = 1, 2, . . . ,# of episodes do
2 for t = 1, 2, . . . ,# of steps do
3 sit ←− (t, xit,Λ

i
t)

4 α←− π̄iθ(s
i
t)

5 if
∑

λ∈Λit
λ ≥ 1 then // if congested

6 α←− −|α|
7 xt+1 ←− xt ∗Bα

8 else
9 α←− |α|

10 xt+1 ←− min{M,xt + Aα}
11 end
12 (rt+1,Λ

i
t+1)←− env.step(xit+1) // charge at xit+1

13 sit+1 ←− (t+ 1, xit+1,Λ
i
t+1)

14 Di ←− Di ∪
{

(sit, α, s
i
t+1, rt+1)

}
15 θ ←− SAC(D)

16 end

17 end

Algorithm 3 presents the online interaction phase of A-AIMD for the agent

i. After perceiving the state at time t (line 3), it samples action α (line 4) from

the policy π̄θ trained offline. In line 5, it checks for congestion by computing the

sum of binary congestion signals received from the transformers. If congestion

is detected, it ensures that the action is negative (line 6) and reduces the

charge power by multiplying it by 0 < Bα ≤ 1. When there is no congestion,

α is made positive (line 9) and the charge power is increased by an additive

factor Aα (line 10). Note that B ≥ 1 and A > 0 are hyperparameters of this

algorithm.

The algorithm then receives the next state and reward after charging an EV

at rate xt+1 (lines 12-13). We use soft actor-critic (SAC) as our RL algorithm

(line 15) which requires a replay buffer D. The replay buffer is the collection

of current state, action, next state, and reward (line 14). We explain the SAC

algorithm later in this section.
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6.3.1 Imitation Learning

Imitation learning is a supervised learning method for an RL agent to learn

the policy from expert demonstration. The basic idea is to pre-train the agent

from trajectories generated by a domain expert.

There are three types of imitation learning [73]: behavioral cloning (BC),

inverse reinforcement learning (IRL), and direct policy learning (DPL). In BC,

agents are provided with expert demonstrations as data, previously generated

by the optimal policy. This approach is particularly useful when historical

control data is available. For example, Chen et al. [16] use the data available

through the Building Automation System (BAS) to train an agent to optimally

control the HVAC system. In IRL, agents learn a reward function instead of a

policy [50], [56]. This approach is useful when the reward function is unknown

and is statistically easier to learn than a policy. DPL is an improved version of

BC where an interactive expert is available during offline training. In this case,

instead of using historical data, agents initialize the policy parameter through

interaction with the optimal controller. DPL seems to be the most suitable

imitation learning approach for our control problem; thus, we adopt it in the

offline training of RL agents.

6.3.2 Offline Direct Policy Learning

Algorithm 4 describes the offline pre-training of an agent. In line 4, the optimal

charge power, which is the solution of the optimization problem at time t, is

compared with the current charge power. Based on the comparison, the action

α is learned either as multiplicative decrease factor (lines 5-6) or as additive

increase parameter (lines 8-9). The rest of the algorithm (lines 11-14) is similar

to Algorithm 3.

Note that the action α is calculated based on the optimal charge power

instead of sampling from πθ. The solution of the optimization problem (6.1)

or (6.4) is treated as expert demonstration. In each time step, the buffer keeps

track of the current state, best action, next state, and reward (line 13). Note

that once the optimal action is obtained from the centralized method, direct
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Algorithm 4: Offline Direct Policy Learning

input : Optimal Control Policy, {zit}t; Initial policy; πθ0
1 for e = 1, 2, . . . ,# of episodes do
2 for t = 1, 2, . . . ,# of steps do
3 st ←− (t, xit,Λ

i
t)

4 if xit > zit then

5 α←− max
{

logB

(
zit
xit

)
,−1.0

}
6 xt+1 ←− xt ∗Bα

7 else

8 α←− min
{
zit−xit
A

, 1.0
}

9 xt+1 ←− min{M,xt + Aα}
10 end
11 (rt+1,Λ

i
t+1)←− env.step(xit+1)

12 sit+1 ←− (t+ 1, xit+1,Λ
i
t+1)

13 Di ←− Di ∪
{

(sit, α, s
i
t+1, rt+1)

}
14 θ ←− SAC(D)

15 end

16 end

policy learning can be done by training a supervised machine learning model,

e.g., a neural network. We use soft-actor critic because it has its own neural

network to learn policy parameters from the provided examples.

6.3.3 Soft Actor-Critic (SAC)

We use a policy gradient method for charging EVs as it is the most natural

choice for continuous action and state space systems [66]. In a policy gradient

method, the policy is presented by a parameterized function (possibly a neural

network) πθ. The agent updates the policy parameter towards the direction of

the gradient of a performance function:

θ ←− θ + γ∇θJ(θ). (6.7)

The Soft Actor-Critic (SAC) algorithm [23] is a recently published policy

gradient method that incorporates the entropy measure of the policy into the

reward to encourage exploration. It is an off-policy actor-critic model following

the maximum entropy reinforcement learning framework which tries to learn

a policy that acts as randomly as possible while still succeeding at the task.
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The policy is trained with the objective to maximize the expected return and

the entropy at the same time:

J(θ) =
T∑
t=1

E(st,αt)∼ρπ [rt + ηH(π(.|st))]. (6.8)

Here ρπ is the marginal distribution of state-action pairs, i.e., (st, αt) induced

by policy π, H is the entropy measure, and η determines the importance of

the entropy term (aka the temperature parameter). The entropy maximization

leads to policies that explore more and capture multiple modes of near-optimal

strategies, i.e., if there are multiple options that seem to be equally good, the

policy should assign each with an equal probability to be chosen.

The SAC aims to learn three functions: the policy πθ, the soft Q-value

function Qψ, and the soft state value function Vφ. Although V can be inferred

theoretically from Q and π, a separate V function is shown to be effective in

stabilizing training in practice [23]. The soft Q-value and the soft state value

are defined below:

Q(st, αt) = rt + γEst+1∼ρπ [V (st+1)] (6.9)

V (st) = Eαt∼π[Q(st, αt)− log π(αt|st)] (6.10)

Thus, Q(st, αt) can be written as:

Q(st, αt) = rt + γE[Q(st+1, αt+1)− log π(αt+1|st+1)] (6.11)

Both the Q-function and the state value function V can be implemented

by neural networks [23]. The soft state value function is trained to minimize

the mean squared error:

JV (φ) = Est∼D
[

1

2
(Vφ(st)− E[Qψ(st, αt)− log πθ(αt|st)])2

]
(6.12)

with the stochastic gradient

∇φJV (φ) = ∇φVφ(st)(Vφ(st)−Qψ(st, αt) + log πθ(αt|st)) (6.13)

Here D is the distribution of previously visited (st, αt) pairs.

Similarly, the Q-function is trained to minimize the mean squared loss:

JQ(ψ) = E
[

1

2
(Qψ(st, at)− (rt + γE[Vφ̄(st+1)]))2

]
(6.14)
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Algorithm 5: Soft Actor Critic (SAC)

input : Initialized parameters: φ, φ̄, ψ, θ, Mixture Coefficient: τ
output: Policy Parameter: θ

1 for each gradient step do
2 φ←− φ− γv∇φJV (φ)
3 θ ←− θ − γπ∇θJπ(θ)
4 ψ ←− ψ − γq∇ψJQ(ψ)
5 φ̄←− τφ+ (1− τ)φ̄

6 end

with the stochastic gradient

∇ψJQ(ψ) = ∇ψQψ(st, αt)(Qψ(st, αt)− rt + Vφ̄(st+1)) (6.15)

Here φ̄ is the target value function which is the exponential moving average of

φ.

The policy could be a Gaussian with mean and covariance given by neural

networks [23]. Instead of directly maximizing the performance (6.8), SAC uses

KL-divergence to update its policy parameter θ:

πnew = arg min
π′∈

∏DKL

(
π(.|st)‖

exp(Qπold(st, .))

Zπold(st)

)
(6.16)

= arg min
π′∈

∏DKL (π(.|st)‖exp((Qπold(st, .))− logZπold(st)))

to minimize the objective function (Jπ(θ)) defined as follows

∇θJπ(θ) = ∇θDKL (π(.|st)‖exp((Qπold(st, .))− logZπold(st)))

= Eαt∼π[log πθ(αt|st)−Qψ(αt, st)] (6.17)

Here,
∏

is the set of all potential policies, Zπold is the partition function to

normalize the distribution; we discard this term in Equation (6.17) as it does

not contribute to the gradient.

We adopt the soft actor-critic algorithm presented in [23] and call it in

our proposed algorithms (Algorithm 3 and Algorithm 4). Algorithm 5 shows

different steps of the SAC algorithm.

6.4 Baseline Algorithms

Centralized method: solves the centralized optimization problem explained

in Section 6.2.
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AIMD: is the basic AIMD algorithm with fixed rates for additive increase

and multiplicative decrease parts. The algorithm is similar to Algorithm 3

except that α is fixed. In particular, when there is no congestion it increases

the charge power by one unit. If congestion is detected, it halves the current

charge power.

Direct Rate Learning: is an RL-based algorithm that tries to learn the

charge power directly from interaction with the environment instead of learning

the additive increase and multiplicative decrease rates. The action space for

this algorithm is the charge power, 0 ≤ xi ≤M i for the ith EV.

This algorithm also has two phases which are similar to Algorithm 3 and

Algorithm 4 but the learned action is the new charge power, 0 ≤ xi ≤ M i

rather than the parameters of AIMD.

Earliest Deadline First (EDF) and Least Laxity First (LLF) as de-

scribed in Chapter 4, Section 4.4.

60



Chapter 7

Experimental Results for
Model-Free Control Strategies

This chapter evaluates the model-free, reinforcement learning-based control

strategies described in Chapter 6 and discusses their performance results. Sec-

tion 7.1 describes the simulation environment and performance metrics for the

distribution network and parking station. Section 7.2 and Section 7.3 present

the performance evaluation results for the distribution network and the park-

ing station respectively.

7.1 Simulation Environment

Our RL agents are implemented in PyTorch [52]. We use OpenAI Gym [13]

wrapper to implement the environment. For the parking station, we use 50

and 20 episodes for offline pre-training and online interaction, respectively.

We witnessed that after only 15 episodes (i.e., 10× 288 steps) A-AIMD learns

the optimal policy. However, DRL needs more episodes to converge. For the

distribution network, we considered 50 and 30 episodes for offline pre-training

and online interaction, respectively. In this case, we witnessed that after only

25 episodes (i.e., 25× 144 time steps) A-AIMD learns the optimal policy. For

A-AIMD, we choose the hyperparameters, A = B = 2. For the distribution

network, in all scenarios (unless otherwise stated) we run the simulation for

14 days and report the average result.
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Figure 7.1: Distribution of arrival times.

7.1.1 Performance Metrics

We use the following performance metrics to evaluate the proposed algorithm:

Jain index: this index is used to evaluate fairness of a power allocation scheme

(a higher value suggests a fairer scheme):

J(x) =
(
∑

i xi)
2

n
∑

i x
2
i

where x is a vector of charge powers (or currents) of all charging points in a

given time slot and n is the number of active charging points. The index is

calculated for every time slot and then averaged over all time slots in one day.

Percentage of EVs with a certain SoC: it is the percentage of connected

EVs with a SoC greater than or equal to a certain threshold when they depart.

Resource utilization: it is the loading of a transformer (in MVA) or a line

(in A) over one day.

7.2 Case Study 1: Distribution Network

We consider the 33-bus system [11] shown in Chapter 3 (Figure 3.1) as the

primary distribution network, and adopt the IEEE European low voltage test

feeder [27] as the secondary distribution network connected to nodes 2-33 of
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Figure 7.2: Power loading of a distribution transformer under the centralized,
A-AIMD and AIMD algorithms (right figure) and under DRL, LLF and EDF
control policies (left figure). The dashed horizontal line is the rated capacity
and the red curve is the base load.

the primary system. We connect one or more homes to each of the end nodes of

the low-voltage feeders to create the base load. Each of these homes can have

one EV, hence multiple EVs may be connected to a single end node. To model

the home loads, which are inelastic and cannot be controlled, we utilize sample

household demands (with 1-second resolution) from the ADRES-CONCEPT

project [2]. The data set contains real and reactive power consumption of 30

households over two weeks, hence we will get 420 unique load profiles when

they are split into 1-day segments. To obtain more unique load profiles, we add

white Gaussian noise with 10% standard deviation to each sample to create a

total of 8400 unique household load data.

We consider a maximum of 500 EVs in our distribution system, although

the actual number of connected EVs depends on their mobility and SoC. The

arrival times of EVs are generated from the data provided in the Pecan Street

data set [53]. Since there are only about 80 EVs in this data set, we take

the daily arrival times of these EVs over one year (2016) and fit a Gaussian

Mixture Model (GMM) to the probability distribution function and sample

the daily arrival times from the fitted GMM. The distribution of arrival times

and the fitted model with 7 Gaussian distributions are shown in Figure 7.1.
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The data set does not include EV departure times, so we randomly sample

the sojourn time of each EV from a Gaussian distribution with µ = 8 and

σ = 2 (in hours). We then calculate the departure time of each EV by adding

their sojourn time to their arrival time. We disconnect EVs when they are fully

charged or manually unplugged (whichever happens first). We randomly select

the battery size of each EV from four of the popular models in the market: a)

16kWh for Chevy Volt and Mitsubishi iMiEV, b) 30kWh for Nissan Leaf, c)

42kWh for BMW i3, and d) 75kWh for Tesla Model 3. The initial SoC of each

EV at the arrival time is sampled uniformly between 0 and 0.1. We consider

10-minute time intervals and run a day-long simulation for each episode.

7.2.1 Addressing Transformer Overloading Problem

Figure 7.2 shows loading of a distribution transformer during the peak time

when charging points are controlled using the centralized, A-AIMD, AIMD,

DRL, LLF, and EDF algorithms. We observe that in all cases except AIMD,

there are some small overshoots which we attribute to changes in residential

loads. The reason that there are overshoots in case of A-AIMD but no over-

shoots in case of AIMD is that when there is no congestion, A-AIMD tries to

increase the charge power more aggressively than AIMD. However, as soon as

the network is congested, A-AIMD quickly responds to the congestion signal

and we do not have any sustained overloading in the system. We see larger

overshoots for DRL, which we attribute to the large number of episodes re-

quired to train the RL agents.

7.2.2 Voltage Control

Figure 7.3 shows the voltage of one of the primary nodes under A-AIMD with

and without voltage congestion signals. A congestion signal is sent to the RL

agents when the nodal voltage level goes below 0.95 p.u. or above 1.05 p.u..

As shown in the figure, A-AIMD can effectively respond to voltage congestion

signals by reducing the charge power of charging points downstream of the node

with the voltage problem. As discussed earlier, the centralized optimization

based controller is not capable of dealing with voltage problems as it ignores
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Figure 7.3: The voltage of one of the primary nodes of the distribution network
using A-AIMD with and without considering voltage congestion signals. The
horizontal lines indicate ±5% of the nominal voltage.

Figure 7.4: Comparing performance of A-AIMD with the baseline algorithms.

reactive power flows. The same observation can be made for EDF and LLF

algorithms.

7.2.3 Fairness & User Satisfaction

Figure 7.4 presents the comparison between different algorithms in terms of

fairness and the number of EVs charged up to 90% of their battery capacity. It

can be seen that A-AIMD closely follows the centralized method and outper-

forms all the other methods. We also notice that both AIMD and DRL fail to

outperform EDF and LLF, which merely rely on an admission control scheme.
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Figure 7.5: Comparing rate changes under AIMD and A-AIMD.

7.2.4 Adaptive Nature of A-AIMD

Figure 7.5 presents the adaptive nature of A-AIMD. The top figure shows the

charge power of an EV when it is controlled by AIMD and A-AIMD algorithms.

The middle figure shows the values of the parameter α learned by A-AIMD.

The bottom figure shows the power loading and rated capacity (dashed line) of

one of the phases of the transformer that feeds this EV and many other EVs.

The EV arrives and connects to the charging station around 6:00pm. Given

the available capacity, both A-AIMD and AIMD algorithms start to increase

the charge power upon the arrival of the EV. However, the A-AIMD algorithm

quickly increases its additive increase rate. We witness that when there is con-

gestion, α becomes negative and A-AIMD reduces the charge power of the EV

to relieve congestion. AIMD also decreases the charge power multiplicatively

to avoid congestion. The differences in additive and multiplicative rates cause

A-AIMD to fully charge the EV’s battery much earlier than AIMD.

7.2.5 Resource Utilization

Results obtained for a day-long simulation period indicate that A-AIMD in-

creases the total energy delivered to EVs by 4% on average compared to AIMD

by better utilizing the available capacity of the system. Both methods over-

shoot the rated capacity of transformers for short periods of time, but quickly
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Figure 7.6: Voltage profile of one of the primary nodes under A-AIMD and
AIMD algorithms. In the left figure the substation voltage is increased between
5:00pm and 9:00pm (marked by dashed vertical lines). In the right figure the
configuration is changed at 5:00pm (marked by the dashed vertical line).

react to the received congestion signal by reducing the charge power of con-

nected EVs. The A-AIMD algorithm results in a few more overshoots com-

pared to AIMD, but none of them causes a sustained overloading which could

damage the transformer.

7.2.6 Adaptability to Changes in Distribution Network

Distribution system operators frequently adjust the tap position of tap-

changing transformers or change the configuration of the network for voltage

regulation, loss reduction, etc. Thus, we consider two scenarios to study how

our method can adapt to such changes in the network.

Scenario A – Adjusting Substation Voltage

We change the voltage level of the substation transformer during a certain

period of time to see whether A-AIMD can still adapt its charging rate to

avoid voltage problems. Figure 7.6 (left panel) shows the voltage profile of

one of the primary nodes of the distribution network for A-AIMD and AIMD

algorithms. The voltage of the substation is increased by 0.1 p.u. between

5:00pm and 9:00pm. We can see that both AIMD and A-AIMD can avoid
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Figure 7.7: Performances of A-AIMD and AIMD before and after voltage
change (left panel) and reconfiguration (right panel). Note that the y-axis
is truncated.

congestion during this time. However, unlike AIMD, A-AIMD learns to update

the charge power less aggressively.

Figure 7.7 (left panel) shows the performances of AIMD and A-AIMD algo-

rithms with and without the voltage change at the substation. As the increase

in voltage level creates more room for charging EVs, the performances of both

algorithm improves in this case. Expectedly, A-AIMD has better performance

than AIMD before and after the tap change.

Scenario B – Change in Configuration

To further evaluate adaptability of the A-AIMD, we consider a reconfiguration

event. We perform a simple reconfiguration to merely evaluate the performance

of our method when the current configuration of the system is different from

the configuration on which we trained our RL agents. Recall that the tie switch

we added between Nodes 12 and 22 is normally open. At 5:00pm, we close this

tie switch and open the sectionalizing switch between Nodes 11 and 12 to

maintain the tree structure.

Figure 7.6 (right panel) shows the voltage profile of one of the phases at

Node 18 under AIMD and A-AIMD control algorithms. While both algorithms
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Figure 7.8: Average reward per episode (in MVA) of A-AIMD achieved with
and without imitation learning. Here the average is taken over all time steps
of an episode and all active agents.

avoid congestion successfully, A-AIMD quickly perceives the updated state and

learns to update the charge power less aggressively. Figure 7.7 (right panel)

depicts the performance of AIMD and A-AIMD algorithms before and after the

reconfiguration. As the recongifuration increases the voltage level at Node 18,

there is more available capacity for charging EVs. Thus, the performance of

both algorithms improves.

Imitation Learning & Reducing Sample Complexity

Figure 7.8 shows the average reward per episode required by A-AIMD in the

online interaction phase with and without imitation learning in the offline

training phase. It can be seen that with imitation learning, A-AIMD requires

around 25 episodes to converge. However, without using imitation learning

in the offline training phase the agent does not achieve a stable reward after

200 episodes and many more episodes will be needed to achieve comparable

performance. We conclude that using imitation learning can significantly speed

up the learning process.
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Figure 7.9: The charge current of two charging pods for different algorithms.
The dashed lines indicate their nameplate capacity which is 80A.

7.3 Case Study 2: ACN-Sim

We implement our RL based methods on top of ACN-Sim and use EV sched-

ules that are generated according to ACN-Data. We consider a one-day long

(from 2018/09/05 to 2018/09/06, LA Timezone) simulation with 5-minute

time intervals. ACN-Sim utilizes a realistic linear two-stage [33] battery model

for EVs. It is a piecewise linear model that consists of two stages: 1) bulk

charging, for the first 80% SoC and 2) absorption, for the remaining 20% SoC.

In the first stage, the current drawn is almost constant. In the second stage, it

decreases linearly as the battery reaches the full charge. We use this battery

model in our simulations.

7.3.1 Congestion Avoidance

Figure 7.9 shows the aggregated current loading of different algorithms for the

two charging pods (AV: AeroVironment, CC: Clipper Creep). We can see that

DRL exceeds the rated capacity significantly during the congestion period.

This can be attributed to the insufficient number of episodes for training the

RL agents. The A-AIMD alogrithm closely follows the optimum solution and

although there are some small overshoots, it is much better than AIMD in
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Figure 7.10: Performance comparison of different control algorithms in ACN-
Sim.

terms of utilization.

7.3.2 Performance Analysis

Figure 7.10 compares the performances of different algorithms. We can see

that A-AIMD has the closest performance to the centralized controller when

both indices are considered. DRL outperforms A-AIMD in terms of the SoC

index since it overshoots the targets many times and therefore does not respect

the constraints (Figure 7.9). The absence of inelastic loads in this case study

makes the system more predictable than the distribution network. Thus, RL

agents can quickly learn the optimal policy.

7.3.3 Adaptive Nature of A-AIMD

Figure 7.11 illustrates the adaptive nature of A-AIMD. The top figure shows

the charge power of a randomly selected charging point over the course of a

day when it is controlled by AIMD and A-AIMD algorithms. The middle figure

shows the values of the parameter α learned by A-AIMD. The bottom figure

shows the current flow in the line that feeds this charging point along with sev-

eral other charging points, and its rated capacity (the dashed horizontal line).

Two EVs arrive and are plugged into this charging point at around 6:00am and

71



Figure 7.11: The adaptive nature of A-AIMD.

Figure 7.12: The currents flowing in three phases conductors on the secondary
side of the transformer for different algorithms. The dashed lines indicate the
thermal limit which is 416.16A for each phase conductor.

2:00pm respectively. Given the available capacity of this line, both A-AIMD

and AIMD algorithms start to increase the charge power upon arrival of an

EV. However, the A-AIMD algorithm quickly increases its additive increase

rate of the charge power and manages to charge the EV’s battery up to a high

SoC before the line gets congested. The AIMD algorithm slowly increases its

charge power. Once the line becomes congested, it has to decrease the charge
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Table 7.1: Energy (Amp-minute) supplied above the rated capacity of different
lines.

Energy supplied above the rated capacity
A-AIMD AIMD

CC Pod 126.318 104.625
AV Pod 168.71 160.0
Phase 1 44.33 0
Phase 2 0 0
Phase 3 0 0

Table 7.2: Energy (Amp-minute) supplied below the rated capacity through
different lines. Here, phase 1, 2, 3 indicate the phase currents of the secondary
side

Energy supplied below the rated capacity
A-AIMD AIMD

CC Pod 36865.135 35728.278
AV Pod 45671.128 43945.439
Phase 1 154018.220 136382.77
Phase 2 140331.096 126518.372
Phase 3 98558.347 81513.958

power multiplicatively several times. Note that current constraint of the CC

Pod (bottom figure) is not the only binding constraint for the algorithms.

7.3.4 Resource Utilization

Figure 7.12 shows the current loading of each phase of the secondary side. It

can be seen that A-AIMD follows the central controller more closely compared

to AIMD. The results obtained for a one-day simulation period indicate that A-

AIMD increases the total energy delivered to EVs by 15% on average compared

to AIMD by better utilizing the available capacity of transformers and lines.

Both algorithms overshoot the rated capacity only slightly before the charging

points reduce their charge powers in response to a congestion signal.

Table 7.1 and 7.2 show the total amount of energy supplied above and below

the rated capacity of the charging pods and the three phases of the transformer

during the one-day simulation period. Similar to the previous case, A-AIMD

violates the rated capacity slightly more, but it utilizes the capacity much

better than AIMD.
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Chapter 8

Conclusion

This thesis addresses several challenges that are or will be faced due to the

large scale adoption of EVs in the smart grid. In particular, several control

strategies are proposed to satisfy EV owners and enhance grid’s reliability

from two different perspectives: model-based and model-free.

Given an approximate model (i.e., the admittance matrix) of the grid, this

thesis presents a deadline-aware, reputation-based, proportionally fair and ef-

ficient power allocation to EV charging stations connected to a power distri-

bution network. This power allocation is determined in real time by individual

charging stations using a decentralized algorithm which converges rapidly to

the available capacity of the network. The proposed algorithm has a lower

communication overhead as it utilizes the power system instead of sending

explicit messages from charging stations to sensing nodes installed in the net-

work. Hence, the only communication that is necessary is for sending conges-

tion signals to the charging stations downstream. We show through extensive

simulations that our algorithm tracks the available capacity of the network, fa-

vors conservative users (with better reputation), and is as efficient in utilizing

network capacity as a centralized control algorithm. We also prove that the

scaled gradient projection algorithm has quadratic convergence under some

conditions.

We then relax the assumption about the availability of a model of the

grid and develop a model-free framework to control the charge power of EVs.

Model-free, rule-based algorithms mimicking the behaviour of TCP congestion
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control schemes have been successfully applied to control charging of EVs in

the power grid. These control algorithms are decentralized, do not assume the

knowledge of the distribution network model, and only require measurement

of sensors installed beyond the substation and a trivial signalling mechanism;

these properties make them ideal for real-world deployment. Yet there are

fundamental differences between the Internet and the power grid which call

for improving the control performance by adjusting the charge control rules

dynamically. In this thesis, we have proposed a novel approach based on multi-

agent reinforcement learning to adapt the parameter of the modified AIMD

algorithm to the network condition. The proposed control method is model-free

and decentralized, and therefore does not require the knowledge of the power

system model. It instead relies on congestion signals sent to charging points by

sensors installed in parts of the network that are likely to be congested. Our

simulation results confirmed that the proposed algorithm outperforms several

baseline algorithms presented in the literature, and can effectively deal with

various types of congestion including transformer overloading and voltage limit

violations.

From both perspectives, the work presented in this thesis has several limi-

tations that we plan to address in future work:

• For the SGPA algorithm, we assume that the hessian matrix of the dual

objective function is almost diagonal at the optimum point in Theo-

rem 4.3.1. We have not verified whether this assumption holds in prac-

tice; nevertheless, our simulations have so far shown the superior rate

of convergence over the first-order gradient projection algorithm. We in-

tend to perform extensive experiments with data obtained from a real

test system to further corroborate our theoretical results in future work.

• The weight function defined in Section 4.1 can have other forms. The de-

sign of an incentive compatible mechanism which promotes truthfulness

is deferred to future work.

• In a model-based approaches, we use the DC approximation of power flow
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in distribution systems and therefore cannot address voltage problems

that may occur as a result of charging a large number of EVs.

• For the model-free methods, we do not have theoretical results to show

that adaptive AIMD yields a fair allocation to connected EVs. We also

assume that a voltage congestion signal is only sent to downstream charg-

ers; however, in practice other charging points can be notified to address

an undervoltage (i.e., voltage dropping below the lower limit) problem.

• Lastly, we only considered voltage magnitudes dropping below the lower

limit as our voltage congestion, but we believe that with a simple mod-

ification, this algorithm can deal with voltage magnitudes rising above

the upper limit in distribution grids with a high penetration of solar PV

system. We aim to design this algorithm and evaluate its performance

in future work

Despite these limitations, this thesis studies the control of EV charge power

from two different perspectives and brings together different areas of computer

science (e.g. Internet, Reinforcement Learning, Mechanism Design, Smart-

grid) to develop a comprehensive EV charge power controlling framework. We

hope that this framework will help the research community to design advanced

control strategies for achieving a green, safe and sustainable smart-grid.
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