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ABSTRACT

Photonuclear reactions are excellent means for understanding final state inter-
actions (FSI). The photon interacts only electromagnetically, allowing a clean
seperation of the strong interaction channels in the final state. The avail-
ability of high duty factor electron machines and large acceptance detectors
in the past decade have allowed a further investigation of these effects cov-
ering wider regions of phase space. In this experiment, we have successfully
measured the D(7, ppr™) reaction cross section at the Saskatchewan Acceler-
ator Laboratory (SAL) utilizing the Saskatchewan-Alberta Large Acceptance
Detector (SALAD). This is the first measurement of the vD — ppm~ cross
section covering a wide range of phase space with an attempt to study the
FSI's and the A — N interaction that has successfully reproduced the normal-
izations. The Cross section for this reaction is compared to the calculation
of J.M. Laget. Laget’s theory is quite successful in describing the shapes of
the distributions. as well as the overall magnitude of the cross section. The
different FSI's and the A — N interaction have an overall effect of 10%-15% on
the single differential cross section, with the calculation that includes A — N

interaction having the best normalization compared to the data.



ACKNOWLEDGMENTS

I would like to express my sincere appreciation to my supervisor. Professor
Nathan Rodning. Nathan has been the perfect supervisor. He has provided
a great amount of help and assistance throughout the course of this program.
His motivation and encouragement has made this work possible. Working with
Nathan has made the years that I spent at the University of Alberta both very
educational and enjoyable. Nathan has generously supported me financially
through his research grant throughout my years as a graduate student - thanks
Nate!

I would like to thank all members of the SALAD collaboration at both the
University of Alberta and the University of Saskatchewan. Their joint effort
has made this project a success. In particular, I would like to thank Professor
Norman Kolb for his numerous contributions to the SALAD project. Norman
has always been ready to answer my questions and make valuable comments.
He has also been a good source of encouragement. I would also like to thank
Professor Elie Korkmaz for his continued interest in this project, and for his
valuable comments and suggestions.

The help of my colleague Dr. Evan Hackett is greatly appreciated. The
many discussions that we had together as graduate students working on the
SALAD project has always been very helpful. Evan has also generously do-
nated his time to explain the far side cartoons which is greatly appreciated! I
would also like to thank my colleague Mohammad Hedayatipoor for answering

many of my theoretical questions.



I would like to thank the other members of my defense committee (although
some of them asked way too many questions)! In particular, I would like to
thank Professor Peter Kitching, Professor Douglas Gingrich and my external
examiner, Professor Leo Piilonen for their many comments and suggestions.
The Help of Professor Fagir Khanna in answering my theoretical questions.
and his comments and advice is appreciated.

The help of all the staff at the Centre of Subatomic Research and the
Physics Department is appreciated. Special thanks to Professor Helmy Sherif
who provided lots of help and advice as the Associate Chairman of the Physics
Department. Many thanks to Lynn Chandler and Audrey Schaapman for their
help throughout the years.

My family has provided numerous support throughout my undergraduate
and graduate programs. Their help. encouragement. and financial support
throughout the years has made this work possible. In particular I would like
to thank my mom for her love and support. and my sister Maha who is the
only one in my family that might actually understand my thesis!

Many thanks to my other colleagues. They have all been a source of
encouragement and entertainment (mostly entertainment)! In particular I
would like to thank Ariadna Fernandez. Boje Siebels, Peter Damiano and
Suresh Pillai for the good times we spent together, Philip Kayal and Norman
Buchanan for dragging me out when I'm busy working in my office. and Robert
Davis for the many “cool” parties that he invited me to! I would also like to
thank my friends Firas Mansour and Mohamad Al-Hawaree for being good
friends.



Contents

1 Introduction

2 The Experiment

2.1 Tagged PhotonBeam . .. ... ... .. ... ..............

2.2
2.3

2.1.1
2.1.2
2.1.3
2.1.4

PhotonBeam . . . . . ... ... ... ... ... ...
SAL Tagger . . . . . . . . . . ...
Collimation and Shielding . . . ... ... ... ..........

Beam Flux . . . .. . ... ... ... . e ..

GasTarget Cell . . . . ... ... ... ... .. ............

The Detector . . . . . . . . . . . . o o i e e e

23.2

23.1.1 ADCPedestals . . . ... ... ..............
2.3.1.2 High Voltage Calibrations . . . . ... ... .......
2.3.1.3 Position Calibrations . . ... .. ............
2.3.14 AngularResolutions . ..................
Calorimeter . . . . .. ... .. .. ... ... ..., ...

23.2.1 Scintillator Thresholds . . .. .. .. ... .......

o o o O



2.3.2.2 PMT High Voltage Calibrations and Gain Measurements 29

2.3.2.3 Light Output Corrections . ............... 32

23.2.4 EnergyResolution . ................... 34

2.4 Trigger and Data Acquisition . . . ... .................. 34
2.4.1 ‘TriggerElectronics . . .. ... ... ..........-.... 34

2.4.2 Data Acquisition . . . . . . . . .. ... oo 38

3 Theory 40
3.1 Imtroductiom . . . . . . -« ¢ o i o i i e e e e e 40
32 Laget'sModel . . . . . .. ... .. ... 40
3.3 Calculation of the yD — ppr~ Reaction Cross Section . . . .. . .. .. 45
3.3.1 The Single Nucleon Term . . . ... ................ 47

3.3.2 RescatteringBEffects . . .. ... ... ... ... .. ... 56

3321 w—NRescattering . . . ... .............. 56

3322 N-—-NRescattering . . . ... .............. 60

33.3 Two-loopDiagrams . . ... ... ....... ... 65

334 TheA—-Nlnteraction . . ... .................. 65

4 Analysis 69
41 DataAnalysis . . . . - - . . . . c o e 70
4.1.1 TrackRecomstruction . .. .. .. ................. 70

4.1.2 Particle Identification . . . .. .. ... ... ... . 75

413 EventSelection ... ... .. .. ... .. ... 88

492 Monte Carlo Simulations. . . . . - . . . . . ottt e e 92



5 Results 106

5.1

5.2

5.3

Calculation of the D(v,ppnt~) crosssection . . . . . . .. ... ..... 106
5.1.1 Experimental Yield ......................... 108
512 PhotonBeam Flux . ... ... ... ... ............. 109
513 Target Demsity . ... ..........c.cno... 110
5.1.4 DetectorEfficiency . . . . - - - - . . - c oot oo oo 112

D(y,ppr~) Cross Section . . . . .. .. .. ... ... 114
5.2.1 SystematicErrors ................. ... ... 119

Comparison to Theory . ... ... ... . ... ... 120

6 Summary and Conclusions 126



List of Tables

2.1

2.2

4.1
4.2
4.3

4.4

5.1

5.2

5.3

Applied high voltages and measured leakage currents on the four SALAD

wire chambers during the D(y.ppw~) experiment. . . . . . . . ... ... 21
Wires excluded from the D(vy.ppr~) analysis. . . . . .. ... ... ... 25
Distribution of track multiplicities found in a typical D(y.pp7r~) run.. . 73
Particles emitted as a result of the ~ absorption process on '*C [20]. . 86

Types of D(v.ppr~) events analyzed. and the results of the analysis.
All events have three tracks and three AF signals. The average x? is
computed from values between zeroand 10. . . . . .. ... . ... ... 90
Final cuts imposed on the remaining D(+.ppn~) events and the percent-

age of events remaining after each successive cut is applied. . . . . . .. 92

List of variables used to calculate the D (v, ppr~) cross section. The range

for each variable was divided into 10 bins. . . . . . .. ... ... .. .. 109
Number of photons N, (x10°) determined from the fits of the bremsstrahlung
distribution. . . . . . . . ... o oo 110

Sources of systematic errors and there contribution to the total systematic



List of Figures

2.1

2.2

2.3

2.4

2.5
2.6
2.7

2.8
2.9

Electron Linear Accelerator and Pulse Stretcher Ring at the Saskatchewan
Accelerator Laboratory. . . . . .. .. .. ... .. ... ... 8
Experimental Setup for the D(v.ppnr~) experiment performed in June
1992, & . . L e e e e e e e e e e e e e e e 10
SALAD-tagger coincidences to tagger sum ratio, and electron to proton
ratio for different positions of the first collimator. The solid curve is
drawn to guide theeye. . . ... .. ... ... ... ... ... 12

Tagging efficiency measurements performed during the D(vy.pp7~) ex-

periment. . . . . . .. L L e e e e e e e e e e e e 15
End View of the SALAD Detector. . . . . .. . . . ... ... ...... 18
Side view of the SALAD Detector. . . . . . . . . . ... . ... ..... 19

Sum of the charge deposited in the wire chambers for three track D(vy. ppm~)
BVENES. . & . & i v e e e e e e e e e e e e e e e e e e e e e e e e e e e e e 22
Support structure for the wire chambers.. . . . . . ... ... ... ... 24

Position histogram for the radioactive source located at the center of a



2.11

2.12

2.13

2.14

3.1

3.2

3.3

3.4

3.5

Limits on pion and proton energies detectable in the SALAD scintillators

as a function of the scatteringangle 8. . . . . .. ... ... .......

Scintillator gain versus time for a) a typical E scintillator and b) a typical
AE scintillator. The data points are determined from cosmic ray data:

thesolidlineisalinear fit. . .. ... .. ..o

Energy resolution of the SALAD scintillators. The top plot is for the AFE
scintillators. and the bottom plot is for the E scintillators. The solid line

isafittothedata. . . . . . . .« i i i i i e e e e e e e e e e e e

SALAD scintillator’s circuitry and trigger logic. . . . . . . . .. ... ..

Feynman diagrams for the two body disintegration of the deuteron. . . .

Total photoabsorption cross section on deuterium. The experimental
points are a compilation from several experiments as plotted in refer-
ence [29]. The theoretical curves are calculated by J.M. Laget [29]. The
dashed curves include only the quasi-free diagram, whereas the solid curve

includes rescattering effectsas well. . . . . ... .. .. .. ...
Feynman diagrams for the reaction yp =+ nzx*. .. .. .. ... ... ..

Total cross sections for single and double pion photoproduction on pro-
tons. The experimental data is a compilation from two experiments as
plotted in reference [27]. The theoretical curves are calculated by J.M.
Laget [27]. The dashed curve includes the Born terms. whereas the solid

curve allows for the excitation of a A resonance. . . ... ... ... ..

Feynman diagrams foryD -+ ppm™.. . . . . . . .. .. oo

30



3.6

3.7

3.8

3.9

3.10

3.11

Experimental yield for yD — ppr~. The experimental points are ob-
tained at DESY by Benz et al. [4]. The theoretical curves are calculated
by J.M. Laget [27]. The dashed curve includes only the quasi-free dia-

gram. The solid curve includes rescattering effects as well. . . . . . .. .

Deviations from the spectator nucleon model for YD — ppr~ at a specta-
tor nucleon momentum of 50 MeV /c. The experimental data are obtained
at Saclay by Argan et. al. [2]. The theoretical curves are calculated by
JM.Laget [25]. . - - - o o o i i e e

Deviations from the spectator nucleon model for YD — ppw™ at a spec-
tator nucleon momentum of 400 MeV/c. The experimental data are
obtained at Saclay by Argan et al. [3]. The theoretical curves are cal-
culated by J.M. Laget [3]. The solid curve includes m — N rescattering.

whereas the dot dashed curve includes meson exchange currents as well.

Scattering cross section for ym — pr~ as extracted from the vD — pp7~
reaction cross section at a spectator nucleon momentum of 50 MeV/c.
The experimental points are obtained at Saclay by Argan et al. [2] The
theoretical curves are calculated by J.M. Laget [25]. . .. ... ... ..

Meson exchange Feynman diagrams for yD = ppr~. . .. . . ... ...

Deviations from the spectator nucleon model for YD — ppr™ at a spec-
tator nucleon momentum of 550 MeV/c. The experimental data are
obtained at Saclay by Argan et. al. [3]. The theoretical curves are cal-
culated by J.M. Laget [3]. The solid curve includes m — N rescattering.

whereas the dot dashed curve includes meson exchange currents as well.

95

60

61



3.12

3.13

3.14

4.1

4.2

4.3

4.4

4.5

4.6

Differential cross section for vD — ppn~ reaction. The experimental
data are obtained at Saclay by Ardiot et al. [28] The theoretical curves
are calculated by J.M. Laget [28]. The dashed curve includes only the
quasi-free diagram, whereas the solid curve includes N — N rescattering
aswell. . .. ... e e e e e
Differential cross section for yD — nnz* reaction. The experimental
data are obtained at Saclay by Ardiot et al. [28]. The theoretical curves
are calculated by J.M. Laget [28]. The dashed curve includes only the
quasi-free diagram, whereas the solid curve includes N — N rescattering

D 22 |

Feynman diagrams for the A — N interaction. . . . . ... .. ... ...

A typical reconstructed three track D(v,ppr~) event as seen in SALAD.

Vertex definition for two track events. . . ... ... ... ... .....
The z position of the vertex for events with track multiplicities > 1 from
atypical D{(y.ppr~)run. . . . . ... .. ..o oo

A 9 versus z plot for events with track multiplicity > 1 from a typical

The z position of the vertex for three track D(y,ppm~) events after the
final cuts are applied. The solid histogram is a Monte Carlo simulation.
Radial position of the vertex for three track D(vy.ppm~) events. The top
plot was obtained before the final cuts were applied. The bottom plot
was obtained after the final cuts were applied. The solid histogram is a

Monte Carlosimulation. . . . . . . ¢ & ¢ v ¢t i i o v b vt v e e e e e e

78



4.7 Average minimum distance between outgoing tracks for three track D(y.pp7~)

4.8

4.9

4.10

4.11

4.12

4.13

events after the final cuts are applied. The solid histogram is a Monte

Carlosimulation. . . . & & v ot o v o it e e e e e e e e e e e e e e e

Stopping power as a function of energy for protons and pions as calculated

from the Bethe-Bloch formula. .. . ... ... .. ............

Stopping power versus energy for three track D(v.ppm™~) events before

applying thecuts. . ... ......... ... ..

Linearized stopping power histogram for three track D(v.pp7~) events
before applying the cuts. The first peak corresponds to electrons. the
small bump (at about 0.3) is due to pions. whereas the second peak is

dueto protons. . . . . . . ...t i oo e e

Pion’s linearized stopping power histogram for three track D(vy.pp7~)
events after applying the cuts. The top plot compares the data to a
Monte Carlo simulation that does not take w~ absorption into account.
The bottom plot compares the same data to a Monte Carlo simulation

that accounts for #~ absorption. . .. .. .. ... ... ... ... ..

Stopping power versus energy for three track D(.pp7~) events after the
final cuts were applied. The figure in the top right corner is a linearized

stopping power histogram. . . . . . .. .. ... .ol e

A schematic summary of the analysis showing the different types of

D(v.ppr~) eventsanalyzed. . . . . .. .. ... ... L

83

84

85

87

89



4.14

4.15

4.16

4.17

4.18

4.19

4.20

%2 distributions for D(y,ppm~) candidates with three tracks and three
AE signals which were not used in this analysis. Figure (a) is for events
with one E pion signal, Figure (b) is for events with one £ proton signal.
and Figure (c) is for events with two E proton signals. . . . . ... ...

x2 distributions for D(v,ppr~) candidates considered in the remaining
part of the analysis. These events include three track events with three
AE signals, and either three E or two E proton-pion signals. A cut is
imposed at x* = 3 to eliminate the remaining background. The solid

histogram is a Monte Carlo simulation.. . . . . .. ... .. .......

Photon energy distribution generated by the SALAD Monte Carlo to sim-
ulate a bremsstrahlung distribution. The bremsstrahlung cross section is
obtained from Schiff [40]. and calculated at an electron energy of 284
MeV for the top plot and 290 MeV for the bottom plot, corresponding

to the two electron energies at which the experiment was conducted. . .
Efficiencies of the four SALAD wire chambers. . ... ... ... ....

Shift in proton energy due to strong interactions in plastic scintilla-
tors. The distribution is obtained from the GEANT simulation package
GHEISHA. A log scale was used to show the tail of the distribution.
The number of protons that deposit a different amount of energy than

expected due to nuclear interactions is 0.37%. . .............

Shift in pion energy as a result of absorption in the SALAD scintillators.

102

Pion lifetime distribution in units of the pion mean life 7(= 2.60 x 10™%s).104



5.1

5.3

5.4

5.5

5.6

A schematic diagram of the D(v, ppr ™) reaction showing the intermediate
process resulting in the creation of the A(1232) resonance and its subse-
quent decay. The definition of the kinematic variables used to calculate

the cross section are also shownontheplot. . . . .. ... ........

Bremsstrahlung photon energy distribution fitted to the tagger counting
rates. The plots correspond to a maximum electron energy of 284 and

290 MeV for the top and the bottom plot. respectively.. . . . . . . ...

Single differential cross section for D(7y.pp7r™~) in terms of (a) the pion’s
azimuthal angle and (b) the pion’s scattering angle as measured using
SALAD. Both angles are calculated in the A rest frame, where the direc-

tion of the A definesthez-axis. . . . « - - « ¢ ¢ c v e o s v v o o v v oo

Single differential cross section for D(«y, ppn~) in terms of (a) the A scat-
tering angle and (b) the p—=~ invariant mass as measured using SALAD.
The A scattering angle is calculated in the v — D centre of mass frame.

where the direction of the photon defines the z-axis. . .. ... .. ...

D(v.ppr™) cross section as a function of beam energy measured using
SALAD. The bottom plot is the total cross section in the measured region

plotted at the centre of that region. . . . . . . ... ............

Single differential cross section for D(y,ppr™~) in terms of (a) the pion’s
azimuthal angle and (b) the pion’s scattering angle as measured using
SALAD. Both angles are calculated in the A rest frame, where the direc-
tion of the A defines the z-axis. The theoretical curves are calculated by
J.M. Laget and corrected for the efficiency of SALAD. . . ... ... ..

111

122



5.7

5.8

Single differential cross section for D(v,pp7~) in terms of (a) the A scat-
tering angle and (b) the p—=~ invariant mass as measured using SALAD.
The A scattering angle is calculated in the ¥ — D centre of mass frame.
where the direction of the photon defines the z-axis. The theoretical

curves are calculated by J.M. Laget and corrected for the efficiency of

D(v,ppr™) cross section as a function of beam energy measured using
SALAD. The bottom plot is the total cross section in the measured region
plotted at the centre of that region. The theoretical curves are calculated

by J.M. Laget and corrected for the efficiency of SALAD. . . ... ...

123



Chapter 1

Introduction

The photodisintegration of the deuteron above the pion production threshold has been
of particular interest since the early 1960’s. While many experiments on the photo-
production of neutral and positive pions off protons have been performed leading to a
good understanding of such processes, experiments on the photoproduction of negative
pions off neutrons are scarce. Since construction of neutron targets is not practical. two
other methods have been used. The first method is to measure the cross section of the
inverse reaction, the radiative pion capture by protons. The dynamics of this process is
equivalent to the direct reaction if time reversal is assumed. The interest in testing the
time reversal invariance, however. lead to the interest in measuring the direct reaction
cross section [37].

The other method is to use a deuterium target. Since the deuteron is a loosely
bound system, neutrons may be considered to be approximately free. This is known as
the spectator model in which the photon is assumed to be completely absorbed by the

neutron, while the proton does not participate in the reaction but remains there as a



spectator carrying its original Fermi energy and momentum.

Most of the yn — pr™ cross sections were extracted from the yD — ppr~ reaction
cross sections in the framework of the spectator model. In some cases, cuts were made
to exclude regions of the phase space for which deviations from the spectator model
are expected to be large. In other cases some of the corrections related to the use of a
deuterium target were considered in doing the extraction [37. 39. 4]. The analyses of
these experiments are model dependent and since. among other factors, the effects of
final state interactions were little known, the controversial results of such experiments
were not particularly surprising. Moreover, most of these experiments suffered from at
least une of the following experimental limitations:

(1) The use of bremsstrahlung beams which resulted in a relatively large overall
uncertainty in the normalization.

(2) Poor energy resolutions of about 40-50 MeV, particularly in the bubble chamber
experiments.

(3) Explorations limited to certain regions of the phase space.

(4) Poor statistics.

(5) Incomplete determination of final state kinematics.

While early interest in the yD — ppr~ reaction stemmed from the interest in the
yn — pw~ reaction and. hence, focused on the regions of phase space in which the spec-
tator model was expected to be valid, recent interest has been devoted to understanding
final state interactions (FSI) away from the region where the quasi-free process is dom-
inant. Although FSI's have been studied in many reaction processes. yD — ppr~ offers
a unique system. One such advantage is that photonuclear reactions involve only an

electromagnetic interaction in the initial state. Since the electromagnetic interaction is



well understood, no ambiguity arises from the initial state, allowing a clean separation
of the FSI's. This is in contrast to hadronic induced reactions where strong interactions
occur in both initial and final states. Another advantage is in the use of a deuterium
target as opposed to heavier nuclei. The deuteron is the simplest bound state and its
wave function is well understood. In addition, the deuteron is disintegrated altogether.
and hence no ambiguity arises from the propagation of the outgoing particles in a nu-
clear medium. The presence of only three particles in the final state provides another
advantage. On one hand, the limited number of possible interactions allows for detailed
microscopic calculations including different ingredients of FSI's. On the other hand. the
presence of three particles in the final state (as opposed to two) provides more freedom
in the choice of the regions of phase space to focus on and study.

Of the different FSI’s that may occur in this process, the A — N interaction is the
least understood. The experimental difficulty in studying this interaction arises from
the fact that the A is an unstable particle. The A is created in the intermediate process

and decays via the strong interaction:

vD — pA = ppm”. (1.1)

The lifetime of the A is very short (width, [' = 115 MeV; mean life, 7 = 6 x 107%!s).
and the only way to get to the A — N interaction is through that very short lived
intermediate process. On the theoretical side calculating a A — N interaction imposes a
challenge as well. While calculating a two-body interaction is relatively simple. the A.
being a © — N resonance, is a composite particle. Its interaction with the nucleon is thus
a relativistic three-body problem which is quite hard to solve. Few calculations have

been put forward to investigate this interaction with limited success for two reasons.
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On the theoretical side, only approximate solutions have been considered where the
A is treated as a stable particle, with the width of the A taken into account in some
cases. On the experimental side, the amount of data available is limited. and confined
to specific reactions. There is definite need for both, detailed theoretical calculations of
the A — N interaction, as well as experimental data from various reaction mechanisms

to allow for definite conclusions and consistency checks.

In order to study such interactions in more detail. experiments with high statistical
accuracy are required for which final state kinematics are completely determined. The
difficult task of obtaining a reasonable number of counts is due to the small cross
sections of photon induced reactions which are typically ~ 1/100 times smaller than
those for hadron induced reactions. and due to the limitation on the photon beams
available. Until recently most machines suffered from low tagged photon fluxes (~ 10°
Hz) and very small duty factors (< 2%)- In addition to the difficulty of obtaining enough
statistics that such limitations imply, small duty factors result in a reduced signal to
background ratio. Moreover, since coincidence experiments are required for a complete
determination of final state kinematics. discrete detectors impose serious limitations on

statistics.

In the past decade, considerable experimental progress has been achieved. Electron
machines with duty factors up to 100% were built and used in conjunction with high
flux photon taggers. The experiment described here was performed at the Saskatchewan
Accelerator Laboratory (SAL) which can achieve duty factors of nearly 100%. Outgoing
charged particles were detected in coincidence using the Saskatchewan-Alberta Large
Acceptance Detector (SALAD). The high duty factor SAL machine and the SALAD

detector are described in some detail in the next chapter.



Theoretical calculations may be made using a diagrammatic approach. Each tran-
sition amplitude may be expanded in terms of a few relevant Feynman diagrams. Al-
though this method is completely relativistic, appropriate non-relativistic approxima-
tions may be made at medium and low energies to simplify the calculations. This
method has been used by J. M. Laget in the analysis of final state interactions and
has been quite successful in reproducing a large body of experimental data. A detailed
description of the calculation is given in the third chapter.

Detailed comparisons of the data to theoretical calculations allow an understanding
of final state interaction effects. The calculation may include different ingredients of final
state interactions. and the final state kinematics may be chosen so as to focus on the
final state interaction of interest. This method has proved to be successful. and several
final state interactions have been explored in this fashion. A detailed description of the
data analysis is presented in the fourth chapter, and comparisons of the data obtained
in the experiment considered here to such calculations are presented in the fifth chapter.

SALAD has been a useful device in the investigation of many other reactions as well.
Since it has been stationed at SAL, several experiments have been performed on D,.
3He, *He and 2C targets. Most of the data has been analyzed, and some have already
been published [21, 22, 17].



Chapter 2

The Experiment

This experiment was performed at the Saskatchewan Accelerator Laboratory (SAL).
located at the University of Saskatchewan. SAL provides a high duty factor electron
beam with an energy in the region of the A resonance. The data were taken in June
1992, using the Saskatchewan-Alberta Large Acceptance Detector (SALAD). The details
of the Saskatchewan accelerator and SALAD are presented in this chapter. as well as

the calibration measurements performed during this experiment.

2.1 Tagged Photon Beam

2.1.1 Photon Beam

The SAL linear accelerator (linac) consists of six radio-frequency cavities that accelerate
electrons up to an energy of 300 MeV. The linac produces a pulsed beam with a 2.5 us

duration. and a duty factor of 0.03%. where the duty factor is given by

n= % (2.1)
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where I is the beam intensity. Since photonuclear reactions have inherently low cross
sections, a high duty factor is desirable to obtain statistically significant data over a
reasonable period of time. In addition, a high duty factor results in an improved signal
to noise ratio. Pulse stretcher rings (PSR) have been used in the past decade to increase
the duty factor of linear accelerators to over 85% [23]. The earliest PSR successfully
achieving high duty factors was designed and built at the University of Saskatchewan.
and has been operating since the late 1980’s, increasing the duty factor of the linac from

0.03% to over 65%. The experimental program started in the summer of 1988 [10].

The pulse stretcher ring of the University of Saskatchewan has a total length of
108.78 m, with dimensions of 50.49 m by 6.64 m as dictated by the constraints of a
pre-existing building. It consists of two 180° bend regions connected by two straight
sections, as shown in Figure 2.1. The linac accelerates electrons up to a maximum
energy of 300 MeV. The beam is then injected into one of the straight sections of the
PSR. The energy of the beam in the PSR is maintained using a radio frequency system.
The beam may be extracted from the straight section opposite to the injection region.
The change in tune is achieved through synchrotron radiation losses as electrons pass
through the bend regions of the PSR [10. 24, 41].

For this experiment, technical difficulties resulted in a reduced duty factor that
averaged at approximately 44%. The duty factor as a function of time was monitored
during each run, and the beam was tuned whenever needed to ensure a high duty factor.
The electron energy achieved was 290 MeV for the first set of runs and 284 MeV for the
remaining set.

The electron beam travels through the extraction line and passes through a 15 um

thick aluminum radiator as shown in Figure 2.2, and results in producing a photon beam
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Beam Extraction Line

<+————— Pulse Stretcher Ring

Linear Accelerator

Figure 2.1: Electron Linear Accelerator and Pulse Stretcher Ring at the Saskatchewan

Accelerator Laboratory.



by bremsstrahlung. The resulting photon beam has an intensity of 107 photons/s. The
beam then emerges from the vacuum into air through an exit window which consists of
a 0.5 mm thick Al foil and 0.125 mm thick kapton foil.

The electron beam is momentum analyzed in a magnetic field. Electrons that radiate
photons in the selected energy range are bent so as to hit a 62-channel focal plane
detector (tagger). The energy of the associated photon is determined from the radius of
curvature of the recoil electron. For an electron of energy E. incident on the radiator.

the photon energy E, is given by
E,=E.-E, (2.2)

where E! is the energy of the recoil electron. Electrons that do not radiate photons in
the tagged region are dumped out through an opening in the left side of the experimental
area (as seen by the beam) using a sweeping magnet. Lead bricks shield the focal plane

from backgrounds associated with the dumped beam.

2.1.2 SAL Tagger

The photon tagging system consists of the above mentioned analyzing magnet and a
62-channel focal plane detector. The focal plane detector is made up of 63 3.2 mm thick
plastic scintillators. The scintillators are arranged in two overlapping rows. In order to
reduce backgrounds associated with the tagger. a coincidence is required between a front
row and a back row scintillator. The two rows are offset by half a scintillator to allow
for a better energy resolution. Due to this offset the 63 counters result in a 62 channel
tagger. This allows the tagging of photons with energies in the range 187-229 MeV.
and a resolution of ~ 0.6 MeV [36. 42]. The tagged energy range may be changed by
changing the magnetic field of the analyzing magnet or the electron energy. The upper
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limit of 229 MeV tagged photon energy, however, is dictated by the magnet geometry
and cannot be exceeded.

The tagger serves two purposes: it allows the determination of the photon energy.
and the determination of the photon flux required for calculating the cross section.
In this experiment, only events that result in three signals in the SALAD calorimeter
were analyzed. Such events result from photons with energies above that of the tagger
range. Since these events are overdetermined. the photon energy is determined from
the kinematics. The tagger is useful. however. in the photon flux determination. While
direct measurement of the photon flux is not possible. the photon flux in the tagged
region may be extrapolated using a bremsstrahlung distribution to determine the flux

in the untagged region. The details of this are discussed in section 5.1.2.

2.1.3 Collimation and Shielding

The bremsstrahlung photon beam was collimated using two 12.6 cm long lead collima-
tors of 15 and 20 mm diameter. The horizontal positions of these two collimators are
computer controlled. Several tests were performed in order to fine-tune the collimator
positions. The best alignment for the first collimator was first determined and the rela-
tive position of the second collimator was subsequently determined while fixing the first
in place. Since electrons and positrons may be produced by the beam hitting the edge
of a collimator, the best alignment was determined by minimizing both the ratio of the
total coincidences (between SALAD and the tagger) to the tagger sum. and the electron
to proton ratio. Figure 2.3 shows a typical plot.

A clean-up magnet was placed downstream of the collimators to deflect secondary

electrons produced on the collimators. Several trial runs were performed with this
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magnet off or on with a field of 3.0 kG. Results showed no improvement in the interrupts
to tagger sum ratio or in the electron to proton ratio with the magnet on. The clean-up
magnet was turned off for all D(v,ppr~) data runs.

A lead wall 9 cm thick was placed between the clean-up magnet and the upstream
end of SALAD to provide shielding from backgrounds associated with the beam dump.
A third collimator 13.3 cm long of 30 mm diameter was fitted into a hole in the lead
wall to allow the beam to pass through. This collimator size was chosen to be large
enough such that the primary collimated beam was not affected. SALAD was aligned
so that its axis coincided with that of the beam.

To further reduce the background, a 26.0 cm long, 2.32 cm thick removable lead
shielding tube was designed with an outside diameter of 12.1 cm and was mounted at
the upstream end of SALAD as shown in Figure 2.6. While the shielding is expected
to reduce the background. a quantitative estimate of this reduction was not determined

since the shielding was used in all runs due to difficulty in removal.

2.1.4 Beam Flux

In order to determine the incident photon flux. tagging efficiency measurements are
required. The incident photon flux cannot be directly determined from the counting
rates of the tagger for two reasons. First. background electrons may be detected by the
tagger which do not originate from the radiator and hence do not correspond to tagged
photons. Secondly, the use of collimators results in cutting part of the photon beam.
Electrons that radiate photons may thus be detected by the tagger. while the associated
photons may not make it into the target region.

The tagging efficiency was measured using a lead-glass detector. The lead-glass de-
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tector was placed behind the downstream end of SALAD. The cross sectional area of the
lead-glass detector was bigger than that of the collimated beam. The number of tagged
photons, N, is measured by requiring a coincidence between the lead-glass detector
and the tagger. A background correction is made by repeating the same measurement

with the radiator removed. The tagging efficiency, 7:,,. is then given by

N, - ZN,
g = 1 (2.3)
Tteg Ntag—? t,ag

where N, is the number of tagged photons with the radiator in. N_ is the number of
coincidences between the lead-glass detector and the tagger with the radiator removed.
Niag (Ny,,) is the tagger channel sum with the radiator in (out). and 7 (7') is the time

of the measurement with the radiator in (out).

Tagging efficiency measurements were carried out at a much lower photon flux rate
than production runs to avoid damage to the lead-glass detector; the tagging efficiency.
however. is flux independent. After tagging efficiency measurements were made. the
high voltage on the lead-glass detector was turned off and the detector was moved away
from the beam line under computer control. Several tagging efficiency measurements
were performed during this experiment. The background ratio (N;/Ny,,) in these mea-
surements was typically less than 0.5%, and the time ratio (7/7') was of the order of
one. As may be seen from Figure 2.4, the tagging efficiencies fall into two groups. aver-
aging around 49% and 56% (summed over the 62 tagger channels). The shift in tagging

efficiency was due to a major tuning of the beam. Due to this shift, the cross section

was calculated separately for the data obtained before and after the beam tuning.
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2.2 Gas Target Cell

Small counting rates are expected from photonuclear reactions due to typically small
cross sections. A target should therefore be carefully designed so as to optimize the
counting rate. Since the counting rate is proportional to the number of target particles
per unit area, a large areal thickness would optimize the counting rate in SALAD. On
the other hand, the radial thickness of the target should be small to reduce the energy
lost by scattered particles inside the target. and allow such particles to be detected.
The target used in this experiment is a pressurized cylinder with overall length of
237 cm and an inner radius of 5.05 cm. The main portion of the target is made up of
208.3 cm long mylar lined carbon fiber tubing. Two 33.020 cm long x 0.079 cm thick
aluminum tubes are inserted into each end of the fiber tubing. An aluminum flange and
an aluminum dome are attached to the upstream and downstream ends of this assembly.
respectively. The flange is used to mount a mylar window. A 60 cm long section of
this mylar lined carbon fiber tubing has been tested to a pressure of In this experiment.
the target was filled with deuterium gas at room temperature with an initial absolute
pressure of 6.99 atmospheres. Small amounts of leakage caused the absolute pressure to
drop to 6.42 atmospheres at the end of the one week long production run. The target

is described in detail elsewhere [7. 30].

2.3 The Detector

An end view of SALAD is shown in Figure 2.5. The gas target cell is mounted in
the center of the detector with its axis parallel to that of SALAD. The target may be

inserted or removed at any time during the experiment. Surrounding the target are
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two inner wire chambers each containing 36 wires followed by two outer wire chambers
each containing 72 wires. The wire chambers are 120 cm long. and are labeled 1 to 4
starting from the innermost chamber. The wire chambers are surrounded in turn by the
calorimeter, an assembly of 24 AE — E scintillation counter pairs. The overall diameter
of the detector is 75 cm. A side view of the SALAD detector is shown in Figure 2.6.

The detector’s design and calibration are described in detail elsewhere [7. 30].

2.3.1 Wire Chambers

All the wires in the four chambers are aligned parallel to the detector axis. The 36
wires in chambers 1 and 2 are 10° apart. The wires are staggered by half a cell so that
wire #1 in chamber 1 is positioned at a ¢ angle of 10° while wire #1 in chamber 2
is positioned at an angle of 5°. The 72 wires in chambers 3 and 4 are 5° apart. and
staggered by half a cell. Wire #1 in chamber 3 is at an angle of 5° while that in chamber
4 is at an angle of 2.5°. The wire chambers are used to provide a three dimensional
position determination of passing charged particles, using charge division to obtain the
z coordinate of the hit.

The chambers operate on the principle of charge division and are operated in the
self-quenching streamer (SQS) mode [6]. The chambers are filled with a mixture of 70%
isobutane gas (C;Hio) and 30% Argon by volume. Argon provides a high charge gain
due to gas multiplication, while isobutane absorbs the ultraviolet photons that cause the
discharge to propagate along the wire, thus localizing the position of charge deposition
on the wire. This allows operation with high gain and good resolution.

The support structure of the wire chambers is shown in Figure 2.8. The walls of the

wire chambers are made up of low density polyurethane. This reduces the energy loss
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Figure 2.5: End View of the SALAD Detector.
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of passing particles allowing them to be detected in the calorimeter while avoiding dead
zones which would result from the use of supporting rods. This foam is lined on both
sides with a thin sheet of kapton, coated with a conducting film of graphite. The wires
in each wire chamber are separated by a thin ribbon of graphite coated Kapton. The

ribbons and walls are connected to a negative high voltage source.

2.3.1.1 ADC Pedestals

Signals from each end of the wires in the four chambers, as well as each end of the
AE and E scintillators are sent to a fastbus ADC. This results in a total of 528 ADC
channels for which a pedestal calibration is required. At the beginning of each SALAD
experiment a pedestal run is performed by reading the ADC values with no input signal
for a large number of random trigger events (typically hundreds of thousands of events).
These are called off-line pedestals. These ADC pedestals are then downloaded to the

data acquisition computer and used in the data compression and the on-line analysis.

Since pedestals typically drift over time, the ADC pedestals are measured contin-
uously during the experiment. In this experiment an ADC pedestal readout was per-
formed after each 10,000 events. These are called on-line pedestals. On-line pedestals
were grouped together in six groups, each spanning a period of about 24 hours. and
the appropriate group was used in the data analysis. Variations of the pedestals within
each one of these groups are less than 0.5%. Variations of the pedestals between any

two groups is less than 4%.
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Wire Chamber # | High Voltage (kV) | Leakage Current (zA)
1 -3.7 ~90
2 -3.8 ~75
3 -3.9 ~40
4 -3.8 ~50

Table 2.1: Applied high voltages and measured leakage currents on the four SALAD

wire chambers during the D(v, ppm~) experiment.

2.3.1.2 High Voltage Calibrations

The high voltages that were applied to the wire chambers in this experiment are listed in
Table 2.1. The optimum voltage was chosen separately for each chamber by considering
the total charge deposited in that chamber by outgoing protons. The charge collected
at both ends of all wires in a chamber, Q,un. is shown in Figure 2.7 for each chamber

using protons from D(y.ppw~) events.

2.3.1.3 Position Calibrations

The charge deposited is collected at the upstream and downstream ends of the wire.
The z position of the hit is, to first order. linearly proportional to AQ. given by

A, - Ay

= A TA; (2.4)

AQ

where A, and A, are the ADC values of the upstream and downstream ends of the wire.
respectively. Gain mismatch between the upstream and downstream end electronics

require second order corrections. The dependence of z on AQ in this case is given by
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the equation

Z=L0+L1XAQ+L2XAQ2 (2.5)

where L, is the effective wire length, and L, and L, account for differences in input
impedance and gain mismatch between the upstream and downstream electronics. These
coefficients are determined from wire chamber calibration measurements.

The wires are calibrated using two *Fe sources located between the inner and outer
wire chambers as shown in Figure 2.8. One of these sources illuminates the inner
chambers while the other illuminates the outer. The sources are well collimated and
their positions are computer controlled. When not in use, the sources are parked in
shielded areas. For a source calibration, the sources are positioned successively at
several z locations. For each z position. the sources are rotated around the axis of the
detector in steps of 5°. While these sources may not be precisely aligned with respect
to one another, the relative positions of the two sources may be determined by tracking
cosmic ray particles through the detector. In this way it was determined that in this
experiment the two sources were misaligned by -13 mm, and this correction was made
to the calibration.

In this experiment two source calibration measurements were performed. Measure-
ments at seven z positions were made (z = 0, £150, +£300. £450 mm). A quadratic
fit of z versus AQ was used to determine the constants of equation 2.5. One of these
calibration measurements was used in the analysis of the data, whereas the other was
used to determine the error in the measurement. The resulting difference in the number
of good events between the two measurements is less than 2%. The same calibration
file was used to generate and analyze Monte Carlo events to ensure perfect consistency

with the data. Several wires resulted in a bad spectrum. These wires were turned off
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Wire Chamber Wires

et

13

15,19, 23
5. 27. 39. 40, 61

LW | =

9, 23, 24. 40. 41, 42. 59, 71

Table 2.2: Wires excluded from the D(y,pp7~) analysis.

in both the data analysis as well as in the Monte Carlo. Table 2.2 contains a list of the
bad wires.

For a source run, the trigger is provided by the wire chamber signals. Schmitt
triggers are used at both ends of each wire. The wires from the four wire chambers are
organized in 12 sectors. Each sector contains three wires from each inner chamber. and 6
wires from each outer chamber. The Schmitt triggers in a given sector are enabled only
when the wires in that sector are illuminated by the source. The readout is triggered

by a single hit at either end of a wire in the active sector.

2.3.1.4 Angular Resolutions

The wire chambers provide a determination of the coordinates of outgoing charged
particles. The finite spacing between the wires limits the ¢ resolution to about o, = 2.6°.
Two factors limit the z position resolution in a source calibration measurement. The
first factor results from the input impedance of the amplifying circuit. This results in
a resolution that is z dependent; being minimum in the middle and maximum near the
ends. The other factor is due to the finite collimation of the source to about 0.5 mm.

The overall resolution varies from 1.2 mm at the center to 2.5 mm standard deviation
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near the ends. Figure 2.9 shows a z position spectrum when the source is located at
z=0.

Once a charged particle is tracked through the wire chambers, its angle 6 may be
calculated. The resulting resolution in 6 is §-dependent. Figure 2.10 shows the variation
in g, as a function of . The z dependence of oy resulting from the different z position

resolution along the wire is neglected.

2.3.2 Calorimeter

The AE scintillators are 180.3 cm long whereas the E scintillators are 182.9 cm long.
Each of the 24 AE — E scintillators subtends an angle of 15° in ¢. The AE scintillators
are 0.32 cm thick. while the E scintillators are 12.75 cm thick. Photomultiplier tubes
are attached to both ends of each AE and E scintillator via light guides. Since the
scintillator bars are 1.83 m long, Bicron BC-408 and BC-412 were chosen for their long
attenuation lengths. Each of the AE and E scintillators is separately wrapped in a thin
sheet of aluminized mylar. The calorimeter is sealed as a unit by a steel cylinder from

the outside and a black vinyl tube from the inside.

2.3.2.1 Scintillator Thresholds

The SALAD scintillator thresholds are a function of both the particle energies and the
track angles. As shown in Figure 2.11, the minimum threshold occurs at 90°. at which
angle a pion needs a kinetic energy of about 10 MeV to deposit enough energy in the
scintillators and result in a signal that exceeds threshold; whereas the threshold proton
energy is about 20 MeV. On the other hand, the scintillators are capable of stopping

pions and protons with a maximum energy of 60 MeV and 140 MeV. respectively.
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incident at an angle of 90°. Since the maximum kinetic energy available for the three
final state particles is ~ 155 MeV (maximum electron energy minus pion mass). the
amount of energy/particle available is low enough that particles with enough energy to

punch through the scintillators are unlikely.

2.3.2.2 PMT High Voltage Calibrations and Gain Measurements

Gain calibrations of the AE and E PMT’s were first determined from p-p elastic scatter-
ing at TRIUMF [30]. In two body elastic scattering, a knowledge of the direction of one
of the outgoing particles allows a complete determination of the final state kinematics.
When a proton is detected, its direction may be determined by tracking it through the
wire chambers. Its energy may therefore be calculated, corrected for energy losses in
the walls of the target and wire chambers, and compared to the measured ADC value.

The ADC values recorded at the upstream and downstream ends of a scintillator
are given by

ADC, = aNge™*, (2.6)

and

ADC,; = BNge ME~9), (2.7)

where « and 3 are factors that depend on the light collection efficiency and the external
electronics including the PMT gain. Nj is the total number of photons emitted in
the scintillator, A is the scintillator attenuation length, and z is the distance from the
upstream end of the scintillator to where the hit occurred. We may then define a2 mean

ADC value as

ADC = /ADC, x ADC; = (VaBe *:/?)N,. (2.8)
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The energy deposited in a scintillator is, to first order, proportional to Nyo. We then

have

‘/’igewz)m, (2.9)

Edepon'ted =kNp = ( p

where k is a constant. Defining,
Vape /2
k

gain = (2.10)

we have.
gain = —AP—C—— (2.11)
deposited

Gains may thus be determined using equation 2.11. A knowledge of neither a and 3
nor the attenuation length is required to determine the gains. It is worth noting that
the term “gain” in this case does not refer to the PMT gains alone. but includes the
attenuation length and the light collection efficiency as well.

Since gains drift with time, a re-calibration was required at the time of our experi-
ment. Cosmic rays provide a convenient source of radiation that may be used for this
purpose. The energy loss of cosmic rays in the AE and E scintillators was measured at
TRIUMTF after the gains were determined from p-p elastic scattering. This measurement
may be repeated at any future time allowing a redetermination of the gains.

The scintillator gains are determined at the beginning of each experiment using
cosmic ray data. The PMT high voltages are adjusted so as to approximately match
the gains among the 24 AFE and 24 FE scintillators. Several cosmic ray data sets are
acquired during each experiment to determine the PMT gain drift. Gains were also
determined from D(v,pn) and *He(v.pD) experiments. which provide a large number
of events with overdetermined kinematics. This allows a consistency check on the gains

determined from cosmic ray data.
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Six cosmic ray data runs were performed during the June 1992 SALAD run which
includes the D(v,ppr—) and the '2C(v,pp) experiments. The two experiments were
performed over a four-week period. The gains determined from these six runs were
observed to decrease steadily over the four-week period, for both the AE and E scin-
tillators, as may be seen from Figure 2.12. The gain of each AE and E scintillator was

fitted to a function of the form
gain = gy + g1t. (2.12)

where g and g, are constants determined from the fit.

During the data analysis, the proper gains are calculated at the beginning of each
run from the formula above. Each D(y, pp7~) run spans a period of about 90 minutes.
during which time the variations of the gains are negligible. Monte Carlo events were
generated and analyzed with the value of the gains computed from equation 2.12 at the

middle of the D(v.ppr~) run.

2.3.2.3 Light Output Corrections

Plastic scintillator light response is linear for electrons of energies above 125 keV. For
heavier particles the response is non-linear up to much higher energies. Electrons
stopped in plastic scintillators result in higher light output than heavier particles of
the same incident energy [9]. This phenomenon is a result of the saturation of available
atomic states that occurs due to the high ionization density along the particle’s track in
the case of protons and other heavy charged particles. In this case. part of the energy
deposited is dissipated non-radiatively. Although this process is not described exactly.
several semi-empirical formulas have been advanced. The parameterization of Wright

was used in the present analysis [43].
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2.3.2.4 Energy Resolution

The energy resolution of the scintillators was determined from overdetermined kinemat-
ics obtained from the 3He(v,pD) and D(y.p)n experiments. Figure 2.13 shows a plot
of o as a function of energy deposited in the AE and E scintillators. The data are fit
to a function of the form oz = A+ BVE, where both A and B are determined from the

fit. These resolutions are used in the Monte Carlo to simulate the scintillators’ response.

2.4 Trigger and Data Acquisition

A total of 82 hours of beam on target were achieved in this experiment. The acquired
data were written to magnetic (8 mm video) tapes. About 10% of these data were
analyzed on line and many histograms were monitored during each run. A total of 87
D(«.ppr™) runs were performed. A typical D(v,ppr~) run results in 300 megabytes of

data and consists of ~ 1 million coincidence triggers.

2.4.1 Trigger Electronics

The SALAD trigger electronics are shown in Figure 2.14. Two different calorimeter
trigger circuits are available. In the first circuit, the four output signals from both the
upstream and the downstream ends of a AE — E scintillator pair are sent to a four-fold
coincidence unit. Different combinations of these four signals may be computer selected.
and the desired thresholds may be demanded.

In the second circuit, the four AE — E signals are sent to a fan in / fan out module
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Figure 2.13: Energy resolution of the SALAD scintillators. The top plot is for the AE
scintillators, and the bottom plot is for the E scintillators. The solid line is a fit to the

data.
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and summed in the form

AE, + fE,. (2.13)

where AE, (E,) is the sum of the upstream and downstream AE(E) signals. and f is
a constant determined by the signal attenuation and tube gains of the AE counters
relative to the E counters. This sum may be required to exceed a certain computer
selectable threshold referred to as a sum-threshold. The sum-threshold approximates a
stopping power discriminator.

The two calorimeter trigger circuits may be used alone or in coincidence. The output
from the 24 coincidence units are sent to a 24-input multiplicity logic unit (MLU). This
allows triggering on multi-particle final states. The multiplicity is computer selectable
and may be set to require anywhere from 1 to 4 AE—E scintillator pairs. In a production
run. the calorimeter trigger may be required to occur in coincidence with the tagger.

For cosmic runs. since cosmics are minimum ionizing, the first of the above described
triggers is used. The selected combination is for 2(Eypstream E jownstream) t0 be above a
reasonably low threshold. For production runs, the sum-threshold is used in coincidence
with a (AE,pstream * AEBdownstream) trigger. Since the major background at SAL is due
to electrons and positrons resulting from v — e*e™ pair production. the sum-threshold
allows an on-line rejection of a good fraction of this background.

For reactions with three particles in the final state, at least five quantities should be
measured for a complete determination of final state kinematics if the beam energy is
known. In the analysis of the D(v, ppm~) reaction a fitting program was used where only
overdetermined events were analyzed to allow a high confidence level. and an accurate
determination of the kinematics. A minimum of multiplicity two trigger was therefore

used. The experimental trigger is usually required to occur in coincidence with the
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tagger, but since the maximum tagged photon energy was 229 MeV. for tagged events.
the vertex energy of at least one of the outgoing particles is in most cases too low for
that particle to reach the calorimeter and cause a trigger. Many three track events may
therefore be lost. To avoid this, the trigger multiplicity was set such that multiplicity
two SALAD triggers were required to occur in coincidence with a tagger signal. while
multiplicity three SALAD triggers were accepted without requiring a tagger signal. This
is called a multiplicity 2 + 3 forced trigger. Events with a multiplicity 2 trigger were
analyzed and found to be mostly background. Only events with a multiplicity 3 trigger

are presented here.

2.4.2 Data Acquisition

A Motorola VME system was used for data acquisition. The system was first used in
this experiment. and resulted in drastically increasing the speed of data acquisition over
previous SALAD operation. The limiting factor in the speed of the data acquisition
is now the leakage current on wire chamber 1. which imposes a limit on the photon
flux. Typical values of the leakage currents on the wire chambers for the D(y.ppr™)
experiment are listed in Table 2.1. The leakage current on wire chamber 1 is highest
since this chamber is closest to the beam line. and a large fraction of the background in
SALAD occurs at small angles (section 4.1.1).

The rate at which particles are detected in one of the tagger middle channels is called
the e-29 rate. The leakage currents cited in Table 2.1 were obtained at an average e-
29 rate of about 65 kHz. While the wire chambers are expected to withstand higher
leakage currents, the e-29 rate was kept at a reasonably low value, such that the leakage

current on wire chamber 1 does not exceed 100 mA. This was mainly done to keep
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the hit multiplicity reasonably low so that particles may be easily tracked in the wire

chambers.
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Chapter 3

Theory

3.1 Introduction

Although several calculations are available for the photo- and electro- disintegration of
the deuteron [31, 29], only one calculation has been done for YD — ppn~. This cal-
culation is carried out by Jean-Marc Laget. and has been very successful in describing
previous experimental data. In this chapter the details of this calculation will be pre-
sented, as well as comparisons to this data. Comparisons of Laget’s calculation to the

SALAD data will be presented in the fifth chapter.

3.2 Laget’s Model

For a three body reaction of the form

a+b—+c+d+e (3.1)
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the total momentum and energy in the initial state are given by
ﬁx’ = ﬁa + ﬁb

and

E;=E,+ E;.

Similarly the total momentum and energy in the final state are given by
Py =p.+pa+p.

and

E;=E.+E.+E..

The relative velocity of particles a and b is
[va — vs]-

The nine fold differential cross section for this process is then given by

., d°p. d®ps d’p.

(21r)

(3.2)

(3.3)

(3.4)

(3.5)

(3.6)

(3.7)

where the initial states are averaged and the final states are summed over. and N; is

the number of initial spin states. The factor T'; that appears in this equation is the

transition matrix element given by
Ty = (¢!IT|¢.'),

where

T=V+V T.

E-H,

and V is the interaction.
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It is conventional in low energy nuclear physics to calculate the scattering cross sec-
tion by solving the Schrédinger equation assuming a certain model for the interaction.
The wave function is usually expanded in terms of partial waves, and the Schrédinger
equation is solved for each partial wave. At higher energies more partial waves con-

tribute. and the calculation becomes more difficult.

An alternative method that may be used in this case is to expand the cross section
in terms of Feynman diagrams. This method has been particularly successful when
dealing with electromagnetic interactions. The weak nature of the interaction results in
a coupling constant a, where « is the fine structure constant (=1 /137). Since a < 1.
a perturbative expansion may be used, allowing the calculation of the cross section to
the accuracy desired. In contrast. the strong interaction has a coupling constant of the
order of unity, and it is no longer obvious that a perturbative expansion will work. If
such a method is to be used when dealing with the strong interaction. a calculation of
the matrix elements corresponding to these Feynman diagrams has to be performed.
and it has to be shown explicitly that the higher order Feynman diagrams will indeed
result in small contributions. If this is the case, once the cross section is calculated. a
comparison to the data may be made, allowing a confirmation that the selected set of

Feynman diagrams is sufficient in describing the cross section.

This model has two additional advantages, the first of which is that the model
is completely relativistic. In the energy range of interest. however. a full relativistic
treatment is not required. Since a semi-relativistic treatment greatly simplifies the
calculations, only terms up to the order of p?/m? are retained in the calculation of the
transition amplitudes. The model also allows the calculation of the matrix element for

each of the Feynman diagrams separately. This allows each Feynman diagram to be
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Figure 3.1: Feynman diagrams for the two body disintegration of the deuteron.

singled out and its effects investigated. thus providing an excellent way of investigating

the effects of the different final state interactions.

For example. the two body photodisintegration of the deuteron may be expanded
in terms of the Feynman diagrams of Figure 3.1. Figure 3.2 shows the cross section for
this process. The data is a compilation from several experiments. Laget’s calculation
is shown including only the quasi-free process (diagram I of Figure 3.1) as the dashed
curve, and including contributions from two nucleon mechanisms as the solid curve.
The two nucleon mechanisms include the production of a pion at one nucleon which
is absorbed by the other (diagram II of Figure 3.1). as well as the nucleon-nucleon
rescattering diagram (diagram III of Figure 3.1). The contribution of the quasi-free
process dominates the cross section at low energies. At higher energies contributions
from the two nucleon mechanisms become important, increasing from about 10% at

E, =10 MeV to about 30% at E, = 100 MeV [26, 29].

Laget’s method consists of expanding the transition amplitudes corresponding to
the different Feynman diagrams in terms of the resonant singularities. This allows each

diagram to be singled out and its effects to be examined by choosing the kinematics
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Figure 3.2: Total photoabsorption cross section on deuterium. The experimental points
are a compilation from several experiments as plotted in reference [29]. The theoretical
curves are calculated by J.M. Laget [29]. The dashed curves include only the quasi-free

diagram, whereas the solid curve includes rescattering effects as well.
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Figure 3.3: Feynman diagrams for the reaction vp — nn™.

in the physical region to be close to the singularities. For example. the amplitude of
the elementary reaction yp — nn* may be expanded in terms of the Born terms and
the A(1232) resonance, as shown in Figure 3.3. The Born terms result in a strong
background with little variation with energy. as may be seen from Figure 3.4. The
amplitude responsible for the creation of the A(1232) has a pole near the mass of the
A and results in the strong variation of the cross section in the corresponding energy

range [27].

3.3 Calculation of the yD — ppr~ Reaction Cross Section

The diagrammatic expansion for the vD — ppr~ reaction is shown in Figure 3.5. The

kinematic equations for this reaction in the laboratory frame may be written as

-

c=g+p+p2 (3.10)

&

and

k°+ Mp = p° +p] + 3. (3.11)
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Figure 3.4: Total cross sections for single and double pion photoproduction on protons.
The experimental data is a compilation from two experiments as plotted in reference
[27]. The theoretical curves are calculated by J.M. Laget [27]. The dashed curve includes

the Born terms., whereas the solid curve allows for the excitation of a A resonance.
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where (k°, E), (s°. @), (p%,P1) and (p3.pP2) are the four-momenta of the photon. pion.
and the two nucleons, respectively. When the photon beam energy is known. five in-
dependent variables must be measured for a complete determination of the final state
kinematics. If the measured quantities are the pion momentum and one proton direction
(4. 0x, $x.01,6,), a measurement of the differential cross section. do/dudS?,. is possible.

A calculation of the cross section gives [25]

do = Q pglﬁda do . (3.12)
digdQ;  |Fem| polBips — piP1 - P2l dP2(dQz)em

where Q is the total energy of the detected nucleon-pion pair in their center of mass (cm)
frame. The reduced cross section may be expressed as a sum of the matrix elements

corresponding to the six diagrams of Figure 3.5 [25]

dO’ _ 1 Iizcm lmz _]_'. Z
dﬁ2[dQﬂ]cm (21[’)5 4IEIP3Q 6 e.M,my ,my

ZME(Ez €. ﬁe M’.ﬁ].?m17ﬁ2?m2) - ZMI'(L.:~ €. ﬁ'. M’ﬁ27 m?.sﬁle ml) . (3-13)

i=1 i=1
where ¢ is the photon polarization. and M, m,, and m, are the magnetic quantum
numbers of the deuteron and the two nucleons, respectively. and m is the nucleon mass.
The Pauli exclusion principle is taken into account by subtracting two matrix elements

in which the two outgoing protons are interchanged.
In the sections below Laget’s calculations of the above matrix elements are presented.

and comparisons to previous experimental data are made.

3.3.1 The Single Nucleon Term

The first order Feynman diagram is the quasi-free diagram (diagram I of Figure 3.5).

and as in the case of the two body photodisintegration of the deuteron, it accounts for
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Figure 3.5: Feynman diagrams for yD — ppn~.
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most of the yD — ppr™ cross section. In this approximation the photon is absorbed
by the neutron. The proton does not participate in this reaction and remains there as

a spectator, carrying its Fermi energy and momentum.

The matrix element for this diagram may be written as [25]

Ml(iév €. ﬁz M7517m12527m2) =

T Z Z (lm,sm,[lM) (‘;'(ms - mZ)%mZIms) X

my,m, [,

ul(Pz) Y,’"‘(ﬁz) T-,..-v(ﬁl,'mh 'ﬁzzms - mg). (3.14)

The D — np vertex in this diagram is defined by the deuteron wave function. u(p2)Y;™ (pz)-
where both an s- and a d-wave component are allowed. The wave function is chosen to
be of the Hulthén form with a soft core. It has been shown by Laget that the different
deuteron wave functions give similar results as the matrix element is strongly depen-
dent on the low momentum distribution of the wave function. and typical deuteron wave
functions give similar results in this range. The YN — N« vertex may be obtained from

the transition matrix element T'(yN — N), which is computed up to order p?/m? and

given by [5]
) _ G1(Q)Gs(Q)
TN = N) = CeCy gy o ®
S 4 ° - O 7 M - - -]
(xrlS - [u - ﬁ;p.x] st [(k - ——“‘;ﬂp_s) x e] i) (3.15)

where § is a transition spin operator which connects the four component A(1232) with

the two component nucleon Pauli spinors. and pa is the total momentum of the pion-
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nucleon pair. The product of the pionic and the electromagnetic isospin factors are [5]

v2/3  for m — pr~
C:Cy={ —v2/3 for 1p = nwt . (3.16)

2/3  for vp— pr°andyn — nx°
The two form factors that appear in this transition matrix. G,(Q) and G3(Q). corre-
spond to the YN'N (or YNA) and the N (or NwA) vertices. respectively. The width
of the A, I'(Q). is allowed to be momentum dependent. Each one of these parameters
(the form factors and the A width) should be determined together with the mass of the
A at its peak, M. To get an accurate determination of the values of these parameters
one needs to fit as much experimental data as available. Fortunately, three of these
parameters, G3(Q), [(Q) and M, appear in the transition matrix element for reactions

of the type *N — 7w N. In this case the transition matrix is given by [5]

Tji(xN = «N) = C? g %‘fﬁﬁir >
xs1$ - [ g — ;I—PA] st [‘Ix - M—P.\] Ix:)- (3.17)
where the kinematic equations are
a +p! =q5+p5=pi (3.18)
and
G +0: =§r + Py =Pa (3.19)
and the pionic isospin factor is given by [5]
1 for wtp—=atp and TR TN
Ci= 1/3 for mporp and *n—7tn - (3.20)

+v2/3 for mp—a°n and 7w n —
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These three parameters have been determined by fitting the experimental cross
sections for ®~p = ©~p, #tp = n¥p and #~p — =°n [28]. The resulting parameters

are as follows [28]

M, = 1231 MeV (3.21)
_ [ ) M, 1+ (R|Zsl)?
(Q) = 109 (lé'al 0 TR MeV (3.22)
_ 9 1+ (R|gal)? -1
Gs(Q) = m,,!/—_1 @ MY (3.23)
where
R =0.00552 MeV ™! (3.24)
gs = 2.13 (3.25)
1
@1 = 55197 = (m+mo)?[Q? - (m — )] (3.26)
1
a1 = 53 V/IME = (m m IR — (m =) (3.27)

This leaves one parameter undetermined, the electromagnetic form factor G:(Q). This
parameter may be determined by fitting the experimental cross sections for the reactions
4n — pr~ and yp = nw*. This results in [28]

My+m [4m

G, = U 37 (3.28)
where
g1 = 0.282. (3.29)

The resulting values of all parameters are in good agreement with those determined
from other models, and the theoretical calculations are in good agreement with the

shapes of the experimental cross sections for all five reactions.
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When [p1| 3> |p2|. the antisymmetrization in the quasi-free matrix element. M,.

may be neglected, and the reduced cross section takes the simple form [28]

do - do
AN (1 + Bz cos 6;) p(|P>]) m(Q’w)’ (3.30)

where p(|p2|) is the momentum distribution of the spectator nucleon. and w is the angle
between the photon and the pion momenta. This is the so-called spectator model. in
which the dependence on the spectator nucleon is separated out through the factor
(1 + B2cos2)p(|p2|). The other factor, do/[dQz]em(Q-w). is the cross section for the
elementary reaction yn — pr~, and depends only on @ and w.

Once the quasi-free contribution is calculated a comparison to the experimental data
may be made. This allows a check on the deviations from the quasi-free contribution. As
may be seen from Figure 3.6, for small values of the spectator nucleon momentum. the
agreement is quite good. Deviations start to appear above p, ~ 200 MeV/c. indicating
the need for calculating the FSI contributions in this region [27].

FSI effects may be further examined by looking in specific regions of phase space
where certain diagrams have important contributions. For example, if Q. w and p, are
kept constant, deviations from the quasi-free distribution may be examined by plotting
these deviations against the scattering angle of the spectator nucleon. Figure 3.7 shows
such a plot at a small value of the spectator nucleon momentum (p, = 50 MeV/c).
As expected, deviations from the quasi-free diagram calculation at this momentum are
quite small {2]. Figure 3.8 shows the same kind of plot where p, is fixed at a value of
400 MeV/c to suppress the quasi-free contribution [3]. In this case strong deviations
are seen. These deviations may be accounted for by considering the contributions from
other diagrams. The details of which are discussed in the next few sections.

The quasi-free diagram is adequate in describing the experimental data for small
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Figure 3.6: Experimental yield for ¥D — ppm~. The experimental points are obtained
at DESY by Benz et al. [4]. The theoretical curves are calculated by J.M. Laget
[27]. The dashed curve includes only the quasi-free diagram. The solid curve includes

rescattering effects as well.
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Figure 3.7: Deviations from the spectator nucleon model for YD — ppn~ at a spectator
nucleon momentum of 50 MeV/c. The experimental data are obtained at Saclay by

Argan et. al. [2]. The theoretical curves are calculated by J.M. Laget [25].
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Figure 3.8: Deviations from the spectator nucleon model for yD — ppn~ at a spectator
nucleon momentum of 400 MeV/c. The experimental data are obtained at Saclay by
Argan et al. [3]. The theoretical curves are calculated by J.M. Laget [3]. The solid curve
includes * — N rescattering, whereas the dot dashed curve includes meson exchange

currents as well.
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values of the spectator nucleon momentum (p, < 200 MeV/c). In this region. the
elementary reaction yn — pw~ may be extracted from the yD — ppm~ reaction cross
section in the framework of the spectator model. The data may be compared to the
full calculation of the elementary transition amplitude as in Figure 3.9. The calculation
may also be compared to the yp — nx* reaction cross section. In both cases the
agreement is quite good and yields confidence in the calculation of the elementary

transition amplitude [5].

3.3.2 Rescattering Effects

The first contribution to the FSI's to be considered is that of the one loop diagrams.
These are the # — N and N ~ N rescattering effects (diagrams II and III in Figure
3.5, respectively). The quasi-free diagram together with these two diagrams accounts
for the bulk part of the total yD — ppm~ cross section, as may be seen from Figure
3.6. Although the contributions of these two diagrams to the total cross section is small
relative to the quasi-free diagram. their effects may be examined by focusing on the
regions of phase space where they are expected to be large. In the next two sections
Laget’s calculation for these two diagrams is presented and compared to experimental

data.

3.3.2.1 w — N Rescattering

Two possible absorption mechanisms contribute to this process. In the first case the
photon gets absorbed on a neutron, as in the quasi-free case. This results in producing
a proton and a 7. The second vertex in this case will thus correspond to #~p — 7~ p

scattering. In the second case the photon gets absorbed on a proton resulting in a
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Figure 3.9: Scattering cross section for yn — pn~ as extracted from the D — ppmw™~
reaction cross section at a spectator nucleon momentum of 50 MeV/c. The experimental
points are obtained at Saclay by Argan et al. [2] The theoretical curves are calculated
by J.M. Laget [25].
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proton and a °. The second vertex will then correspond to 7°n — w~p scattering. The

matrix element for this diagram may be written as [26]

M[I(Eseeﬁt Mtﬁlt"‘lzﬁZst) =
. 1 1 @5 1 uo(p)TyxTex
_ 1 M o 1NIEN
(] Z (5’”11:2'"1}3'1 )/-(277)3 /—47f qz_mi_*.ie

m,,m,

(3.31)

where
T~,,;-T n = [T(ym = p)T(x"p = n7p) — T(yp = x°p)T(x°n = =7 p)] . (3.32)
and ¢ is the square of the pion four momentum
¢ =(q°)" — (D* (3.33)

Only the s-wave contribution of the deuteron wave function. u,(p2). has been con-
sidered. Similarly the particular choice of the deuteron wave function is not important.
as they yield similar results in the low momentum range. This was verified by con-
sidering both the Hulthén soft-core wave function and the McGee parametrization of
the Hamada-Johnston wave function (which are identical up to p ~ 300 MeV/c) in the
calculation of the matrix element [25].

This matrix element may be written as a sum of an on-shell (¢*> = m2) and an off-
shell term. The on-shell term has the major contribution, however, and no ambiguity
arises from the choice of the off-shell continuations [5].

The ® — N rescattering diagram is particularly interesting as the rescattering am-
plitude has a singularity that comes close to the physical region at a spectator nucleon
scattering angle 6, = 45°. Figure 3.8 shows the deviations from the quasi-free diagram
contribution [3]. The singularity is clearly apparent in the experimental data. The

dashed curve includes m — N rescattering as in the calculation above. Although the
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curve follows the general trend of the data, it falls short of accounting for the full cross
section, particularly at higher values of 6,. Deviations from this calculation may be
accounted for by considering meson exchange current corrections. When two pions are
produced below the double pion photoproduction threshold. one of these pions is vir-
tual, and is photoproduced at one nucleon and reabsorbed by the other. as is shown
in Figure 3.10. This pion is similar to that produced in the photodisintegration of
the deuteron below the single pion threshold. Above the double pion photoproduction
threshold, the contribution of this mechanism to the total photoabsorption cross sec-
tion becomes important. As can be seen from Figure 3.2, at 650 MeV the contribution
of the YN — Nrr channel to the cross section is about 2/3 the contribution of the
4N — N=* channel [27].

The predictions of this pion exchange amplitude are too high unless a form factor
is used at each pion-baryon vertex and the exchange of p-mesons is allowed [26]. This
results in the dot-dashed curve of Figure 3.8. This effect may be further examined
by looking in a region of phase space where both the quasi-free diagram and the single
7 — N rescattering diagram are suppressed, as in Figure 3.11 [3]. An excellent agreement
is seen there as well. It is worth noting, however, that the kinematic regions for both
Figures 3.8 and 3.11 are not accessible by our SALAD experiment as they correspond
to a 300 MeV < E, < 600 MeV.

The wNN form factor used in this calculation is taken to be of the form [26]

Az_ 2
z s (3.34)

2y
Fr(qz) = _A_,zr—_qi_

while the p — N form factor is taken to be of the form [26]

A2 —m2\?
F(q2)=(—"——") . (3.35)
T \A g
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Figure 3.10: Meson exchange Feynman diagrams for yD — pp7~.

where g2(q2) is the 7 (p) squared four momentum. and the cut off masses are A and
A, for the w and p. respectively.

The value of A, is chosen to be 2my (where my is the nucleon mass) according to
the vector meson dominance model. This leaves two free parameters in this calculation:
the pion cutoff mass. A, and the ratio of the squares of the pN N to the 7N N coupling
constants G2/G2. These two parameters have been determined from the 7D — pn
cross section independently in two different kinematic regions. yielding: A.=1.2 GeV
and G2/G2 =1.6 [26. 29]. The latter value is in agreement with N — N and 7 — NV cross

section analyses as well.

3.3.2.2 N — N Rescattering

The second single rescattering effect to be considered here is N — N rescattering. which

corresponds to diagram III in Figure 3.5. The matrix element for this diagram is given

by (5]

-~ ~ - . 1 1
Mk e, G, M. pr.my, Prama) = =i Y (Gmngme|1 M) x

My My .m',
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Figure 3.11: Deviations from the spectator nucleon model for yD — ppm~ at a spectator
nucleon momentum of 550 MeV/c. The experimental data are obtained at Saclay by
Argan et. al. [3]. The theoretical curves are calculated by J.M. Laget [3]. The solid
curve includes 7 — N rescattering, whereas the dot dashed curve includes meson exchange

currents as well.
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dp 1 u,(p)T(yn = pn~)T(pp - pp) (3.36)
(27)3 Varx p” — E, +ie ’ )

The quantities p° and E;, which appear in the denominator are the off-shell and on-shell

energies given. respectively, by
p° =E - p +m? (3.37)

and
E, = \(P-p)2+m?, (3.38)

where p is the momentum of the deuteron internal proton and P and E are the sum of

the outgoing protons momentum and energy given by

P=p+p (3.39)
and

E =p} +p3. (3.40)

The contribution of the N — N rescattering mechanism becomes important when the
relative kinetic energy of the nucleons is small. In the energy range between threshold
and a few tens of MeV above threshold. N — N rescattering becomes important. and the
cross section is enhanced by up to six times compared to the quasi-free cross section.
Figures 3.12 and 3.13 show the contribution of this mechanism at higher energies (E, =
299 MeV) to the yD — ppn~ and the YD — nnxn* cross sections [28]. When the pion
momentum is high, the relative momentum of the nucleons is small and strong effects of
N — N rescattering are apparent. Comparison of the yD — ppr~ and the yD — nnw™
cross sections in this region show the different contributions to N — N scattering due

to the Coulomb force.
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Figure 3.12: Differential cross section for 7D — ppr~ reaction. The experimental data
are obtained at Saclay by Ardiot et al. [28] The theoretical curves are calculated by
J.M. Laget [28]. The dashed curve includes only the quasi-free diagram. whereas the

solid curve includes N — N rescattering as well.
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Figure 3.13: Differential cross section for 7D — nnw* reaction. The experimental data
are obtained at Saclay by Ardiot et al. [28]. The theoretical curves are calculated by
J.M. Laget [28]. The dashed curve includes only the quasi-free diagram. whereas the

solid curve includes N — N rescattering as well.
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3.3.3 Two-loop Diagrams

Possible two loop diagrams are also shown in Figure 3.5 (diagrams IV. V and VI).
The contribution of diagram V has been calculated and found negligible. Diagram VI
contributes only in limited regions of the phase space and has been neglected. Only
diagram IV is included. The interaction matrix corresponding to this diagram is given
by [28]

da3p” 1

(27)3 ¢2 —m2 + e

{M‘I,}I’I(E° €. ﬁv Msﬁ,9 m;:rﬁh m2)T(7r-P — 77 p)

M[V(E? €. ﬁ? M?ﬁlvmlvﬁ'?th) =

+ M3 (E €. F. M. 5" i, Fa. m2)T(n°n — w7 p)}. (3.41)

where two terms appear on the right hand side of this equation to account for the
exchange of charged as well as neutral pions (see section 3.3.2.1). The matrix elements
M?®2, and M7?, are given by the single rescattering N — N diagrams (see equation 3.36.
and the transition matrix elements of the form T(* N — wN) are given by equation
3.17.

The argument that multiple scattering effects are small is supported by the fact that
the behaviour of the data are well accounted for by the one loop diagram for both # — N
and N — N rescattering, as was evident in the various comparison plots shown in the

previous sections.

3.3.4 The A — N Interaction

The A — N interaction may be divided into two parts: the long range A — N interaction
which results from the decay of the A inside the nucleus. and thus reduces to the

multiple scattering effects that have been discussed in the previous sections. The other

65



o n

\\\
~

I

]

) a
/

Figure 3.14: Feynman diagrams for the A — N interaction.

part results from the propagation of the A inside the nucleus and may be considered
as the short range part of the A — N interaction. Comparisons of previous data to a
calculation which includes single rescattering effects as well as the two loop diagram
discussed above show significant deviations in some regions of phase space. particularly

near the A — N threshold [28].

As previously mentioned, contributions from diagrams with more than two loops are
expected to be small and are not expected to account for the observed deviations. In
fact, these deviations are far from any dominant singularities in the multiple scattering
series. Two other possibilities may be considered. The first is that the deviations
in the cross section are due to underlying dibaryonic resonances due to quark-quark
interactions 8, 18]. The second possibility is that the observed deviations are due to
the part of the A — N interaction which does not reduce to the multiple scattering series.
Figure 3.14 shows the Feynman diagram corresponding to this interaction.

A full treatment of the A — N interaction requires a solution to the relativistic three
body NN system allowing pion emission and absorption. Such a treatment is quite

complicated, and instead an approximate treatment is considered by Laget in which
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the A is treated as a stable particle, thus reducing the problem to the usual two-body

channel. Such a solution, although not accurate. would still help to understand the

general nature of the deviations.

When the photon couples directly to the A, the A may rescatter off the spectator
proton. If the A is treated as a stable particle, an analytic expression may be obtained
for the interaction matrix with the same method used to obtain # — N and N — N
rescattering effects. The width of the A is then included by using a Breit-Wigner
factor. The photon may also couple to one nucleon and the formation of the A may occur
through an NN — NA transition. Consideration of this channel is very important since
interference effects with the A — N elastic scattering channel are expected. particularly
near threshold [28]. The structure near the NA threshold is better accounted for when
the short range A — N interaction is considered. Although the agreement is not too
good. the calculation shows that the A — N interaction is indeed of the same order of
magnitude as the deviations from the multiple scattering series. and has approximately
the same variation with energy [28]. In fact. good agreement is not expected since
several approximations were made in the calculation and not all possible partial waves
were considered. This result suggests that a full treatment of the short range &4 —~ N
interaction is likely to account for the structure at the NA threshold. and a dibaryon
resonance is not expected. However, the calculation fails to account for deviations in

other regions of phase space. and these deviations remain to be understood.

A possible dibaryonic resonance in the N — A final state was also considered and
failed to account for the deviations. These deviations. however. do not ascertain the
presence of a process different from those considered above, since the calculation of the

short range N — A interaction is too crude to allow for definite conclusions. To be
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able to draw any valuable conclusions about such deviations. two things are required.
On the theoretical side, a complete treatment of the A — N interaction is needed. On
the experimental side, a better understanding of the AN — AN elastic scattering is
required for which the yD — ppr~ reaction is best suited.

The short range A — N interaction has also been investigated in other reaction
processes, particularly in # — D elastic scattering and 7 — D breakup. Independent
calculations of the ® — D scattering channel tend to disagree with the data. and are
typically off by a factor of 2 in some regions of phase space [15]. For 7D — wNN. the
deviations are less dramatic, but are still statistically significant.

Ferreira and Dosch attempted to account for these deviations by considering a short
range A — N interaction [1, 11, 14]. Their method was to calculate a T matrix for the
A — N elastic scattering in the intermediate state. The T matrix was parametrized
in terms of the inelasticity 7 and the phase shift . and the result was added to the
x — D elastic scattering amplitude. The best values of the parameters 7 and 4 were
then determined by fitting the experimental data.

The availability of experimental data for the w — D scattering in which the deuteron
target was polarized have allowed for several distributions to be considered in the fit.
These calculations have resulted in an improved agreement in both 7 — D elastic scat-
tering and breakup channels. These calculations result in increased confidence that the
missing ingredient in the theory is indeed the short range A — N interaction. and stress
the need for more experimental data from other reactions to allow for a consistency

check.
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Chapter 4

Analysis

The data analysis process proceeds in two steps. First. the detector needs to be cal-
ibrated. This includes wire chamber calibrations (ADC pedestals, z position calibra-
tions. efficiency calculation. and position resolution) and scintillator calibrations (ADC
pedestals, gains, light correction, attenuation lengths. and energy resolution). The
detector calibrations were discussed in the second chapter. The second step is to recon-
struct each event (determine the angles and energies of outgoing particles). and extract
the D(v,ppr™) events from the background. the details of which are discussed in this
chapter.

Once this is achieved a Monte Carlo simulation is required. The Monte Carlo serves
two purposes. First, it demonstrates our understanding of the detector by comparing
the various distributions of the raw histograms generated by the Monte Carlo simulation
to those obtained from the actual data, such as the radial position of the vertex and
the minimum distance between tracks. Second. a Monte Carlo simulation is necessary

to calculate the efficiency of the detector, required to calculate the D(v.ppm™) cross
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section. A detailed discussion of the Monte Carlo simulation is presented here. The

efficiency calculation is presented in the next chapter.

4.1 Data Analysis

4.1.1 Track Reconstruction

For each event. the SALAD tracking subroutine searches all the wires in the four cham-
bers for a hit. A valid hit requires the presence of an ADC signal at each end of the
wire., and that the sum of the ADC signals from both ends of the wire exceeds a set
threshold. When two or more hits are found. such that at least one of the hits is in
the outer chambers (3 or 4) and at least one is in the inner chambers (1 or 2). track
reconstruction is carried out. The ¢ coordinate of a hit is identified by the position of
the wire displaying the hit, whereas the z position is determined from charge division.
The (x,y) position of a hit may be determined from the known radial position of the
wire and the value of ¢.

The search for wire chamber hits starts from the outer wire chambers. since they
have the lowest count rate. When a hit is found in chamber 4, three wires in chamber 3
nearest the stuck wire. If a hit is found there, the difference in the z position of the two
hits is determined. If the difference is less than 200 mm. the two hits are assumed to
be correlated and the search proceeds to the inner chambers in which wires consistent
with a track originating in the target region are searched. The search continues until
all wires in the outer wire chambers are searched. The direction of the track t is defined

by the vector sum over all possible vectors, 7;, defined by any two hits

> (1’,—’1')
i=% Z —_— (4.1)

A

70



When more than two hits are associated with a given track, the track is over-determined
and will not pass directly through the points defined by the hits. The minimum distance
d; between each hit and the above-defined track is then

di =| £ x F; |, (4.2)

where 7; is the vector defined by the hit in a given wire chamber (in the SALAD
coordinate system). A tracking residual is defined such that

R=Z%—, (4.3)

where N is the total number of hits. When the search is complete and all possible tracks
are reconstructed, the tracks are sorted by their residual value. Since a residual value
may not be calculated for a two-hit track. such tracks are assigned a high residual value
so that tracks with higher multiplicity of hits are given higher priority. If two or more
tracks share the same hit. only the one with the lowest residual value is considered.
Table 4.1 shows the distribution of track multiplicities per event found in a typical run.
The majority of the background results from v — e*e™ pair production. The majority
of one and two track events result from this background. The requirement that a
tagger signal be present does not eliminate this background since these events may be
produced by photons that bave energies in the tagged region. The D(y.ppn~) analysis
was therefore confined to three track events. This requirement results in removing most
of the background. A typical reconstructed three track D(7.ppn~) event is shown in
Figure 4.1.

When two or more tracks result from a single event, they should originate from a
single point in the target region near the detector axis. Resolution effects result in a

non-zero calculated minimum distance between these tracks. When only one track is
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Figure 4.2: A typical reconstructed three track D(v,ppn~) event as seen in SALAD.
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Number of tracks | Counts | Percentage
per event
1 296.060 50%
2 283,383 48%
3 7.591 1%
>4 492 < 0.1%

Table 4.1: Distribution of track multiplicities found in a typical D(y.pp7~) run.

present, the vertex is defined to be the point on the track closest to the detector axis. For
two track events, the vertex is defined to be the mid-point of the line segment joining the
two tracks at their closest approach as illustrated in Figure 4.2. When more than two
tracks are required, a temporary vertex is defined for the two tracks with the smallest
minimum distance as described above. The minimum distances between the other tracks
and this temporary vertex are then calculated. and the tracks are considered correlated
if this minimum distance is less than 40 mm. The minimum distance between tracks
for the event is defined to be the average of the minimum distances resulting from all
possible two track permutations, and referred to as the mindis. The event vertex is
taken to be the mid-point of mindis.

The z position of the vertex, z,., should lie within the target volume. A cut was

therefore applied such that
- 1200 mm < zy,: < 1200 mm. (4.4)

A second cut was also applied on z,,, since a CH, target (~ 2 mm thick) was placed

inside the deuterium target. A reasonable cut was determined such that events with
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Figure 4.2: Vertex definition for two track events.

zy 0 the range

157 mm < z,, < 237Tmm (4.5)

were rejected. The z,,. distribution from a typical run is shown in Figure 4.3 for events
with track multiplicities > 1. The spike is due to events coming from the solid target.
The bump at small z values is background. The nature of this background may be
clearly seen in the two dimensional histogram of 6 versus z displayed in Figure 4.4. In
the range of our photon energy. the expected background is mainly due to v — e*e”
pair production. At high energies the electron-positron pair have a mean opening angle

given by [12]
m.c?
0= E

where m, is the electron mass, c is the speed of light. and E, is the electron energy. In

(4.6)

our energy range the electron-positron pair have a small opening angle and thus have a
better chance of being detected if they originate from the upstream end of the detector.
For example, at E = 100 MeV, this formula gives a mean opening angle of 0.29°.

A large portion of this background is rejected once a three track requirement is

imposed. Figure 4.5 shows the z position of the vertex for three track D(v.ppn™) events

74



after the final cuts (to be discussed later) were applied: the solid curve is a Monte Carlo
simulation.

The radial position of the vertex distribution is shown in Figure 4.6. The data in the
top plot consist of three track D(v, ppr~) events before the final cuts are applied. A cut
was applied to this distribution at 30 mm as shown in the figure. The position of this cut
was determined by comparing the data with the Monte Carlo simulation. This results
in cutting 16% of the remaining events. The bottom plot shows the same distribution
after the final cuts were applied: the solid histogram is a Monte Carlo Simulation.

Figure 4.7 shows the mindis distribution after the final cuts were applied. The solid
curve is a Monte Carlo simulation. As may be seen from the figure. once the final cuts
are applied. the remaining events match the mindis distribution predicted from the

Monte Carlo simulation. No cuts were imposed on this distribution.

4.1.2 Particle Identification

The energy loss by a particle traversing a given material depends on the charge and
velocity of that particle. The energy loss per unit length may be calculated theoretically
and is given, to a very good approximation, by the Bethe-Bloch formula [38. 12]

dE z

_"=Cl(ﬁ

= )? [In(C28%*4%) — B?]. (4.7)

where C; and C, are constants that depend on the material type. and z is the charge of
the incident particle. The energy loss depends on the particle’s velocity through 8 and

~. where

(4.8)
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[
ol



14 '

12 — x = —

- * “i; -

COUNTS (thousands)

0 i ] T
-1000 =500 0 500 1000

VERTEX Z POSITION (mm)

Figure 4.3: The z position of the vertex for events with track multiplicities > 1 from a

typical D(v.ppr~) run.
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Figure 4.4: A @ versus z plot for events with track multiplicity > 1 from a typical

D(vy.ppr~) run.
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Figure 4.5: The z position of the vertex for three track D(y,ppm~) events after the final

cuts are applied. The solid histogram is a Monte Carlo simulation.
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Figure 4.6: Radial position of the vertex for three track D(vy.ppm~) events. The top
plot was obtained before the final cuts were applied. The bottom plot was obtained

after the final cuts were applied. The solid histogram is a Monte Carlo simulation.
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D(~v.ppr™) events after the final cuts are applied. The solid histogram is a Monte

Carlo simulation.
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Figure 4.8 shows the mean energy loss obtained from the Bethe-Bloch formula as a

(4.9)

function of kinetic energy. Protons and pions have distinct curves on such a plot.
particularly in the low energy region. This may be exploited for particle identification
purposes. Figure 4.9 is a AE/Az versus E plot obtained from SALAD for three track
events, where AE is the energy deposited, and Az is the distance traversed in the AE
scintillators. The lines of Figure 4.8 are smeared out due to the resolution of SALAD.
However. two clusters may be identified. The first cluster, with the lowest AE and E
values. is due to electrons and pions whereas the second cluster is due to protons. Cuts
are usually applied to separate the different types of particles. In order to simplify the
cuts, the two dimensional spectrum is projected on a one dimensional plot. The energy
loss per unit length may be approximated by

dE Dz2A

=== (4.10)

where a and D are constants, and E is the kinetic energy of the incident particle.

Integrating we get
(E+ AE)* - E°

a

~ Az’DAz. (4.11)

Only 2 and A depend on the outgoing particle’s type, and may therefore be used to
identify the particle. We may then define

_(E+AE)* —E°

- - 2 ~ )
pid = z°A DAz (4.12)

The values of @ and D are determined by optimizing the particle type separation on the

one dimensional pid plot. Figure 4.10 shows the linearized stopping power histogram of
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Figure 4.9. Two peaks (corresponding to the two clusters of Figure 4.9) may be clearly
identified on this plot. The pions are buried under the electron peak. showing a small
bump in the spectrum of Figure 4.10 at about pid = 0.3. The protons peak slightly

above pid = 1.

A lower cut at 0.1 was applied on the pid spectrum as shown in Figure 4.10 to
eliminate electrons that escaped the tracking cuts. This results in cutting 60% of the
remaining events. Another cut at 2.0 was applied at the upper end of the pid spectrum
to eliminate events with spurious pid, this results in cutting 0.5% of the events. as no

major background results in particles with pid values in this region.

A fair amount of mixing between pions and protons is evident. This mixing results
from the strong absorption of pions in the SALAD scintillators. As pions are negatively
charged. the probability of them getting absorbed by a nucleus due to the Coulomb
interaction is close to 100% as they slow down in the scintillators. As they approach
the nucleus, they strongly interact with the nucleons, and a number of different types
of particles may be emitted in this process. About 75% of the pion mass is available
as kinetic energy for the outgoing particles, whereas the rest of the pion’s mass is
converted into binding energy. Table 4.2 shows the types of particles released from the
process of 7 absorption on !2C and the relative probability of their release [20. 34].
The strong interaction occurs in a time scale that is much shorter than that of the
signal processing electronics (10~%° s compared to 107% s). If a pion stops in the E
scintillator and is absorbed. the processed signal is a sum of the pion’s kinetic energy
and the energy deposited by the particles released in the process. The energy deposited
in the E scintillator may thus be higher than expected. resulting in smearing out the

pion cluster towards the proton cluster on a stopping power histogram. This smearing
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Figure 4.8: Stopping power as a function of energy for protons and pions as calculated
from the Bethe-Bloch formula.
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Figure 4.9: Stopping power versus energy for three track D(~.ppm~) events before
applying the cuts.
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Figure 4.10: Linearized stopping power histogram for three track D(y.ppw~) events
before applying the cuts. The first peak corresponds to electrons, the small bump (at

about 0.3) is due to pions, whereas the second peak is due to protons.

85



Particle Average Average released
type multiplicity kinetic energy
per 7w~ stop | per #~ stop (MeV)
n 2.5 76.0
p 0.485 10.4
d 0.356 6.3
t 0.249 3.0
He 0.84 6.2
°Li 0.12 0.8
*Li 0.12 0.8

Table 4.2: Particles emitted as a result of the =~ absorption process on *C [20].

is also evident on the pid plot of Figure 4.11. While a Monte Carlo simulation (in this
case. one that doesn’t take pion absorption into account) predicts an almost symmetric
distribution of pion pid as may be seen from the figure, the experimental pid spectrum
is smeared out and highly asymmetric. It was determined that about 20% of the pions
will have a pid value that corresponds to a proton as a result of this process. Many
of the D(v.ppr™) events will be interpreted as three proton events. In such a case.
stopping power information is disregarded. Since the kinematics of these events are
overdetermined, a permutation is made over the particles’ type for these events. and
the permutation that best satisfies the kinematics is chosen as the correct one. Where
stopping power information is used, a particle with pid < 0.6 is considered to be a
pion whereas a particle with pid > 0.6 is considered to be a proton. The Monte Carlo

simulation was used in determining the correct particle identifications. Figure 4.12
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Figure 4.11: Pion’s linearized stopping power histogram for three track D(v.ppm~)
events after applying the cuts. The top plot compares the data to a Monte Carlo
simulation that does not take = absorption into account. The bottom plot compares

the same data to a Monte Carlo simulation that accounts for #~ absorption.
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shows a stopping power and a pid histogram after the final cuts were applied. where

pions and protons are identified as discussed above.

4.1.3 Event Selection

The combined effect of low particle energies and relatively high detector thresholds
results in drastically reducing the number of detected D(«y, ppm~) events. The highest
photon energy was 290 MeV. Since a pion is formed, 140 MeV are lost. and the remaining
150 MeV are distributed as kinetic energy among the three outgoing particles. In this
energy region, the quasi-free process is dominant and one of the protons is a spectator
which does not share this energy. This proton will likely lose its energy in the walls of
the detector and not make it all the way to the AE scintillators.

Due to the low photon energies. two decisions were made. At the hardware level.
the usual trigger requirement that a tagger signal be present was dropped when three
SALAD telescope signals were present. as discussed in section 2.4.1. At the software
level. only three track events were analyzed in order to reduce the background. Fur-
thermore. due to possible pion absorption in the scintillators. the measured pion energy
was not used.

The events were then classified into five categories according to the number of mea-
sured kinematic quantities for each event. By examining the various distributions re-
sulting from the analysis of each category. it was determined whether that category
contains a large number of D(v.ppn~) events or contains mostly background.

Table 4.3 shows the different types of events considered in the analysis. The category
with the highest number of measured quantities (three tracks with three AE and three

E signals) was first analyzed and used as a bench-mark for events with fewer measured
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Figure 4.12: Stopping power versus energy for three track D(v,ppmw~) events after the
final cuts were applied. The figure in the top right corner is a linearized stopping power
histogram.
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Number Types of Particles Fraction )
of E signals | resulting in E signals | of total events

3 proton, proton. pion 32% 1.5

2 proton, pion 34% 1.5

2 proton, proton 6% 4.1

1 pion 12% 2.6

1 proton 16% 3.1

Table 4.3: Types of D(v.ppn~) events analyzed, and the results of the analysis. All
events have three tracks and three AF signals. The average x? is computed from values

between zero and 10.

quantities. The second type of events are those with three AE and two E signals.
These events were further classified into two categories: events with one E signal due to
a proton and the other due to a pion. and events with both E signals due to a proton.
The first category was found to consist of mostly good events, whereas the other was
found to be mostly background. as a result of the dominance of the quasi free process.
The third type of events have three AE and one F signals. This group was also classified
into two categories: events where the E signal is due to a pion or a proton. Both of

these categories were found to be mostly background.

Several distributions were used to characterize the background. The 0. 2.:. Ty..
and mindis distributions all provide means to characterize the background (see section
4.1.1). as well as the kinematic information available. Only three track events with three
AE and three E signals. and three track events with three AE and two E proton-pion

signals were used in the final analysis.
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Both an analytic solution and a fitting program were used to analyze all categories.
For all types of events discussed above, eight measured kinematic variables are available:
six angles and two energies (the pion energy is not used as it is obscured due to a possible
pion absorption). The photon and pion energies are to be determined. For the analytic
solution, four angles and two energies were used to determine the unknown photon and
pion energies. Since the tracks are unidentified, a permutation over the particle’s type
was required, and the remaining angles were used to select the correct permutation.

A fit has two advantages over an analytic solution. First. a x? distribution may
be used to characterize and eliminate the background. and second. a fit allows a more
accurate determination of the unknown kinematics as well as the measured variables.
For example. the difference between the measured 6 angle and the one determined from
the kinematic fit results in a distribution with a FWHM of 1.2°, whereas the FWHM
from the analytic solution is 18°.

For the fitting program, the unknown variables may be eliminated from the kine-
matic equations, thus resulting in two equations. The inputs to the fitting program
are then: all the measured variables (3 § and 3 ¢ angles. 3 AFE energies. and 1 or 2 E
proton energies as available), two constraints (the reduced kinematic equations). and
the resolutions (in 6. ¢, AE, and E all of which were presented in the second chap-
ter). The constraints of the fit are minimized by varying the measured variables within
their respective weights. Once the measured variables are constrained. the unknown
kinematic variables may be determined.

A x? distribution was defined by
1 vt — v,-f
=Lyt (4.13)
where v™ is the i** measured variable, v/ is the i** variable determined from the fit. o;
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Cut Applied | Remaining Events

Tytz 84%
X ™%

Table 4.4: Final cuts imposed on the remaining D(v,ppn~) events and the percentage

of events remaining after each successive cut is applied.

is the detector’s resolution for that variable, and N is the number of variables in the fit.
Whenever a particle type ambiguity exists (see section 4.1.2). the process is repeated for
the three possible track permutations, and the one with the lowest x2 value is chosen
as the correct one. Figure 4.13 shows a schematic summary of the analysis. Figure 4.14
shows the x? distribution for the different types of events rejected due to the relatively
large background. Figure 4.15 shows the x* for events considered in the analysis.

To reduce the remaining background, a cut was imposed on the x2 distribution. as
shown in Figure 4.15. Only events with x* < 3 were considered as good D(v.pp7~)
candidate events. Table 4.4 shows a summary of the final cuts imposed in this analysis

and the percentage of events remaining after each cut is applied.

4.2 Monte Carlo Simulations

The SALAD Monte Carlo generates events according to the phase space distribution.
using the actual spatial distribution of the photon beam. For untagged events. the
Monte Carlo uses a bremsstrahlung beam energy distribution [33. 40] calculated at the
proper electron energy as shown in Figure 4.16.

Since the angles and energy of the outgoing particles are known. each particle may

be tracked forward through the various layers of the detector, and the energy deposited
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Figure 4.13: A schematic summary of the analysis showing the different types of

D(~,ppr~) events analyzed.
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Figure 4.14: x2 distributions for D (v, ppm~) candidates with three tracks and three AE
signals which were not used in this analysis. Figure (a) is for events with one E pion
signal, Figure (b) is for events with one E proton signal. and Figure (c) is for events

with two E proton signals.
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Figure 4.15: x? distributions for D(vy.ppn~) candidates considered in the remaining
part of the analysis. These events include three track events with three AE signals. and
either three E or two E proton-pion signals. A cut is imposed at x? = 3 to eliminate

the remaining background. The solid histogram is a Monte Carlo simulation.
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in each layer may be calculated. As each particle is tracked in the wire chambers. the
wire chamber cells intersected by the track are determined. as well as the z position of
the hit on the wire. This z position is smeared out to take into account the wire chamber
resolutions discussed in section 2.3.1.4. The total charge deposited in a wire chamber
cell Q,um is chosen according to a Gaussian distribution designed to characterize the
data distribution. Knowing the z position of the hit on a wire, the difference between the
charge deposited at the upstream and downstream ends of the wire may be determined
by solving equation 2.5 for AQ. where AQ is given by equation 2.4. The upstream and
downstream ADC values, A, and A4, may then be calculated, and are given by

4, = Qeum +Q2’“"' x AQ (4.14)
and
Ad _ qum "Q2sum S AQ (4.15)

The wire chamber efficiency was determined from '?C(v.pp) events. When three
hits that define a track are present in three chambers, the cell in the fourth chamber
intersected by the track is investigated. The fraction of the events where that cell
has an ADC hit is defined as its efficiency. This process is repeated for all the 216
cells in the four chambers. Figure 4.17 shows the wire chamber efficiencies for the four
chambers. The resulting efficiencies are used in the Monte Carlo to define the probability
distributions which determine whether struck cells should be assigned non-zero ADC
values.

Once the ADC values of the wires are determined. the particle tracking proceeds to

the calorimeter and the energy deposited in the AE and FE scintillators is determined.
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Figure 4.16: Photon energy distribution generated by the SALAD Monte Carlo to
simulate a bremsstrahlung distribution. The bremsstrahlung cross section is obtained
from Schiff [40)], and calculated at an electron energy of 284 MeV for the top plot and
290 MeV for the bottom plot, corresponding to the two electron energies at which the

experiment was conducted.
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The total light output L, may then be calculated by reversing the light correction process

discussed in section 2.3.2.3. The light collected at either end of the scintillator. L, and

Lg4. are give by

L,=Le> (4.16)
and
Ly= L% (4.17)

where z is the position of the hit in the scintillator (as determined by the wire chambers).
L is the scintillator’s length, and A is the attenuation length of that scintillator. The
attenuation lengths for each AE and E scintillator were calculated separately from
overdetermined events obtained from other reactions. The resulting light outputs are
smeared out to account for the AE and E energy resolutions discussed in section 2.3.2.4.

Finally, the ADC, and ADC; values are calculated. and are given by

ADC, = L, x gain, (4.18)

and

ADCy = Ly x gain. (4.19)

Several other corrections are included in the Monte Carlo simulation. Protons
traversing the calorimeter may interact strongly with the scintillating material. The
GEANT Monte Carlo simulation package GHEISHA was used to simulate the process
and determine the observed energy when such an interaction occurs. Figure 4.18 shows
the result of this simulation process for protons generated from the D(y,ppr~) SALAD
Monte Carlo simulation. The number of protons that deposit a different amount of
energy than expected due to nuclear interactions is less than 0.5%. Nonetheless. this

effect was included in the Monte Carlo.
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Figure 4.18: Shift in proton energy due to strong interactions in plastic scintillators.
The distribution is obtained from the GEANT simulation package GHEISHA. A log
scale was used to show the tail of the distribution. The number of protons that deposit

a different amount of energy than expected due to nuclear interactions is 0.37%.
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Two other complications arise due to pion detection: pion absorption and pion
decay. As discussed in section 4.1.2, negative pions are absorbed by nuclei in the scin-
tillator resulting in a strong interaction that in turn results in the release of several
different particles. As shown in Table 4.2, neutrons are the most probable particles to
be released. Plastic scintillators are highly inefficient in the detection of neutrons. and
their response is highly nonlinear. A detailed simulation of this process is difficult to
achieve. To account for this process, the shift in the pion energy is determined from
the data. As discussed in section 4.1.3, the pion’s energy is calculated from the fit. The
energy deposited in the E scintillator is calculated by tracking the particle forward in
the detector. This energy may be compared to the actual energy deposited in the £
scintillator, and the shift (E,, — E;) may be determined. The result is shown in Figure
4.19. This distribution is used as an input to the Monte Carlo. and pion energies are
shifted according to this probability distribution.

A full account of the pion decay process is also included in the Monte Carlo simu-

lation. Pions have a mean life 7 = 2.60 x 1085 seconds and decay via the process
T S u" +0,. (4.20)
Pion decay times are selected according to the probability distribution

P(t) xe™t/" (4.21)

r

where ¢t is the pion lifetime. Figure 4.20 shows the output distribution obtained from
the Monte Carlo simulation. Once the lifetime is known. the distance from the vertex to
the pion’s decay point may be determined. If the decay occurs inside the target or the
wire chambers. the muon’s emission angle and energy are selected consistent with the

kinematics of the decay process, and the muon is tracked instead of the pion. The wire
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Figure 4.19: Shift in pion energy as a result of absorption in the SALAD scintillators.

102



chamber hits are then modified to account for the muon track and the resulting hits are
used to attempt reconstructing a track assuming it is due to a single particle. Since this
is not the case, a track is unlikely to be successfully reconstructed, and the event falls in
the two track category and is thus disregarded. If a track is successfully reconstructed.
the resulting @ and ¢ angles are likely to be off the values expected from the D(~.ppr~)
kinematics, and will fall in the tail of the x? distribution. therefore not escaping the x:
cut. By simulating Monte Carlo events with and without pion decay. it was determined
that 6% of the events are lost due to this process. It is worth mentioning at this point
that since the pion’s energy is not used. muons that decay outside the wire chambers

need not be tracked.

The simulated events are then tested to determine whether they satisfy the experi-
mental trigger. Both a AE threshold and a sum threshold are imposed as in the actual
experimental trigger. These thresholds were determined for each AE and E scintillator
separately from the raw ADC spectra and used as input to the Monte Carlo. Monte
Carlo events that do not satisfy the threshold or do not fall within the detector’s accep-
tance have their ADC values set to zero. Events that satisfy this threshold are written
to disk. The Monte Carlo events are then read by the same analysis code used to ana-
lyze the actual experimental data. The same calibration parameters (energy loss tables.
light correction tables, etc....) are used in the Monte Carlo as in the data analysis.
This ensures that any deviation of the data from the Monte Carlo is due to dynamical

physical effects.

The Monte Carlo allows for a large number of variables to be compared to the data.
Figures ??, 4.6, and 4.7 show the good agreement in the tracking variables r:.. mindis.

and z,;. between the data and the Monte Carlo. Figure 4.11 shows the Monte Carlo pid
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histogram with and without pion absorption, and Figure 4.15 shows the x? distribution.
The agreement with the data is quite good for all distributions. A slight disagreement
may be seen in the x? distribution. This is a result of the ambiguity in the energy
resolution of the AE scintillators. The data used to determine the AE scintillators

resolution are sparse, particularly for low values of AE, as may be seen in Figure 2.13.
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Chapter 5

Results

Once the D(vy,ppm™) events are identified, one may proceed to calculate a cross sec-
tion. The details of this calculation are presented in this chapter. as well as a detailed

comparison to the theoretical calculation of J.M. Laget.

5.1 Calculation of the D(y,ppn™) cross section

In the region of the A resonance the 7D — ppm™ may occur in two steps. The deuteron
first disintegrates into a proton and a A; the A, being an unstable particle (width.

[ = 115 MeV), quickly decays into a proton and a pion.
vD — pA® — pprc”. (5.1)

For the two body disintegration, the three particles involved (photon. proton and A)
lie in a single plane so as to conserve momentum. Similarly. the particles involved in
the A decay process should lie in one plane. This results in two planes with the track

defining the direction of the A being common to both. as shown in Figure 5.1. With no
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Figure 5.1: A schematic diagram of the D(«,ppn~) reaction showing the intermediate
process resulting in the creation of the A(1232) resonance and its subsequent decay.
The definition of the kinematic variables used to calculate the cross section are also

shown on the plot.

dynamical physical processes present. the two planes are randomly rotated with respect
to each other, with the direction of the A defining the axis of rotation. In a coordinate
system where the direction of the incoming photon defines the z axis. the angle between

the two planes is the azimuthal angle of the pion, ¢.

For three body final states, six variables (including the incident energy) are needed
to uniquely identify the kinematics of the event. A differential cross section may thus be
calculated in terms of six variables. However, one of these variables is a trivial overall
azimuthal rotation and need not be considered, so the cross section may be described
by a set of five variables. The five kinematic variables that best identify the process

of interest should be used. In our experiment, the dynamics of the A are of particular
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interest, so the variables chosen are those that best describe the reaction in terms of
the intermediate A — N state. The photon energy E.. the p — 7 invariant mass Q..
the A scattering angle 05, and the pion scattering angles 6. and ¢, were used. The A
scattering angle is boosted to the y-D centre of mass frame and labeled §3". The pion’s
scattering angles are boosted to the A rest frame and labeled 67 and ¢;. In terms of
these five variables. the five-fold differential cross section may be written as.

d’o em .
dE,dQ dcos03 dcoso=dg: (By: Qa-cos03". cosb. 67)
_ Y(E,.Qa.cos0y". cosO;. 97)
T AE,AQaAcos65" Acostr AP
x{N,(E,) X N; x €(E,.Qa.cos83".cosb;.¢3)} . (5.2)

Defining a set of variables g; as
{g:} = {E,.Qa.63".67. 62} (5.3)

the first factor on the right hand side of equation 5.2 may be written as Y ({q:})/M;Aq;.
This factor is the experimental yield in a given bin divided by the bin width. N,(E,)
is the photon flux, N, is the number of target nuclei per unit area. and £({g:}) is the

efficiency of the detector. The calculation of each one of these factors is described in

detail below.

5.1.1 Experimental Yield

Calculation of the first factor in the above formula, Y ({g:})/Il;:Ag;. is straightforward.
After reconstructing the D(y,ppmw™) events and applying the cuts described earlier. the
events are binned in the five variables above. Table 5.1 lists the range of each variable
and the bin width. This results in a five dimensional matrix labeled by the centre of

each of the above bins.
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Variable Range Bin width

E, 205 to 305 MeV 10 MeV

Qa 1070 to 1190 MeV/c? | 12 MeV/c?
cosfy" —ltol 0.2
cosf;, ~1ltol 0.2

o; 0° to 360° 36°

Table 5.1: List of variables used to calculate the D(y.ppn~) cross section. The range

for each variable was divided into 10 bins.

5.1.2 Photon Beam Flux

For tagged experiments the total number of photons in an energy bin N, (E,) may be

directly determined from the tagger counting rates, and is given by
N,(E,) = Nitag(E,) X Ntag(E,)- (5.4)

where Niqg(E,) is the number of electron counts in each of the tagger channels. and
Tag(E,) is the tagging efficiency (see section 5.1.2).

Calculation of the photon flux for this experiment is complicated by the fact that the
photons used had energies beyond the acceptance of the tagger. For tagged photons.
the photon flux may be directly determined from the counting rates of the tagger.
Although the bremsstrahlung energy distribution is well known. the actual number of
photons remains to be determined. As previously mentioned. the tagger allows the
tagging of photons up to an energy of 229 MeV. The photon flux up to an energy of
229 MeV may therefore be calculated as in a tagged experiment. Since the shape of

the bremsstrahlung distribution is also known, it may be normalized to fit the tagger
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E, MeV | 210 220 | 230 | 240 250 | 260 270 | 280 | 290

N, 53.20 | 50.65 | 48.32 | 46.11 | 43.86 | 41.26 | 37.48 | 27.66 | 9.57

Table 5.2: Number of photons N, (x10?) determined from the fits of the bremsstrahlung
distribution.

counting rates in the tagged energy range. Due to a major beam tuning during this
experiment, the first set of runs was conducted with an electron beam energy of 284
MeV and a tagging efficiency of 49%. whereas the second set was conducted with an
electron beam energy of 290 MeV and a tagging efficiency of 56%. The photon energy
was thus determined separately for each set. Figure 5.2 shows the result of these fits.
Counts from the 62-channel tagger are binned in ten bins. The number of photons in
each of the ten bins required for the calculation may be determined from the fit and are
given in Table 5.2. The total number of photons in the incident beam in the range 205
MeV < E, < 305 MeV was determined to be 3.581 x 10'! photons.

5.1.3 Target Density

The target for this experiment was a deuterium gas cell 2.08 meters long with a 10.1
centimeter diameter (see section 2.2). Calculation of the number of target nuclei per

unit area, NV, is straightforward. Applying the ideal gas law, we have

Pl
Ne= T (5.5)

where P, T. and [ are the target’s pressure, length and temperature, respectively. and
k is the Boltzmann constant. Both the pressure and temperature of the target were
monitored throughout the experiment. The areal density of target nuclei was calculated

to be 7.79 x 1022 Nuclei/cm?. Variations in the target’s pressure and temperature result
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in an error of less than 4%.

5.1.4 Detector Efficiency

Calculating the efficiency of the detector requires both calculating the detector’s geomet-
ric acceptance and intrinsic efficiency. For a discrete detector. the geometric acceptance
is easily determined and requires the calculation of the solid angle subtended by the
detector. For SALAD however, the geometric acceptance is complicated due to the
extended target and the requirement of coincidence detection.

The geometrical acceptance of the SALAD detector is dependent on the position of
the target nuclei along the z axis, being maximum at the centre and dropping down
towards either end. On the other hand, the geometrical acceptance is different for
different events originating from the same position along the z axis due to the coincidence
requirement. and depends on the direction and energies of the outgoing particles. The
intrinsic efficiency of the detector is also strongly dependent on the kinematics of the
event. The energy deposited in each layer of the detector is strongly dependent on
both the particle energy and emission angle. Whether an event will cause three triggers
requires the knowledge of the kinematics of all three outgoing particles so that the energy
loss in the walls of SALAD may be calculated for each track separately to determine
whether each particle will have enough energy to cause a trigger. One has. therefore. to
determine whether the event generated will be detected for each event separately. An
efficiency may be defined as

Nye:(E,. Qa.cosO3" . cosby. $7)

Nyon (B Qar cosb cosb, 97) (56)

e(E,.Qas.cos03" .cosb,. §;) =

where Ng..({g:}) is the number of Monte Carlo generated events. and Ng..({g:}) is the

number of detected (and accepted) events.
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It is worth mentioning at this point that in addition to the geometric acceptance
and intrinsic efficiency of the detector, the factor £({g;}) takes into account all the
cuts applied in the analysis, including cuts aimed at eliminating the background. The
efficiency factor thus accounts for any good events lost due to the cuts. The Monte Carlo.
however, does not account for background events that may have survived the cuts. This
contamination is estimated to be less than 1%, as may be seen in the good agreement
between the data and the Monte Carlo simulation for the various distributions. In
particular, the mindis distribution of Figure 4.7 has no cuts imposed on it. but no
events are seen with a mindis value greater than 45 mm. Similarly the pid spectrum of

Figure 4.12 shows no evidence of an electron contamination.

Calculation of the efficiency factor is quite cumbersome. The number of generated
and detected events has to be large enough so that the statistical error in the deter-
mination of the efficiency factor does not impose a limit on the accuracy of the cross
section. In this experiment, a three-fold coincidence was required. The highly selective
nature of the analysis resulted in a very low efficiency. averaging around 4%. A large
number of Monte Carlo events had to be generated and analysed. In addition. the effi-
ciency has to be determined in terms of the five variables, binned the same way as the
data (see section 5.1.1 and Table 5.1), requiring the calculation of the efficiency for 10°
bins. A total of 45 million events were analyzed. While generating Monte Carlo events
proceeded reasonably fast, due to the cpu-intensive fitting program it took an average
of 0.28 cpu seconds to analyze each event on a vax 6000/90 resulting in a total of 3500

cpu hours for the complete calculation.
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5.2 D(y,ppr~) Cross Section

The five-fold differential cross section calculated in equation 5.2 was binned in 10 bins
for each variable resulting in 10° bins. To calculate a single differential cross section. a
summation is required over the other four variabies. For example, to calculate the cross

section as a function of the variable g, we have

do d%o
g, W = ) T da; {a:}) 1:[Aq.- (5.7)

i#k 417

where d°c/[]; dg; is defined in equation 5.2. The resulting cross section in terms of the
five variables {g;} = {E,.Qa.05".05", <} are shown in Figures 5.3-5.5. The error bars
are a combination of the errors in the data as well as the systematic error in the tagging
efficiency measurements. The error bars do not include systematic errors from other
sources: these are discussed in the next section. It is worth noting at this point that
the shapes of these distributions are a convolution of both the actual physical processes
(both phase space and dynamics). as well as the geometrical acceptance of SALAD and
the cuts imposed in the analysis. For example, if the cross section is plotted in terms
of the pion’s scattering angle in the laboratory frame, a certain range of forward and
backward angles would be identically zero due to the acceptance of SALAD. This would
result in a non-trivial effect on the shapes of the cross section when plotted in terms of
other variables, as the measured variables are effectively integrated over.

The overall effect of all this is to make the conclusions model dependent. A compar-
ison to an actual model is required, in which the above mentioned effects are corrected
for in the theoretical calculation. This will be discussed in more detail in the next
section.

The particular shape of the ¢ distribution is a good example of how the cuts
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Figure 5.3: Single differential cross section for D(7v.ppr~) in terms of (a) the pion’s
azimuthal angle and (b) the pion’s scattering angle as measured using SALAD. Both

angles are calculated in the A rest frame, where the direction of the A defines the z-axis.
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Figure 5.4: Single differential cross section for D(v.ppn~) in terms of (a) the A scatter-
ing angle and (b) the p—=~ invariant mass as measured using SALAD. The A scattering
angle is calculated in the y — D centre of mass frame, where the direction of the photon

defines the z-axis.
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Figure 5.5: D(y.ppw~) cross section as a function of beam energy measured using
SALAD. The bottom plot is the total cross section in the measured region plotted at

the centre of that region.
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imposed in the analysis may affect the shapes of these distributions. A strong dip
is noticed at ¢, = 0°/360° and 180°. These values of ¢; correspond to one of the
decay products going out at the same azimuthal angle (in the laboratory frame) as the
spectator nucleon, and will thus hit the same scintillator bar. Such events are excluded
from the analysis as it is practically impossible to measure the energies deposited in the

AE and E scintillators independently for each particle.

Figures 5.3b and 5.4a show the single differential cross section in terms of the vari-
ables cos(f) and cos(8s). The regions where the cross section goes to zero are inac-
cessible to us due to the acceptance of the SALAD detector. Although the inaccessible
regions in the scattering angle distribution are expected to be the same at forward and
backward angles due to the symmetry of the detector. the particular choice of coordinate
system and reference frame results in shifting this symmetry.

The cross section as a function of the p — 7 invariant mass and the photon energy
are shown in Figures 5.4b and 5.5a. respectively. The E, distribution has the expected
shape. showing a monotonic rise as a result of the production of a A resonance. The @
distribution has the expected shape as well. The production of a2 A resonance results in
the initial steep rise of the cross section. Due to the maximum photon energy. however.
the amount of phase space accessible to the A decreases as higher photon energies are
not possible, and the distribution decreases monotonically until it hits zero at the point

where the highest photon energy has been reached.

Figure 5.5b is the total cross section obtained by integrating the do/dE, distribution
over the measured range of photon energies and plotting it at the center of this range.
As previously mentioned. due to the complications of the detector’s acceptance. the

cuts involved. and the amount of statistics available to us. the actual shapes of these
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distributions as well as the magnitude of the cross section are hard to predict except in

the context of a particular model. This is done in section 5.3.

5.2.1 Systematic Errors

The sources of systematic errors are quoted in Table 5.3 together with their respective
contributions. The contribution of the target density to the systematics is estimated
by considering the change in the target temperature and pressure. both of which were
monitored throughout the experiment.

Three source data files were obtained during this experiment. The uncertainties
arising from the deviations between the different wire chamber calibration files was
estimated by analyzing the data with the different files. Although the wire chamber
efficiencies were simulated in this experiment, any inaccuracies in the calculation of
these efficiencies would result in a contribution to the systematics. A 5% systematic
error was assigned to include both the wire chamber calibrations and efficiencies.

The energy loss calculation makes another contribution to the systematics. In this
experiment the outgoing particles have low kinetic energies. and the calculation is quite
sensitive to small uncertainties in the material thickness and density in the walls of
SALAD. An error of 5% is reasonable in this case.

Particle identification makes a small contribution to the systematics. Although a
20% mixing occurs between pions and protons, the fact that pid information was not
used directly (see section 4.1.2) succeeded in lowering the uncertainty quite substantially.
The uncertainty of 1% was estimated using the Monte Carlo simulation.

In this experiment. the photon flux was calculated by assuming a bremsstrahlung

distribution normalized to the tagger counts in the tagged region. A 4% systematic is
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Source of error Contribution
Target density 4%
Tracking efficiency 5%
Energy loss 5%
Particle identification 1%
Photon flux 4%
Total error 9%

Table 5.3: Sources of systematic errors and there contribution to the total systematic

€error.

included as a result of this extrapolation. The contribution of the tagging efficiency
measurements to the error was calculated separately and will be included in the error
bars for all the SALAD cross sections presented. This error was calculated by con-
sidering the deviations between the different tagging efficiency measurements for each

channel. as well as the statistical accuracy of the data.

5.3 Comparison to Theory

The only theoretical calculation available to us is that of Laget which we discussed
in detail in chapter 3. In this section we present a comparison of this calculation to
our SALAD data, as well as a comparison between the different ingredients of this
calculation.

Figures 5.6-5.8 show the results of the theoretical calculations including different
FSI's. The short dashed curve includes the quasi-free diagram only, the long dashed

curve includes rescattering effects, whereas the solid curve includes the short range
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A — N interaction as well. The theoretical calculation was binned in the same 10° bins
as the data and then integrated in the same manner. The acceptance of SALAD was
applied to the theoretical calculation by setting the theoretical calculation to zero in

any bin for which the efficiency calculation yields a zero value in the corresponding bin.

As may be seen from the figures, the theoretical calculations describe the data
reasonably well except for the ¢} distribution. In addition the overall normalizations
are in good agreement, particularly with the calculation that includes both rescattering
effects and the A — N interaction. This may be seen clearly in Figure 5.8b where the

cross section from this distribution falls right on the data.

As may be seen from these comparisons, the overall effect of the FSI's and the A—N
interaction on the single differential cross section is about 10%-15%. This is a small
effect. which is not particularly surprising, since we are looking at a single differential
cross section. When integrating over many variables, any interesting effects that may
be present in particular regions of phase space as a result of a strong contribution from
a particular diagram will be washed out in the integration process. The best method to
single out a particular diagram is to focus on a specific region of phase space where that
diagram makes a strong contribution, as has been explained in detail in chapter 3. We
have calculated the two dimensional cross section with respect to the A mass and each
of the other four variables and compared that to Laget’s calculation. Even at this level
our statistical errors are bigger than the variations between the different ingredients
of the theoretical calculation. The comparison of the single differential cross section
confirms, however, that there are no strong effects of FSI's or the A — N interaction

that contribute in a wide range of phase space to the extent that they will prevail when
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Figure 5.6: Single differential cross section for D(v.ppm~) in terms of (a) the pion’s
azimuthal angle and (b) the pion’s scattering angle as measured using SALAD. Both
angles are calculated in the A rest frame, where the direction of the A defines the z-axis.

The theoretical curves are calculated by J.M. Laget and corrected for the efficiency of

SALAD.
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Figure 5.7: Single differential cross section for D(y,.ppr~) in terms of (2) the A scatter-
ing angle and (b) the p— 7~ invariant mass as measured using SALAD. The A scattering
angle is calculated in the ¥ — D centre of mass frame. where the direction of the photon
defines the z-axis. The theoretical curves are calculated by J.M. Laget and corrected

for the efficiency of SALAD.
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Figure 5.8: D(y,ppm~) cross section as a function of beam energy measured using
SALAD. The bottom plot is the total cross section in the measured region plotted at
the centre of that region. The theoretical curves are calculated by J.M. Laget and
corrected for the efficiency of SALAD.
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a single differential cross section is calculated.
This is the first successful measurement of the ¥D — ppm~ cross section over a 4w
acceptance. A similar measurement was attempted at Mainz few years ago and failed

to obtain normalizations consistent with theory.
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Chapter 6

Summary and Conclusions

This is the first measurement of the yD — ppw~ cross section covering a wide range
of phase space which successfully constrains the FSI's as well as the short range A —
N interaction. We conclude that Laget’s theory is quite successful in describing the
shapes of the distributions, as well as the overall magnitude of the cross section. The
different FSI's and the A — N interaction have an overall effect of 10%-15% on the single
differential cross section. with the calculation that includes A — N interaction having

the best agreement compared to the data.

Explicit comparisons to other experiments are hard to make in this case. Most pre-
existing data sets were obtained with discrete (small acceptance) detectors and are thus
confined to a very limited range of phase space. Our data on the other hand is spread
over a 4m acceptance with limited statistics. Moreover. as explained in section 5.2. the
shape of the cross section in terms of the different variables is highly dependent on the
geometrical acceptance of SALAD and the cuts imposed in the analysis. It should be

noted. however, that the good agreement with Laget’s theory implies a good agreement
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with other experiments as well, as Laget’s theory has been compared to the various

experimental data available (see chapter 3).

We were unable, however, to single out the effects of the different diagrams. This
is a result of the limited statistics achieved in this experiment. In order to do such a
detailed comparison, one needs to focus on the particular range of phase space in which
a certain diagram (FSI) has a strong contribution. This requires looking at a muiti-
differential cross section (i.e. fixing the values of a few kinematic variables). which in

turn requires high statistics.

The limited statistics in this experiment may be attributed to three main difficulties.
The first of these results from the large v — e*e™ background. which despite our
extensive efforts. still made a very large contribution to the collected data. Out of
about 80 million events collected in this experiment, only 3.000 events were successfully
extracted. This large contribution resulted in a large collection of long data files which
we had to analyze: a process that is time consuming. Needless to say. that the presence
of a huge background makes it harder to extract the good events being buried under
the huge background.

The second difficulty is due to the pion absorption process in the SALAD scintil-
lators. Neither the pion’s energy nor particle identification information may be used.

thus reducing the number of measured quantities available to the fit.

Extensive efforts were made in the design and construction of SALAD to reduce the
threshold to the minimum possible. This includes the construction of the carbon fiber
tubing for the target cell, as well as the foam structure of the wire chambers. The low
photon energy available at SAL combined with the relatively large detector thresholds.

however, still had the most significant effect on reducing the statistics. As most of the
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outgoing particles will have a small share of the kinetic energy available. they will stop in
the walls of SALAD resulting in no energy and/or tracking information. In most cases.
this reduces the number of measured quantities significantly for each event making it

unsuitable to fit.

Although these major difficulties appear to be separate. they conspire in such a way
so as to significantly reduce the yield. For example. the large amount of background
present would not be hard to eliminate if enough measured quantities are present to
result in overdetermined conditions so that the event may be successfully fit. The low
photon energy and the relatively high detector threshold. however. result in a small
number of measured quantities making the good events hard to extract. Similarly. the
pion absorption process results in reducing the number of kinematic quantities available
to the fit, which would not be a major problem if it wasn’t for the fact that they have

been already reduced due to the other effects.

As a result of these difficulties it would be impractical to run this experiment with
the conditions prevailing at SAL. The experiment would be feasible. however. if the
maximum energy available at SAL was higher by a few tens of MeV's. This would
practically eliminate all the difficulties encountered in this experiment. The extra range
of photon energy would allow most of the outgoing particles to make it above the de-
tector’'s threshold, increasing the number of measured quantities per event significantly.
Although the pion absorption process would still be present. the effect would be easily
handled, as the extra number of measured quantities would compensate for it. An ad-
ditional advantage would be achieved if the tagger would cover the energy range up to
the maximum. This would increase the number of measured quantities by one. allow

for a good resolution on the photon energy, and allow for a direct calculation of the
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photon flux from the tagger scalars, thus avoiding the extra systematics arising from

the extrapolation of the bremsstrahlung distribution.

The huge background would be easily handled in such a case. As the background is
mainly due to ¥ = e*e™ events, it results in two track events. typically in coincidence
with the tagger. If the SALAD trigger is set so as to look for three calorimeter triggers
(in coincidence with the tagger, if present), most of these events will be excluded at the

hardware level, resulting in small dead-times.

In addition, a careful analysis of the theoretical calculation is required after correct-
ing for the acceptance of the detector. For example, if the short range A — N interaction
is to be investigated, one needs to find the regions of phase space where this interaction
is expected to have a strong contribution as predicted by the theoretical calculation.
The calculation has to be corrected by the efficiency of SALAD to make sure that this

region will be accessible to SALAD with reasonable statistics.

It should be added at this point that the requirement of a three-fold coincidence.
which would still cut out an appreciable number of good events. will not result in the
loss of interesting physics. The physical region excluded would constitute mainly quasi-
free events, as the spectator nucleon is required to have a momentum of >150 MeV/c

to make it above threshold.

A similar experiment may be done at SAL using discrete detectors. With the re-
sources currently available at SAL, this is a practical way of investigating a particular
FSI such as the A — N interaction. On one hand. one would be able to run at the high-
est beam flux available, increasing the event rate by an order of magnitude over what
SALAD could handle. on the other hand, the complication arising from the relatively
high detector thresholds would be avoided. It should be emphasized, however. that this
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experiment would only be worth doing if such a region of phase space does exist in the
energy range presently available at SAL. A search is thus required of the theoretical
calculation over all regions of phase space to investigate whether such a region does
exist in this energy range.

Last but not least, a complete theoretical calculation is required, particularly for
the short range A — N interaction. This would allow solid conclusions about our un-
derstanding of the mechanisms involved. and would confirm the presence or absence of
other possible mechanisms. On the other hand, the only calculation presently avail-
able for the 4D — ppr~ reaction is that of Laget. It would be advantageous to have

additional calculations to allow for consistency checks.
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