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Abstract

Lees, and independently Hill, described an irreducible character of the general linear 

group over a finite local ring which can be considered as an analogue of the Steinberg 

character in the case of a finite field. The aim of this thesis is to extend the construc

tion of the analogue to the Chevalley groups over finite local rings and to investigate 

the properties of the resultant character.

We begin by defining the analogue of the Steinberg character for the Chevalley 

groups extended by the diagonal automorphisms. The analogue is given as a  vir

tual character with an expression as an alternating sum of perm utation characters. 

However, we show tha t it is actually the character afforded by a particular module. 

Indeed, we prove that its alternating sum formula is a  consequence of it being afforded 

by the top homology space of a simplicial complex similar to Solomon’s combinatorial 

building. Further, by carefully examining the double cosets we are able to prove that 

the analogue is irreducible and has a characterisation identical to  Curtis’ characteri

sation of the Steinberg character. Additionally, we show tha t it can be described in 

terms of a linear character of the Hecke algebra.

Unfortunately, when we examine the analogue for the Chevalley groups them

selves we find tha t it is irreducible only when the Chevalley group agrees with its 

extended version. Consequently, we determine its decomposition into distinct irre

ducible constituents. Finally we show that these constituents can be characterised 

by analogues of the Gelfand-Graev character.
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Chapter 1

Introduction

Let o be the ring of integers of a non-archimedean local field K  w ith maximal ideal p 

and finite residue class field n =  o/p of order q. For a fixed integer i  > 1 the quotient 

ring R  =  o/pe is a finite local ring with unique maximal ideal m =  p/p£. Further, 

m is principal and if 7r denotes its generator, then every ideal of R  is of the form 

m* =  7xiR  for some 0 < i < I.

We will be interested in the Chevalley group G =  G(R)  over R  and its extension 

G — G(R)  by the diagonal automorphisms. More specifically, we will be considering 

characters of G and G which can be regarded as analogues of the Steinberg character 

in the finite field case.

1.1 The Steinberg character

In 1951, Steinberg [29] described all of the irreducible characters of the general linear 

group over a finite field appearing as constituents of the permutation character over 

the subgroup B  of upper triangular matrices. One of these characters, now called 

the Steinberg character, was of particular interest as its degree was the same as the 

contribution of the field characteristic to the order of the group. Later, using different

1
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methods he constructed a character with this same property for the classical groups 

[30] and then the Chevalley groups [31] over finite fields.

In 1966, Curtis [4] then gave a description of an irreducible character for the finite 

groups with B N -pair which coincided with the Steinberg character in the case of the 

Chevalley groups over finite fields. In particular, this character was expressed as the 

alternating sum of permutation characters over parabolic subgroups corresponding 

to Solomon’s alternating sum formula for the sign character of its Weyl group W  [27]. 

Further, it had a characterisation as the unique irreducible constituent of the per

mutation character over B  which was not a constituent of the permutation character 

over any strictly larger parabolic subgroup.

Solomon [28] also showed that the alternating sum formula for the Steinberg 

character had a homological origin by considering the combinatorial building of a 

Chevalley group over a finite field. This was the simplicial complex whose vertices 

were the left cosets of the maximal parabolic subgroups containing B,  and whose 

simplices were sets of left cosets which had non-empty intersection. The permutation 

action of the group on the left cosets then gave rise to an action on the homology 

spaces. These were zero except for the bottom  homology space which afforded the 

trivial character and the top homology space which afforded the Steinberg character. 

The alternating sum formula was then obtained from the Hopf Trace Formula. This 

approach was later refined and generalised by Curtis and Lehrer [8 ] and then Curtis, 

Lehrer and Tits [9].

An alternative construction of the Steinberg character was given by Curtis, Iwa- 

hori and Kilmoyer [7] in terms of the Hecke algebra over B,  i.e. the endomorphism 

algebra of the permutation module over B.  Iwahori [19] had shown for Chevalley 

groups over finite fields, and Matsumoto [23] for finite groups with BN-pair,  tha t the 

Hecke algebra had a presentation in terms of generators and relations which was sim

ilar to the presentation of the Weyl group as a Coxeter group. Thus, it was possible

2
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to define a linear character of the Hecke algebra in the same way as the sign character 

of W.  This linear character then corresponded to a unique irreducible constituent of 

the permutation character over B  which was the Steinberg character.

For more details about the Steinberg character for Chevalley groups over finite 

fields see [17] or the note by Steinberg himself at the end of [33].

1.2 Analogues of the Steinberg character

If we now consider the general linear group GLn(i?) over R  with £ > 1, then the 

subgroup B  of upper triangular matrices no longer forms part of a B N -pair for the 

group. Thus, the standard constructions of the Steinberg character do not hold in 

this situation. However, it is still possible to consider characters which are analogues 

of the Steinberg character.

The first such analogue S g was constructed by Lees in [20] and [21]. He defined 

S g inductively as an alternating sum of characters obtained from similar characters 

of general linear groups of smaller rank. This virtual character was then shown to be 

a constituent of the permutation character over B,  except possibly when q =  2, which 

was expressible as an alternating sum of perm utation characters. Further, the degree 

of S q was the highest power of char k dividing the order of the group. However, in 

general S g was not irreducible.

The second analogue Sfy was described by Lees [20] and independently by Hill 

[15]. Although the degree of Sfy was not a power of char k , it was an irreducible 

constituent of the perm utation character over B.  The definition given by Lees was as 

the character afforded by the top homology space of a simplicial complex analogous 

to the combinatorial building. Consequently, St^ again had an expression as an 

alternating sum of permutation characters.

Hill defined the analogue in a different way, however. He was primarily interested

3
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in regular characters of GLn(R) and an analogue of the Gelfand-Graev character 

IV  The analogue St^ of the Steinberg character was then the unique irreducible 

constituent of both To and the permutation character over B.  In particular, this 

meant tha t St^ was the unique regular character in the permutation character over 

B.

We will be considering the second analogue St^ of the Steinberg character. Our 

main aim will be to extend the construction of Sfy to the Chevalley and extended 

Chevalley groups over R  and to investigate the properties of the resultant characters.

1.3 M ain results

Let G be the Chevalley group over R  corresponding to the irreducible root system E, 

and G its extension by the diagonal automorphisms. Further, suppose tha t II is a base 

for E with positive roots E + and negative roots E~. For each a g E  and r G R,  denote 

by x a(r) the usual generator of G with root subgroups Ua(ml) =  {xa (r) : r G m*} for 

0 < i < £ — 1. Then we take B  = T U  and B  = T U  where T  and T  are the diagonal 

subgroups of G and G respectively and U = (Ua (R) : a  E E +).

We begin by defining the analogue St^ of the Steinberg character for the extended 

Chevalley group G over R. As both Steinberg’s original construction [29] for the 

general linear group and Curtis’ later extension [4] to all finite groups with B N - pair 

were given in terms of permutation characters over parabolic subgroups, we consider 

the parabolic subgroups in our situation. These are taken to be the subgroups which 

contain B  and can be constructed using the root subgroups of G.

In particular, we find tha t the minimal parabolic subgroups which strictly contain 

B  are of the form H a — X aB  (Proposition 4.1.4) for some a  € S  — {/? € E : —/3 € 11} 

where X a = Ua(mt'~l ). Then, if we set H j  =  (Ha : a  € J)  for non-empty subsets

4
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J  C S  and Hj  =  B,  the analogue St^ is defined to be the virtual character

St, =  ^ ( - l ) l J l( l# j )5 .
J C S

In fact, St^ is the character afforded by the CG-module CGe where e is the idempotent

e =  Z ( - 1 )''7 |eHJ
J C S

with =  \ H j \~1 Ylg£Hj 9 ôr eac^ ^  ^  (Theorem 4.2.6).

Further, if we consider the parabolic subgroup H  =  H$ of G, then when q ^  2  

we see tha t B  forms part of a BN-paiv for H  (Theorem 4.3.4(i)) and Sfy is induced 

from the Steinberg character

x =

J C S

of H  (Corollary 4.3.5).

In Chapter 5 we also show tha t the alternating sum formula for St^ has a ho

mological origin. We consider a simplicial complex A (0) which is an analogue of 

the combinatorial building of G. Its vertices are the left cosets in G of the parabolic 

subgroups H j  for maximal proper subsets J  C S  and a set of left cosets is a simplex if 

and only if the intersection of the cosets is non-empty. Then the perm utation action 

of G on the left cosets gives an action on the homology spaces.

In particular, if we consider the subcomplex A (fl^ ) obtained by taking only 

the left cosets in H , then we find tha t the homology spaces of A (1 2 ) are induced 

from the homology spaces of A(f2^) (Theorem 5.2.5). Further, the fc-th homology 

space of A(I2^) is zero except for k =  0 and k =  n — 1 (Proposition 5.3.2). The 

bottom homology space affords the trivial character of H  (Lemma 5.3.3), while the 

Hopf Trace Formula implies that the top homology space affords x  (Theorem 5.3.4). 

Consequently, the top homology space of A(f2) affords St^ (Corollary 5.3.5).

5
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To prove tha t St^ is irreducible we need to determine the inner product (St^, St^). 

However, since St^ is given by an alternating sum of permutation characters, we 

obtain

(St*,St<)= £  (-l)W+W\'Dd (HI ,Hj) \
I , J C S

where D q ( H i , H j ) denotes the set of ( H i ,  H j)-double cosets in G. Thus, in Chapter 6  

we examine the double coset structure of G.

There seems to be a natural distinction between the (B , H)-double cosets of G 

that are contained in H  and those that are not. We find tha t (B, 5 ) -double cosets 

in H  are of the form B x i B  for some I C S  (Proposition 6.2.3) where

x i  =
ael

Similarly, for J , J ' C S  the (Hj,  H j ')-double cosets are of the form H j x i H j t  for some 

I  C S  — (JU  J') (Proposition 6.2.4). Thus, by counting the double cosets we see that 

for each J C S

1 if J  =  0;
(Theorem 6.2.6)

0 otherwise

and so x  is an irreducible constituent of ( lg )H (Corollary 6.2.7).

Unfortunately, the double cosets tha t are not contained in H  have a more compli

cated structure and it does not seem possible to explicitly describe them in general. 

However, it turns out tha t it suffices to show tha t each (B , 5 ) -double coset not con

tained in H  is actually an (Ha, H)-double coset for some a  G S  which depends only 

on the corresponding ( H , H )-double coset (Theorem 6.3.1). This then allows us to 

pair up the double cosets in such a way that they cancel in the alternating sum 

(Theorem 6.3.3). Thus we find that for each J C S

(SU, ( l ^ ) 5 ) =  (x, ( i g j ) 11) (Corollary 6.3.4)
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and St^ is consequently an irreducible constituent of (1^)G. In fact, this allows us 

to characterise Sfy as the unique irreducible constituent of ( 1 ^ )G which is not a con

stituent of (1 p)G for any parabolic subgroup P  strictly containing B  (Theorem 6.3.6).

The final construction of St^ tha t we consider is in terms of the Hecke algebra 

“K(G, B)  =  egCGeg  of G. For H,  the Hecke algebra JC(H,B)  over B  is generated 

by the basis elements corresponding to the (B,  H)-double cosets B x a (n^~l )B  

together with the quadratic relations

( A , - ( g - i ) ) 08a +  i )  =  o

and the homogeneous relations f5af}a> =  /3a’f3a (Corollary 7.3.2). Thus we can define 

a linear character (j) of !K(H, B)  by

m )  = ( - i ) |J|

for each J C S ,  where j3j is the basis element corresponding to the (B,  f?)-double 

coset B x j B  (Proposition 7.3.3). The linear character <j) then extends uniquely to 

a linear character ^  of !K(G,B)  (Theorem 7.4.2) which in tu rn  corresponds to a 

unique irreducible character of G. This irreducible character is the analogue Sfy 

of the Steinberg character (Lemma 7.4.3). Indeed, the idempotent e from Theo

rem 4.2.6 is exactly the idempotent in %{G, B)  which affords the linear character i/j 

(Proposition 7.4.4).

Thus far we have only examined the analogue of the Steinberg character of the 

extended Chevalley groups. Consequently, in Chapter 8  we turn  our attention to the 

Chevalley group G with an additional requirement on the characteristic of the residue 

field which ensures that the kernel Ki of the natural projection rji : G(R) —̂ G{o/p*) 

is contained in G for each 1 < i < i  (Proposition 8.1.5).

By considering the corresponding parabolic subgroups H j  of G we may repeat

7
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the definition from the extended case to obtain the character

St't =
J C S

However, St^ is simply the restriction of St^ to G (Lemma 8.1.4) and is induced from 

the restriction

J C S

of X to H  = H S

To determine whether or not St^ is irreducible we again examine the double coset 

structure of G. For each J  C S  let d j  denote the number of distinct (B , f?)-double 

cosets contained in the intersection of the (H, _B)-double coset B x j B  with G. In 

particular, we see tha t (B x s B ) fl G decomposes into the union of d =  [G : G\ distinct 

(B, jB)-double cosets (Lemma 8.3.1). Further, for each J , J ' C S  we again find that 

the intersection of G with the (Hj ,  H j/)-double coset HjXiHj> with I  C S  — (JU  J') 

contains d j  distinct (H j , H ,//)-double cosets. Thus, by counting the double cosets we 

are able to determine tha t for each J C S

d if J  =  0;
(Theorem 8.3.5)

0  otherwise.

Moreover, we again see tha t each (B , H)-double coset of G not contained in H  is ac

tually an (Ha,B ) -double coset for some a  € S  (Theorem 8.4.1). Hence, the approach 

from Section 6.3 gives for each J C S

(StJ, ( 1 ^ ) G) =  (x, (1 H j ) H )  (Proposition 8.4.2)

and so St^ is irreducible on ly  w hen G — G (T heorem  8.4.4).

Consequently, in the final chapter we decompose St^ into its irreducible con

stituents. We begin by examining the restriction of x'  to the normal subgroup 

V  — X s V  of H  where X s  =  (X a : a  € S)  and V  — (T  fl K \ ) U . If we let X
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denote the set of linear characters of V  which are trivial on V,  but non-trivial on X a 

for each a  € S  then

x'y = ^  A. (Lemma 9.2.2)
Aex

Further, H  permutes the linear characters in X (Lemma 9.2.3) forming d orbits. If we 

choose a representative Aj from each orbit we find tha t S tab# (Aj) =  V  (Lemma 9.2.4). 

Thus, setting Xi = A f for each i, Clifford theory implies the decomposition

d
X ^ ' Y l X i

i = 1

where Xu- - - i Xd  are the distinct irreducible constituents of x ’ (Theorem 9.2.5). 

Indeed, we are also able to show tha t Xi induces irreducibly for each i (Proposi

tion 9.3.1). Thus, if we let Q =  x f  ■> then we obtain the corresponding decomposition

d
StJ =  £ C i

2— 1

where ( i,  - ■ ■ ,Q  are the distinct irreducible constituents of St^ (Theorem 9.3.2).

Finally, we characterise the irreducible constituents of St^ in terms of analogues 

of the Gelfand-Graev character. A linear character 9 of U is non-degenerate if its 

restriction to Ua (xx^~l ) is non-trivial for each a  E II. The non-degenerate characters 

are then permuted by T  and form d orbits which correspond to the d orbits of H  on X. 

Thus, if we choose a representative 6{ from each orbit and set Tj =  O f, then we find 

that Ci is the unique common constituent of Tj and (1b )G for each i (Theorem 9.4.9).

1.4 Character theory of finite groups

For completeness, we recall some elementary definitions and results from the character 

theory of finite groups tha t will be required later. Proofs can be found in [18], [10] 

or [25].
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Let G be a finite group and M  be a module for the group ring CG of G over the 

field C of complex numbers. The character <p afforded by M  is the map (p: G —> C 

where for each g £ G

<p(g) = tr  (g,M),

i.e. cp{g) is the trace of the linear map on M  given by multiplication by g. In 

particular, the triv ial character 1q of G is the character afforded by the trivial 

module of CG and so has 1 0 (5 ) =  1 for every g £ G.

Suppose tha t <p and ip are characters of G. We say that ip is a constituen t of 

<p if (p can be expressed as <p =  ip +  ip1 where ip1 is either a character of G or zero. 

Further, (p is called irreducible if its only constituent is (p itself.

An im portant tool used to show tha t a character is irreducible is the inner product. 

For characters <p and ip of G, their inner product is defined to be the sum

( < ^ )  =
' ' geo

A character cp is then irreducible if and only if (<p,<p) =  1. Moreover, if (p and ip are 

distinct irreducible characters then we have (cp, ip) =  0.

Now suppose tha t H  is a subgroup of G. For any character ip of G, its restriction  

to H  is the character ipn of H  with ipH(h) — ip(h) for each h £ H.  On the other 

hand if <p is a character of H,  then the induced character (pG on G is given by

<PG{9) =  j ^ i ^ f i x g x - 1)
I I xeG

where <p°(g) =  <p(g) for g £ H  and 0 otherwise. In particular, the perm utation  

character over H  is the induced character (1//)G. Further, induction and restriction 

are related in terms of the inner product via Frobenius reciprocity

(.(pG,ip) =  {(p,ipH)-

Let H  and K  be subgroups of G and suppose tha t (p and ip are characters of 

H  and K  respectively. For any g £ G the conjugate character ip9 is the character

10
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of gKg  1 defined by if>9(gkg x) =  if)(k) for every k € K.  Mackey’s Theorem then 

expresses as

W ° ) h  =  2  ( ^ n 9K g - ^ H
HgK&G{H,K)

where T>o(H,K) denotes the set of ( H , K )-double cosets in G. Thus, combining 

Mackey’s Theorem with Frobenius reciprocity we obtain the Intertwining Number 

Theorem,

((f) ,if) ) =  ^  (<!)9Hg-1nKi'4,SgHg-1nK^'
HgK£<I>a(H,K)

Consequently, for the permutation characters ( 1 h ) G  and (1 k ) g  we have

( ( 1 h ) G , ( I k ) G ) =  \ V g ( H , K ) \ .

Finally, suppose tha t I? is a normal subgroup of G. For an irreducible character 

(f> of H  define

StabG(0) = {g e G : (f)9 -  <f)}.

If StabG((/j) =  H,  then as a special case of Mackey’s Theorem we obtain

w g )h =  E ^ ‘
teT

where T denotes a complete set of left coset representatives of H  in G and {0* : t 6  T} 

are the distinct conjugates of (j) in H.  Further, this implies that

(<f>G, </)G) = 4?) = (4 ,4>) = i
teT

and so <f>G is an irreducible character of G.

11
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Chapter 2

Chevalley groups over fields

In this chapter we briefly outline the construction of the Chevalley groups over an 

arbitrary field K.  Following [2], these are defined as groups of automorphisms of 

Lie algebras over K  corresponding to the non-abelian simple Lie algebras over the 

complex numbers. Further, we also consider the extension of the Chevalley groups 

by the diagonal automorphisms.

Proofs of the results can be found in [2] or [32] together with [16] for root systems 

and simple Lie algebras. The identification with certain classical groups is taken from 

[13]. A more general approach to the construction of the Chevalley groups can be 

found in [5] or [32],

2.1 R oot system s

Let £  be a finite-dimensional real vector space together with an inner product (•,•). 

To each non-zero a  € £  there is an associated orthogonal transformation wa : £  -> £ 

given by the reflection in the hyperplane orthogonal to a. More specifically,

wa{/3) = 1 3 -
(a, a)

for each /3 £ £  so tha t wa (a) =  —a  and wa(/3) =  (3 if and only if (a, (3) =  0.
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D efin ition  2.1.1. A root system  E is a finite set of non-zero vectors in <£ such that

(i) E spans <£;

(ii) If a, f3 £ E then wa ((3) £ E;

(iii) If a, ca £ E, then c =  ±1; and

(iv) If a, P £ E, then 2(a, /3)/(a, a) £ Z.

Further, the W eyl group W  of E is the group of orthogonal transformations on (£ 

generated by the corresponding set of reflections {wa : a  £ E}.

The most general definition of a root system includes only properties (i) and (ii). 

Root systems also satisfying (iii) and (iv) should properly be referred to as reduced 

crystallographic root systems. However, the only root systems tha t we will consider 

are those satisfying all of (i) - (iv).

D efin ition  2.1.2. A base n  of the root system E is a subset of E such that

(i) n  is a basis for <£; and

(ii) Each /3 € E can be expressed as a linear combination

where the coefficients ka are integers which are either all non-negative or all 

non-positive.

The rank of E is the number of roots in n.

Every root system must contain a base and the different bases are transitively 

permuted by the action of the Weyl group. The elements of n  are called sim ple 

roots and the corresponding fundam ental reflections {wa : a £ l l }  generate W .

(2 .1)

aen
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Further, we say tha t a root (3 E  £  is positive if all of the coefficients ka are non

negative and negative if they are all non-positive. The sets of positive and negative 

roots in I! are denoted by £ + and £~  respectively.

Additionally, we define the height of each /3 E £  to be

ht(/3) = ^ ka 
aeu

where the ka are as in (2.1). If we let £& denote the set of roots of height k, then in 

particular £ i  =  II and £ _ i =  {/3 : — f3 E  II}.

P roposition  2.1.3. Let W  be the Weyl group of a root system £  with base II.

(i) I f  w(a) E  II for every a  E  II, then w = 1.

(ii) For each w E W  with w ^  1 there is an a  E II with w(a) E  £~ .

(iii) There is a unique element w q E W  so that wo (a) E {/3 : —j3 E  I I }  for every 

a  E II. Further, w q  has order 2.

We now describe the classification of the irreducible root systems, i.e. the root 

systems tha t cannot be expressed as a disjoint union of two mutually orthogonal 

non-empty subsets.

D efin ition  2.1.4. The C artan integers of a root system £  with base II are the

integers

A _  O (<*>£)
Aa’0 ~ 2 (a ,a)

for each a, [3 E £ . The C artan m atrix is then the invertible m atrix A  =  [Att)/9 ]Q)(8 gn-

Cartan matrices are independent of the choice of base up to a reordering of the 

simple roots and determine root systems up to equivalence, i.e. if two root systems 

possess the same Cartan matrix then there must be a bijection from one to the other 

which preserves the inner product.
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D efin ition  2.1.5. The D y n k in  d ia g ra m  of a root system E with base II is a graph 

whose vertices are indexed by the simple roots and has A a^ A g j0l edges between the 

vertices a  and jd with an arrow pointing in the direction of /3 if (a, a) > (/3,/3).

Given the Dynkin diagram of a root system it is possible to recover its Cartan ma

trix and so Dynkin diagrams also determine root systems up to equivalence. Thus, by 

classifying the Dynkin diagrams of irreducible root systems we obtain a classification 

of the irreducible root systems themselves.

A n (n > 1) : 

B„ (n > 2 ) : 

Cn {n >  3) :

D„ (n > 4) :

E 6  :

E 7  :

Eg : 

F 4  : 

G2 :

o-
1

o-
1

o-
1

o-
1

o-
1

o-
1

-o-
2

-o-
2

-O-
2

-o-
2

O-
1

-o-
3

-O-
3

O-
1

2O

2o

- o —
n-2

- -O

2Q

n-1

-O - - -O—
3 n-2 n-1

Table 2.1: The Dynkin diagrams of the irreducible root systems

T h e o re m  2.1.6 (C lassifica tion ). Let E be an irreducible root system with base 

II =  ( a i , . . .  , a n}, then its Dynkin diagram is one of those contained in Table 2.1.
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It should be noted tha t each diagram in Table 2.1 is indeed the Dynkin diagram 

of an irreducible root system. A description of the irreducible root system of each 

type can be found in Appendix A.

2.2 Simple Lie algebras over C

D efin ition  2 .2 . 1 . A Lie algebra £  over C is a complex vector space together with 

a bilinear map [•, ■] : £ x £ - > £  such that

(i) [x, x] =  0 for every x  G £; and

(ii) [[re, y\,z\ + [[y, z],x] + [[z, x], y] = 0  for every x , y , z £  £.

For each x  € £  the adjoint map adx : £ —>■£ is defined for every y 6  £  by 

ad x (y) = [x,y\.

For subsets X  and Y  of £ , let [X, Y] denote the set of all linear combinations of 

commutators [x, y] for x  € X  and y 6  Y.  A subalgebra 971 of £  is then a subspace 

of £  such that [971,971] C 971 and an ideal of £  is a subalgebra 3 such tha t [£, 3] C 3. 

The Lie algebra £  is said to be sim ple if it contains no ideals other than itself and

the zero ideal. Further, it is abelian if [£, £] =  0.

The first result tha t we will need is that each non-abelian simple Lie algebra has 

a decomposition corresponding to an irreducible root system. This is achieved by 

considering the adjoint action of a particular subalgebra.

D efin ition  2.2.2. A C artan subalgebra Sj of £  is a subalgebra of £  such that

(i) If we set £ x =  [£, £] and £* =  [£, £'(_1] for each i, then £ fe =  0 for some k; and

(ii) If we set N£,(S)) =  {x  € £  : [x, h] £ Sj for every h € fj}, then = S).

Every Lie algebra must contain a Cartan subalgebra and any two Cartan subalge

bras are conjugate. In the particular case of simple Lie algebras the Cartan subalgebra
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turns out to be abelian. Consequently, the associated adjoint maps commute and £  

can be expressed as a direct sum of simultaneous eigenspaces.

More specifically, for each a  in the dual space Sj* of Sj define

£a = {y £ £  : adx (y) = a (y ) for each x  6  fj}.

Then if we let £  be the set of non-zero a  € Sj* for which £ a ^  0 we obtain the 

following decomposition of £.

T heorem  2.2.3 (C artan D ecom position ). Let £  be a non-abelian simple Lie 

algebra over C, then

£  =  £ © © £ «  
a£E

where each £ a has dimension 1 .

Further, if we consider the K illing form  on £  given by (x , y) = tr(adxady) for 

each x , y  6  £ , then this allows us to identify Sj with its dual space. Thus we may 

consider £  as a subset of S) and setting to be the R-span of £  in ij, we find that 

£  forms an irreducible root system in f)® with inner product (•,•). The classification 

of the irreducible root systems then gives rise to a classification of the non-abelian 

simple Lie algebras over C.

T heorem  2.2.4. For each irreducible root system £  there is a simple Lie algebra 

over C with root system equivalent to £  and any two Lie algebras with equivalent root 

systems are isomorphic.

We now use the Cartan decomposition to describe a particular basis for £  which 

will be an im portant part of the construction of the Chevalley groups.

Fix a base II of £ . For each root a  € £  the associated co-root ha € f) is defined

by
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If for each positive root a  6  £ + we pick a non-zero element ea 6  £ Q, then there 

is a unique e_a 6  £_<* with [eQ,e_ Q] =  ha . Moreover, the {ea ■ ol G £ +} may 

be chosen in such a way tha t whenever a, ft € £ + are such tha t a  +  /3 £ £  then 

[ea ,eg\ = N atpea+p for some integer N a,g.

T h e o re m  2.2.5 (C hevalley  B asis). The set {ha ,eg : a  £ II, j3 £ £} is a basis for 

£  and the multiplication of basis elements is given by

(i) [ha , hg] =  0 for a, ft £ II;

(ii) [ha , eg] = A a,geg for a £ l l , j 3  £ £ ;

(iii) [ea , e_a] =  ha for a  £ £ + ;

(iv) [ea , eg] =  0  for a, [3 £ £  with a  +  (3 £ £ ;  and

(v) [ea , eg] =  N a>gea+g for  a , /3 £ £  with a  +  /3 £ £ .

Finally, we use the Chevalley basis to define certain automorphisms of £. For 

each root a  € £  we have (adeQ)fc — 0 for all sufficiently large k. Consequently, we 

may define a linear map x a (() : £ —>■£ for every £ 6  C by setting

k= 0

T h e o re m  2.2.6. Let a  £ £  and £ £ C, then x a (£) is an automorphism of £  where

(i) x a {C) ■hg = hg -  A g ^ e a for P £ II;

(ii) x a {£) ■ ea = ea;

(iii) x a (€) ■ e-a  = e_Q +  £ha -  £2 eQ; and

(iv) X a ( 0  ■ eg =  o M ajgtif,leia+g for f t  E  £  with a  ^

for some integers M a>g^ and k.
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2.3 Chevalley groups over fields

Let {ha , ep : a  E  II, /? 6  £} be the Chevalley basis of a non-abelian simple Lie algebra 

£  over C with root system £  and base II. Denote by £% the Z-span of the Chevalley 

basis in £  and define

£ k  — £% ® K.

Then £/< is a Lie algebra over K  with basis

{ha ® iK ,e p  '■ a e n , p  e E }

and Lie bracket obtained by taking

[x ® l K , y ®  l k \ =  [®, y\ ® i k

for each x , y  € £% and extending linearly.

Further, the multiplication constants with respect to this basis are the multipli

cation constants of £  with respect to the Chevalley basis interpreted as elements of 

K.  In particular, this means tha t if we use Theorem 2.2.6 to define a corresponding 

linear map x a (r) on £% for each a  E  S and r E  K ,  then it must automatically be an 

automorphism of £k -

D efin ition  2.3.1. For each a  6  S  and r E K  define x a (r) E  A ut(£/r) by

(i) x a ( r )  ■ ( h p  0  l K ) = ( h p  <2> Ik )  -  A p j a r ( e a  ® Ik )  for E  II;

(ii) x a(r) ■ (ea ® Ik )  =  (ea ® Ik );

(iii) x a(r) ■ (e -a ® l K ) = (e_a ® Ik )  +  r(ha ® Ik )  -  r2{ea ® Ik ); and

(iv) x a ( r )  ■ ( e p  ®  1 K ) =  E iL o  M a , p , i r l { e i a + p  ®  Ik )  for ^  e  £  with a  ±  ± / 3 .

The C hevalley  g ro u p  of type £  over the field K  is then the subgroup

G(K) =  ( x a ( r ) ■. a  E  E , r  E K)

of the automorphism group Aut(£K) of £ k -
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G(K)  is independent of the choice of Chevalley basis for £  and is determined 

up to isomorphism by the irreducible root system E and the field K.  Further, it 

should be mentioned tha t this construction actually produces the adjoint Chevalley 

group of type E over K.  The other Chevalley groups can be obtained by replacing 

£z  with an admissible Z-form for a different faithful £ -module (cf. [5] or [32]). How

ever, the resulting groups are merely central extensions of the adjoint group and so 

any representation constructed for the adjoint group can easily be pulled back to a 

representation of the more general group.

We now examine the structure of G(K).  For each a  € S  and r, s E K  we have

x a{r)xa {s) = x a {r + s).

Thus, for each a  £ E the root subgroup Ua (K) = {x a (r) : r £ K }  is isomor

phic to the additive group K.  The relation between the generators x a(r) and xp(s) 

for a  ^  ±/3 is given by the following commutator formula. Here we are using the 

commutator [a,b] = aba~1b~1.

T heorem  2.3.2 (C hevalley C om m utator Form ula). Let a f f i e Y ,  be such that 

then for every r ,s  £ K

[xa(r),xp(s)] = xiQ+j/3 (c;jJ>i/3 ( - r ) V )
i , j >  0

where the product is taken over all positive i and j  such that ia  + j(3 6  E. Further, 

the coefficients C i , j , a , p  are independent of r  and s. More specifically, C i , j , a , p  £ {±1} 

except for  E =  B n,Cn or F4 which have Ci , j ,a ,p G {±1,±2} and E =  G2 which has 

c i , j , a , p  €  {± 1 ,± 2 ,± 3 } .

Let U(K)  =  (Ua (K) : a  € E +) and U~(K)  — (Ua ( K ) : a  € E~). As an im

mediate consequence of the Chevalley Commutator Formula we obtain the following 

results.
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T h eo rem  2 .3 .3 . (i) Each g € U ( K )  can be expressed uniquely as

9  = J J  x a(ra)
a€  E+

for some ra € K  where the product is taken over the positive roots in a fixed, 

but arbitrary, order.

(ii) Similarly, each g € U~(K) can be expressed uniquely as

9 = J J  x a {ra)
a € S -

for some ra € K  where the product is taken over the negative roots in a fixed, 

but arbitrary, order.

The Chevalley Commutator Formula only gives the relationship between the gen

erators when a  /  ±(3. If a  =  — ft, then the situation is closely related to SL2  ( ^ )  -

P ro p o s itio n  2.3.4. For each a  € S  the map <j>a : SL^-KT) -4 G(K) given by

(fra
1  r \ ( 1  0

=  x a (r) and
0  1 ) \ s 1

-  X_a (s)

( r 0 \ II'ITss 0  r
4*ol 1

0  r~ l
and

V ) —r - 1  0

for every r ,s  G K  is a homomorphism.

In view of Proposition 2.3.4, for each a  € S  and r 6  K x consider the elements

ha (r) = 4>c
\  0  r~ l )

In particular, na (r) — x a {r)x-a {—r~l )xa (r) and ha (r) = na (r)na(I ) -1 .

L em m a 2.3.5. Let a, j3 € S , r, s € K x and t G K ,  then

(i) ha(r)ha (s) = ha (rs);

(ii) ha (r)hp(s) =  hp(s)ha {r); and

(iii) ha {r)xp{t)ha {r)~l = x p ( r Aa<n).
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Thus, if we set T ( K ) =  (ha(r) : a  E E ,r  E K x ) and B ( K ) =  (U (K ) ,T (K )) ,  

then U(K)  is normal B (K )  and so B (K )  =  T{K)U(K) .  

L em m a 2.3.6. Let a ,  j3 E S, r E K  and s E K x , then

(i) n a {l)hp{r)na {l)~l =  hWa{j3)(r); and

(ii) n a (l)®j8 (r)na ( l ) _ 1  =  x Wa^{r]a^ r )

where r/Qjg E {±1} is independent of r.

If we let N ( K )  =  (n a (r) : a  E E ,r  E K x ), then we find tha t there is a homomor

phism from N ( K )  onto W  which has T (K )  as its kernel. Further, for each a  E S 

the element n a ( 1) € N ( K )  gets mapped to w a E W  under this homomorphism. 

Consequently, if we write any w  E W  as the product w  — w aii ■ ■ ■ w aik for some 

a.ix, . . . ,  a i k E II, then setting

nw = n aii{l) ■ ■ ■ naik{l)

we see tha t the image of n w is w.

Indeed, B (K )  and N ( K )  form a B N - pair for G(K)  and so G(K)  can be expressed 

as the disjoint union

G(K)  =  (J B ( K ) n wB(K) .
w E W

2.4 Extension by the diagonal automorphisms

Let Ar denote the Z-span of the roots E in Sj, then a F f-ch a rac te r of Ar is a 

homomorphism p  : Ar —>• K x . Further, since Ar is a free abelian group generated by 

II, it is clear that each A'-character of Ar is completely determined by its value on 

the simple roots.

Every if-character p  of Ar gives a d iag o n a l a u to m o rp h ism  h(p) of £ k  via 

h(p) ■ {ha ® l K ) = (hQ ® I k ) and h(p) ■ (ep ® l K ) =  fi(P)(ep ® I k ) (2 .2 )
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for each a  E II and fi e  E. Further, given any two if-characters p  i and p  2  their 

product P1P2 is also a if-character and

h{pi)h(p2) =  h(p ip2).

Hence the set T (if)  =  {h(p) : p  is a if-character of Ar } of diagonal automorphisms 

forms a subgroup of Aut(£r-).

Now, for each a £ S  and r  E i f x the element ha (r) € G(K)  acts on the Chevalley 

basis via

ha (r) ■ (hp ® 1K ) = (hp <8 > 1#) and hQ(r) • (e/j 0  1*-) =  r Aa^{eg <2> 1^). (2.3) 

Thus, if we define a if-character p a>r : Ar -> i f x by

M a,r(/3)=r2^ ) / ( Q-a)

then we see tha t /iQ(0  =  h{pa,r). Consequently, T (if)  is a subgroup of T (if)  and it 

is natural to consider which if-characters p  give automorphisms h(/i) in T (if) .

Let A denote the set of all A E ijR for which 2(A, a) / (a, a ) E Z for every a  E S. A 

is called the w eight la ttice and its elements weights. In particular, for each a  G n  

the fundam ental w eight Xa is the unique element in A with

2 0 W 3 )  =  I  1 if  a  =  f t  
(Pi  P)  |  0 if  o i ^ p

for each /3 G n  and A is a free abelian group generated by {AQ : a  G n}. Further, Ar 

is clearly a subgroup of A and each simple root a  G n  can be expressed as the linear 

combination

a =  (2-4)
/?en

where A  =  [Aap \ap en is the Cartan matrix of E.

Theorem  2.4.1. T (K )  is the subgroup o f T ( K )  consisting of the diagonal automor

phisms h(p) where p is the restriction to Ar of a K-character of A.
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This means tha t the quotient group T ( K ) / T ( K )  is isomorphic to the group of 

if-characters of A/Ar . Prom (2.4) we see tha t the index of Ar in A is equal to the 

determinant of the Cartan matrix A  and is given in Table 2.2. By investigating the 

Cartan integers further it is possible to show tha t A/Ar has the structure shown in 

Table 2.3. Then, in the case where K  is the finite field ¥q of (/-elements, Table 2.4 

gives the index d of T ( K ) in T(K) .

E A n B n Cn Dn E q E ’j Eg g 2 Fa

det(A) n  -F 1  2 2 4 3 2 1 1 1

Table 2.2: The determinants of the Cartan matrices

E An B n Cn D2 m D 2k Eg E ’j Eg g 2  p 4

A/Ar Z /{ n + l )Z Z/2Z Z/2Z Z/4Z Z/2Z x Z/2Z Z/3Z Z/2Z 1 1  1

Table 2.3: The structure of A/Ar

s Bn Cn D 2k+i B 2k Eg P/ 7  Eg G2 Fa

d 1

r"d+jS -1 ) (2 , g - 1) (2 ,9 - 1) (4 ,9 -1 ) ( 2 ,9 - l ) 2 (3 ,9 - 1) (2 ,9 -1 )  1 1 1

Table 2.4: The index d =  [T(Fg) : T(F9)]

L em m a 2.4.2. Let g, be a K-character of  Ar , a  G E, r  6  K  and w € W , then

(i) h{g,)xa {r)h{n)~l =  x a (/J,(a)r); and

(ii) =  h{n')

where fi1 is the K-character of  Ar given by n'(f3) = /r(u;_ 1 (/3)) for each /3 € E.
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This implies tha t T ( K ) normalises each root subgroup Ua(K)  and so therefore also 

U(K).  Thus, if we define B ( K )  — (U ( K ) , T ( K )) then we have B ( K )  — T (K )U (K ) .

D efin ition  2.4.3. The extended  C hevalley group G(K)  of type S  is the subgroup 

of A u t(£#) generated by G(K)  and T(K) .

Theorem  2.4.4. G(K) is a normal subgroup o fG (K)  and G (K ) /G (K )  is isomorphic 

to T { K ) /T { K ) .

We conclude this chapter by identifying certain classical groups over K  with either 

a Chevalley group or its extended version.

The general linear group GLn(K)  is the group of n  x n invertible matrices 

with entries in K

GLn(K) = { g £  Mn(K)  : det(5) #  0} 

and the special linear group SLn (iiL) is the subgroup

SLn(tf) — {<? £ GLn(K) : det(ff) =  1}.

Further, the projective general linear group is PGLn{K) — GLn(K ) /Z (G L n( K )) 

and the projective special linear group is PSLn(if) =  SLn(K ) / Z(SLn(K))  where 

Z(GLn(K))  and Z(SLn(K))  are the centres of GLn(iiL) and SLn(K)  respectively. 

Now, consider the symmetric bilinear form (-, ■) on K n defined by

(x, y) =  x i y n +  • • • +  x nyi

for each x  =  (a;i,. . . ,  xn) ,y  = (yi , . . . ,  yn) € K n. The orthogonal group On(K)  is 

then the subgroup of GLn(if) which preserves (■, •)

On{K) = {g £ GLn(K)  : (gx,gy ) =  {x,y)  for each x , y  £ K n}

and GOn(K)  is the subgroup of GLn(K)  which preserves (•, ■) up to a scalar

GOn(K) — {g £ G\jn( K ) : there is ag £ K x with (gx,gy) — ag(x, y) for each a:, y e K n}. 
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Further, the special orthogonal group is SOn(K)  =  0 n(K)  flSLn (77) and Lln (K)  

is the derived subgroup of On(K).  Again, PGOn(7C) =  GOn (K ) /Z (G O n(K))  and 

P a n(K) = Qn(K ) /Z (G n(K)).

Similarly, if we consider the alternating bilinear form (•,•)' on K 2n given by

( ® >  V)  =  V2n " P  ■ ■ ■ 4 "  xny n + 1  —  xn-^iyn —  • • • —  x2nyi

for each x  =  (mi,. . .  , x 2n) ,y  -  ( y i , - - - , y 2n) e  K 2n, then the sym plectic group  

Sp2 n(7C) is the subgroup of GL2n(K)  which preserves (•,•)'

SP2 n =  {y € GL2n{K) : (gx,gy)'  =  (x,y)'  for each x , y  € K 2n}

and GSp2 n(77) is the subgroup of GL2 n(77) which preserves (•, •)' up to a scalar

GSpn(7f) =  {g € GL2n{ K ) : there is ag£ K x with (gx, gy)' — ag(x, y)' for each x, y € K 2n}.

Finally, PGSpn(K) = GSpn(K ) / Z(GSpn(K))  and P S pJiC ) -  Spn(AT)/Z(Sp„(A:)).

T heorem  2.4.5. Let G(K) be the Chevalley group of type E over K  and G(K) its 

extension by the diagonal automorphisms.

(i) 7 /E  =  A n, then G(K)  ~  PSL„+i(7C) and G(K)  ~  PGLn+i(7C).

(ii) 7 /S  =  B n, then G(K)  ~  Sl2n+1(K) and G(K)  ~  SO2n+i{K).

(iii) 7 /E  =  Cn, then G {K ) ~  PSp 2 n(77) and G(K)  ~  PGSp2 n(7s:).

(iv) 7 /E  =  T)n, t/ien G(K)  ~  P il 2 n(7i’) and G(K) has index 2 m P G 0 2 n(7C).
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Chapter 3

Chevalley groups over rings

We now turn  our attention to the finite ring R  =  o/p^ obtained as the quotient of 

the ring of integers o of a non-archimedean local field K  by a power of its prime ideal 

p. The structure of the Chevalley groups over R  is then inherited from G(K)  via the 

corresponding Chevalley groups over o. Additionally, certain normal subgroups arise 

from the ideal structure of R.

Proofs of the statements involving Chevalley groups over rings of integers can be 

found in [32]. The results for congruence subgroups are taken from [1] and a general 

reference for local fields is [26].

3.1 Local fields

D efin ition  3.1.1. A non-archim edean absolute value on a field K  is a function

IMI : K  - * R such that for every x , y  £ K

(i) IMI ^  o with ||x || =  0  if  and only if  x —

(ii) M l  = IMI • IMI; and

(iii) \\x +  y\\ < m ax{|M |, IMI}-
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K  is then called a non-archim edean local field if it is complete with respect to 

this non-archimedean absolute value.

E xam ples 3.1.2. (i) Let p  be a prime and consider the field Q of rational numbers.

Each non-zero rational number r £ Q can be written as a quotient

x
y

for some non-zero integers x , y  £ Z. Further, there exist unique non-negative 

integers a and b so that

x = pax  and y =  pby'

for some integers x' ,y '  £ Z which are not divisible by p. Thus we may define 

the p-adic absolute value || ■ ||p : Q —> R on Q by ||0 ||p =  0 and for r ^ O

The non-archimedean local field Qp of p-adic numbers is then the completion 

of Q with respect to the p-adic absolute value.

(ii) Again, let p be a prime but now consider the field Fp (t) of rational functions in 

t  with coefficients in the field Fp of p elements. Each non-zero rational function 

r(t) £ Fp (t) can be w ritten as a quotient

' " ’ - i

for non-zero polynomials x(t) ,y( t)  £ Fp [i]. Further, there exist unique non

negative integers a and b so that

x(t) =  tax'(t) and y(t) = tby'(t)

for some polynomials x'{t) ,y'{t) 6  Fp[f] with non-zero constant terms. Thus we 

may again define a non-archimedean absolute value || • ||< : Fp(t) —>• R on Fp (t)
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by | jOj =  0  and for r(t) /  0

I k W l l i  =  p l ' “ “ -

The non-archimedean local field ¥p((t)) of formal Laurent series in t  over Fp is 

then the completion of ¥p(t) with respect to this absolute value.

The r in g  o f in teg e rs  of a non-archimedean local field K  with absolute value || ■ || 

is the subring

o =  {x  € K  : | | x | |  < 1 } .

The group of units in R  is then clearly

o x  =  {x €  K  : ||a;|| - 1}

meaning that

p — {x E K  : | | x | |  <  1}

is the unique maximal ideal of o. Thus, the quotient ring k — o/p is a field and is 

called the re s id u e  class field of K.  Further, p is a principal ideal and every ideal 

of o is of the form p* for some i > 0 .

D efin ition  3.1.3. Let o be the ring of integers of a non-archimedean local field K  

with maximal ideal p and finite residue class field k of order q. Then, for a fixed 

integer £ >  1 define R  to be the quotient ring R  — o/p^.

R  is clearly a commutative ring and, since p is the unique maximal ideal of 

o, the unique maximal ideal of R  is m =  p/p^. Thus, the group of units of R  is 

R x = {r € R  : r m}. Further, since p is principal, m must also be principal. 

Consequently, if ir denotes the generator of m then each ideal of R  is of the form 

m* =  7t1R  for some 0  < i  < I  since each ideal of o containing p  ̂ is of the form p* for 

some 0 < % < I. In particular, rr/ - 1  =  7T̂_ 1 jR is the minimal non-zero ideal of R.
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L em m a 3.1.4. Let 0 < i < I, then

(i) |B| = <f;

(ii) |m*| =  q£~l; and

(iii) \RX\ = q£~1(q — 1).

E x am p les  3.1.5. (i) The ring o =  Zp of p-adic integers is the ring of integers

of Qp. Further, the maximal ideal of o is p =  pZp and its residue class field 

k =  Zp/pZp is the field of p elements. Then, for i  > 1 the ring R  =  Z p)plZ p 

can be identified with the ring Z/p^Z of integers modulo p£.

(ii) The ring o =  Fp [[t]} of formal power series in t is the ring of integers of 

Fp((t)) and its maximal ideal is p — t¥p [[£]] so again the residue class field 

k =  Fp[[t]]/tFp[[t]] is the field of p elements. Thus, for i  > 1 the ring 

R  — Fp[[t]]/^Fp[[t]] can be identified with the ring Fp[t]/^Fp[t] of polynomi

als in t  with coefficients in Fp, modulo t l .

We also include a result about &-th roots in R  which will be required later.

L em m a 3.1.6. Let k be a positive integer which is not divisible by the characteristic 

of k , then for every r G 1  +  m there is some s G l + m  with r  — sk .

Proof. In fact, we will show tha t the only element r £ 1+tn with r k =  1 is r =  1. This 

would then imply tha t the map from 1  +  m to itself which sends r  to r k is injective. 

Thus, since 1 -j- m is finite, it must also be surjective and therefore any r  € 1 +  m is 

of the form r = sk for some s € 1  +  m.

Suppose tha t r €  1 +  m is such that r k = 1, but that r  ^  1. Then r k — 1 =  0 

implies that

(rk~ 1 +  rk~2  + ----1- r  +  l) ( r  -  1 ) =  0
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and therefore rk~ 1 + rk~2 + ■ ■ ■ +  r +  1 G m since r  -  1 ^  0, Consequently, if we 

consider the natural projection r/i : R  k  which has m as its kernel, then we see 

that rji{r) — 1  and so

0 =  r}i(r)k~l +  r]i(r)k~ 2 H 1- Vi(r ) +  »7i( l)  =  1 +  H  \- l + l  = k.

However, this implies tha t the characteristic of k divides k, which is a contradiction. 

Hence we must have r =  1. □

3.2 Chevalley groups over finite local rings

Let o be the ring of integers of a non-archimedean local field K  and £  be a non-abelian 

simple Lie algebra over C with root system S  and base n . If £ z  again denotes the 

Z-span of the Chevalley basis in £ , then

£ 0 =  £ z  ®  o

is a Lie ring where the Lie bracket is inherited from £^. Further, since o is a subring 

of K,  we can consider £ 0  to be a Lie subring of £ # . Thus A ut(£0) can be identified 

with the subgroup of A u t(£ # ) consisting of the automorphisms of £ #  which preserve 

£ 0. In particular, this means tha t for any a  G S  and r  G 0  the automorphism x a (r) 

of £ k  can be considered as an automorphism of £ 0.

Now, fix £ > 1 and set R  — o / p Then

£ r  =  £ z  ® R

is again a Lie ring with the Lie bracket inherited from £g. Moreover, the natural 

projection rj : o —> R  gives rise to a Lie ring homomorphism rj : £ 0 —> £,r  and this in 

turn  induces a homomorphism of automorphism groups

r] : A ut(£0) -» Aut(£fl).
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Consequently, if for each a  € E and r € R  we define

»a(r) =  rj(xa (r')) 

where r ' e o  has ry(r') =  r, then s Q(r) is an automorphism of £ r .

D efin ition  3.2.1. The C hevalley group of type E over the ring R  is the subgroup

G(R)  =  (xa (r) : a  € E , r  £ R) 

of the automorphism group Aut(£j*).

Let G(o) = G(K)  fl A ut(£0). By [32, Theorem 18, Corollary 3]

G(o) = (xa (r) : a  e  E ,r  G o)

and so we have

r/(G(o)) — (rj(xa (r)) : a £ S , r £ o )  =  (xa(r) : a  € E ,r  € R)  =  G(R).

W ith this in mind, for each subgroup H (K )  of G(K),  we let H(o)  denote the subgroup 

H(o) — H (K )  fl A ut(£0) of G(o) and H ( R ) its corresponding image H(R)  = r}(H(o)) 

in G(R).

From Definition 2.3.1 it is clear tha t x a (r) 6  A ut(£0) if and only if r 6  o. Thus, 

Ua(o) =  {xa (r) : r 6  o) for each a  G E and so Ua(R) = (x a (r) : r € R}.  Further, 

for any r, s G R  we see tha t if r', s' 6  0  are such tha t r](r') = r and r}(s') — s, then

Xa (r)xa (s) = rj(xa (r'))r](xa (s')) = rj(xa (r' + s')) = x a(r + s).

Thus the root subgroup Ua (R) is isomorphic to the additive group R.

More generally, the Chevalley Commutator Formula for G(K)  gives the corre

sponding commutator formula for G(R).
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T heorem  3.2.2 (C hevalley C om m utator Form ula). For any a, /? £ E with 

a  ^  ±/3 and r ,s  £ R  we have

|Z a(r ) ,® /s(« )]  =  J J  ®ia+i/j(C ij,aI/ j ( - r ) V )
ij > 0

where the constants Citj t0,tp are considered as elements of R.

Proof. Let r \  s' £ o be such tha t rj(r') =  r and rj(s') =  s, then we see that 

[za (r),% (s)] =  [rj(xa (r')),rj{xp{s'))] = r){[xa {r'),xp{s')]) 

and the result follows from Theorem 2.3.2. □

In particular, this implies tha t if rs = 0, then x a(r) and xp(s) commute.

By [32, Lemma 49(b)] we have U(o) — {Ua (o) : a  € S +) and so applying rj we 

obtain

U(R) = rj(U(o)) =  (v(Ua (o)) : a  € E+) =  (Ua(R) : a  € S+).

Similarly, we have U~(R) = (Ua (R ) : a  € S “ ). Thus, the commutator formula once 

again gives the following result.

Lem m a 3.2.3. (i) Each g € U(R) can be expressed as

9 =  n  %<x(ra)
a££+

for some ra £ R.

(ii) Each g £ U~(R) can be expressed as

9  = x a (ra)
a€£-

for some ra £ R.
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For each o G S  the homomorphism </>„ in Proposition 2.3.4 restricts to a homo

morphism (f)a : SL2 (o) —> G(o) [32, Lemma 48] with

</>q (SL2 (o)) =  <f>a {SL2{K))  n  Aut(fl0). [32, Lemma 49(d)]

Thus, if we define a map <j)a : SL2 (i?) —»■ G(R)  by setting for each g G SL2 (f?)

taia)  =  V(4a(sf))

where g' G SL2 (o) has rj(g') — g, then this must also be a homomorphism. 

P ro p o s itio n  3.2.4. For each a  G E, the map <f>a : SL2 (f?) —> G(R) given by

=  X - a ( s )
1 r \ _ ( 1 0

=  xa (r) and <t>a
P  \ J V s 1<t>a

for every r ,s  G R  is a homomorphism. 

Consequently, if we again define

_ _ ( r  0 \ -  I 0  r
K { r )  = <t>a

0  r ~ l
and na{r) = <j>a

V ) V —r ~ l 0

for each a  G E and r  G R x , then we have ha (r) = r]{ha {r')) and na (r) =  T}(na (r')) 

for some r' G ox with rj(r') =  r. Thus, we immediately obtain the corresponding 

versions of Lemmas 2.3.5 and 2.3.6.

Further, Proposition 3.2.4 allows us to easily calculate the following special case 

of the commutator [xa (r), x_Q(s)].

L em m a 3.2.5. Let r ,s  G R  with r 2s 2  =  0, then for any a  G S

[®a (r),ffi_a (s)] =  ha (l + rs)xa ( - r 2s ) x - a (rs2).

Proof. T h e result follow s from  P rop osition  3.2.4 and th e  fact th at

1  +  rs  0  

0  1  — rs

1  r 1  0 1 —r 1  0

0  1 s 1 0 1

1
1 Co I—* i

1  —r2s

I ----
oT—i

1

0  1 rs2 1

in SL2 (i?). □
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Now, T(o) =  (ha (r) : r G ox , a  G E) [32, Lemma 49(a)] with B ( o) =  T(o)U(o) 

[32, Lemma 49(a)]. Thus,

T(R)  = r}(T(o)) =  (r)(ha (r)) : r  G ox , a  G E) =  (hQ(r) : r G i?x , a  G E)

and B(i?) =  r)(B(o)) =  r](T(o)U(o)) -  rj(T(o))rj(U(o)) =  T(R)U{R).  In this case, 

however, B(R)  and N (R)  do not in general form a B N - pair for G(R).  In particular, 

although for each w G W  we have nw G N (  o) and so may define

nw = r)(nw),

they do not form a complete set of (B(R),  B (R ) ) -double coset representatives in 

G(R). Indeed, we will see later tha t in general the (B ( R ), £?(!?))-double coset struc

ture of G(R)  is much more complicated than was the case for G(K).

3.3 Extended Chevalley groups over finite local rings

Let n be a if-character of Ar such tha t h((j,) G A ut(£0), then by (2.2) it is clear 

that we need n(a)  G ox for every a  G S. Conversely, if / i  is a K-character of Ar

with fi(a) G ox for every a  G S, then obviously h(fi) G A ut(£0). Thus, if we let

T(o) =  T (K )  fl A ut(£0) then we see that

T(o) =  {h(fi) : n(a)  G ox for every a  G E}.

Now, any if-character /i of Ar with /i(a) G ox for each a  G E gives rise to an

i?.-character r]{n) of Ar by setting for every a  G E

Further, suppose that Ji is an i?-character of Ar . If for each a  G II we choose sa G 0 x 

with r](sa) =  -p(a), then we may define a if-character fi of Ar by setting n(a) — sa. 

Thus, we must have r](n) =  ~p since r}(/j,(a)) =  r)(sa) =  /1(a) for every a  G II.
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As a consequence of this, if for each A-character p  of Ar we define the diagonal 

automorphism h(ji) of £,r  by

h(]I) • (hp ® 1r ) =  {hp ® 1r ) and h(jl) ■ (eg 0  1^) =  p(a)(eg ® 1#), (3.1)

then h(ji) = rj(h(p)) for some h(p) G T(o). In particular, this means the correspond

ing version of Lemma 2.4.2 must hold for h(]l). Further, setting T(A) =  rj(T(o)), we 

obtain

T(R)  — {h(ji) : ~p is an A-character of Ar }.

Moreover, the proof of Proposition 2.4.1 from [2] is also valid in this situation.

T heorem  3.3.1. T(R)  is the subgroup o fT (R )  consisting of the diagonal automor

phisms h{p) where JI is the restriction to Ar of an R-character of A.

For each r G A x and a  € II, let

Va(r ) =HVa,r)  

where ua r̂ : Ar —> R x is the A-character of Ar given by

{ r  if a  — p)

1  otherwise

for each /3 G II. Then we see tha t any A-character Jl of Ar can be uniquely expressed 

as the sum

ae n

and so any diagonal automorphism h{ji) G T(A) can be uniquely expressed as the 

product

h{V) =  II a ,ji(a) ) ■
aeu

In particular, this implies that |T(A)| =  q ^ ~ ^ n(q — l )n.
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L em m a 3.3.2. For each a  € II, r  G R x and f3 G E, s G R  we have

ya{r)xp{s)ya {r) 1 = x /3(rkas)

where ka is as in (2 .1 ).

Finally, if we set B ( o) =  B ( K ) D A ut(£0) and B(R)  =  rj(B(o)), then by adapting 

the proof of [32, Lemma 49(a)] we have B ( o) =  T(o)U(o) which implies that

B(R)  =  V(B(  o)) =  ri(T(o))(U(o)) = T(R)U(R).

D efin ition  3.3.3. The extended  C hevalley group of type E over R  is the sub

group G (R ) of Aut(£fl) generated by G(R)  and T(R).

T heorem  3.3.4. G(R) is a normal subgroup ofG(R) with G (R ) /G (R )—T (R ) /T (R ) .

3.4 Congruence subgroups

In the last section of this chapter we consider certain normal subgroups of G(R)  and 

G(R)  which are obtained from the ideals of R.  If for each 1 < i < t  — 1, we set

£o/p* =  £ z  <S> o/p*

then the natural projection r]i : R  ^  o/pl again gives rise to a homomorphism of 

automorphism groups

rji : Aut(£fl) ->• A ut(£o/pi).

The intersection of the kernel of this homomorphism with G(R)  is then the congruence 

subgroup Ki — ker(r/j) fl G(R). Further, for each subgroup H(R)  of G(R),  let H (m l) 

denote the subgroup H (m*) =  ker(^) fl H(R).

In particular, for each a  G E we see tha t x a (r) G ker(r/4) if and only if r G mb 

Thus Ua(xnl) =  {xa (r) : r G m1} and is isomorphic to the additive group mb
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L em m a 3.4.1. (i) Each g £ ?7(ml) can be expressed as

9 = I J  x a(ra) 
ae£+

for some ra £ rrd;

(ii) Each g G can be expressed as

9 = n

for some ra G m*; and

(iii) Ki  =  U~(mi)T(mi)U(mi).

Similarly, consider the congruence subgroup Ki = ker(rji) OG(R)  of G(R)  and let 

H(m‘) =  ker(r/j) fl H(R)  for any subgroup H(R)  of G(R).

L em m a 3.4.2. (i) T (m l) = {h(]i) : Jt(a) G 1 + r a 1 for each a  G E}; and

(ii) Ki = (mi)T(mi)U(mi) .

Proof. (i) Suppose tha t ~p is an i?-character of Ar with h(jJ) G ker(r)i). Then, 

by (3.1) we must have rn(ji(a)) =  1 and so G 1 +  tti1 for every a  G E. 

Conversely, if Ji{a) G 1 +  m' for each a  G E then clearly h(]2) G ker(^).

(ii) This can be shown by adapting the proof of Lemma 3.4.1 (iii) from [1]. □

We conclude this chapter by recording some commutator calculations.

L em m a 3.4.3. Let r G m and s G R  be such that rs  G m^_1.

(i) I f  a  £ E _ and 0  G E + have h t(a) +  ht(/3) > 0, then [ZcQ(r), Zc^s)] G 13(m^-1 ).

(ii) I f  a  £ E~ and 0 £ E + are such that a  + I3 £ E _ i, then for some v £ i?(m^-1 ) 

we have [za (r) ,% (s)j =  x a+p(citi ta7p(-r )s )v .

(iii) I f  a  £ S -  and 0 £ E+ have h t(a) +  ht(/3) =  —1, but a  +  0  E then 

[xa ( r ) ,^ ( s ) ]  G B (m^-1 ).
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Proof. Let r G m and s G R  be such tha t rs  G rr/ 1 .

(i) Consider /3 G E+ with (3 ^  —a. The commutator formula implies tha t

[xQ(r),S /g(s)] =  x ia+jp(c i j taj ( - r y s j ). 
i , j >  0

Now, since r G m and s G R  with rs  G m^ _ 1  we have (—r)ls =  0 for any i > 1. 

Thus

[za (r),®,j(s)] =  n x a+jp(ciJ<atp { - r ) s J). 
j >  o

Further, for any j  > 0 with a  + j/3 G E we must have a  + j/3 G E + since 

h t(a+ j/3 ) =  h t(a)+ jh t(/3 ) > (j — l)ht(/3) > 0. Hence [®Q(r),s^ (s)] G 5 (m f_1).

If f3 =  —a, then by Lemma 3.2.5

[xa ( r ) ,z _ Q(s)] =  ha ( 1 +  r s ) x - a (rs2) G

(ii) Again, since r G m and s G l i  with rs  G rr/ _ 1  we have

j >  o

However, on this occasion a  + j/3 G E implies a  +  jf l  G E + only for any j  > 1. 

Consequently,

[xQ(r),% (s)] =  x a+f}{ci,i,af i { - r ) s )  J J  xQ+̂ ( c i J>i/3 ( - r ) s J)
j> i

where « =  r ij> i ® a+ ^(cij,Q̂ ( - r ) s J) G B{m(-~l ).

(iii) This follows immediately from the proof of (ii) since a  + fi ^ E implies tha t the 

j  — 1  term  does not appear and we obtain

[®a ( r ) , ® / ? ( a ) ]  =  J J Xa+jpici j^pi-r' j s3) G B ( m £ _ 1 ) .  □

j > 1
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The above calculations will be used in conjunction with the following general 

result about commutators.

L em m a 3.4.4. For any a, b, c we have the following:

(i) [a,be] =  [a,b] (6 [a,c]6 -1 ); and

(ii) [ab,c] =  (a[b, c]a-1 ) [a,c].

Proof.

(i) [a, be] = a ( 6 c)a_ 1 (c_ 1 6 _1) — (aba- 1 &~1 )6 (aca- 1 c- 1 )6 - 1  — [a, b] (b[a, c]6 _1) .

(ii) [ab,c] — (a 6 )c(6 _ 1 a_ 1 )c_ 1  =  a(bcb~1c~1)a~1(aca~1c~l ) =  (a[6 , c]a_1) [6 , c]. □

In particular, if b commutes with [a, c] then [a, be] = [a, 6 ] [a, c]. Similarly, if a 

commutes with [b,c] then [ab,c] =  [b, c][a, c].

40

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



Chapter 4

Construction

It turns out to be easier to consider the analogue of the Steinberg character first 

for the extended Chevalley groups over R. As there is now no risk of confusion we 

remove the reference to R  from the notation for the groups so that, for example, 

G(R)  is simply written as G. Similarly, we omit the bars from the notation for the 

elements of G which means that, for example, x a (r) is denoted by x a (r).

Additionally we will require tha t the residue class field k has good  characteristic 

(cf. [3]), i.e.

(i) char k ^  2 if E =  B n, Cn or Dn;

(ii) char k  /  2 or 3 if E =  £ 4 , G2 , E% or £ 7 ; and

(iii) char k 2, 3 or 5 if £  =  E%.

This will ensure tha t certain combinations of the Chevalley commutator constants 

are invertible in R.

As both Steinberg’s original construction [29] for the general linear group and 

Curtis’ later definition [4] for finite groups with jEW-pairs were in terms of perm uta

tion characters over parabolic subgroups, we begin by considering the concept of a 

parabolic subgroup in our situation.
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4.1 Parabolic subgroups

/N /*v
D efin ition  4.1.1. A subgroup P  of G is parabolic if it is of the form

P  = (Ua (mi“) , B - . a € X - )  (4.1)

for some 0  < ia <  A

Usually the parabolic subgroups of G are taken to be all of the subgroups con

taining B.  By [34], when char k ^  2 or 3 every subgroup containing B  must have 

the form in (4.1). However, when char k =  2, and char k =  3 for certain S, there 

exist subgroups of G which contain B  but are not of this form. We will need that 

our parabolic subgroups can be constructed using the root subgroups of G.

E xam ple 4.1.2. The parabolic subgroups of G =  PGL‘2 (-R) are of the form

r

a b
V

G G : c G m*<
c d

*

for each 0  < i < I.

Let S  =  ( a  £ E : - a  e  n}  and for each a  G S  consider the parabolic subgroup

H a = (X a ,B)

where X a =  Ua (m^_1).

L em m a 4.1.3. H a = X aB  =  B X a .

Proof. W e need to  show  th a t X aB  C B X a since, by considering inverses, th is  w ould  

also im ply  th a t B X a C X aB.  T hus, we w ould  ob ta in  X aB  =  B X a w hich m ust 

therefore b e equal to  H a.

Fix r G m^ 1 and let G E+ . Clearly ht(a;) +  ht(/3) > 0, and so Lemma 3.4.3(i) 

implies tha t [a;a (r), ^ ( s ) ]  G B(me~1) for any s G R.  Thus if u G U is expressed as
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u =  ri/3 e£+ xpisp) f°r some s /3 S R , then by Lemma 3.4.4(i)

[xa {r),u] = [a:a (r), ]^[ ^ ( s ) ]  =  ^ ( s ) ]  G
/3es+ Pez+

Hence x a (r)u = [xa (r),u]uxa (r) E B X a for each x a (r) £ X a and u € U, implying 

that X aU C B X a.

Further, for each h{p) E T

x a{r)h{n) =  h(p)h(gL)~l x a (r)h(p) = /i(/i)a:Q(/i(a)_ 1 r).

T hus x a (r)h(/j,) E B X a for each £ Q(r) E Xq, and h(/^) E T , w hich gives X aT  C B X 0 . 

C onsequently,

XqH -  X a (TU) = (X aT)U  C (S X Q)C/ -  5 (X qC7) C B ( 5 I a ) =  B X a

as required. □

Proposition  4.1.4. {Ha : a  E 5} are the minimal parabolic subgroups which strictly 

contain B.

Proof. It is clear from Lemma 4.1.3 that each H a is a minimal parabolic subgroup 

strictly containing B.  Thus we need to show tha t if P  is a minimal parabolic subgroup 

which strictly contains B , then P  — Ha for some a.

First note tha t there must be some a  E S -  and 0 < i < £ with Ua (tnl) < P  

since P  is parabolic, but not equal to B.  In particular this means tha t we have 

Ua{rrf-~l ) < P.  Thus, if a  E S  then we must have H a < P  implying tha t P  — H a 

by minimality.

Suppose th a t at £  S.  T h en  there is a root /3 E w ith  at 4- /3 =  7  for som e 7  E S.  

For any r £  m^_1 and s E R  we have x a (r),xp(s)  £  P  and so [a;a (r ), ^ ( s ) ]  E P. 

However, by L em m a 3 .4 .3(h) we have [a;a (r), ^ ( s ) ]  =  £7(01,1,0,/3 (~ r )s )u  for som e  

v E i ? ( m f - 1 ) .  T hus, if  for each t E m ft_1 we choose r  E rr/t_1 and s E R  such th at

43

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



ci,i,a+p( —r )3 — we obtain ja;Q( r ) ,xp{s)]v 1 =  a:7 (f) G P  and therefore X 7 < P. 

Hence H 7  <  P  implying that P  = Hy by minimality. □

Now, for each non-empty J  =  {a j1, . . . ,  a.jk} C S  consider the parabolic subgroup

Then, since for each a, /3 G S

HaHp  =  B X aX(jB  =  B X pX aB  = H(jH a (4.2)

we must have H j  =  Haji ■ ■ ■ H ajk. In particular, this means that if we set 

X j  =  {xaji (n )  • • ■ x ajh (rk) : r i , . . . , r k e  m£_1},
then

H j  = Han • • ■ H ajk = X aji B  ■■■ X a .k B  =  X aji ■ ■ ■ X ajk B  = X j B  (4.3)

and similarly H j  = B X j .  Additionally, let H q =  B  and X$ = {1} so tha t again

%  = X $B  = B X $.

L em m a 4.1 .5 . Let I , J C S ,  then

(i) \H j \ = q W \ B \ ;

(ii) H j H j  =  H j H j ;

(iii) H i  fl H j  = H inj;  and

(iv) {Hi, H j ) =  H ujj .

Proof, (i) \Hj\ = \X jB \  = \Xj\\B\  =  9 IJ I|B| =  \Hj\ since X j  n  B  = {1}.

(ii) H i H j  = B X i X j B  = B X j X i B  =  H j H i -

(iii) H j  n H j  = X j B  n X j B  = {Xi  n x 3) b  = X i nJB.

(iv) This is immediate from the definition. □
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The analogue of the Steinberg character is then defined to be an alternating sum 

of permutation characters over the parabolic subgroups H j  for J  C S.

D efin ition  4.1.6. Sfy is the virtual character

S t * = £ ( - l ) |J|(l Sj f .
JCS

Remarks 4.1.7. (i) If we apply the definition of the parabolic subgroup H a in the

case where h =  1 , then we obtain the minimal standard parabolic subgroups 

of G(k) strictly containing B ( k). Thus, the subgroups H j  are exactly the 

standard parabolic subgroups and the expression for St^ as an alternating sum 

of perm utation characters reduces to the formula for the Steinberg character 

given by Curtis [4].

(ii) Further, for PGLn(i?) the definition of St^ can be inflated to give a correspond

ing alternating sum of permutation characters in GLn{R). The resulting expres

sion is identical to the alternating sum obtained by Lees [21, Corollary 3.23] for 

the character afforded by the top homology space of the simplicial complex 

he described. Consequently, St^ is the same as the analogue of the Steinberg 

character defined by Lees after reduction modulo the centre of GLn{R).

4.2 M odule affording St̂

The definition of Sfy in the previous section was as a virtual character of G. Thus, 

we would like to show tha t it is actually a character of G and to accomplish this we 

describe a method of constructing modules whose characters are alternating sums of 

permutation characters.

Let G be an arbitrary finite group. For each subgroup H  of G define ejj to be 

the idempotent

45

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



in the group ring CG and recall tha t the permutation module CGejj  affords the 

permutation character (1h ) G■

Further, if Fl is a subgroup of G which contains H,  then ejj^K =  eK and so 

CGeR Q CGeii ■ Indeed, CGen  can be expressed as CGen  =  CG(e# — ex)  © C G ex  

which implies that CG(ex  — ex)  affords the character ( l / j )G — ( 1  x ) G ■

Now, let H\  and H 2 be two subgroups of G. Then it can be shown tha t the inter

section of the corresponding permutation modules is CG e ^  H CGen2 — CGe//{12} 

where # { 1 ,2 } =  (Hi, H 2). Consequently

CGen1 +  CGen2 =  CG(eff1 -  e#{12}) © CG(en2 -  © CGen{lt2}

and thus affords the character

( l f f i ) G -  ( l H { h 2 y ) G +  0 -h 2 ) G  ~  ( l f f {i,2} ) G +  ( ^ { u } ) 0  =  ( ^ i ) 0  +  ( l H 2 ) G  ~  ( ^ { i ^ } ) 0 - 

Hence, if we let Hq denote the intersection Hi  fl H 2 , then any module M  with

— M  ©  (CG e u 1 +  CG e x 2 )

must afford the character

(1 h 9 ) °  -  -  (1 h 2 ) °  +  ( l f f {1,2}) G-

To continue this approach with more than two subgroups we need to place certain 

restrictions on the choice of subgroup. Suppose tha t H i , . . . ,  H^ are subgroups of G 

such tha t H{Hj = HjH,L for each i, j .  Again, set Hq, = Hi  fl • • • fl Hk and for each 

non-empty J  = { j i , . . . ,  j {} C S  = { 1 ,. . . ,  k}  let H j  = ( H ^ , . . . , H jt) = Hh  ■ ■ ■ Hjr  

In this situation the corresponding permutation modules satisfy the following dis

tributive law.

L em m a 4.2 .1 . (C G e^  +  ■ ■ ■+  CGe/fi._1) f lC G e ^  = C H  \-CGex{k_lky ■
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Proof. For each % we see tha t CGeII{i k} C CGeHk and so therefore we must have 

CGeH{l k} +  ■ ■ • +  CGeH{k_hk} C (CGeHl +  • • ■ +  CGeHk_k) n CGeHk. Now consider 

an element m  G (CGe#, +  ■ • ■ +  CGenk_1) H CGejjk . Then m  =  m e ^  and also

m  =  n e ^  H------ 1-r-*_ie^rfc_ 1 for some r* G CG. Thus, since =  eH{iik} for each

i, we see that

m  = m eHk = r ieHieHk + • " + rk - ieHk. 1eHk = r ieH{1M +  • ■ ■ +  rk- i e H{k_hky 

Hence (CGen1 +  • ■ ■ +  CGefffc_1) fl CGenk C CGen{l k} H 1- CGe#{fc_ljfc} ■ □

The sum of the permutation modules can then be shown to give a character which 

is expressible as an alternating sum of permutation characters.

P ro p o s itio n  4.2.2. CGe/^ +  • • • +  CGenk affords the character

E c-diji-i(1hj)0.

Proof. We proceed by induction on k, noting tha t k — 1  is true since CGe Hi affords

( l t f j 0 . Now, CGeux H 1- CGeHk = (C G e ^  H h CGeffk_1) © M  where M  is a

submodule of CGenk such that CGeuk = M  ® (CGen 1 +  ■ ■ ■ +  CGeuk_1) fl CGenk ■ 

By induction, C G e^  +  • • ■ +  CGenk_l gives the character

E (4-4)
0 / J C { l  fc-1}

Further, by Lemma 4.2.1, (CGejji H-----+ C G e nk_1) DCGenk produces

0/JC {l, . . . , fc -l}

and thus M  must afford

(1 Hkf -  E  ( - 1)|J|"1(1^ u W )G = E  ( - 1)I‘/|_1(1^ ) G- (4.5)
0^ jc { i , . . . , fc - i}  keJcs
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Hence the character given by CGe/q H 1- CGejjk is the sum of the characters (4.4)

and (4.5), i.e. the character

Q^JCS

The alternating sum produced by Proposition 4.2.2 is not quite in the right form 

needed for St^. To obtain the correct form we consider the CG-module CGe where

e =
JCS

L em m a 4.2.3. e is an idempotent.

Proof. By definition, H i H j  = H iu j  and so e n ^ H j  — eHiUJ for each I , J  C S. 

Thus, eH l e = Y j c s ^ - ^ ^ h ^ H j  = Y j c s i ~ l ) ^ eHiuj =  0  for each 0  #  1  £  S  

and eH0e =  Y j c s i - ^ ^ H ^ H j  = Y j c s i - ^ ^ H j  =  e for I  =  0. Consequently, 

e2 =  Y i c s ( ~ ^ ) ^ eHie =  eH<ie — 6 as requh ed . □

Further, CGe is the complement in the permutation module over H§ of the sum 

of the permutation modules over the parabolic subgroups H^.

L em m a 4.2.4. CGe# 0 =  CGe © (CGe/q +  • • • +  CGe#fc).

Proof. By the proof of Lemma 4.2.3 we have e ^ e  =  0 for each i and so therefore

CGe n  (CGe#! H F C G e# J =  0. Further, e# 0 =  e + Y o ^ J c s ( ~ ^ - ) ^ ~ leHj implies

that CGe# 0  =  CGe +  (CGejj1 +  • • • +  CGejjk). IB

As a consequence the character afforded by CGe is also an alternating sum of 

permutation characters.

C o ro lla ry  4.2.5. CGe affords the character

c =  £ ( - D |J |a  Hj)g .
JCS
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Proof. This is immediate from Lemma 4.2.4 and Proposition 4.2.2. □

Finally, returning to the extended Chevalley group G with its parabolic subgroups 

H j  we obtain the desired result.

T h e o re m  4.2.6. St^ is the character afforded by the module CGe where e is the 

idempotent

JCS

Proof. The character (  from Corollary 4.2.5 is exactly the expression for Sfy given in 

Definition 4.1.6. □

4.3 Induction from a Steinberg character

If we let H  — H s  and define x  t°  be the character

JCS

afforded by the C/L-module C He, then it is clear tha t St^ is induced from x- fact, 

we will show tha t x  is essentially the Steinberg character of H.

For each a  6  S,

y_Q( - l ) x Q(r)y_Q( - l )  =  y - a{ - l ) x a {r)y-a { - l ) ~ l = x a ( - r ) .

Thus if we set

° a  =  x a (7r€_1) y _ Q( - l )

then

= X a i n ^ y - a i - t f X a i n ^ y - a i - l )  = x a {'ir^1)xa {-'Ke~l ) = 1 .

Further, for /3 G S  with a  ^  (3

y - a ( - l ) x p ( r )  = y_Q( - l ) ^ ( r ) y _ Q( - l ) _ 1 y_a ( - l )  =  xp (r )y -a ( - 1 )
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which implies that

e acrp = x a(,iri~1) y - a (—l)xp (ni~1)y -p(—l)

=  x a(Tre~l )xp(Tr£~1) y - a (—l ) y - p ( —l)

-  xp(n^~1)xa (/7ri~1)y -p (—l)y -a { —l)

= xp(ni~1)y -p (—l ) x a (7r^_ 1 )y_Q,(—1 )

=  <XpGa.

Consequently, if for each non-empty subset J  — {a j1, . . . ,  ctjk} C S  we write

CF T   (7  rx • * * * O '  rx ■J aJl UJk

with 0 - 0  =  1, then the group N  generated by {aa : a  6  5} is IV =  {a j  : J  C 5}.

We will now show that B  and N  together form a B N - pair for H. The first 

property of B N - pairs we need to prove is tha t B  and N  generate H.

L em m a 4.3.1. H  =  (B , N ).

Proof. Clearly B  < H  and N  < H  so therefore (B, N )  < H.  Now, fix a  G S. Let 

r  € 7r^_ 1 i?x and choose s € R x such that r =  7r£~l s. Then

y_Q(s_ 1 )o-a y_Q( - s )  =  y - a (s~1)xa (iri~i ) y - Q(—l ) y - Q(—s)

= y -a (s_ 1 )a ;a (^ _ 1 )y-a(s)

=  x a (iri~1s)

= x a (r). (4.6)

Hence x a (r) G (B , N ) for each r G m^ _ 1  and a  G S, implying tha t H  < (B , N ). □

Next, we prove two results regarding the (B , 5 ) -double coset structure of H.  

P ro p o s itio n  4.3.2. For any a  G S  and J C S

oaB a j  C B a j B  U B o ao jB .
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Proof. Let b € B  and suppose tha t a  £ J. Then, since oab £ H a with aab £ B,  

by Lemma 4.1.3 we may write crab = b'xa (r) for some r € 7ri~l R x and b' G B.  Let 

s G R x be such tha t r  =  Tre~l s, then y - a (s~1)a j  =  <7jy_a,(s_1) and by (4.6)

<?ab<?j = b'xa(r)aj  =  b'y-a (s~1)aay - a( - s ) a J = b'y-a{s~l )aaa j y - a ( - s ) £ B o aajB.

Now, suppose tha t a  £ J.  In particular, this implies tha t o j  = oao j - { a}- Since 

aabaQ £ H a, by Lemma 4.1.3 we have crabaa — b'xa(r) for some r £ m^ _ 1  and b' £ B. 

If r — 0, then aabaa — b' and so

O o i b a j  — 0'q,6ctq,ctj_{a } =  b  & j — { o c }  — b  c r a G j  G B < j a c r j B .

If r  ^  0, then (4.6) with s £ R x such tha t r =  7rf-1s again gives 

oaboj = b'xa(r)(Tj-{a}

=  b y~a(s )<-raV—ai s)(7j_ { a }

=  b'y-a {s~l )aaa j _ ^ y - a{ -s )

=  b'y-a{s~l ) a j y - a{ - s )  G B o j B .

Hence aaB o j  C B a j B  U B u ao j B .  □

However, the second result only holds when the order q of the residue class field 

is greater than 2 .

L em m a 4.3.3. I f  q /  2, then aaB a a /  B  for any a  £ S.

Proof Suppose tha t q ^  2, then there is some s £ R x with 1 — s £ R x . Thus 

c a y -a ( l  -  s )- 1 crQ

=  z Q(7r£-1)y_Q( - l ) y _ Q(l -  s )_1:cQ(7r*_1)y_a ( - l )

=  x a (iri~1) y - a ( — l ) y - a(l -  s ) - l x a (ne~l ) y - a (l -  s)y_Q(l -  s ) -1 y_a ( - l )

=  a;a (7r ^ 1 )y_a ( - l ) x a (7r^_1(l -  s))y_Q( - l ) y _ Q(l -  s ) _ 1  

=  x a ('jTi~1)xa (ni ~ 1 (s -  l))y_a (l -  s ) _ 1  

=  x a(ne- 1s ) y - a(l -  s ) - 1
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and so aaBcra ^  B . □

For q ^  2 this is sufficient to show tha t B  forms part of a BlV-pair for H.  However, 

Lemma 4.3.3 does not hold when q =  2 and in this case we do not quite obtain a 

B N - pair.

T heorem  4.3.4. (i) I f  q /  2, then B  and N  form a BN-pair for H.

(ii) I f  q = 2, then B  is normal in H  and H / B  ~  N.

Proof. (i) Suppose tha t q /  2. By Lemma 4.3.1, B  and N  together generate

H.  Further, B  fl N  — {1} is trivially normal in H  and N / ( B  fl N) — N  is 

generated by the set of involutions {aa : a  e 5}. The result then follows from 

Proposition 4.3.2 and Lemma 4.3.3.

(ii) Now suppose tha t q — 2. Then, since [Ha : B] = 2 for each a, we must have 

craB o ~ l = B.  Thus o j B o f 1 — B  for each J C S  and so B  must be normal in 

H,  since B  and N  generate H  by Lemma 4.3.1. Finally, N  forms a complete

set of left coset representatives for B  in H.  □

When q ^  2 the subgroups H j  are exactly the parabolic subgroups of H  as 

a finite group with JSiV-pair. Thus the expression for St^ as an alternating sum 

of perm utation characters is identical to the formula for the Steinberg character of 

H  given by Curtis [4]. Similarly, when q — 2 the quotient groups H j / B  are the 

parabolic subgroups of H / B  as a Coxeter group and so the expression for St^ is 

Solomon’s formula [27] for the sign character of H / B  inflated to H.

Corollary 4.3.5. (i) I f  q ^  2, then x  is the Steinberg character of H.

(ii) I f  q = 2, then x  is the sign character of H / B  inflated to H.
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Chapter 5

Hom ology

Before we show tha t St^ is an irreducible character, we will prove tha t it is afforded 

by a homology space of a simplicial complex analogous to the combinatorial building 

in the finite field case. We use the approach to homology representations contained 

in [1 1 ].

5.1 Definitions

A p o se t is a set fl together with a partial ordering < of its elements. Each poset fl 

defines a simplicial complex A(fl) whose vertices are the elements of fl and A;-simplices 

are the (k +  l)-chains in fl, i.e. subsets (cuo, • • ■, u>k} of fl such tha t ljo < ■•■ < u>k- 

For each k, let C'fc(fl) denote the Z-space spanned by the /c-simplices in A(fl). 

Further, for each k define the linear map dk ■ Ck(Q) —> C'fc-i(fl) by

i=0
for each 7  =  (tuo < • ■ ■ < w*) G C'jfc(fl) where

l i  —  (wo <  • • • <  U i - 1 <  U i  <  Wj+ 1 <  • • • <  LJk )
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with meaning tha t the term  0 7  has been omitted. Then dk+idk =  0 for each k and 

so the graded vector space
OO

k=0

is a chain complex with boundary homomorphism d  =  {dk}^=Q- Consequently, since 

im dk+i C ker dk we may consider the quotient space

H k{Q) = ker dfc/im  dk+1.

This is called the k -th  hom ology  space of fl.

Now, suppose that G is an arbitrary finite group which acts on the poset fl in

such a way tha t the partial order is preserved, i.e. so that if oj < <J then gw < gui'

for each g € G. This gives rise to an action on the simplicial complex A(fl) via

g(u0 <■■■ <u>k) =guo  <■■■ < guk-

Clearly G sends /c-simplices to A;-simplices and so we also obtain a G-action on the 

Z-space Cfc(fl) for each k. Moreover, for each ^-simplex 7  =  (wo < • • • <  cJk) we see 

that

g^i = g(uj0  < ■ • • < Wi_i <  Qi < u i+i < ■ ■ • < 0Jk)

= (gu0  < • • < gui-x < gOi < gui+i < ■ ■ < guk)

=  (97)i

implying that

k k
gdkil) = =  5 3 ( - l ) ‘(07)i =  dk {9l)-

i= 0  i=0

Hence the G-action commutes with the boundary homomorphism dk and so extends 

to an action on the k-th homology space H k(Q).

Finally, in order to calculate the homology spaces we also need to consider their 

reduced versions. These are obtained from the augmented chain complex C(fl) which
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has Z-spaces

'  Ck{Sl) i f f c # - l ;  

Z ifjfe =  - l
Ck(Q) =

and boundary map d — {9jfc} ^ = _ 1 with dk — dk for k ^  0  and do : Co(fl) —)• C _i(fl) 

given by do(u) =  1 for each cu 6 fl. The reduced k-tla. hom ology space is then 

the quotient space

H k(Sl) = kerdfc/im dk+i 

and is related to the /c-th homology space [2 2 ] via

Hfc(Q)© Z if As =  0;
H k { Q )  = (5.1)

Hk{£l) otherwise.

5.2 Combinatorial building for G

We now return to the extended Chevalley group G over R. Suppose tha t G has rank 

n  > 1 with S  = { a i , , a n}.

D efin ition  5.2.1. For each 1 < « <  n, let Jj =  S' — {ojj} and define fl to be the poset 

of left cosets

Q, = {gHji : g E G, 1 < i < n)

where gzHj.  < g3H jj if i < j  and giH — gjH.  Then G acts on fl by permuting the 

cosets.

L em m a 5.2.2. Every k-simplex 7  in A(fl) is of the form

l  = g{Hji0 < ■■■ < H Jik) 

for some g € G and io < • ■ ■ < ik-

Proof. Suppose that 7  =  (gi0H j iQ < • • • < gkH ). In particular this means tha t we

must have gt0H  = gi .H  and therefore gf^gij G H  for each j .  Consequently, we may
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choose an element x^  E X ai. such tha t gif̂ g ljH j^  — x ^ H j ^  which then implies that

goXijHji. =  g i j H j ^ .

Now, if we set g =  g ^ x ^  ■ ■ • xik then for each j

gHji. = gi0x h ■ ■ ■ XikHjt.  = glox ijH Ji] =  g ^ H ^ . .

Hence g{HJiQ < ■ ■ ■ < H j ik) = (gi0H JiQ < ■ ■ ■ < gikH j ik). □

In particular, this means tha t for any fc-simplex (gi0H j iQ < ■■■ < gikH j ik) in 

A(f2) we have

9i0H j iQ n • • ■ n gikH j ik = gHJi0 n  ■ ■ • n gH Jik = g{HJio n • • • n H Jik) = gHS-{ai0,...,aik} 

which is non-empty.

Conversely, given gioH j iQ, . . .  ,gikH j ik G Q, with iQ < ■ ■ ■ < ik and non-empty 

intersection gi0H j iQ D • ■ ■ n  gikH j ik, consider any element g G gi0H j iQ D • • • D gikH j ik. 

Then for each j  we have g G g i j H j and so g = gtjhj for some hj G H j i .. Thus 

gH = gijh jH  =  g ^ H  implies tha t (gi0H j iQ < ■ ■ ■ < gikH Jik) is a /c-simplex in A (0).

Hence, A(O) can be identified with the simplicial complex which has vertices 

{gHJi : g G G, 1 < i < n}  and where (gi0H J i o gikH Jik) is a /c-simplex if and only 

if gi0H j io n  • • • n  gikH j ik is non-empty.

L em m a 5.2.3. Let 7  be a k-simplex in A(fl), then S tabg(7 ) =  gH jg ~ l for some 

g G G and J C S  with \ J\ — n — k — 1.

Proof. By Lemma 5.2.2 we know that 7  =  (gH jio <  • • • < gH j ik) for some g E G and 

io < ■ ■ ■ < ik- Further, it is clear tha t g' E S tabg(7 ) if and only if g'gHji . — gH j t . 

for every j .  However, this holds exactly when g' E g H j^ g - 1  for every j .  Hence,

S tabg(7 ) =  g H ^ g - 1 n  • • • n  gHikg~l =  g(Hjh D • ■ • D H Jik)g~l = gH jg ~ l

where J  — S  — {a jx, . . . ,  a ^ } . □
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Now, consider the subset

%  =  {QHji : g E H,  1 < i < n}

of 1I obtained by taking only the left cosets in H.  Then A (17) can be expressed as 

the disjoint union of left translates of A(17^).

L em m a 5.2.4. Let 7  be a left transversal for H  in G, then

A ( f i )  = U
te T

where the union is disjoint.

Proof. Let 7  be a /c-simplex in A (17), then by Lemma 5.2.2 we may assume that 

7  =  g(Hjio < ■■• < gHJik) for some g E G and io < ■ ■ ■ < ik- If we write g as g =  th 

for some t E 7  and h E H,  then we see that

7 =  9 0 J lo < ■ < « Jit) =  th(Hj^ < ■■ ■ <  Hj ik)

where h(H j io < ■■■ < H j ik) is a ^-simplex in A (fi^ ). Thus A (11) can be w ritten as 

the union

A(fl) =  U  t -  A (U 5 ).
teT

Further, if for some t , t '  E 7  and h, h '  E H  we have

th(HJl0 < - < H Jlt) =  t'h'(Hjlo < ■ ■ <  

then t H  =  t 'H  and so t = t!. Hence the union must be disjoint. □

As a consequence of this, the homology spaces for 17 over C are induced from the 

homology spaces for Q,g over C.

T h e o re m  5.2.5. Hk(U) <E> C =  Ind^  Hk(Qg) <£> C.

Proof. By Lemma 5.2.4 it is clear that

c k ( n )  =  @ t - c k ( n s )
teT
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and so <7^(0) <g> C =  Ind~(7fc(0£) <8 > C for each /c.

Now let d denote the boundary homomorphism for (7(0) and & the boundary 

homomorphism for (7(0^). It is clear from the definition tha t the restriction of dk 

to (7fc(0^) is exactly d'k . Thus, if for each 7  € Cfc(O) we write 7  =  f°r some

7 1 G Ck (flg),  then

0 * (7 ) = '52dk(tlt) = J ^ 3 f c ( 7 t )  =
i£0”

Consequently, 9* ® 1 : Cfc(O) <2 > C —> (7fc_i (0) ® C is the homomorphism induced 

from d'k ® 1 : Cfc(O^) <g> C —>• Ck-i(£lg)  <8 > C for each A:. Hence, we must have 

H k (0) ® C -  In d f  (Op) ® C. □

/ s

Remark 5.2.6. When G =  PGLn(.R), the simplicial complex A (0) is equivalent to the 

simplicial complex defined by Lees [20]. While Lees did not explicitly consider the 

subcomplex A (O p), in determining the homology spaces of A (0) he did use the fact 

that it could be expressed as the disjoint union of certain equivalent subcomplexes. 

Indeed, we will use his approach to calculate the homology spaces of f a n d  so 

consequently the homology spaces of fI.

5.3 Hom ology spaces of

The main idea in [20] used to find the homology spaces of O p is to show tha t it arises 

from simpler posets using the following construction.

D efin ition  5.3.1. The jo in  of two disjoint posets 0  and O' is defined to be the poset

0  * O' with the underlying set 0  U  O' and where io\ < w2  if

(i) G 0  and 0 7  < 0 7 ;

(ii) 6 O' and u>\ < 0 7 ; or

(iii) wi £ 0  and U2  G O'.
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The corresponding simplicial complex A (11 * H') is then the topological join of 

the simplicial complexes A (11) and A (fi'). Consequently, by [24] we know that the 

reduced homology spaces of H * O' are given by

H k+ i(H * H') = 0  Hi(to) 0
i+j=k

(5.2)

Now, if for each i we consider the subset

Hi =  {gHjt :g  G if} ,

then the simplicial complex A(flj) consists only of q distinct points. Therefore, the 

reduced homology spaces of flj are

" iffc =  0 ;

0 otherwise.

Further, it is clear tha t 11 ̂  can be expressed as the join

Thus, by repeatedly applying (5.2) we see that

Hk+n-l(^jy) — (^ l)  ® ' ‘ ‘ ® Hin (fln)
iiH \-in—k

and so from (5.3) we obtain

=  <
Z(9-i)" if/c =  n - l ;  

0  otherwise.

The homology spaces of 11̂  then follow from (5.1). 

P ro p o s itio n  5.3.2. The homology spaces ofSl fi  are

Z i f  k =  0;

Z M "  i f k  = n -  1 ;

0  otherwise.

(5.3)
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We would like to show tha t x  is afforded by the top homology space of but 

first we need to examine the bottom homology space.

L em m a 5.3.3. Ho(Q,g) <g> C affords the trivial character of H.

Proof. For each i > 1 and g £ H,  we see tha t (H jx) =  (gHjf) in Hq(Q8 ) since 

(HJl < gHJi) is a 1-simplex with di (HJl < gHjf) = {Hjf)  -  {gHjJ.  Further, 

(gHji < gHji)  is also a 1-simplex and so again di(gHJl < gHjf)  = (gHjf f  -  (gHJ{) 

implies tha t (gHjf)  =  {gHjf) =  (H jx) in Hence H 0(fl8 ) ® C =  C(HJx)

with g(H jx) = (gHJx) =  (H jx) for every g e H.  □

Now, the Hopf Trace Formula states that
n— 1 n—1
y > l ) ‘ tr(9, » * (% ))  =  £ ( - l ) ‘ tr(9 ,Ct (S!fl)).
k=1 k=1

However, from Lemma 5.2.2 it is clear that the fc-simplices in can be expressed

as the disjoint union

U  £ • < £ * . < • • • < « , „ > •
io<--<ik

Thus Ck(Q,ft) <g> C can be expressed as the direct sum

Ck( n 8 ) ® c =  ©  c H ( H Ji0 < - - - < H Jik)
io<"'<ik

which, by Lemma 5.2.3, then affords the character

E
\J\=n—k—l

Hence, if we denote by £ the character afforded by H n^\(Q,8 ) we see that

n—1

fe=l \J\=n—k—1 JcS

and rearranging we obtain

c =  E t - 1)1̂ 1/?,) +  ( - i n i s )  =  E ( - 1)1"r|(1f c ) " -
JCS JCS

Hence, we have shown the following result.
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T h eo rem  5 .3 .4 . Hn-i(f lg)  <g> C affords x-

Finally, Theorem 5.2.5 implies tha t the analogue of the Steinberg character arises 

from a representation on the top homology space of fi.

C o ro lla ry  5.3.5. f?n_i(fl) 0 C  affords the character Sfy.

Remark 5.3.6. If q /  2 then Clg is actually the combinatorial building for H  and if 

q — 2 then is the Coxeter complex of H / B  on which B  acts trivially.
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Chapter 6

Characterisation

We now wish to show tha t St^ is an irreducible character of G and to do tha t we 

need to prove tha t (St^St^) =  1. However, since St^ is given as an alternating sum 

of perm utation characters over the parabolic subgroups H j,  we see that

( S t * S t , ) =  £  ( - l ) l 'H - 'l \‘Dd [HI , H J )\
I , J C S

where H j ) denotes the set of ( H j ,  H j)-double cosets in G. Thus, we need to

examine the double coset structure of G.

In fact, using this approach we obtain a characterisation of St^ in terms of permu

tation characters over parabolic subgroups which is similar to Curtis’ characterisation 

[4] of the Steinberg character for the finite field case.

6.1 Example: PGL^i?)

We begin by considering the case where G =  PGL^-R).

L em m a 6.1.1. For each 0 < k < I

e d : c £  nkR x >
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Proof. Let a, c, d \  d' £ R x and b,b' £ R.  Then

aa' +  bd' + n ka'b ab' +  bd! + nkbb' 

■Kka'd dd' +  -Kkb'd

a b 1  0

1To'b
i

o
1 nk 1 i

o
i

where Trka'd £ /KltR x . Thusk  d x

1 0 ' a b
>

B B  C < £ G : c £ 7rkR x
7Tfc 1 c d

>

To show the reverse inclusion, suppose tha t a,b,c,d  £ R  are such tha t ad—be £ R x 

with c =  7rkr for some r  £ R x . If k  > 0 then we must have a £ R x and so

a b

0  adr - 1  — TTkb

1  0 1  0

0  a~1r 1
r-H-se

i i

If k =  0 then c £ R x and

1  ac 1 — 1 1  0

0  1 1  1

a b a b

1

c d

c b + d — ac 1d 

0  ac~l d — b

a b

c d
(6 .1)

Hence
1  0

r
a b

B B  = <
1Tk 1 < c d

£ G : c £ nkR x

as required.

L em m a 6 . 1 .2 . G can be expressed as the disjoint union

□

s=U B
k = 0 7T

B.

Proof. It is clear tha t any element of G must lie in exactly one of the double-cosets 

in Lemma 6.1.1. □

More generally, we need to describe the (B i , .Bj)-double cosets for any 0 < i, j  < I. 

However, these are closely related to the (B , B)-double cosets.
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L em m a 6 .1 .3 . Let  0 < i , j ,  <  I. Then for any 0 <  k <  min(i, j )

^  1  ol ^  ~ [ 1  0  ^

Bi  B j  =  B  B.
TTk 1  TTk 1

Proof. Suppose tha t we have

a b a' b'
G Bi and G Bj

c d d  d!

Then c G m* and d  G mJ which implies tha t a' ,d  G R x since i , j  > 0. Consequently,

a b 1  0 a' b' aa! +  bd + irk a'b ah' +  bd1 +  nkbb'

c d TTk 1 d  d! a'c +  d d  + irka'd b'c +  dd' + ivkb'd

where a'c G m®, d d  G mJ" and nka'd G irkR x . However, since k < i and k < j  this 

means tha t a'c +  d d  +  ttka'd G irkR x and so

B.
1  0 1 0

Bi B j C B
7Tfc 1 I 1

The reverse inclusion is clear. □

When k = min(i, j )  then either Bi  =  B^  or Bj  =  B)~ and so

i
Bj  — Bj~ — BBi

1  0  

7Tk 1 k'=k

1  0  

7Tk' 1

B.

Hence, Lemma 6.1.2 immediately gives the corresponding decomposition of G into 

( B i ,B j )-double cosets.

L em m a 6.1.4. For each 0 < i , j  < I, we can express G as the disjoint union

min (i,j)
G =  ( J  Bi

k= 0

1  0  

7Tfc 1
Bj.

Consequently, by counting the number of double cosets we are able to calculate 

the inner product of St^ with the permutation character ( lg  )G.
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P ro p o s itio n  6 .1 .5 . For each i,

(St*(l g f )  = •{

Proof. If i = £, then by Lemma 6.1.4

1 if  i =  l\

0  i f  i < I.

(St/, (1 g f )  = \T>d (Bt ,Bt ) | -  \Dd { B t . u Bt)\  =  ( € + ! ) - € = !

while if i < £ then

(St,, ( 1  s f )  = | V Q(Be, Bi)  | -  \T>e (Bt- 1, B i)\ =  (* +  1 )  -  ( t  +  1 )  =  0. 

C o ro lla ry  6.1.6. S t, is an irreducible constituent o f ( l g ) G.

Proof. By Proposition 6.1.5 we have

(St,, St,) =  ( s t , ,( ls / )  -  ( S t , , ( l ^ _ / )  -  (St,,(ls f )  = 1.

□

□

6.2 Double coset structure of H

In general, there seems to be a natural distinction between the double cosets of G 

that are contained in H  and those tha t are not. We begin by examining the double 

coset structure of H.  From Section 4.3 we already know tha t {a j  : J  C S}  forms a 

complete set of (B , B)-double coset representatives. However, we will need a more 

detailed description of the double cosets for later use.

In the previous section we saw tha t each (B , _B)-double coset of PGL 2 (I?) was of 

the form
r i 0

7T 1
B  =  Bk -  Bk+i-

We will show tha t each ( B , B )-double coset B o j B  of H  can similarly be expressed

as

B a j B  = H j - \ J  Hj.
i c j
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Recall tha t X j  forms a set of left coset representatives of B  in H j,  For each 

J C S  define X j  to be the set of left coset representatives

X j  =  X j -  ( J  * / •

ICJ

Then we see that for non-empty J C S  this gives

X j  =  < J J  x a (ra ) : ra £ n i~l R x for each a  £ J  
v

while for J  =  0 we obtain X q = {1}.

Lem m a 6.2.1. T  transitively permutes the elements in X j  for each J C S .

Proof. Suppose tha t x  = n aej  x a(ra) £ X j .  Then, by Lemma 2.4.2 we see tha t for 

each h{n) G T

h{n)xh{n)~l = /i(/x)rcQ(rQ)/i( ^ ) _ 1  =  J J  x a (p(a)ra ).
a£J a£j

Further, we have p,(a)ra G 7r^_ 1 R x for each a  £ J  and so h{pL)xh{p)~l G Xj .

Now, for any x' =  n « £ j  x a{r 'a) ^ we must have r'a =  rasa for some sa £ R x . 

Consequently, if we define an R-character /i of Ar by p(a) = sa for each a  £ S,  then 

we see tha t fi(a)ra — sara =  r'a . Thus

hii i jxhip ) - 1 =  J"J xa {p,{ot)ra) =  xa(r'a ) =  x ' .
a(zJ a€J

Hence the conjugation action of T  on X j  is transitive. □

In particular, Lemma 6.2.1 implies that T  transitively permutes the left cosets 

x B  for x £ X j .  N o w , consider the subgroup V  — T(m)U  of B.

Lem m a 6.2.2. V  is normal in H.

Proof. Since B  = T U  and T  stabilises both T(m) and U it is clear tha t V  is normal 

in B.  Thus, since H  = X $ B ,  we only need to show tha t x v x ~ 1 £ V  for each
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x £ X s  and v £ V . However, since V  = T(m)U  it suffices to show tha t for each 

a  £ S  and x a (r) £ X a we have x a (r)h(ii)xa (r)~l £ V for every h(fi) G T(m) and 

x a(,r')xp(s)xa (r) ~ 1 G V for every xp(s) G U.

Fix a  G S  and x a (r) G X a . For every h(/i) G T{m)

x a(r)h(ii)xa (r)~l =  x a (r)h(ii)xa (r)~l h ( p Y l h(p) =  x a (r)xa (-n(ot)r)h(n)  =  h(n)

since 11(a) G 1 +  m implies tha t fi(a)r =  r for each a  £ S. Further, for any xp(s) G U 

we have h t(a) +ht(/3) > 0. Thus, by Lemma 3.4.3(i) we know tha t [xa (r), *^(s)] € V 
and so x a(r)xp(s)xa (r)~l = [xa(r),xp(s)]xp(s) £ V. □

Thus, V  preserves each left coset x B  for x £ X j .  Hence, if for each non-empty 

subset J  C 5  we set

X J  =  II x o l ( ^ 1 )

a e J

with Xfjj — 1, then we obtain the following decomposition of H.

P ro p o s itio n  6.2.3. H  can be expressed as the disjoint union

H =  ( J  B x j B
J C S

where B x j B  — X j B  for each J C S .

Proof. Let b £ B,  then we can write b =  tv for some t  £ T  and v £ V. Thus

b x j B  =  t v x j B  =  t x j x f l v x j B  — t x j B  = t x j t ~ l B.

Since conjugation by T  preserves X j  we have t x j t ~ l £ X j  and so B x j B  C X j B .  

However, since conjugation by T  is transitive on X j  each element in X j  is of the form 

t x j t ~ l for some t £ T  and therefore X j B  C B x j B .  Finally, the expression of H  as 

a disjoint union of the double cosets B x j B  follows from the fact that

=  1 J
J C S

where the union is disjoint. □
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From the definition of o j  it is clear tha t B x j B  = B o j B  for each J C S .  Further, 

we can use Proposition 6.2.3 to describe the ( H j , H j i ) - double coset structure of H  

for any J, J'  C S.

Proposition  6.2.4. For each J , J ' C S  we can express H  as the disjoint union

H =  | J  H j X i H j , .

I C S - { J U J ' )

Proof. By Proposition 6.2.3 we know tha t H  can be written as the union of dou

ble cosets H j x i H ji for I C S .  Fix I C S  and consider the subsets I\ =  I  n  J ,

I 2 = I - ( J f ]  J ') and I 3  =  I  fl ( J1 -  J).  This gives a decomposition of I  into the 

disjoint union I  =  I \  U I 2 U I 3  where I\  C J  and p  C J 1. Thus x j  — x j lXj2x j3 with 

x'/j € H j  and x i3 6  Hj<. Consequently, H j x j H j i  =  H jX i 1x j 2x i3Hj'  = H j x j 2Hjt  

where I 2 C S  — (JU  J'). Hence each (H j , if//)-double coset representative X[ can be 

chosen with I  C S  — (J  U J').

Now, suppose tha t H j x i H j i  = H j x p H j i  for some I ,  I '  C S  — (J  U J'). Then we 

must have x j  =  h j x p h j i  for some h j  £ H j  and hj> E Hj>. In particular, this means 

that x j x f }  — h jh j i .  However, h jh j i  G H j u j i and xjxJ ,1 € -H/u/'- Thus we must 

have x j x f }  € H jup fl H j j j i  =  i^(/u / ')n ( ju i ')  =  H$ =  B  and therefore x j  =  x //. □

Again, from Section 4.3 we know that x  is irreducible. However, we will show 

this explicitly using the double coset structure of H.  More specifically, we will count 

the number of double cosets in i f  in a particular way.

For non-empty subsets ./, J'  C S  define £ ^ ( H j ,  H j i ) to be

the set of (Hj , H j i)-double cosets in H.  Further, let £.g(B,B)  be

£s ( B , B ) = B s ( B , B ) - { B x s B},  

the set of (B , B)-double cosets excluding B x s B .
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Now, fix J' C S  and let £ denote the set

£  =  ( J
J C S

£ can then be expressed as the disjoint union £ =  £o U £[ where

£o =  I J  and £ x =  ( J  £ 6 { H j , H j ' ) .

|Jj even |Jj odd
We will show tha t £o and £ 1  contain the same number of double cosets by constructing 

a bijection between them.

P roposition  6.2.5. |£o|  =  | £ i | .

Proof. Fix an ordering of the roots in S. Let H j x i H j i  6  £ with I  C S  — (J  U J 1). 

We can only have I  =  S  if both J  =  0 and J '  =  0. However, this would imply that 

H jX jH j i  =  B x s B  and we have excluded this double coset from £. Thus S  — I  is 

non-empty and we may choose a minimal root a  € S  — I.  Consequently, we are able 

to define a map $ : £ - > £  by

# ( W , )  =  (  SJ - ^ x A l
{ Hju{a}XiHji  if a £ J.

This is well-defined since for each double coset we are using the distinguished double 

coset representatives from Proposition 6.2.4. Further, note tha t since a  £ I  we see 

that I  is contained in S  — (J  — {a} U J 1) if a  € J  and S  — (J  U {a:} U J') if a  ^ J . 

Now, suppose that H j x i H ji € £ and a  € S  -  I  is minimal. If a  € J  then

® ( H j - { a } x l Hj >)  -  H j - { a } U { a } x l H j i  =  H j Xj H ji

whereas if a  £ J

$(HjU{a}XlHj>) = #/ij{a:}-{a}a;/.ff/' =  H j XjH j i .

Thus <f> is surjective and therefore bijective since £ is finite.
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Finally, it is clear tha t $(£o) C £x and $ (£ i)  C £o. Moreover, we must have 

<&(£o) =  £ 1  and $ (£ i)  =  £o since $  is surjective and £ =  £o U £ 1 . Hence $  restricts 

to a bijection $  : £o —> £ 1  and so |£o| =  |£ i|. □

T heorem  6.2.6. For each J C S

„ 1 i f  J  =  0;

0  otherwise.

Proof. Using the expression of x  as an alternating sum of perm utation characters we 

see that

M i / ? / )  =
I C S

=  £ ( - 1  P \ V s { H i , H j )\

I C S

=  E  i ® / ? ( £ / A ) i -  E  i » / ? ( s , , £ / ) i .
|/| even |/| odd

Now, if J  /  0 this gives

1Hj

while if J  =  0 we obtain

(x ,(U  )ff) =  |£0| - | £ i |  =  0

(x ,( lg )H) = |£o| +  l - | £ i |  =  l. □

Corollary 6.2.7. x  an irreducible constituent o f ( l g ) H.

Proof. By Theorem 6.2.6 we have

(x,x) = E M ) 1-71̂ ! ^ ) " )  -  (x,UB)a ) = 1. □
J C S
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6.3 Characterisation of St*

Unfortunately, it seems to be difficult to explicitly describe the double cosets that 

are not contained in H.  However, this is not necessary as we only need to consider 

an alternating sum involving the number of double cosets.

The key to showing tha t St^ was irreducible for PGL 2 (i?) was the fact tha t given 

any k < I  we had

1 0 1 0
B

n k 1
B  =  B t -1

7Tk 1
B

and so the double cosets cancelled in the alternating sum. Indeed, it will be sufficient 

for our purposes to show a similar result for the (B , B)-double cosets of G which are 

not contained in H.

T h e o re m  6.3.1. For each (B, B)-double coset B g B  not contained in H  we have 

B g B  =  HagB for some a  € S  which depends only on the (H , H)-double coset HgH.

Appropriately enough for such an im portant result, the proof of Theorem 6.3.1 

is long and is consequently postponed until the next section. However, from The

orem 6.3.1 we immediately obtain a similar result concerning the ( H j , H j ) - double 

cosets.

P ro p o s itio n  6.3.2. Let H ig H j  he an (Hi, Hj)-double coset not contained in H,  

then there is an a  £ S, depending only on the (H  ,H)-double coset HgH,  with

H j g H j
H i - { a}gHj if  a  e l ;

. Hiu{a}gHj  i f o t $ I .

Proof.  Since B g B  is a (B,  B ) -double coset not contained in H , by Theorem 6.3.1 

B g B  = HagB  for some a  £ S  depending only on HgH.  Thus, if a  6  /

H i - { a}gHj = H I_{a} B g B H j  — H ^ ^ H a g B H j  =  H ig H j
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and if a  ^ I

H i 9H j  =  H i B g B H j  =  H[Hag B H j  = H IU{a}gHj.  □

This then gives us a method of pairing up the double cosets in a way which allows 

us to repeat the approach from the previous section.

Fix J C S  and consider the set of double cosets

® = U &)
ICS

where T q _ ^ ( H i , H j ) denotes the set of (Hi,  FT/)-double cosets contained in G — H.  

T  then decomposes into the disjoint union T  =  To U T i of subsets

® o =  1 J  V g - h $ i , H j )  and T x =  [ j  'Dq_s (H1, H j ).
|/| even |/| odd

Again, we can show tha t To and T i contain the same number of double cosets by 

constructing a bijection between them.

T h e o re m  6.3.3. |To| =  |T i |.

Proof. Fix an ordering of the roots in S. For each H ig H j  E  T  choose a minimal root 

a  E  S  from Proposition 6.3.2. Then we may define a map : T  —> T  by setting

\I>(Hi 9 H j )  =
H i - { a}gHj  if a  E l ;  

 ̂ H IU{a}g H j  i ia<£I .

This is well-defined since if H ig H j  =  Hig H j  then the minimal a E S  is the same 

for both choices of representative and, by Proposition 6.3.2, if a  E I

V (H ig H j)  = H j ^ g H j  = H jg H j  =  H i 9 ' H j  =  H j - ^ g ' H j  =  ^ ( H ig'H j)

whereas if a £ I

* ( H i 9 H j )  =  H IU{a}gH j  =  H i 9 H j  =  H jg 'H j  = H IU{a}g 'H j  = * ( H lSfH j ) .
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Now, let H i g H j  € © and suppose tha t a €  S  is minimal from Proposition 6.3.2. 

If ck G J, then a  is also the minimal choice for H I_[aygHj  6  © and therefore

^ ( H i - { a}gHj)  = H I_{a}[j{a}gHj = H ^ H j .

Similarly if a  I ,  then a  is the minimal choice for H Iu^ g H j  and so

^ { H i u { a } g H j )  =  H IU{ay_{ a} g H j  =  H i g H j .

Hence iF is surjective and, since © is finite, therefore bijective.

Finally, it is clear from its definition tha t ^(© o) C ©l and ^ (© 1 ) C ©q. Thus, 

since \F is surjective and © =  ©o U © 1 , we must have \F(©o) =  © 1  and ^ (© 1 ) =  ©o- 

Hence \I/ restricts to a bijection 1F : ©o —>• © 1  and so |©o| =  |©i|- ^

C o ro lla ry  6.3.4. For each J C S ,

Proof. For each J C S ,

£ < -
I C S

£ ( -
I C S

£ ( -
I C S

£ ( -
I C S

£ ( -
I C S

i f K a a f  , a a f )

i ) W \ v g ( B , , S j ) \

I C S

I ^ ' I B s A A J I  + IDoM D ,!

) W | B  g ( B , , H j ) \

as required. □

Thus, from Theorem 6.2.6 we immediately have the following result.
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C orollary  6 .3 .5 . For any J C S ,

'  1  * /J  =  0 ,

0  otherwise.

Finally, the characterisation of St* is a simple consequence of its expression as an 

alternating sum of permutation characters and Corollary 6.3.5.

T h e o re m  6.3.6. St* is the unique irreducible constituent of  ( l a ) G which is not a

constituent of  ( lp )G for any parabolic subgroup P  strictly containing B.

Proof. Using Corollary 6.3.5,

(St* St*) =  X ) ( - I ) |jr|(st/,(1 S j )d ) =  (S t* ,(lp )G) =  1

J C S

and so St* is an irreducible constituent of ( l g ) G. Further, St* cannot be a con

stituent of ( lp )G for any parabolic subgroup P  which strictly contains B  since, by 

Proposition 4.1.4, we have P  > H a for some a. This then implies that

0 < ( S t* ,( lp ) G) < ( S t * , ( l p J G) = 0

which gives (St*, ( lp )G) =  0.

Conversely, suppose tha t £ is an irreducible constituent of ( lp )G which is not a 

constituent of ( lp )G for any parabolic subgroup P  strictly containing B.  In particu

lar, this means tha t ((, ( lp )G) > 0 and ((, ( lp )G) =  0 for any parabolic subgroup P  

which strictly contains B.  Hence,

( C . s t d  =  E ( - i ) l', | « . ( 1/ fJ )e ) =  (C . (1 b )S ) > 0
J C S

and, since (  and St* are both irreducible, we must have (  =  St*. □
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6.4 P roof of Theorem 6.3.1

We are trying to show tha t B g B  — H agB  for some a  & S. However,

H agB = B X agB = [J B x a {r)gB.
r£ m (_1

Thus we need to show that there is an a  6 S  so tha t for each r G m^ _ 1  we have 

x a(r)g =  b'gb for some b,b' G B  since then B x a {r)gB =  BgB.  In fact we will prove 

tha t we can find v,v '  G V  =  T(m)f7 such tha t [v,g] = v 'xa(r) as this then implies 

that we have x a (r)g = (v')~1v 'xa (r)g = (v')~1vgv~l .

P ro p o s itio n  6.4.1. Let B g B  be a (B,B)-double coset not contained in H. Then 

there exists an a  € S  so that for every r G tn^ _ 1  we have [v,g] = v 'xa {r) for some 

v,v '  G V. Moreover, a  depends only on the (H, H)-double coset HgH.

Proof of Theorem 6.3.1. Suppose tha t B g B  is a double coset of G which is not con

tained in H  and let a  G 5  be as in the conclusion of Proposition 6.4.1. Then, for 

each r  G rr/ - 1  we have [v. g] — v'xa (r) for some v,v '  G V  and therefore

g = v~ l [v,g]g~l v~ l = v~1v'xa (r)gv~l

which implies tha t B g B  — B x a (r)gB.  Hence

H agB  =  (J B x a (r)gB = B gB
m̂ - 1

where, by Proposition 6.4.1, a  depends only on HgH.  □

The remainder of this section will be concerned with the proof of Proposition 6.4.1. 

We begin by showing that the (B , P)-double coset representatives can be chosen to 

have a particular form. This is a weaker version of [15, Proposition 2.6].

L em m a 6.4.2. Each (B,B)-double coset has a representative of the form g = k n w 

for some k G U~ (m) and w G W .
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Proof. The natural projection r]i : G —> G(k) maps (B, B)-double cosets of G to 

(B(k), B(«))-double cosets of G(k). Thus we may assume tha t the image of the 

double coset representative under rji is n w for some w (=W and so the double coset 

representative itself can be chosen to be knw for some k G K \  and w G W.  However, 

K\ = B (m )U ~ (m) and therefore we may take k G U~(m). □

/ N  / S

Assuming tha t the (B , B)-double coset representative g has this form we can 

prove Proposition 6.4.1 by considering four different cases for k  and w.

Lem m a 6.4.3 (C ase 1). then there is an a  G S  so that for each r G m£-1

we have [v,g] =  v 'xa (r) for some v,v '  G V.

Proof. By Proposition 2.1.3(H) there must be some a  G S  with ru_ 1 (a:) G S + . Thus 

for every r G vcf~l we have n~ l x a {r)nw =  x w- i (Q)(± r) G U. Hence, fixing r G m^ _ 1  

we see tha t v = n ~ ix a (r)nw G V  gives

[v,g] = vgvg~x = v k n w n ^ X a ^ n w n ^ k -1  =  v k x ^ r ) ^ 1 = v x a (r). □

If w =  1, then g G U~(m) with g fi H  and we may express g as

9 = n
, 8 es -

for some rp G m. Further, suppose tha t rp G nfPR* for some 1 < i p < £  and consider 

i =  min{ip : fi G E ” }. In the case where the minimum occurs only for roots in S  

there is again a reasonably straightforward choice for v.

Lem m a 6.4.4 (C ase 2). Suppose that ia = i for some a  G 5  and that ip > i for 

any root /3 G E~ with (3 ^ S. Then for each r G m^ _ 1  we have [v,g] =  v'xa (r) for 

some v, v' G V.

Proof. First note tha t since g £ H  we have i < I. Thus 1 +  s G R x for every 

s G and so y~a(l +  s ) - 1  G V.  For each /? G with /3 ^ S  we have rps =  0
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since ip > i. Thus by Lemma 3.3.2

[y-a{l + s)~1,xp(rp)] -  1 .

F u r th e r , fo r jd G S  w ith  we have ka =  0 a n d  so a g a in  o b ta in

[y-a(l + s)~1,xp(rp)] =  1 .

F in a lly , fo r j3 =  a

[y-a (l  +  s )-1 , ^ ^ ) ]  =  y -a ( l  + s ) - 1x a(ra)y-a{l  + s)xa (ray 1

= x a(ra (l +  s))xa ( - r a)

=  x a(ras).

H ence, if  we fix r G m ^ 1 a n d  choose s G r r / “ I_1 w ith  ras =  r, th e n  s e t t in g  

v — y ~ a {  1 +  s ) -1  G V  we see th a t ,  b y  L e m m a  3.4 .4 (i),

[v,g] = [v, J J  xp(rp)] = J J  [v,xp{rp)] = x a (ras ) =  x a{r). □
/3ez~ /3gE-

N ow , su p p o se  t h a t  i 7 =  i for som e 7  G E -  w ith  7  ^  S  a n d  le t a d e n o te  th e  

m in im a l h e ig h t o f  su ch  a  ro o t 7 .

L em m a 6.4.5. Let ft G E - a- i  and sp G then

[xp(sp),g] = Vp J J * j8+7 (ci)l,/9,7(-«/j)»,7)
7

for some vp G F  where the product runs over all 7  G E a with i^ — i and /3 +  7  G 5 .

Proof. I f  h t(7 )  <  a, th e n  i1 >  i b y  th e  m in im a lity  o f  a. T h u s , for a n y  /3 G E - a- i  we

have  s ^ r 7 =  0 a n d  so

vp, 7  =  [s/j(s/j),* 7 (»7 )J =  1 .

S im ilarly , if  h t(7 )  =  a a n d  i1 >  i we a g a in  have

u/?,7 =  [®/?M,® 7 (r7)] =  1. 
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Further, if h t(7 ) > a then by Lemma 3.4.3(i) we see that

v0 ,,y ~  [x p(sp)^x 7 (^7 )] ^ B(xn ).

Finally, suppose tha t h t(7 ) =  a and i1 =  i. By Lemma 3.4.3(iii), if /3 +  7  ^ S

=  \xp(sp), :r7 (r7)] G B(tn )

whereas if ft +  7  € S, there is an element vpt7 G 5(m^-1 ) with

[^ (s^ ) , :r7 (r7)] =  2 ;/g+7 (ci)i !lai7 (—sp)r7)vp!7.

Now, set E~ =  {7 i , . . . , 7 fc} and for each i let v* =  cc7l (r7l) • • • x 7i (r7i). Then, 

since Vi G U~(m),  it commutes with any commutator [xp(sp), x 7j (r7j.)]. Thus, by 

Lemma 3.4.4(i)

[ x p ( s p ) , g ]  =  [x p ( s p ) i x n  (r 7 i )  ' ' ' flJ7fe(r’7fc)]

=  [x/j(s^), x7l (r7l)](u i[xp(sp), z 7l (r7 2 )]wf1 )

' ' '  {vk - 2[x p(sp)Tx ^k_1(f'jk_1)]vk^ 2){vk-i[x p(sp)yXl k (r^k)]vk_ l )

= [x p(sp),x7l }[xp(sp),x11(rl2)]

■ ■ ■ [xp(sp), x 7k_ 1 (r7k_1)][xp(sp), x 7k (r7k)].

Hence, using the description of the commutators given above, and the fact tha t since 

each vpj7 lies in JB(m*_1) it must also commute with any of the commutators, we 

obtain

[xp(sp),g] = vp Y [ x p +7 (ci>ltp<7 ( - s p ) r 7)
7

where the product runs over all roots 7  G S a with i7 — i and ft +  7  G S, and 

VP =  n 7e s _  v p ,7 e  V. □

In particular, if in Lemma 6.4.5 there is only one 7  G S a with i7 — i and ft+'y G S, 

then we may choose v to be xp(s) for some s.
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L em m a 6.4.6 (C ase  3). Suppose that /3 G 2 - a- i  is such that /3 +  7  G S  for exactly 

one 7  G S a with ? 7  =  i. Then, for each r G m^ _ 1  we have [v,g] =  v'xp+^(r) for some 

v,v '  G V.

Proof. By Lemma 6.4.5 we know that for any s G we have

[*0 (s),ff] =  w,^ + 7 ( ci,i,/»,7(“ a)r7)

for some v' G V . Thus, if we fix an element r  G m^ - 1  and choose s G so that

c i,i^ )7 ( - s ) j "7  =  r, then setting v -  xp(s) gives [v, g] =  v'xp+1 {r). □

Now, if we let § =  { 7  G S a : i1 =  1} then the following Proposition shows tha t 

Lemma 6.4.6 suffices for all but a small number of exceptional cases. In particular, 

it suffices whenever £  =  A n, B n, Cn or G2 .

P ro p o s itio n  6.4.7. Let £  be an irreducible root system and § be a non-empty subset 

of Si for some i < — 1 , with the exception of the following cases:

(i) L ~  Z?2 n and S — £ 4 —2 ni

(ii) S  =  Eq and S — £ - 4 ;

(in) S  =  E 7 and S =  £_g;

(iv) S  — Es and S = S _ 6 , £_io or £ - 1 5 ; and

(v) S  =  F4 and S =  S _ 4

together with the corresponding sets obtained when S  contains a subsystem equivalent 

to D 2n, Eq or Ej .  Then there exists a fd G £ - i - i  such that (3 + j  G S  for exactly one 

7  G S.

Proof. The details can be found in Appendix B. □

79

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



For the exceptional cases we consider the element v G V  given by

V =  J J  Xp(sp)
/ 3 6 S _ a _ i

where for each [3 G S - a- i  we fix sp G 

L em m a 6.4.8. Let v be as above, then

[v,g] = v' J J  x Q(ta)
a e s

for some v' G V, where for each a  G S

ta — ^  c i)i )ig)7( sp)  
P + J = a

r 7

with the sum running over all f3 G S - a- i  and 7  G S such that /3 +  7  = a.

Proof. Setting S _ a- i  =  {Pi ,-- - ,Pk}  and Vi = xp^spf )  ■ • ■ x p ^ s p ^  G V  for each j ,  

by Lemma 3.4.4(ii) we obtain

[v,g] = [ x p . i s p ^ - ' - x p ^ s p ^ ^ ]

= { v k - i [ x p i i s p ^ g f a U  { v k - i i x p . i s p ^ ) ^ ^ - ^ )

••• {vi[xpk(sp2) ,g]v f l ) [xfrisp^g] .

However, since [xp(sp),g] G V  for each p  and V  is normal in H , this can be rearranged 

to give

[v ,g \= v '  J J  [xp(sp),g] (6 .2 )
PeZ-a-l

for some v' G V.

Further, by L em m a 6.4.5 we know th a t for each (3 G E _ a_ i  there is som e vp £  V  

with

M a p ) ,  9 ]  =  v p Y l x p + ^ c i ^ p ^ i - s p ) ^ ) ,
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where the product runs over all 7  G S with (3 + 7  G S. Thus, from (6.2) we obtain

[v ,g]=v"  J J  J J  sc^+-y(ci, i^>-y(— (6.3)
/3e £ _ a_i 7

for some v" G V  where once again the second product runs over all 7  G S with 

(3 + 7  G S.  Hence, combining terms in (6.3) we obtain

[v,g] = v" x a (ta) 
a es

where for each a  G S

tot =  Cl,l,/S,'y ( s p ) r i
P+y=a

with the sum running over all /3 G S - 0 - 1  and 7  G S such tha t /3 +  7  =  a. □

L em m a 6.4.9 (C ase  4). Suppose that S is one of the exceptional cases from Proposi

tion 6 .4 .7 . Then there is an a  G S  so that for every r G m^ _ 1  we have [u,g] =  v'xa (r) 

for some v, v' G V .

Proof. By Lemma 6.4.8 we only need to prove tha t there is an a  G S  so tha t for 

any r  G rr/ - 1  we may choose the sp in such a way that ta — r and ta> — 0 for 

a 1 /  a. For each case, this can be shown explicitly and the details are contained in 

Appendix C. □

Finally, we are able to prove Proposition 6.4.1.

Proof of Proposition 6.4-1- We have shown in Lemmas 6.4.3, 6.4.4, 6.4.6 and 6.4.9 

that for any g £ H  of the form g = knw for some k G U~(m) and w G W ,  there is an 

a  G S  so tha t for any r G m^ _ 1  we have [v, g] — x a (r)v' for some v, v' G V.  If we can 

show tha t this a  depends only on H g H  then we will be done.

Suppose tha t gi,g2 £ H  are such tha t H g \H  =  Hg^H  and fix r G mf_1. Then 

92 =  for some h \ , h 2 G H.  Further, since H  = X s  and B  = T V ,  we can

express hi as hi  =  x i t i u i  where xi  G X s ,  t i  G T  and ui  G V.  Thus

h i l x a{r)hi = u ^ t ^ x ^ X a ^ X i t i U i  =  u f 1t f 1x a (r)t iui = x a(r')ui =  u'ixa (r')
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with r' € m^ " 1 and u[ G V.

Now, suppose tha t G V  are such tha t [«i,<7i] =  v[xa (‘

normal in H,  we have v2 — h2 l v \h2 G V . Finally,

[v2,g2} = v2g2V21921

=  V2{higih2)(h21v ^ 1h2)(h21g i 1h^

= v2h1g iv ^ 1g ^ 1h ^ 1 

= V2hi{v^l v{)g iv^ lg ^ l h { 1 

= v2hiv i[vi ,gi]h^1 

= v2hivi(v'1x a( r ' ) )h i1 

=  V2 hiv iv[{(u 'l )~ l v!l )x a {rl)h '{ 1 

=  V2 h1v 1v'1(u'1)~ 1(u,1x a (r'))h^1

=  v 2hiviv'1(u'1)~ 1{h^1x a (r )h i )h ^ 1 

=  v'2 x a (r)

where v'2 =  V2hi(viv'l (u'l )~l ) h ^ x G V.

•'). Then, since V  is

)

□
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Chapter 7

Hecke algebras

An alternative construction of the analogue of the Steinberg character can be given 

in terms of the Hecke algebra “K(G, B)  of G over B.  We are able to define a linear 

character ip of !K(G, B)  by first considering a certain linear character <p of the Hecke 

algebra !K(H, B)  of H  and then showing tha t (p extends uniquely to a linear character 

ip of Ji(G, B).  The analogue St^ is then the unique irreducible constituent of the 

permutation character over B  which corresponds to ip.

7.1 Definitions and standard results

We begin with some standard definitions and results for an arbitrary finite group G 

with subgroup B.  Proofs can be found in [6 ] or [10].

D efin ition  7.1.1. The H ecke a lg e b ra  fK(G, B)  of G over B  is the subalgebra

H (G ,B )  = eBCGeB

of C G.

P ro p o s itio n  7.1.2. For each (B,B)-double coset B g B  define

fig = ind (g)eBgeB ,
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where

ind(g) =  [B : B r \ g ~ l Bg\.

Then {fig : B g B  € T)g {B, B )} forms a basis for !K(G, B) which is independent of the 

choice of double coset representatives.

Further, it can be shown that for any B g B  € T>q (B, B)

md(9) =  ~ w

and the standard basis element fig is given by

= _1 E h-
h£BgB

In the same way as for groups, irreducible characters of the Hecke algabra arise 

from simple TC(G, U)-modules by taking the traces of the linear maps corresponding 

to multiplication by the elements of TC(G, B).  The connection between the irreducible 

characters of the Hecke algebra and of the group G is given by the following theorem.

T h e o re m  7.1.3. Let £ be an irreducible character o fG  with (C, ( l s ) G) > 0, then the 

restriction o f (  to TC(G, B) is an irreducible character o fK (G,  B ) of degree (£, (1b)g )-

Conversely, each irreducible character ip of !K(G, B) is the restriction of a unique

irreducible character of G.

For linear characters of the Hecke algebra, i.e. characters which are non-zero 

homomorphisms from !K(G, B)  to C, we are also able to give an idempotent which 

generates a module affording the corresponding irreducible character of G.

T h e o re m  7.1.4. Let ip be a linear character ofTC(G,B),  then ip is the restriction 

of a unique irreducible character £ of G with (ip, (1b)g ) =  1. Moreover,

c w  E  i

B g B e D G(B,B)

is a primitive idempotent in CG such that CGe affords

*= i ^ .  £
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7.2 Example: PGL2 (.R)

Now consider the Hecke algebra ! K ( G , B )  for G  =  PGL^-R). For each 0 < i < £, let 

Pi denote the basis element of ! K ( G , B )  corresponding to the ( B , B ) - double coset

B
1  0

7T* 1
B.

Clearly, — eg- Further, for each 0 < i < I  — 1

B
1  0

7T* 0
B  =  Bj  -  B,i+ 1

implies that

Pi = \B\ 1 X  9 = \B\ 1 X  9 ~  1̂ 1 1 X  9 = \Bi- B |eg. -  \Bi+1 : B\eg.
g£Bi—Bi+ 1  g&Bi gQ.Bi+i

For ease of notation, set c* =  | Bi : B  | for each 0 < i < I  and q + i =  0 so that

i+l

Pi — Cle g.  ci + l e Qii+l

for every 0  < i < t.

T h e o re m  7.2.1. (i) For each 0 < i < t

Pi =  (ci ~  2ci+ l)  Pi +  (ci ~  ci + 1) X  fa '  
j = i + 1

(7.1)

(ii) PiPj =  PjPi for each 0  <  i, j  < I.

(in) For each 0 < i < j  < I

PiPj  =  (Cj -  Cj+l)  Pi. (7.2)
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Proof. (i) For each i

Pi =  {° ieBi ~  Ci+i e Bi+1)

-  c | e  c i c i + l e B i e B i+1 Ci+ lC ie B i+1e B i + C i + l e B i+1

ci eBi 2 ciCj+ies +  Cj+1es t+ 1

— (cj 2cj+i) ^Cjeg. Ci+ieg.+i^ +  (cj Cj-j-x)

L
— (Ci — 2cj+i) Pi +  (Cj Ct+l) ^   ̂ P j ’ 

j = i + 1

(ii) This follows immediately from the fact tha t eg.eg =  e g  e g i -

(iii) For each i < j  we see that

PiPj  =  { c i e g .  — Cj_|_ie .̂+ ij  j e g . — C j + i e g . + ^

— C i C j e g . e g . — CiCj+ \ e g . e g . +i — Ci+ \ C j e g . +^eg.  +  ci + i cj + i e g i+1e g j+1 

=  C i C j e g .  — C i C j + \ e g . — C j + iC j e ^ .^  +  C i + \ C j + \ e g . + ^

=  (cj — Cj+1 ) (cieg. — Cj+xeg.+i j

=  (cj  ~  cj + l )  Pi

as required. □

Having described the multiplication of the basis elements in !K(G, B)  we want to

construct a linear character of J-C(G, B)  which will correspond to St^. However, it is

easier to check tha t a linear map of J{(G, B)  is a homomorphism by noting tha t (7.1) 

can be rewritten as
l

{Pi ~  (Ci -  ci + i ) p e) £ >  =  0  (7.3)
j = i

and (7.2) as

Pi {Pj  -  (Cj -  cj + 1 ) p e) =  0 . (7.4)
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P ro p o s itio n  7.2.2. The map ip : CK(G, B)  —» C given by

1 i f i = t ;

V’(A ) =  - 1  i f i  = £ - T ,

0  i f  i < I  — 1
*

is a homomorphism.

Proof. To show tha t ip is & homomorphism it suffices to check tha t it respects (7.3) 

and (7.4). If i — I  then

ipiPi) ~  (ce -  ct+i)ip(Pi) =  1 -  (1 -  0)(1) =  0 

whereas if i < I  then

t

^ T  'lpiPj) -  0  H h 0  +  ( - 1 ) +  1  =  0 .
j = i

Consequently, for every i we have

i
(ip{pi) -  (Ci -  C i + i ) i p ( P t ) ) Y ^ i l > ( p j )  =  0 .

j = i

Similarly, if i < j  and i — I  — 1 then j  — I  and so again

ip(Pi) ~  (Q -  ci+l)ip(pe) =  0  

while i < £ — 1 implies ’>p(fii) — 0. Thus, for every i < j

ip iPiMiPj)  ~ (cj -  cj+1)ip(/3i)) = 0.

Hence ip is a homomorphism. □

The linear character ip is then the restriction of a unique irreducible character of 

G which appears as a constituent of ( l j ) G with multiplicity 1. This character is the 

analogue of the Steinberg character.

L em m a 7.2.3. ip is the restriction of St^ to TC(G,B).
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Proof. From Proposition 6.1.5 we know that (Sfy, ( 1 ^ ) G) =  1 and so we have

S t ,(A )  =  S t ,(ea ) =  4 -  E  St' W  =  <St<’ =  1
lBA »€B,

Further, (St£, ( l s . ) G) — 0 for i < £ implying that■tJi

=  7 5 7  E  =  <s t <- ( ‘ b , ) ® )  =  ° -
| f l i |  » € B ,

Thus,

St^(/3f—i)  =  S t ^ ( c £ _ ie ^   ̂ — Cf6g )̂ =  Q _ i S t ^ ( e ^  — c ^ S t^ (e ^ )  —1

and for i < I  — 1

St =  St^(cjeg. Ci-f. 1®^^) =  CiSt^(eg.) Cj-j-iSt^e^^) 0.

Hence (St^)j^g = ip. El

7.3 Hecke algebra of H

For each a  € S' we have B x ^ B  = H a — B  and so the corresponding basis element 

fja of X ( H , B )  can be expressed as

Pa =  Qe Ha ~  e B m

More generally, for each J  C. S

B x j B  — H j  -  [J Hi  
i c j

and so th e  corresponding basis elem ent /3j  is given  by

0J = E ( - 1 ) ' ' ,H  V e Sl.
I C J

This allows us to easily determine the multiplication of the basis elements.
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T h eo rem  7 .3 .1 . Let a ,a '  E S  and J  C S , then

(*) P l  = ( q -  2)Pa + { q -  1)A;

(H) Pa 0a1 = Pa'Pa>

(in) P a P j  =  P{a}UJ i f  a  $ J;  and

(iv) P a P j  =  { q ~  2 ) P j  +  { q ~  1 ) P j - { a ]  i f  OLE J.  

Proof. (i) For each a  E S  we see that

Pa ~  ( l eHa eB

~  ^2e# a qeHaeB (leBeHa Jr e%

= <i2eHa - 2(i eHa + e B 

= ( q - 2)(qesa - e s ) + { q - l ) e s  

= ( q -  2)pa + {q~  1  )Pm

(ii) This follows immediately from the fact tha t e g  e g  f — e g  e g ^ .

(iii) Suppose tha t a  £ J,  then

P a P j  =  ( q e g a ~  e g )  ^ ( —1 ) l J H l l q m e S i
ICJ

ICJ ICJ

E ( - 1 ) w - l ' l ? l , l+ 1e S(1, )UI +  E ( - 1 ) I''H ' I+V ' le 0 ,
I C J  I C J

=  £  (_l)l{°}U J|-|/|? |/ |e^  +  £  ( _ 1 )|{«}UJ|-|/I9 |/Ie

a C l C { a } U J  a 0 C { a } \ J J

IC{a}UJ 

~  P{a}UJ-
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(iv) Suppose tha t a  £ J,  then by parts (i) and (iii)

PaPj = P lp j - {a ]  

= ((q -  2)Pa ~ ( q ~  1 )Pz)Pj-{a]

= ( q -  2 )PaPj-{a} ~ ( q ~  1  )P<tPj-{a}

= ( q -  2)Pj  ~ ( q ~  l )Pj-{a]

as required. □

Corollary 7.3.2. TC(H, B) is generated by the basis elements {Pa}aeS together with 

the quadratic relations

( P « - ( q - l ) P 9 ) ( P a + P 9 )= 0  (7.5)

and the homogeneous relations fiaPa' =  Pa'Pa for each a, a'  G S.

Proof. As the proof shows, Theorem 7.3.1(iv) can be obtained from (iii) using (i). 

Thus, it is clear tha t “K (H ,  B)  is generated by { P a } a e s  together with Theorem 7.3.1 

(i) and (ii). However,

(Pa -  (q -  l)P<t>)(Pa +  P$) =  P a P a -  { q - l ) P $ P a  + P a P $ -  { q - l ) P $ P $

= P l ~ ( q ~ 2)pa ~ ( q ~  i )Pz

and so (i) is equivalent to (7.5). □

P roposition  7.3.3. The linear map cj) : TC(H,B)  —> C given by 4 > { P j )  =  (—1)^  is a 

homomorphism.

Proof. By Corollary 7.3.2 it suffices to show tha t (j) respects (7.5), but <t>{Pa ) — — 1 

implies tha t (j>{Pa) +  (j>(P$) =  0 for each a  G S  and so

W a )  - ( q - 1  ) m m m + m ) )  = o.

Hence <j> is a homomorphism. □
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L em m a 7 .3 .4 . (j> is the restriction  of x  t°  X ( H , B ) .

Proof. By Theorem 6.2.6, ( x ,  ( lg )G) — 1 and so x(e§) ~  ^  Thus X restricts to a non'  

zero homomorphism of X ( H ,  B).  Further, for each a  E S  we see tha t ( x ,  ( l# a )G) =  0 

and thus

x(Pa) = q x ( e s j  ~  * ( eB ) = _L

Hence, for each non-empty subset J  =  {aq, . . . ,  cn*,} C S,

X ( M  = x(Poi ■ ■ ■ /?«») = x ( M  ■ ■ - X i f i n )  = (-1)‘  = (-1 )|J1

7.4 Extending to the Hecke algebra of G

To obtain the linear character of 3i(G,B)  tha t gives the analogue St^ we will show 

that <j) extends uniquely to a linear character ifi of K(G,  B).

Let X  denote the subspace of !K(G, B)  spanned by the basis elements correspond

ing to (B , 5)-double cosets not contained in H.  Then it is clear tha t we obtain the 

vector space decomposition

X ( G , B )  = X ( H,  B ) ® X .  

L em m a 7.4.1. X  is a left and right Di(H, B)-module.

Proof. Let /3 be a basis element of X(G ,  B)  corresponding to a (B,  f?)-double coset 

B g B  with g H.  Then for any h E H  and b,b' E B  we must also have h(bgb') H.  

Consequently, if /3Q E X ( H , B )  we must have j3a/3 E X.  Hence, X  is a left FC(iL, B)-  

module. The proof for multiplication by X ( H,  B)  on the right is similar. □

When we proved tha t -ij) was a linear character of the Hecke algebra for PGL 2 (-R) 

in Proposition 7.2.2 we needed tha t it was 0 on the basis elements /% with i < I. If we 

similarly define ip to be 0 on X  then we again obtain a linear character of !K(G, B).
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T h e o re m  7.4.2. cp extends uniquely to the homomorphism ip : X (G , B)  —» C defined 

by ip(fi) — 0 for any ft G X.

Proof. We begin by showing tha t ip is a homomorphism. As (p is already a homomor

phism on X ( H ,B ) ,  it suffices to show tha t ip(PP') =  ip(P)ip(P') for basis elements 

P,P' G J~C(G, B) where at least one of P or /?' lies in X .  However, this means that

one of ip(P) or ip(P') is zero and so we need to show that ip(Pfi') =  0 .

Suppose tha t ft G X  and that j3 corresponds to the double coset B g B  with g £ H. 

If we express fifi' as fifi' =  7  +  7 ' for some 7  € !K(H, B)  and 7  € X ,  then we see that

ip { p p ' )  =  ip{7) +  i p { i )  =  <P{7 ) +  0 =  <p (7 ).

Thus we would like to show tha t <p(7 ) =  0. By Theorem 6.3.1 we know tha t B gB  =  

HagB  for some a  and so eg  j3 =  p. Consequently,

P P  =  P P  — e^ a7  +  e f ia l

where 7  G 3 i(H ,B )  and ^fIal '  E X  by Lemma 7.4.1. In particular, this means

that epj 7  =  7  and epj 7 ' =  7 '. Therefore

P a l  = (qefta -  e § ) l  = qepjal  -  eg 7  =  (q -  1)7  

and so, since <p is a homomorphism on !K(H,B),

(q -  l)< p(l)  = (p {P a l)  = <P{Pa)<P{l) = ~<P{l)-

Hence f i l )  = 0  and ip(PP') =  ip(P)ip(P'). The case where P' G X  is similar, using 

the fact that X  is also a right K ( H 1 B)-module.

Now, suppose that ip' is any extension of (p to !K(G,B). Let P G 0C be a basis 

element corresponding to the double coset B g B  with g f  H. Again B g B  =  H agB  

for some a  G S  and so pap  — (q — l)/3. Hence

(g -  l)lP'(P) = lP'(PaP) =  lP'(Pa)lP'(P) = -lP'(P) 

implies tha t ip'(P) = 0  and ip' =  ip. □
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L em m a 7 .4 .3 . ip ®s the restriction of Sty to fK (G ,B ) .

Proof. As in the proof of Lemma 7.3.4, (St^, (1^)^) =  1 and (St^, ( l# o)^) =  0 imply 

that St^ restricts to a homomorphism of JC(G, B)  where Sti{(3j) =  (—1 )^  for each 

J C S .  Hence the restriction of St^ to X(G , B)  is an extension of (p and so, by 

uniqueness, must be ip. □

Finally, we show that the idempotent e used to define the module affording Sfy 

in Theorem 4.2.6 is exactly the idempotent obtained from the linear character ip of 

X{G, B).

Proposition  7.4.4. The primitive idempotent corresponding to ip is

e =  S ( - 1 )|J,eH/ -
ICS

Proof. By Theorem 7.1.4 we know that the idempotent is given by the formula

« = M  V  A -M fs,-.)er
[G : B] ~ ~ m d(fiO 9
L J B g B e V d (B,B)

Since St^ =  y p  we see that St^(l) =  y ( l  )[G : H] where

x(i) = E ( - 1)|J|[ ^ : HA = E ( - i ) ' V H J| = (? - 1)'5'-
JCS JCS

In particular, this means that

S ti(l) _  x (l)  _  ( g -  i ) |g|
[G ■ B] [H : B] 9 | 5 1

Further, if B g B  is not contained in H  then B g~ l B  also must not be contained in H.

Thus the corresponding basis element f3g-i  lies in X  and ip(/3g- i )  =  0. Consequently,

g|,s| f ^ s  ind(a;,/) x j

Now, for each J C S

ind(x j) =  = \%j\ = ( q ~  1)|J|-
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Moreover, since X j 1 € B x j B  we have fix- \ — j3j and thus 0(/3x-i]
J  J

Hence

( < Z - D |S|e =

as required.

? |s| f £ s iq ~ l ) W

J 2 ( - i ) w (q ~  i ) | 5 H V | 5 ' E M ) 171" 1' 1?
J C S  I C J

I C S  I C J

eHj
I C S

94

□

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



Chapter 8

R estriction

Having described the analogue of the Steinberg character for the extended Chevalley 

group over R we now turn  our attention to the Chevalley group G itself. Further, we 

strengthen the requirement on the residue class field k  and assume tha t its charac

teristic is very good  (cf. [3]), i.e.

(i) char k is good; and

(ii) char k does not divide n  +  1 if S  =  A n.

It is possible to repeat the approach in Chapter 4 to construct an analogue St^ 

for G. However, it turns out tha t the resulting character is merely the restriction of 

Stf of G. Further, we will show tha t StJ? is irreducible only when G — G.

8.1 R estriction to the Chevalley group 

D efin ition  8.1.1. A subgroup P  of G is parabolic if it is of the form

P  =  (Ua (ia) ,B  : a  € E~)

for some 0 < ia < £. 
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However, these are exactly the subgroups obtained by intersecting the parabolic 

subgroups of G with G.

Lem m a 8.1.2. Each parabolic subgroup P of G is of the form P — PC\G for some 

parabolic subgroup P of G.

Proof. We may express B  as B  =  T B  where T  preserves each root subgroup Ua(m1,a). 

Thus, if we consider the corresponding parabolic subgroup P =  (Ua (ia) ,B  : a  € E~) 

of G, then we see that

P  =  (Ua(ia) ,T B  : a  G E ") =  T(Ua (ia) ,B  : a  G E ") =  TP.

Hence P f lG  =  (fP)nG = (TnG)P = TP = P. □

In particular, this means that if we let Ha — (X a ,B )  for each a  6 S, then 

Ha = H a fl G and so {H a : a  € S}  are again the minimal parabolic subgroups of G 
which strictly contain B.

Further, if for each non-empty subset J  =  {cnjl , . . . ,  ajk} C S  we define

with H@ = B  then H j  — H j  fl G for each J C S .  Consequently, we obtain the 

following results from the corresponding results for the parabolic subgroups H j  of G.

Lem m a 8.1.3. Let I , J C S ,  then

(i) H j  = X j B  = B X j ;

(ii) \Hj\ = q\J\B;

(iii) H tH j  =  H j H j ;

(iv) H i  fl H j  — H in j;  and

(v) (H u H j ) =  H ju j .
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More importantly, we see tha t if we define the analogue St^ of the Steinberg 

character for G to be the virtual character

S t ^ ^ ( - l ) ' J l(l Hj f ,
J C S

then St^ =  (St^)<y.

Lem m a 8.1.4. St  ̂ is the restriction of St  ̂ to G.

Proof. Since H jG  =  G for each J C S ,  Mackey theory implies that

J C S

=  E ( - D M (i
J C S

J C S

= stj.

as required. □

Similarly, if we let H  = Hg and consider the character

J C S

then again St^ =  (x ')G, where x! is the restriction of x  to H.

Finally, we note tha t the additional restriction on the characteristic of k ensures 

that the congruence subgroup K \  of G is actually contained in G.

P roposition  8.1.5. K \ is a subgroup ofG .

Proof. We need to show that T(m) < T(m), since then we would have T(m) =  T(m) 

and therefore K \  =  U~(xn)T(m)U(m) — U~(m)T(m)U(m ) < G. Let h(p) € T(m) so 

tha t p. is an i?-character of Ar with p(oc) € 1 +  m for each a  € E. To show tha t 

h{p) 6  T  we need to prove tha t p  is the restriction of some ./^-character p' of A.
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Let A  = [Aa p\afi£n denote the Cartan matrix of E and recall tha t for each a  E II,

a = ^ 2  A a>p\p.  
pen

Thus, if we consider the inverse matrix A - 1  =  [A'a^]ajpen> then for each /3 6  II

aen

Now, since char k does not divide det(A), by Lemma 3.1.6 we may choose an 

element sa G 1 +  m for each a  G II, so tha t n (a ) =  Sq64̂ .  Thus, since det(A)A^, ^ is 

an integer for each a, (3 G II, we are able to define

n det(A)A'  0 
Sa

aen

for every /3 G II. Consequently, if we consider the i?-character fi' of A given by 

fj,'(Xp) =  rp for every /? G II, then we see tha t for each a  G II

f'<«)=m'(e a^ k] = n  /•'(v)-4*-9 = n  A""= s«,,<-4)=/*(«)•
\Pen j  pen pen

Hence, p is the restriction of p! and h(/j,) 6  T(m). □

As a consequence of this, we see that

G / G  c  ( G / K i ) / ( G / K i )  ~  G ( k ) / G ( k ) *  T ( k ) / T ( k )

and therefore [G : G] = d where d is as in Table 2.4.

8.2 Example: PSL^-ft), char k ^  2

We now examine the situation where G =  PSL2 (i?) and the characteristic of n is 

odd. Let i ? 2  =  {r2 : r 6  R x } denote the set of squares in R x . As char k ^ 2, we 

know that [Rx : R $ ] — 2 and so if we fix a non-square element e € R y , then R x can 

be expressed as the disjoint union

R x =  f?2x Uei?2x .
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L em m a 8 .2 .1 . For each 1 <  k <  £ — 1 we have

B
7T

1  0  

k 1

1  0  

nk 1

B \ j B
1 0

7Tke 1
S J f ) G  =  B

where the union is disjoint, while for k = 0

Proof Suppose tha t 1 < k < £ -  1. If we are able to show that

E G : c E n kR x , a c E n kR%

B

B
1  0  

1  1

1  0  

1  1

B.

1  0

/

a b
B B  = <

n k 1 >. c d

and
1  0 ' a b

B B  = <
n ke 1 < c d

E G  : c E  n k R x , a c  E n KeR%

then the first result will follow from Lemma 6.1.1. 

For any a , c  E R x and b , d  E  R,

a b 1  0 c d ac + irkbc ad + bc 1 +  nkbd

1
o

1

7Tfc 1 0  c- 1 wka~l c a - 1 c_ 1  +  7rka~1d

where {ac +  irkbe){nka " 1 c) =  7rfcc2(l +  T ^ a ^ )  E ttkR$.  Thusk „ - l i rk DX

1  0

f

a b
>

B B  C < E G  : c E  n kR x ,ac E wkR ^
_7Tfc 1 c d

j

Further, suppose that a,b ,c ,d  E R  are such tha t c E n kR x , ac E TrkR% and ad - 

1. Then we must have a E R x and so c = 7rfca _ 1 r 2  for some r E R x . 

d = a _1(l +  Tvka~1br2) and we see that

ar 1 0 1  0

i
-

o
i-H1<

3

i

a b

0  a~lr 1
r~

li i
7

t.

o
1 c d
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1  0 f a b
\

B B = \ E G  : c E  nkR x ,ac E nkR%
7 Tk  1 I c d

4

Hence,

The proof of (8.3) is similar and (8.1) follows from the proof of Lemma 6.1.1 since if 

ad — be — 1  then (6.1) involves only matrices from G. □

Consequently, this together with Lemma 6.1.2 gives the decomposition of G in 

terms of (B , 5)-double cosets.

L em m a 8.2.2. G can be expressed as the disjoint union

B.

• <̂S
» 1 1 0 1 0 1 0

G = B  ( J  \ B ®UB B  U 5
k=1 \ 7Tfe 1 irke 1 J 1  1

For each 0 < i < £, let Bi denote the parabolic subgroup

f

a b
\

53 II € G : c € m*
c d

4

Again, the (Bi ,  B j ) -double cosets of G are related to the ( B,  f?)-double cosets. 

L em m a 8.2.3. For any 1 < i , j  < I  and k < min(i, j) ,

B
1 0

7“H
1

0
Bi B j  = B

7Tk 1 n k 1

and
1 0 1 0

Bi B j  =  B
7Tfce 1 ixke 1

Further, for k = 0

1 0 1 0
Bi B j  =  B

1 1 1 1

B .

B .

(8.4)

(8.5)
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Proof. Let

a b
e  Bi and

1to

•

c d

—
ii

e  Bi

Then

a b 1  0 a' b' aa' + be' +  7r ka'b ab' +  bd! + irkbb'

c d 7Tk 1 c' d! a'c +  c'd +  7r ka'd b'c + dd! + b'd

Further, since c G ml and c '  G m 3 with both k  <  i  and k  <  j  then we see tha t we 

may write a a '  +  b e '  +  i v k a ' b  —  a a '  +  % r  and a ' c  +  c ' d  +  i t k a ' d  —  n k ( a ' d  +  vrs) for some 

r ,s  G R. Thus

(■a a '  +  b e '  +  a ' b ) ( a ' c  +  c ' d  +  n k a ' d )

=  ( a a '  +  7c r ) ( T r k ( a ' d  +  v r s ) )

=  7r k ( a ( a ' ) 2 d  +  T r ( a a ' s  +  a ' d r  +  n r s ) )

=  n k ( a ' ) 2 a d ( l  +  7r((a ')_ 1 d_1s +  a ~ l ( a ' ) ~ l r  +  a ~ 1 ( a ' ) ~ 2 d ~ 1r s ) )  G irkR$  

since a d  =  1 +  b e  G 1 +  m. Hence

B

and the reverse inclusion is clear.

The proof of (8.4) is similar while the proof of (8.5) follows immediately from the 

k =  0 case in Lemma 6.1.3. □

Thus, we obtain the corresponding decomposition of G into (B{, Hj)-double cosets.

L em m a 8.2.4. For each 0 < i, j  < I  i f  we set k — min(i, j)  then G can be expressed 

as the disjoint union

1 0 1 0
Bi B j Q B

irk 1 7Tk 1

G = B k M  B
1 0 1 0 1 0

B j  1 J  Bi B j  I J  B i B j

1 n k'e 1 J 1 1
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P ro p o s itio n  8 .2 .5 . For each 0 < i  <  I,

( S t J , ( l j s ( ) ° )  =
, 2  i f  i =  i\

0  i f  i < I.

Proof. If % =  I  then by Proposition 8.2.4

(StJ, (1 Blf )  =  |D a (B e, Bi) | -  S ,) | =  2£ -  2(£ -  1) =  2,

while for 1  < * < t  — 1

(StJ, (1b,)0 ) =  \DG(B£,Bi)\ -  \VG( B i - U Bi)\ = 2 i - 2 i  = 0 

and finally, for i =  0

(S ti ,( lBo)G) =  \DG(Bt ,B 0)\ -  I 'D a iB t-uB til  =  1 - 1  =  0. □

C o ro lla ry  8.2.6. (St^,St^) =  2.

Proof. Using Proposition 8.2.5 we see that

(s tj, s ty  =  (s t;. (1b,)g ) -  (St;, ( iB,_ .)e ) =  (st;, ( i B)° )  =  2 . □

8.3 Double coset structure of H

As can be seen from the previous section, the easiest method of finding the double 

cosets of H  is by examining how the double cosets of H  decompose on intersection 

with H.

Prom Proposition 6.2.3 we know tha t B x j B  — X j B  for each J C S .  Thus,

(.B x j B ) fl H  =  ( Xj B)  n  H  = X j B .

The action of T  on X j  restricts to an action of T, but this is no longer transitive in

general. Consequently, consider the decomposition

dj
X j  = ( J  Xf,(i) j

i= 1
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of X j  into its T-orbits . . . ,  and for each i  choose a representative x f  G 

As in the proof of Proposition 6.2.3, we see that

B x f B  =  x f B

and therefore we have the disjoint union

dj
( Bx j B)  n H  = ( J  B x f B .  (8.6)

i = l

While it is difficult calculate dj  in general, for J  = S  it turns out to be the index 

d of G in G.

L em m a 8.3.1. ds = d.

Proof. Let h(fj,) G T  and x  =  H aes x a(ra) £ Then

h(n)xh(y)~ l = h (y )xa (ra)h(ij)~l = J J  x a (/j,(a)ra). 
a€S aes

Thus h(n) G S tabj’(.xj if and only if fi(a)ra = ra for each a  € S. However, since

ra G 7r^_ 1 i?x , this is true exactly when /i(a) G l+ rr / ' 1 for each a  € S. Consequently,

S tabr(x) =  T(rn).

In particular, this means tha t for each i

l 4 ‘>| =  [T : SUbr (4>)] =  [T : T(m)] =

Finally, since

( q  -  1)” = |%| = £  l 4 ° l  =
i= 1

we must have ds — d. □

/ s

Further, we see tha t for any J , J ' C S  and I  C S  — (J  U J ') ,  the (Hj ,  Lfj/)-double 

coset H jx iH j i  also decomposes into dj distinct (Hj ,  H j >)-double cosets.
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L em m a 8 .3 .2 . For each J , J ' C S  and I  C S  — (J  U J'),

dj
( H j x j H j . )  n H = { J  H j X j H ji

i — 1

where the union is disjoint.

Proof. Prom (8 .6 ) it is clear that

dj

i= 1

and so we need only show tha t this union is disjoint. Suppose tha t for some i , i '  we 

have H j x f  Hj* =  H jx^   ̂H j i . Then xf* =  gx^  V  for some g G H j  and g' G H j i . 

If we write g — xh and g = b'x' for some b, b' G B, x  G X j  and x' G Xj>, then 

we see tha t b x f b '  — x ~ l x f  (x1) ^ 1 =  x~ 1(x')~1x f  and so x ~ 1(x')~l x f  G X i . 

However, since x f  G X j  this would imply tha t x ~ l (a/ ) - 1  G X j .  On the other hand, 

x ^ 1(x')~l G X ju j i  and so x~ 1(x ')^1 G X i D X j d j i  = X$ — {1}. Hence, bxj  b̂' = x f  

which gives B x f  B  =  Bxff ^B and so i =  i ' . □

L em m a 8.3.3. For each J, J '  C S, G can be expressed as the disjoint union

G =  U  \J  H j x f H j , .
I C S —(JUJ') i= 1

Finally, this allows us to adapt the approach in Section 6.2. For each non-empty 

subset J , J ' C S  define £'h ( H j , H j i ) to be

the set of double cosets in Bi. Further, let £'H(B ,B )  denote

8'h (B, B) = B H(B,  B)  -  { B x f B , . . . ,  B x f B } ,  

the set of (B,  I?)-double cosets excluding B x f B , . . . ,  B x f B .
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Fix J'  C S  and set

£ '  =  ( J
JCS

£' can then expressed as the disjoint union £' =  £'0 U £j where

£ ' =  ( J  Z'h ( H j , H j , )  a n d  £'  =  ( J  E.'h ( H j , H r ).
|J| even |J| odd

Again, we can show tha t £q and £.[ contain the same number of double cosets. 

L em m a 8.3.4. |£(,| =  |£jJ.

Proof. Fix an ordering of the roots in S. Let H j x ^ H j i  E £; with I  C S  — (J  U J'). 

Then, since we are excluding double cosets of the form B x ^ B ,  we have I  /  S  and 

so we may choose a minimal root a  E S  — I. Consequently, we can define a map 

: £' -»• £' by

if a e j -

This is well defined since x f i  is a distinguished double coset representative from 

Lemma 8.3.3. Further, since a  I  we see tha t if ck € J  then I  C S  — ( J —{a}LiJ' )  and 

so is again a distinguished H j/)-double coset representative. Similarly,

if a  ^ J  then I  C S  — (J  U {a} U J') and is a distinguished (H jU{a} ,H j i )-double 

coset representative.

Now suppose that H j x ^ H ji E £' and a  6  S  — I  is minimal. If a  € J , then 

a  J  — {a} gives

& { H j _ {a)x f H j , )  =  H j _ {a}{J[a}x f H j ,  =  H j x f H j ,

and if a  J,  then a  E J  U {a} implies that

& { H JU{a]x f H j , )  =  H JV{a]_ {a)x f H j ,  =  H j x f H j , .

Hence <&' is surjective and so therefore bijective since £' is finite.
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Finally, it is clear tha t $ '(£o) C £[ and $ '(£ 1 ) C £'0. Thus, since is surjective 

and £' =  £q U £q, we must have $ ;(£o) =  £i and =  £()• Consequently, $ '

restricts to a bijection <&' : £ ' 0  —> £[ implying tha t |£q| =  |£'i|. □

T h e o re m  8.3.5. For each J C S

H.  _  I d  ^ J  =

0  otherwise.

Proof. Using the expression of x '  as an alternating sum of perm utation characters 

we see that

I C S

=  £ ( - 1  P \ ' D h { H i , H j )\

I C S

=  Y 1  ^ ( ^ 7 , ^ ) 1 -  £  \ J ) h { H U H j ) \ .

|/| even |/| odd
Now, if J  7  ̂ 0 then this gives

(x,(i77X) = |£ol- |£il  = o 

whereas if J  =  0 then we obtain

(x',  ( 1 b ) H ) =  ( | £ o l  + d ) ~  | £ i |  =  d. □

C o ro lla ry  8.3.6. (x', x!) =  d.

Proof. From Theorem 8.3.5 we see that

( x ' , x O  =  =  (x’, ( l B)H) =  d.  □

J C S
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8.4 Reducibility of StJ

The main result about the (B , Z?)-double coset structure from Chapter 6  was Theo

rem 6.3.1 and the key to its proof was Proposition 6.4.1.

Proposition 6.4.1 stated that given any g ^ H  there was an a  E S, depending only 

on the ( H, H) - double coset H g H , such tha t for any r G R  we had [u, g] =  v 'xa (r) 

for some v,v '  G V. In particular, if we take g G G with g 0 H, then we must 

also have g £ H. Further, since T(m) < G we also have V  < G. Consequently, 

Proposition 6.4.1 immediately implies tha t we have the corresponding version of 

Theorem 6.3.1 for G.

T heorem  8.4.1. For each (B, B)-double coset B g B  not contained in H  we have 

B gB  — H agB for some a  G S  which depends only on the (H, H)-double coset HgH.

Further, the argument in Section 6.3 relies only on Theorem 6.3.1 and so remains 

valid in our current situation.

Proposition  8.4.2. For each J  C S, we have

(S 4  (1 H j ) G ) =  (x') (1 H j ) H )■

Thus, Theorem 8.3.5 implies the following result.

Corollary 8.4.3. For each J C S ,
/

n d if  J  — 0;
(St£, ( lHj ) ) =  <

0  otherwise.
\

Finally, we are able to determine when St^ is irreducible.

T heorem  8.4.4. St  ̂ is irreducible if and only i f  G = G.

Proof. By Corollary 8.4.3

(StJ,Sti) =  5 ^ ( - l ) |J |(Sti, ( 1 ^ ) ° )  =  (St^, (1b)g ) =  d.
JCS

Hence (St^, St^) — 1 if and only if d =  [G : G\ — 1. □
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Chapter 9

D ecom position

In Section 8.4 we saw tha t the analogue St^ of the Steinberg character for G was only 

irreducible when G =  G. We will now describe how it decomposes into its irreducible 

constituents. Further, we will characterise the distinct irreducible constituents in 

terms of characters which can be regarded as analogues of the Gelfand-Graev char

acter in the finite field case.

9.1 Example: PSL2 (R), char 2

Consider the group G =  PSL2 (i?) when the characteristic of k is odd. From Corol

lary 8.2.6 we know that (St^, St^) =  2 and so St^ must decompose into the sum of 

two distinct irreducible constituents. Let V  denote the normal subgroup of

a b
V  =

c d
£ G ci, d £ 1-|- tn, c G. tn

Fix a non-trivial linear character A' : 1 —> C of the additive group rr/ 1. Then, if

for r € m^ _ 1  we choose r' € R  with r = we can define a map Ar : V  —> C by

a b

c d
— \  (r c).
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L em m a 9.1.1. Ar is a linear character o f V  for each r £ m ( 1. 

Proof. Let

n. h a.1 h' ~
e v .

a b

1"(3
i

c d
5 -----

1i

Then, we have a'c =  c and c'd

{ a b 'a' V
Ar

V c d _d d!_
  Ar

aa' + be' ab' +  bd' 

c + d  cb' +  dd!

— X'(r'(c + c'))

=  X'(r'c)X'(r'c')

  Ar
( a b \  I

1 ---

i

Ar A.
V c d }  \ li

where r' G R  is such that r — l r ' . □

L em m a 9.1.2. For each r £ 1R X the distinct conjugates of Xr in are 

{As : s E r i ? 2  }•

Proof. Let s £ r R f  so that s =  r t2 for some t  € R x . For each

a b 

c d
e v

we see that

Xj.

Thus Xs is a conjugate of Ar . 

Now, suppose that

t - 1 0 a b t 0 \  ( a t 2b
] =  X'(r't2c) -  As [

a b
=  Ar

o t c d o r 1 1 \ 1

CN

1  V c d

a' b' 

c' d'
€ B t- i
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Then ad  =  d  and c'd = d  which means that

d! - b ' a b a' b'
| =  Ar

aa'd' — a V c+ b d d ' — b'd ab'd' — (b')2c + b ( d ' ) 2— b'dd!

—d  a' c d d  d! /  \ (ia')2c a V c—b'c'+a'dd' — bc'd!

=  X (r (a ) c)

a b
=  A,r(a')2

c d

Hence any conjugate of Ar is of the form As for some s G r R ^ . □

Further, [Bn~i : V ] =  \R%\ and so Stabfl^^A,.) =  V  for each r G m^-1 . Hence, 

Clifford Theory implies tha t Â - 1  is irreducible and

E *-•
serR.%

Now, for each r G 7d ~ 1R x consider the induced character (r = Xcf  of G.

L em m a 9.1.3. Let r , s €  ire~1R ><, then

( ( r > ( s )  — <

Proof. By the Intertwining Number Theorem

1 i f  s G r i ? 2  ; 

0  otherwise.

(Cr,Cs) = (AG A?) -  £  ( ( A r ) s v ff- i n V , ( A f ) ffv s - i n v ) .  (9-1)
gaVG(y,v)

Consequently, suppose that

9 =
a' b' 

d  d'
G G.

If g G B n- 1 , then we know from the proof of the previous Lemma tha t A? =  A6,(aq 2 . 

Thus if s G r R f  then there is exactly one (V, F)-double coset representative g in 

i for which (Ar , Af) =  1, while if s ^ rRff then (Ar , Af) =  0 for all (V, F)-double 

coset representatives.
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Now, suppose that d  G tt1R x for some 1 < * < £ — 1. If we fix a G rr /-1 , then 

since a' G R x we can find an element t G such that ta 'd  =  a. Further, since

1 + 1 G 1 +  m and char k  /  2, there must be some c G R x with c2 =  1 + 1. Thus we 

obtain

d! —b' c~l 0  a' b1 a'c~l d! — b'cd b'd!c~l — b'cd!
(9.2)

—d  a' 0  c d  d! a a'cd' — b'd 1

and so

(  n \  I  n~ i  n \
=  V (s'a).

Hence ( K) gy g- i ny  7  ̂ (Af)5y 9- i np an(* ^ ^ g V g - 1 n v ’ ( ^ ) 9yp- i ny) =

Finally, suppose tha t d  G R x ■ Fix a G m^_1 and choose b G m^_1 such that 

a =  —b(d)2. Then

f  -fe'l Tl b] \a' b'] \ l  + bdd! b(d')2
K ’ (9.3)

■d a' 0 1 d  d' a 1 — bdd1

which means that

Xr I 1 = 1  while A? | ] =  X'(s'a).

( c~x 0 \  A c 1 0

Ar — 1 whereas Af 

)  \V 0  c 0  c

1  b )  A 1  b
I =  1 while Af 1

0  1 )  V .° 1

Thus ( \ ) gvg - inv  ^  (^s)pVj/-1 nV' anc  ̂ ( ( ^ g V g - 1 n v ’ —

Hence from (9.1) we obtain

(Cn Cs) =
1 if s G r R x2 > □
0  otherwise.

In particular, for r G n l~ l R,f and s G ni~1eR$, this means tha t (r and ( s are 

distinct irreducible characters of G.

L em m a 9.1.4. For each r G 7 and 0 < i < i

1  i f  i = I;

0  otherwise.
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Proof. Let r  6  /  l R x and 0 < i < I. Then, by the Intertwining Number Theorem 

( ( lB i )G5 Cr) =  ((Ifij)0 ) ^ f )  =  ^ g V g - ' r B i ’ ^ W g V g ^ n B i ) '  ^-4)
BigV e V a (Bi,V)

Consequently, a! ,b' , d  ,d! E R  with a'd! — b'd =  1 and d  $ mb

Suppose tha t d  E •n9R x with 1 < j  < I  — 1. If we fix a E m^ - 1  and set c E R x as 

in (9.2), then again we see that

X9r
3 - 1 0

0  c
=  A'(r'a).

Thus { X9r ) g V g - i n B . /  I g p p - l n B i  a n ( * S0 ( I g V g - i n B i ^ ^ g V g - i r B i )  — 0-

Similarly, if c € R x then fixing a E vof~l and setting b E rr/ _ 1  as in (9.3) we again 

obtain
/ r i  b

A:I
0  1

=  A ' (da) .

Therefore (Ar)flp 5 - i nB. /  ^gvg -1nBi an(  ̂ so (-’■sv g- 1 nBi ’ ( ^ ) flpg- i nB.) — 0. 

Hence, the g =£ 1 terms disappear in (9.4) and we find tha t

( ( l -B i )G , ( r )  — ( lR ,n i?>  ( ^ r )  n . n v )

which is 1  if i =  I  and 0  otherwise. □

Thus, for each r  E 1R X

(St£ ,Cr )  =  ( ( 1 b , ) G ,C . )  -  ( ( i B ^ r . C r )  =  1-

Hence, if r E ttp~ 1 R.f and s E Trp~1eR.f , then (r and ( s must be the distinct irreducible 

con stitu en ts o f  St«.

L em m a 9.1.5. St^ =  Cr +  Cs for any r E l R x and s E ne 1eR x .
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9.2 Clifford theory for x'

Our approach to determining the decomposition of St^ into its irreducible constituents 

is to first decompose x!- This is achieved by examining its restriction to the subgroup

V  =  X g V  of H. Indeed, since H  =  T V  and T  preserves both X $  and V,  we see that

V  is a normal subgroup of H.

Consider the abelian group Xs-  This is generated by the root subgroups X a for 

a  6  S  and so any linear character A of X s  is uniquely determined by its restriction 

to each X a. Further, since V  is normal in H, each linear character A of X s  extends 

to a linear character of V  which we will again denote by A.

In particular, let X denote the set of linear characters A of V  which are obtained 

from linear characters of X s  with \ x a /  l x a for each a £ S. The number of such 

characters is equal to the degree of

L em m a 9.2.1. |X| =  x '( l) .

Proof. Each root subgroup X a is abelian of order q. Thus, there are q — 1 possi

ble choices of non-trivial character Xxa for each a  £ S  and so a total of (q — l ) n

possibilities for A. However, we also find that

X'( l)  =  ] T ( - l ) |J |[if : Hj] = £ ( _ 1 ) I - V h l ' l  =  (q -  1)". □
J C S  J C S

Indeed, the linear characters in X completely describe the restriction of x '  t°  V. 

L em m a 9.2.2. x ~ = E xe X  A-

Proof. Let A £ X, then since H j V  — H  for each J C S ,  Frobenius reciprocity and 

Mackey theory imply that

(A,x'y) =  (9-5)
J C S  J C S
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Now, if <7^0  then for any a  E S

0 <  (AX j V,  1 X j v )  <  (Axa , l x Q) =  0.

Consequently, the J  /  0 terms disappear in (9.5) and we obtain

(A,x 'y)  = (Ay, ly ) = 1.

Thus each A £ I  appears as a constituent of x! with multiplicity 1 and the result 

follows from Lemma 9.2.1. □

As an immediate consequence of Lemma 9.2.2 we have the following result.

L em m a 9.2.3. H  permutes the characters in X.

Proof. For each g E H  we have (x ~ ) 9  =  A9- However, since is the restric

tion of a character from H  we must have (x 'y )9 =  X y  and so {x 'y )9 — x'y — Ylxex  A- 

Hence X9 E X  for each X E X .  □

Further, the stabiliser of each character in X  is the group V  itself.

L em m a 9.2.4. S tab# (A) =  V  for each X E X .

Proof. Clearly V  < Stab//(A) so consider g E Stab//(A). As H  — T V  we may express 

g as g = tv  for some t E T  and v E V . In particular, if g E Stab//(A) then since 

V  < Stab//(A) we must have t E Stab//(A).

Now, suppose tha t t = h(n) for some l?-character of /i of A. Then for each

r  6  rr/'~] and a  E S  we need that

X{xa(r)) =  X^Xair))  = X (h(/i)_ 1 a;Q(r)h()u)) =  A(o;q (m(q;)_ 1 0 ) .

However, since Xxa ^  l x a this is only possible if g(a)~ l r — r for every r E m^-1 .

Hence, g,(a) E  1 +  m for each a  E S  implying that t  E  T(m) and g E V. □
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By Lemma 9.2.4, for each A G X we have

[H : S tab# (A)] =  [H : =  [T : T{m)] -  (<? ■

Thus, the size of each U -orbit on X is (q -  1 )n/d  and X decomposes into the disjoint 

union of d orbits, i.e. X can be written as the disjoint union

d

X =  U  Xf
1

where the action on Xt is transitive for each i. Therefore, we choose a representative 

Ai from each orbit Xj and define Xi — { \ ) H•

T h e o re m  9.2.5.
d

x '  =  X i
i = 1

where Xi, • • ■ ,Xd are the distinct irreducible constituents of x ' ■

Proof. Lemma 9.2.4 and Clifford Theory imply tha t each Xi is irreducible with

(xd  v  = 1 l x -
\€Xi

In particular, this means tha t the Xi are distinct since the orbits X, are disjoint. 

Further,

( x ' , X i )  =  ( x ' , { k ) H) =  ( x ' y > A i )  =  =  1 ‘
A€X

Thus each Xi is a constituent of x! with multiplicity 1 and the result then follows 

from the fact tha t Y^f= l Xi(l) =  (<7 — 1)” =  X^l)- til

Remark 9.2.6. (i) If we consider the extended Chevalley group G, then H  transi

tively permutes the linear characters in X. Thus, for any A G X we have x  — ^ H 

which is therefore irreducible.

(ii) It is possible to parameterise the characters in X by the elements of X s  in a 

manner similar to the definition of Ar from the previous section. The U-orbits
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(i)%i in X then correspond exactly with the T-orbits Xs  in Xs- Consequently, 

there is an explicit connection between the distinct irreducible constituents of 

X1 and the distinct (B , 5 ) -double cosets contained in (B x s B ) fl H.

9.3 D ecom position of St̂

For each i, if we consider Q =  (xi)G then it is clear from Theorem 9.2.5 that

st£ =  £ c < -
i—l

Thus, we would like to show tha t ( l , . . .  ,(d are the distinct irreducible constituents 

of StJ.

P ro p o s itio n  9.3.1. For each 1 < i , j  < d,

 ... I '  =

[  0

Proof. By the Intertwining Number Theorem

(0. 0 ) =  ( ( *

= 53 l OYij,//./-1. (9-6)
H g H e D a (H,H)

Now, by Proposition 6.4.1 we know tha t if H g H  /  H  then there is an a  G S  so tha t for 

every r  € rr/ ” 1 we have [vr , g) =  v'rx a (r) for some vr , v'r e V. Thus gvrg~l =  v"xa {r) 

for some vr , v" G V.

Consequently, if we let Y  ~  (gvrg~l : r  G m^-1 ), then Y  < gH g~l fl H. Further, 

for each A G X and r  G m^ _ 1  we see that

A {gvrg~l ) =  A (v"xa (r)) =  \ ( v " ) \ ( x a (r)) =  A (xa (r))

and so Ay ^  ly . However, Ay =  ly  since for every r  G m^ _ 1

A 9(gvrg~1) = \{ v r) = 1.
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Thus

0  <  {{Xi)gHg-1nHi(Xj)gHg-1nH)

< ( ( » )y , ( x “)y )

E <A>'. W)
AGXj,

AgXi , A'GXj 

=  0 .

Hence the g ^  1 terms in (9.6) disappear and we obtain

(Ci,Q =  (xt>xj)

which, by Theorem 9.2.5, is 1 if * =  j  and 0 otherwise. □

Proposition 9.3.1 implies tha t the (i are distinct irreducible characters of G. Thus, 

from Theorem 9.2.5 we immediately obtain the decomposition of St^ into its irre

ducible constituents.

T h e o re m  9.3.2.
d

s t j  =  E G
i—1

where C i ,(d are the distinct irreducible constituents of St'£.

Remark 9.3.3. If we consider the extended Chevalley group G, then from the previous 

section we obtain £ =  Sfy. Thus, Proposition 9.3.1 implies tha t St^ is irreducible.

9.4 Gelfand-Graev characters for G

Finally, we characterise the irreducible constituents of St^ in terms of analogues of the 

Gelfand-Graev character for G. Our approach to the construction of the analogues 

follows [15].
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D efin ition  9.4.1. A linear character 9 of U is non-degenerate if fyya(m<-i) is non

trivial for each a  E  II. Further, let 0  denote the set of non-degenerate linear charac

ters of U.

Lem m a 9.4.2. |@| =  qn^ ~ l \ q  — 1)".

Proof. Any 9 G 0  is completely determined by its values on the root subgroups Ua 

for a e E  Each root subgroup Ua is abelian of order qe with {7Q(m^_1) as a subgroup 

of index qe_1. Thus there are qe linear characters of Ua of which exactly qe~1 are 

trivial on Ua( Hence for each a  E  n  there are qi~1{q — 1) possible choices for 

each linear character which is non-trivial on Ua (xni~1) and so a total of qn^ ~ l \ q  — l ) n 

possibilities for 9. □

Lem m a 9.4.3. Stab#(0) =  U  for ea c h  6 E  0 .

Proof. Clearly U < S tabs (0) so suppose tha t g € S tabs (9). Since B  = T U  we may 

express g as g = tu  for some t E T  and u E U. Then we see tha t g E  S tabs {9) implies 

t E  Stabs (9) since U < S tabs (9).

Now, let t  — h ( f i )  for some A-character n  of A. For each a  E S  and r  £ E  we 

need that

9(xa{r)) = 0 \ x a (r)) = 9{h(g)~1x a {r)h{n)) = 9(xa (ii(a)~1r)).

However, since 9Ua m̂e-i) lt/Q(mr-i), this means tha t we need g( a) ~l r — r for every 

r  E R  and so / j , ( a) =  1 for each a E  n .  Hence t  =  1 and g E U .  □

In particular, for each 9 E  0

an(t~ l) (q —

[B : S tabs (0)3 — [B : U] — \T\ = —  W ;d

Thus 0  decomposes into the disjoint union of d orbits under the action of B,  i.e.

d

0  =  U 0 *
i= 1 
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where B  permutes the elements of 0 j  transitively for each i. Note tha t this is the 

same as the number of H -orbits in X . In fact, there is a connection between them. 

First note that

nWaU n~l D H  = X s .

Further, for each a  G S  and any x a (r) G X a we see that

9nw°(xa (r)) = e { n - lx a {r)nW0) = 0{xw- i {a){r))

where ( a )  G II. Consequently, the non-degeneracy of 0 implies tha t /  l x a 

for each a  £ S. Thus O^ff = Xxs for exactly one A G X  and we can then set

0 ;  =  {9 G 0  : O fff — \ x s for some A G X ;} .

Now, suppose tha t 0 =  Xxs for some A G X j. Let g G B  and express g as

g — tu  for t G T  and u G U. Then we see that

=  (6»t)^“° =  {9nx ° ) nZ> lQtUw° = Xn/ ° tnw°

where n~^tnWQ G T. Thus, we also have An “ o tn “ o g  X j and so 0 j  is indeed a 5-orb it 

in 0 .

D efin ition  9.4.4. For each 1 < i < d, let 6i be a representative from the orbit 0 * . 

The analogue T j of the Gelfand-Graev character is then the induced character O f.

We will now show tha t the irreducible constituents of St^ are given by the char

acters T j. We begin with two lemmas involving the (17, B ) -double coset structure of

G. The proof of the first is similar to the proof of Lemma 6.4.2

L em m a 9.4.5. Each (U,B)-double coset has a representative of the form g = k n w 

for some k G U~~(m) and w G W .

In particular, there is a unique (1 7 ,5)-double coset corresponding to w = wq.
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L em m a 9 .4 .6 . UknWoB  — UnWoB  for any k E U  (m).

Proof. Let k E then we have n~^knWo E U and so we see that

U knW0B  = UnWon ~ lk n WoB  =  UnWoB . □

Thus, we see tha t T; and (1b )G have a unique common constituent. 

P ro p o s itio n  9.4.7. (1^,(1#)°) =  1 for each i.

Proof. By the Intertwining Number Theorem,

(Ti, (1 Bf )  =  m f ,  (1S )G) =  M ) gUg- i n  B,  W ^ b ) -  (9-7)
U g B e h a (U,B)

Suppose tha t g = kn w is a (17,7?)-double coset representative with w ^  w q . Then

we must have w(a) — a  for some a  E II and so nwa;Q(r)n “ 1 =  x a (r) for every

x a(r) E f7Q(m^_1). Further,

gxa {r)g~l = kn wx a{r)n~l k~ l =  A:a;a (r)/c_ 1  =  x a(r)

and {7a (m^_1) < g U g fl B. Therefore we see that

0  <  ( { Oi ) g Ug- 1n B i l g U g - 1n B ) ^  ( ( ^ C ^ O t i * - 1)) l^ a O n * -1)) =  ®

since 0 is non-degenerate. Hence the g /  n m  terms disappear in (9.7) and we are 

left with

( r i , ( l i j ) G) =  ((@i)nujQifn-1ng i ^nwoUriwQr\B) =  1
since nWoU n~l fl B  =  {1}. □

Further, each Q is a constituent of exactly one of the analogues of the Gelfand-

Graev character.

P roposition  9.4.8. For each i , j

( C i . i j )  =
1 i f i  =  j;

0  otherwise.
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Proof. By the Intertwining Number Theorem,

(<i,ri) = (x?,e?)= £  «»W>n »,(»,)'*-«)■ <9-8>
9€-Da (H,V)

Again, if we consider an (H, C/)-double coset representative g — k n w with w ^  wq, 

then g commutes with the elements of for some a  6  II. Thus, we see that

Ua(m€_1) < g H g -1 n U and {Oj)9Ua{mt - 1 } =  % a(m/-i). Consequently,

0  < ((Xi)gUg-lnHy(8j)gug-lr\H)

agXi 
=  0

since A ^ ^ - i )  =  l[/a(m*-i) for each A G Xj and is non-degenerate.

Hence the g ^  n Wo terms disappear in (9.8) and we obtain

(O .ro  =  ( te ) „ „ o[,„ -;n  = Z ( ^ ' W Z ° )
AG Xi

which is 1  if i =  j  and 0  otherwise. □

Consequently, Propositions 9.4.7 and 9.4.8 imply tha t each irreducible constituent 

of St^ is the unique common constituent of the permutation character over B  and 

exactly one of the analogues of the Gelfand-Graev character.

T heorem  9.4.9. Q is the unique common constituent of Vi and (1 b ) G ■

Remark 9.4.10. In the case of the extended Chevalley group G, we see tha t B  transi

tively permutes the elements of 0  and so there is a unique Gelfand-Graev character 

To = 9°. Again, To has a unique common constituent with the perm utation charac

ter ( lg )G, which must therefore be Sfy. In the case of PGLn(i?), this is exactly the 

construction given by Hill [15] for the analogue of the Steinberg character.
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A ppendix A

Irreducible root system s

For use in Appendices B and C we need an explicit description of the irreducible 

root system of each type together with a base and the corresponding set of positive 

roots. These have been taken from [13] with a reordering of the simple roots in the 

root systems of types E q, £ 7  and Eg so tha t they agree with the Dynkin diagrams 

in Table 2.1. Here e i , . . . ,  en denote the standard basis vectors of IRn and

1  n
^  ejej
i= 1

for each e =  (e i, . . . ,  en) e £" where £ =  {±1}. This notation is shortened further by 

recording only the signs involved. For example, the first simple root in E q is

1 1 1 1 1 1 1 1

e+ + =  2 C 1  "  2 6 2  "  2 6 3  “  2 6 4  "  2 6 5  "  2 6 6  "  2 6 7  +  2 68'

A n ( n  >  1):

Let <£ denote the subspace of M” + 1  which is orthogonal to ei +  ■ • • +  en+\. The root 

system of type A n is then

E =  {±(ej — ej) : 1 < i < j  < n + 1}.
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A base for E is given by II =  {a t — ei -  ej+i : 1 < i < n} and the corresponding 

positive roots are

E + =  {ei -  ej : 1 < i < j  < n  +  1}.

Bn (n > 2):

Let <E =  W1, then the root system of type B n is

E =  {±ei ±  ej : 1 < i < j  < n )  U {±e; : 1 < i < n}.

A base for E is given by II =  {«; =  e* — ej+i : l < ? < n  — 1}U {an — en} and the

corresponding positive roots are

E + — {ei — ej : 1 < i < j  < n} U {ei + ej \ 1 < i < j  < n} U {ei : I < i < n}.

C n ( n  >  3):

Let C =  Rn , then the root system of type Cn is

E =  {±ej ±  ej : 1 < i < j  < n}  U {±2ej : 1 < i < n}.

A base for E is given by II =  {a>i =  ej — e ^ \  : l < i < n  — 1}U {a n = 2en} and the

corresponding positive roots are

E + =  {ej — ej : 1 < i < j  < n} U {ej +  ej : 1 < i < j  < n}  U {2ej : 1 < i < n}.

D n (n > 4):

Let <E =  K.", then the root system of type Dn is

E =  {±ej ±  ej : 1 < i < j  < n}.

A base for E is given by II =  {ai — ei — ej+i ■. 1 < i  < n — 1}U {an — en_i +  en} and 

the corresponding positive roots are

E+ =  {ei — ej : 1 < i < j  < n} U {ei + ej : 1 < i < j  < n}.
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E e :

Let £  denote the subspace of M8  which is orthogonal to both e\ +  e2  and e2  — e$. The 

root system of type E q is then
8

E =  {±ei ±  ej : 4 < i < j  < 8 } U {e£ : e G £n, ej =  1, =  —e2  =  - 6 3 }.
i=i

A base for E is given by

II = { a \  = e+ +, ol̂  = e j + es, 0 3  = e j  — e%, 0:4 = e& — e7 ,

a 5  =  e 5  — e6 j « 6  — 6 4  — es}

and the corresponding positive roots are

£ + =  {^i — ej : 4 < i < j  < 8 } U {ej +  ej : 4 < i < j  < 8 }
8

U{e£ : e 6  £n , J J e j  =  l ,e i  =  — 6 2  =  — £ 3  =  !}•
i= l

Let £ denote the subspace of M8  which is orthogonal to ei +  e2 . The root system of 

type E 7 is then

8

E =  {±(ei -  e2)} U {±ej ±  ej : 3 < i < j  < 8 } U {e£ : e 6  £n , J J  £j =  1, ei =  - 6 2 }.
i~  1

A base for E is given by

II — { a i  =  e+ + , 02 =  e7 +  es, a^ — e-j — e$, <24 =  — e j ,

«5  — e s  — e 6 ,  ols — e^  — e s ,  0 7  — e s  — e 4 }

and the corresponding positive roots are

E+ =  {ei — e2 } U {ej — ej : 3 < i < j  < 8 } U {ej +  ej : 3 < i < j  < 8 }
8

U{e£ : e G £n, J J  ej =  1, 6 4  =  - e 2  =  1}-
i—1
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E s :

Let <£ =  R8, then the root system of type E% is
8

E =  { ± ei ±  ej : 1 < * < j  < 8 } U {ee : e € £n, =  !}■
i=1

A base for E is given by

n  =  {a \ — e+ +, a 2  =  e7  +  es, 0 : 3  =  6 7  -  e8 , a 4  =  e6  -  e7 ,

a 5 =  e5 — e6) a 6 —  e4 — e 5 , a 7 =  e 3 — e47 <*8 =  e2 ~  e3}  

and the corresponding positive roots are

£ + =  {ei — ej : 1 < i<  j  < 8 } U {ej +  ej : 1 < i < j  < 8 }
8

U{ee : e G £ " ,J ]e j =  l,ei =  1}.
i=1

F4:

Let <£ =  M4, then the root system of type F 4  is

E =  { ie j  ±  ej : I < i < j  < 4} U {±ej : 1 < i < 4} U {ee : e G £4}.

A base for E is given by II =  {ot\ — e2  -  e3 , 0 2  = e$ — e4 , 0 : 3  =  e4 , 0 4  =  e+ } and

the corresponding positive roots are

E+ =  {ej — e j : 1 < < ^ < 4} U {ej +  ej : 1 < j < j  < 4} U {ej: 1 < * < 4} U {ee: e G £4,ei =  1}.

G2:

Let (£ =  M2, then the root system of type G2  is

S  =  (± a ,  ±/3, ± (a  +  /3), ± {a  + 2/3), ± {a  +  3/3), ± (2a  + 3/3)}.

A base for E is given by II =  {a, /3} and the corresponding positive roots are 

E + =  {o, /3, a  +  /3, a  +  2/3, 01 -F 3/0,2o; +  3/3}.
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A ppendix B

P roof of Proposition 6.4.7

To simplify notation, we replace the set S of negative roots with the corresponding 

set of positive roots and prove the following equivalent Proposition.

P r o p o s i t io n  B . l .  L e t  E b e  a n  i r r e d u c i b l e  r o o t  s y s t e m  a n d  $  b e  a  n o n - e m p t y  s u b s e t  

o f  Ej f o r  s o m e  i  >  1 ,  w i t h  t h e  e x c e p t i o n  o f  t h e  f o l l o w i n g  c a s e s :

( i )  E — Z?2 n a n d  S — E 271—1/

( i i )  E =  E §  a n d  S =  E4;

( H i )  E =  E - j  a n d  S =  Eg;

( i v )  E =  E s  a n d  § =  Eg, E10 o r  E15;

( v )  E =  F 4  a n d  § =  E4;

t o g e t h e r  w i t h  t h e  c o r r e s p o n d i n g  s e t s  o b t a i n e d  w h e n  E c o n t a i n s  a  s u b s y s t e m  e q u i v a l e n t  

t o  D m ,  D q  o r  E 7 .  T h e n  t h e r e  e x i s t s  a  [3 G E i_ i  s u c h  t h a t  7  — 0  G II f o r  e x a c t l y  o n e  

7 E S.

We prove Proposition B .l by considering each irreducible root system separately.
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K  ( n  >  1):

L em m a B .2 . L e t  S  =  A n  a n d  §  b e  a  n o n - e m p t y  s u b s e t  o f  H i  f o r  s o m e  i  >  1. T h e n  

t h e r e  i s  a  /3 G E j_ i s u c h  t h a t  7  — j3 E II /o r  e x a c t l y  o n e  7  G S.

Proof. Suppose tha t 7  =  e* -  ej € 8  with « minimal. Then since 7  ^ II we may- 

set /3 — ei — ej - 1 G S j- i-  Further, if a  G II has a  +  /3 G E, then a  =  a i_ i or ay. 

However, a j_ i +  /3 =  ej_i -  ej_i ^ S and ay +  /3 =  7 . □

-Bn f a  >  2 ) :

L em m a B .3 . L e t  S  =  B n  a n d  S b e  a  n o n - e m p t y  s u b s e t  o f  H i  f o r  s o m e  i  >  1. T h e n  

t h e r e  i s  a  f3 G E j - i  s u c h  t h a t  7  — /3 G n  /o r  e x a c t l y  o n e  7  G S.

Proof. (i) Suppose that ei — ej E  S /o r some i < j .  Choose 7  =  e, — ej G S with i 

minimal. Again we may set /3 =  — ej_ i G E j_i and we see tha t a  6  n  with

a  +  f3 G H only for a  =  Oj_i or ay. However, a j_ i +  /3 =  ej_i — ej_ i ^ S and 

“ j +  P =  7-

(ii) Suppose that there are no roots of type (i), but ei + ej E S  for some i < j  ^  n. 

Choose 7  =  ei +  ej E S with * minimal. Then setting f} = ei +  eJ+i G E;_i 

then a  G n  with a  +  /3 G E implies tha t a  =  cnj-i or ay, but we see that 

a j_ i +  /3 =  ej_x -F ey_|_i ^ S and ay +  f3 =  7 -

(iii) Suppose that there are no roots of types (i) or (ii), but ei E S /o r some i. Choose 

7  =  e* G S with i minimal and note tha t since 7  n  we have i ^  n. Then 

setting P — ei -  en E £ i_ i we see tha t a. G n  with a  +  /3 G H means that 

a  =  a*_i or but a j_ i +  f3 =  ej_i -  en ^ S and a n +  (3 =  7 .

(iv) S u p p o s e  t h a t  t h e r e  a r e  n o  r o o t s  o f  t y p e s  (i) - (iii). W e m ust have e* — e n  E  S 

for som e i , so  choose 7  —  e i  —  e n  w ith  i  m inim al. A gain , since 7  ^ n ,  we have
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i 7^ n — 1 and so we may set /3 =  ej+i — en £ E j_i. If cn G II has a  +  /3 € E then 

cr =  a j  or crn , but crn +  /3 =  ej+i ^ S and crj +  /3 =  7 . □

C'n (n  >  3):

L em m a B .4. Let E =  and § be a non-empty subset o f Hi for some i > 1. TTien 

t/jere is a /3 £  E ;_ i  such that 7  — /3 £  II  / o r  exactly one 7  €  S.

Proof. (i) Suppose that ej — ej £ § for some i < j .  This is the same type (i) for 

Bn-

(ii) Suppose that there are no roots of type (i), but ej +  ej £ S for some i < j  /  n. 

This is the same as type (ii) for B n.

(iii) Suppose that there are no roots of type (i) or (ii), but ej +  en £ § for some i. 

Choose 7  =  ei +  en £ S with i minimal. Then if we set @ =  e* — en £ E j_i 

we see that a  £ II with a  +  (3 £ E implies that a  = a j_ i or a n. However, 

oti-1 +  -  e i - 1 +  en 8  and a n +  ft = 7.

(iv) Suppose that there are no roots o f types (i) - (iii). W e m u s t have  2ej £ S for 

som e i, so choose 7  =  2ej £  S w ith  i m in im a l a n d  n o te  t h a t  i ^  n  since  7  ^  II. 

S e ttin g  (3 =  ei +  e j+ i €  E j_ i  if  a  £  n  h a s  a  +  /3 £  E  th e n  a  =  a* _ i o r  a*, b u t  

oti- 1 +  (3 =  e i - 1 +  e j+ i ^  S a n d  a* +  /3 =  7 . □

G 2:

L em m a B .5 . Let E =  G2  and $ be a non-empty subset o f Ej /o r some i > 1. Then 

there is a (3 £ E j_i such that 7  — f3 £ I I  /o r exactly one 7  € S.

Proof. There is at most one root of each height i > 1. □
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D n (n  >  4 ) :

L em m a B .6 . Let E =  IAn and S be a non-empty subset of ̂ n - i  with the exception 

of S =  E 2 n-i- Then there is a f3 G Ej_i such that 7  — /3 G II for exactly one 7  G S.

Proof. First note tha t ht(ej — ej) = j  — i and ht(ej +  ej) — 4n — i — j .  Thus

S 2 n— 1 =  {70,7l»--->7n} 

where 7 0  =  e\ — e^n and 7 * =  e* +  e^n-i+i for 1 < i < n. Similarly,

^ 2 n -2  =  {A >  A >  ■ ■ • > A i}

where A  =  e2  -  e2n, A  =  ei _  en - i  and A =  ej +  e2 ri_i+ 2  for 2  < i < n. Moreover, 

the possible ways of expressing each root in E 2 n- i  as the sum of a simple root and a 

root in E 2 n- 2  are

To = +  A) — a 2n-

+
1

7i = « i  + A =  OC2n + A

72 = CK2 + A = 0-2 n--1 +  A  =  « 2  n + A

7n =  CTn+1 + j3n

w ith

7i —  a i  +  A + l  —  a 2 n - i + l  +  A

for 3 <  i < n —  1 in  general. In  particular, it is clear th a t for i >  1 we have 7  — A  G II 

if  and on ly  if  7  =  7* or 7 i_ i .  F inally , since there m ust be som e i >  1 so  th a t exactly  

one o f 7 i  or 7 j_ i lies in  S, se ttin g  f i  =  f f  we have 7  — /3 G II for ex a ctly  one 7  G S. □

L em m a B .7 . Let E =  D n and § be a non-empty subset o f E 2 *;. Then there is a 

f t  G £2*1-1 such that 7  — /9 G II for exactly one 7  G S.

Proof. (i) Suppose that ej +  ej G S for some i < j .  C hoose 7  =  ej +  ej G S w ith  

i m axim al. S ince S C £ 2/c we cannot have j  = i +  1. T h u s, if  we choose
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P  — ei+1 +  e j  G £2/0-1 th e n  we see t h a t  a  +  ft G £  o n ly  fo r a  =  a* o r a j .  

H ow ever, a j  +  P  — e j+ i +  e j+ i  § a n d  a i  +  P  — 7 .

(ii) Suppose that ei +  ej ^ 8  /o r any i < j .  Choose 7  =  e\ — ej G S with i minimal. 

Setting p = ei — ej - 1 G £ 2 *7 - 1  we see tha t a  + P G £  only for a  =  a j_ i, a*, or a n 

if j  — n. However, « j_ i +  /3 =  e j_ i - e j_ i  ^ S, i f /  =  n th e n a n +/5 =  ej +  en ^ 8 , 

and finally a j  +  P  =  7 . □

L e m m a  B .8 .  L e t £  =  and $ be a non-empty subset o / £ 2*7-1, w ith  the exception 

of 8  =  {e2 fc-n- i  — e2 fc-n- i  4" e«, fi2 fc—n 4" en+i, ■ ■ ■ 7 en_k 4* Then there is

a P G £ 2 *7 - 2  swc/i that 7  — P G n  / o r  exactly one 7  G S.

Proof,  (i) S u ppo se  that ei — e j  G 8 / o r  s o m e  i <  j  with i <  2k  — n  — 1. C h o o se  

7  — ei — e j  €  §  w ith  * m in im a l, so t h a t  j  <  n  by  a s su m p tio n . T h e n  s e tt in g

P  =  ei — e j - 1 G £2/c-2 we see t h a t  a  4- P  G £  o n ly  for a  =  a j _ i  o r  07. H ow ever,

a j _ i  4- P  =  e ^  1 -  e j - 1 ^  8 a n d  a j  4- P  =  7 .

(ii) Suppo se  that ei 4- e j G 8 /o r  som e i <  j  with i <  2k — n  — 1. C hoose

7  =  ei 4- e j G 8 w ith  i m in im a l, so t h a t  j  <  n  by  a s su m p tio n . T h e n  s e t t in g

P  =  ei 4- e j_ i  G £2/^-2 we see th a t  a  4- P  G £  o n ly  for a  =  Q j- i  o r  a j .  H ow ever,

a j _ i  4- /3 =  e j_ i  4- e j_ i  £  8 a n d  a  j  +  P  — 7 .

(iii) No roots o f type (i) o r  (ii). In  th is  case  we see th a t  8 ca n  b e  id en tified  w ith  a  

p ro p e r  su b se t o f  £2*7-1 fo r Z?2/o- T h e  re su lt  th e n  follow s fro m  L e m m a  B .6 . □

F 4 :

L em m a B .9 . Let £  =  F 4  and § be a non-empty subset of £* for some i > 1, with

the exception of 8 =  £ 4 . Then there is a P  G £ j _ i  such that 7  — P  G n  / o r  exactly

one 7  G S.
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P r o o f .  W e order th e  roots in  Ej so th a t for each 7  G S j we can find a  /3 G E j_ i w ith  

7  — /? €  II, but 7 ' — /? ^ II for any sm aller t 7 G E*. T hus, g iven  a  set S C Ej we need  

on ly  choose /3 G E j_ i corresponding to  th e  m axim al root 7  G S.

Table B .l  gives the roots in Ej in decreasing order and the choice of f3  in each 

case for i  = 2 ,3 ,5 , 6  and 7. Thus, for example if S =  {e+_+_ ,e 3  +  e4 } C E 3  then 

7  =  e+_+_ is the maximal element of 8 and so J3 = e +  + is the required root in E 2 .

h t(7 ) 3

7 e2 e + - + -  e3 +  e4

P e2 -  e4 e + __+ e3

h t(7 ) 2

7 e2 -  e4 e3 e + __+

P e2 — e3 e3 — e4 e+___

h t(7 ) 5

7 e+H— y. 62 +  63 ^1 e2

P e++__62 +  e4 6+_++

h t(7 ) 6

7 6l 63 6_|__|__|—

P 61 -  e2 e+„++

h t(7 ) 7

7 6l 64

P 61 — e3 e+++_

Table B .l: The roots E 2 , E 3 , E 5 , E6 and E 7  for E  =  F 4

Note tha t there is exactly one root of each height 8  to 11 and so the result is then 

trivially true. Thus, it remains only to show tha t if 8  is strictly contained in E 4  then 

there is a choice of /3. Table B.2 again gives the roots in E4 — {7 '}  in decreasing order 

for each 7' G E4 and the choice of /3 in each case. □

V e +~++

7 e++__e2 + e4

p e + -+ -  e3 +  64

y e2  +  e4

7 e++— e+-++

p e2  e+-+-

1
7 e++—

7 e2 +  e4 e+_++

0 e2  e+-+-

Table B.2: T he roots in  E 4  -  {7 '}  for E  =  F 4  
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E 7 , E q > E $ :

L em m a B .10. Let E =  E j, E 8, or E% and § be a non-empty subset of Ej for some 

i > 1 , with the exception of the following cases:

(i) 2  =  Eq, E j or E8 and 8  = {e8 + ej, e8 — e8,e8 +  es} C E 3 ;

(ii) E =  E§, E j or E 8 and 8  = S 4  Pi Eq.

(Hi) E =  Ej,  or E8 and 8  =  {e3 — e$, e4 +  ej, e8 +  e6 , 63 +  es} C E5 ;

(iv) H = E 8 and 8  =

(v) E =  E j or E 8 and 8  =  Eg fl E j.

(vi) E =  £ 8  and 8  =  E 1 0 ;

(vii) T, = E 8 and 8  =  E 1 5 .

Then there is a jd G E j _ i  such that 7 — /3 G II for exactly one 7  G S.

Proof. This can be shown in the same way as the proof of Lemma B.9 by explicitly 

describing which /3 to choose in any given situation. The details are omitted. □

Note tha t if we let E ' denote the subsystem spanned by {a>2 , a 8, 0 4 , 0 :5 } in E =  E 8, 

E j or E 8 then 8  =  {e8 +  e7 ,es — e8 ,es +  es} is the set of roots of height 3 in E'. 

Further, S ' is equivalent to D 4 under the identification a:} =  0 5 , a '2 =  aq, 0 3  =  0 3  

and 0 : 4  =  0 2 -

Similarly, if E" is the subset of E =  Ej  or E8 spanned by {«2 , 0 :3 , 01 4 , as, a 8, otj} 

then E" is equivalent to D 8 with 8  =  {e3  — e8, +  e7 , es +  e6 , e3  +  es} as the set of

roots of height 5.
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A ppendix C

P roof of Lemma 6.4.9

To simplify notation, we replace the set S of negative roots with the corresponding 

set of positive roots and then write S =  {7 i , - - - , 7 m}> a- i  — {/?i, • • • ,Pm'} and 

II =  { a i , . . . ,  a n}. Further, we choose r'- G R x with rlj =  7rVj and s'- G R  with 

3$̂  = for each j .  Thus, if for each I we set

j,k

where the sum runs over all j  and k with 7  ̂ — f3j =  cc/, then t_ Q( =  Hence

we wish to find an I so that for every r G R  we can choose the s'j in such a way that 

t[ = r and t'k = 0  for k ^  I.

In particular, we need to know the constants c \ ^ . - y k for each j ,k .  From [2] we 

see tha t =  iVigj _ 7  and

-^8 , - 7  _  Ngfi 
(a, a) (7 ,7 )

where 7  — (3 = a. The structure constants N Ujp for S  =  D<in were then obtained 

using the explicit description of the simple Lie algebra of type D m  contained in [2], 

for S  =  F4 , Eq and £ 7  they were taken from [14], and for S  =  E% they were calculated 

using the GAP computer algebra package [12].
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s =  ^ 2n-l in D 2n

As in  th e  p ro o f  o f  L e m m a  B.6 , se t S =  £271-1 =  {7 o> 7 i) • • • ? 7 n} w h ere  

70 =  e i -  e2n, 7 i =  ej +  e2n- t + i  fo r 1 <  i  <  n  

a n d  £ 2n_ 2 =  ( A ) ,P i ,  ■ ■ • , P n }  w ith

Po =  e 2  _  e2 ri) A  =  ei — en_i, A =  ei +  e2 ?i-i+ 2  for 2  < i < n.

The different ways of expressing each 7  € S as the sum of a simple root a  and a 

root P of height 2n — 2 are given in the proof of Lemma B . 6  and the corresponding 

non-zero structure constants are

N o t i , P o  1 ) ^ 0 1 1 , ^ 2  - ^ 0271- 1)^1 _

N o t 2 n - 1,02  —  N c t 2 n ,f3o ~  1 ? ^ O l 2 n ,P l  ~  ~

N a iA +1 = 1  for 2  < * < n  — 1 ,

N aiA n_i+1 =  1 for n +  1  < i < 2n — 2 .

Consequently, we see that

=  - r 'oso ~  r iA >  A n - i =  —r2s2 +  f f a i ,  A n  =  r is '2 -  r'2s'0,

A = ~ risi+1 for 2  < * < n -  1 , A =  °>

A = -r '2n- i+A n-i+i for n + 1  < i < 2n — 2 .

Thus, if we set

so = - l ( ro)~lr'> = -5(^o)-1(ri)_lr2r/> s 2 =

and s\ = 0  for 3 < i < n  then we obtain =  r1 and A =  A =  ‘ "  =  An =  0 .

8  =  E4 in F4

Consider S =  {7 1 , 7 2 , 7 3 } =  £ 4  where

7 1  =  e+_++, 7 2  =  e++__, 7 3  =  e2  +  e4.
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Further, if we set S 3 =  { f t, f t ,  f t}  where

f t  =  6 2 , f t  = e+~+- > f t  =  6 3  +  e4

then the decompositions of each 7  G S into the sum of a simple root a  G II and a 

root p  G S 3  with the corresponding structure constants N a ^  are given in Table C .l.

+ Pi p2 f t

Oil 7 2 73

012

as 73 7 1

«4 7 2 7i

N Pi f t f t

Oil 0 1 1

CK2 0 0 0

OLZ - 2 - 1 0

a \ - 1 0 - 1

Table C.l: The decompositions and structure constants for S =  S 4  in F 4  

Consequently,

t [  = -2r'2s'2 -  r'3s'3 t'2 = 0 , t'z = r'3s[ + r[s'2, f '4  =  +  r[s'3

and so if we let

s,i = \r'i{r'2y l {r'z) - l r', 4  =  - \ { r '2)~ lr ', s '3  

then we obtain t [  — r' and t '2 =  t'z =  t \  =  0 .

-5 (7 3 ) V

S =  E4 in Eq

Consider S =  {7 1 , 7 2 ,7 3 ,7 4 , 7 5 } = £ 4  where

71 =  e +  +++, T2 =   1____ , 73 =  e5 +  e7, 7 4 =  e4 +  e8, 75 =  e4 -  e8.

Further, if we set

f t  =  e +  + , @ 2 =  66 +  e7, /?3 =  65 +  e8, f t  =  e $  — e8, f t  =  e4  — e7
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then the decompositions of each 7 6 8  into the sum of a simple root a  € n  and a

root P € S 3 with the corresponding structure constants N a^  are given in Table C.2.

+ A f t f t f t f t

71 72

« 2 71 73 74

Oi3 73 75

CC4

72 73

« 6 74 75

IV f t f t f t f t f t

Oil 0 1 0 1 0

OL2 1 0 0 1 1

a s 0 0 1 0 1

0 0 0 0 0

<25 - 1 - 1 0 0 0

«6 0 0 - 1 - 1 0

Table C.2: The decompositions and structure constants for 8 =  £ 4  in Eq 

Consequently

A = ~rls2 -  4 4 , A = ~riSl -  4 4  -  4 4 > A = ~44 ~ 4 4 >
A = °> A = 44  + 4 4 > A = 44  + 44

and so if we let

4  -  l(ri)"1 W)-V3r'I 4  = -§(rl)-V, 4  = J(r'2)-1(r&)-V5r',
4  = 4 ( 4  )“V > ^ = - 5W)-VsW)-V

then we obtain =  r' and t '2 =  t '3 =  4  =  t '5 =  f'6 =  0.

S — Sg in E’j

Consider 8 =  {71,72,73,74} =  £9 where

7 l =   1------h —’ T2 =  6_|----1--- 1----- j_, 73 69------1--|--- 1— , 74 63 “h 64

If we set S 8 =  { f t , f t ,  f t , A } where

f t  f t — 1 1— 1 - ,  f t  ------------- 1— 1__|— ,  f t  6 3  +  6 5 ,  Pi e _ j ------------------  j.
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then the decompositions of each 7 6 8  into the sum of a simple root a  G II and a

root /3 € S 8 with the corresponding structure constants N ajj are given in Table C.3.

+ A  P 2 P z Pa

a i 7 2

OL 2

«3 7i 73

OL4

a * 72 73

Q!6 74

O; 7 7i 72

iV A P 2 P i P a

« i 0 0 1 0

<72 0 0 0 0

«3 1 0 0 1

0 :4 0 0 0 0

1 1 0 0

«6 0 0 1 0

«  7 0 - 1 0 - 1

T a b le  C .3: T h e  d eco m p o s itio n s  a n d  s t ru c tu re  c o n s ta n ts  fo r 8 =  Eg in  E j  

C o n seq u en tly ,

t[ = -r '2s'3, t'2 = 0 , t'3 =  - r -  7 3 S4 , t'A =  0 ,

*5 = - r 2s '\ -  r3s2> *6 = _r4s3> *7 = rlS2 + r2s4 

a n d  so if  we le t

s 'i =  s'2 = s '3  = 0 , =  - £ ( r £ ) - V

th e n  we o b ta in  f3 =  r' a n d  t[ =  t2 =  t'4 =  t'5 — t'& =  t'7 =  0 .

§ =  Yjq in Eg

C o n sid e r 8 =  { 7 1 ,7 2 ,7 3 ,7 4 ,7 5 ,7 6 ,7 7 }  =  S 6 w here

7l 6-1 h 72---- G.|----- |__j—1_, 7 3  =  C-| 1---------- j 74 =  6 4  "h 6̂)

75 =  e3  +  e7, 76 =  e2 +  e8, 77 =  e2 -  e8.
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Further, if we set £ 5 =  {At, A2 , As, Al, As, Ae} where

Ai =  e+ +_++, A2  =  e+ +____ , /?3 =  e5 +  e6, A4  =  e4  +  er,

As =  6 3  4- e s ,  (3q — e% — es, A7  =  e2 — e7 

th en  th e  d ecom p osition s o f  each 7  G S in to  th e  su m  o f  a sim ple root a  G II and a  

root A €  £ 5  w ith  th e  corresponding structure con stan ts N a j p  are g iven  in  T able C .4 .

+ A1 A2 A3 A4 As A6 A7

a  i 7i 72 73

0 2 72 75 76

O3 75 77

0:4 71 74

ae 72 74

07 73 75

«8 76 77

IV A: A2 A3 A4 As Ae A7

« 1 0 0 - 1 - 1 0 - 1 0

Q!2 0 - 1 0 0 0 - 1 - 1

0 1 3 0 0 0 0 - 1 0 - 1

0 4 1 0 0 1 0 0 0

«5 0 0 0 0 0 0 0

0 6 1 0 1 0 0 0 0

0 7 0 1 0 1 0 0 0

0 8 0 0 0 0 1 1 0

T able C .4 : T h e  d ecom p osition s and structure con stan ts for § =  £ g  in  E g

C onsequently,

A  =  r 'ls 3 +  r 2s 4 +  r 3s 6> A  =  r 2 s 2 +  r 5 s 6 +  r 6s 7> *3 =  r 5 s 5 +  r 7a 7»

*4 =  ~ r l s l  ~  r 4 s 4,  A  =  0 , A  -  _ r 2 s 'l ~  r 4 s 3>

A  =  ~ r 3 s 2 ~  * 5 a 4> *8 =  “ r 6s 5 ~  r 7s 6

and so if  we let

a l  =  - § ( r i ) - 1 ( r 2 ) - l r 4 r '» a 2 =  - § ( r 2 ) - 1 ( r 3 ) - 1 , 5r / » a 3 =  § ( r ' l ) “ l r , >

s4 =  § ( » 2 ) - V >  a 5 =  - H r s ) “ 1 ( r 6 ) “ l r 7 r / > A  =  H r 3 ) _ l r '>

s

th en  we ob ta in  ^  =  r 1 and  t '2  =  A  =  A  =  A  =  A  ~  A  ~  0-
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§ =  Eio in Eg

Consider the set § =  {71, 72,73, 74,75, 7e} =  ^6 where

7i = e+—+++—> 72 = eH—1—1—1— 5 73 = e++----++->

74 =  e+~++__ +> 75 =  e++—+—+ and 7e =  e2  +  e4.

Further, if we set Eg =  {/3i, /72, /?3, /?4, /35, /36} where

Pi =  e+—++_+_) P2 — e+-+—++-> As =  e+_+_+—+,

A  =  e++___+_+, /05 =  63 +  e4 and /36 =  e2 +  e5

then the decompositions of each 7 G S into the sum of a simple root a  G n  and a 

root P G E9 with the corresponding structure constants N a>p are given in Table C.5.

N P i P 2 As P a P 5 A>

« i 0 0 0 0 - 1 - 1

0 - 2 0 0 0 0 0 0

Q!3 0 0 - 1 - 1 0 0

q;4 1 0 0 0 0 0

0 1 0 1 0 0

a § 0 0 1 0 0 1

a 7 1 0 0 0 0 0

O t g , 0 1 1 0 1 0

+ P i  P 2 P z  P a  As P e

a  1 74 75

a 2

ol 3 72 73

a 4 7i

a  5 72 75

« 6 74 76

a 7 72

73 75 76

Table C.5: The decompositions and structure constants for S =  Ejq in E$ 

Consequently,

= rAsb + r5s 6> ^2 — 0) t'z =  r 2 s 3 +  r 3 s 4>

<4 =  — r l s l> t '5  = - r ' 2 s '2  -  75S4, <6 =  ~ r 4s 3 -  r6s 6>

t ' 7 =  - ^ 4 . *8 =  ~ r Z s 2  ~ r 5 s 3 ~ r 6 s 5
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and so if we let

*1 =  0,  4  =  M M )  M l )  M r ' ,

s 3 =  M M M M r M M  S4 =  M i r M K M M r M M

4  =  1 M ) - v ,  4  =  i ( 4 ) - v

then we obtain t[ = r1 and t'2 = t'z =  t'A = t'b =  t'e =  t '7 =  tg =  0.

§ =  S 15 in Eg

Consider § =  {7 1 ,7 2 ,7 3 }  =  2 1.5 where

7i =  e+_++++_+, 72 =  e++_++_++, 73 =  e+++—+++, 74 =  e+++_+-----.

Further, if we set S14 =  {/3j, $2, /#3, 04} where

01 — e+_+++_++, /32 =  e++_+_+++, /̂ 3 =  e++_++---- , /?4 =  e+++—+—

then the decompositions of each 7  G 8 into the sum of a simple root a  G II and a

root /3 G E h  with the corresponding structure constants 1VQ)/3 are given in Table C.6.

+ A  02 03 04

Cli

Q!2 72 73

«3

0!4 71

«5 72 74

«6

«7 73 74

«8 72

N 01 02 03 04

a i 0 0 0 0

0.2 0 0 1 1

a  3 0 0 0 0

G!4 1 0 0 0

« 5 0 1 0 1

« 6 0 0 0 0

a 7 0 1 1 0

C18 1 0 0 0

Table C.6 : The decompositions and structure constants for 8  =  £ 1 5  in E%
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Consequently,

A = o, t' = -rA t'o — o, A  = -

A = -rA < 6 = 0 , A I I-ros3 2 r'As'4*3! ''S*£ =  -

and so if we let

si =  0, s '2 = \ ( i J2) 1(r'3)- l r\r ', s4

then we obtain t2 — r' and t[ = t'?j = t '4 = t '5 — t '6 =  t '7 = t '8 — 0.
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