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Abstract  
The increasing demand for hydrocarbons and decreasing reserves have created the necessity 

to produce oil and gas more efficiently and economically. Increasingly, oil and gas companies 

are focusing on unconventional hydrocarbons; oil sands, shales and CBM. For this class of 

reservoir materials, the geomechanical response of the reservoir can play an important role 

in the recovery process. For naturally fractured, stress sensitive reservoirs or thermal 

recovery processes, geomechanical processes play an even greater role in efficient, economic 

recovery. For simulations of these processes, most research efforts have been focused on 

reservoir geomechanical simulations using conventional reservoir simulators coupled to 

geomechanical codes.  

While coupled reservoir-geomechanics modeling has been recently widely studied in the 

literature, there is no applicable methodology implemented or proposed to mitigate the 

challenging computational cost involved with the inclusion of geomechanics in large 

multimillion-cell reservoirs. Past studies so far have focused on different coupling schemes, 

but not on the efficient and robust simulation workflows.  

This research was conducted with the aim of development and application of various 

different strategies to include geomechanics into reservoir simulation workflows in large 

scale reservoirs and in a timely fashion process. The research was performed to allow the 

future simulators to perform high resolution reservoir-geomechanical simulations in a large 

scale (near field and far field) with long simulation time windows and lowest computational 

cost. 

Initially, analytical proxies were developed and recommending for implementation in lieu of 

complex reservoir simulations. The analytical model was for prediction of heavy oil 
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geomechanical responses everywhere in the reservoir. The model adopted the use of the 

mathematical domain decomposition technique and a novel temperature front tracking 

developed in the very early stage of the research. As opposed to classical analytical models, 

the proxy predicted reservoir flow and mechanical behavior (on a synthetic case geometry 

with real hydraulic data) everywhere in the reservoir and in dynamic and transient flow 

regimes.  

Subsequent research was aimed at reservoir-geomechanics coupled model order reduction by 

use of a numerical proxy. The proxy took advantage of streamline linear space behavior and 

power in decomposition of the reservoir domain into sub-systems (delineation/drainage 

areas). The combination of localization and linearization allowed predicting both mechanical 

and fluid flow responses of the reservoir with only solving the pressure equation in Cartesian 

underlying 3D grids and the solution of saturation transport equation along only one 

streamline.  

Following this, a streamline-based reservoir-geomechanics coupling was proposed and was 

implemented within a Fortran-C++ based platform. The new developed technique was 

compared in terms of computational cost and results accuracy with the conventional 

hydromechanical coupling strategy that was developed on a C++ based platform by use of 

collocated FV-FEM discretization scheme.  

One of the final stages of the research explored different streamline-based reservoir-

geomechanics coupling strategies for full-field reservoir simulations. Various coupling 

strategies including sequential coupling schemes and a semi-fully coupling scheme to embed 

geomechanics into streamline simulation workflow was developed and performed. 

Numerical software with advanced GUI was coded on QT programming language (C++ 
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based) developed to couple mechanical simulator to streamline simulation engine. While 

streamline simulations were the center of the research, the last stage of research was 

conducted on numerical and physical stability, convergence and material balance errors of 

SL-based reservoir-geomechanics class of couplings. The results provided a solid foundation 

for proper selection of time-steps in SL-based coupling to ensure a numerically stable and 

physically robust hydromechanical simulation. As a result we showed that use of streamline 

simulation in both proxy forms and simulator forms have significant added value in full-field 

reservoir-geomechanics simulations.  
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Chapter 1:  Introduction 
  

Introduction  
The increasing demand for hydrocarbons and decreasing reserves have created the necessity 

to produce oil and gas more efficiently and economically. Increasingly, oil and gas 

companies are focusing on unconventional hydrocarbons; oil sands, shales and coalbed 

methane (CBM). For this class of reservoir materials, the geomechanical response of the 

reservoir can play an important role in the recovery process. For naturally fractured, stress 

sensitive reservoirs or thermal recovery processes, geomechanical processes play an even 

greater role in efficient, economic recovery.  

The origins of geomechanics in the oil and gas industry were in hydraulic fracturing, where 

the stimulation engineer wanted to know the wellbore pressures required to overcome 

formation stress and splitting the rock, and the likely extent and direction of the induced 

fracture. Later, geomechanics was applied in sand production problems, and wellbore 

stability issues (mainly due to stuck pipe in tight holes), and in over-pressure calculation and 

estimate of overburden shale formation pressure. And lately geomechanics has been applied 

in the production mechanisms. The major reservoir geomechanical response due to 

production was known as subsidence created by compacting reservoirs - probably one of 

the best-known examples of rock mechanical effects on “reservoir scale” behavior. There 

are some environmental and operational concerns associated with the subsidence problem 

such as risk of flooding, or platform integrity in offshore production sites, and major casing 

collapse in a compacting reservoir. Ekofisk and Valhall field in North Sea and Belridge in 

California and Goose Creek in Texas are some examples of where geomechanical changes 

due to (oil) production have led to pore reduction, collapse and reservoir compaction. The 

notable examples of this type of geomechanical impacts on a reservoir are: 8.5 meters of 

subsidence in Ekofisk, 0.4 meter in Groningen in Netherlands, 10 meters in Wilmington in 

California, and 400 mm per year in Belridge, San Joaquin Valley in California. Reservoir 

geomechanics also helps better understand stress state changes due to production, fault 

reactivation, and assists in the careful design of underground gas storage facilities where the 

reservoir may be over pressured (above the initial field pressure), and influence the integrity 
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of the caprock. It is well established that compaction may be a key drive mechanism in soft 

oil reservoirs (Fjær et. al., 2008).  

The other major impact of geomechanics on reservoir dynamic performance is on 

production and recovery mechanism for both conventional and unconventional reservoirs. 

Injection into the reservoir or production from the field changes pore pressure in the 

reservoir. Pressure depletion (due to production) leads to changes in earth stresses; not only 

in effective stress, but also in the total stresses. Temperature changes in thermal recovery 

mechanisms can have the same impact and cause changes in the stress state. These stress 

changes control not only compaction and subsidence, but may also lead to changes in the 

fluid flow performance of the reservoir, mainly by changing the petrophysical properties of 

the reservoir. Permeability for instance may change significantly, and accordingly the 

preferential flow paths, may be altered as well.  

Therefore, for both types of challenges (effect on production and recovery mechanism, and 

environmental risks), the reservoir geomechanical impacts have recently attracted increased 

attention. Therefore reservoir geomechanical responses are important information that 

needs to be taken into account for reservoir management and proper production 

optimization during life cycle development of a reservoir.  

Production forecasts in petroleum reservoirs are most often computed by reservoir 

simulators, based on numerical solution of the equations for flow in porous media, and 

conventional simulators do not fully consider the compaction of the porous rock into 

account. However geomechanics is an important process to be modeled reliably, as it can 

have strong influence on pressure development, flow pattern and field production rate. For 

simulations of these processes, most research efforts have been focused on reservoir 

geomechanical simulations using conventional reservoir simulators coupled to 

geomechanical codes. Geomechanical models allow predicting reservoir compaction from 

pressure depletion, describing in situ stresses, rock mechanical parameters, among others, 

leading to production strategies to be optimized; and commercial simulators have been 

developed for this purpose, recognizing the impact of geomechanics on ultimate recovery.  

Fully coupling of all these problems can be computationally cumbersome, particularly if the 

physics (fluid flow and geomechanics) are complicated and or the reservoir is large with 

multi-million grid-blocks. And sometimes due to computational cost of conventional 

http://www.amazon.com/s/ref=ntt_athr_dp_sr_1?_encoding=UTF8&field-author=E.%20Fj%C3%A6r&search-alias=books&sort=relevancerank
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simulators (using finite difference or finite-volume techniques), it is not possible to work 

directly with them particularly for field (i.e., large scale) applications. 

Statement of Problem  
Accurate numerical simulation of large unconventional reservoirs (such as naturally fractured 

reservoirs, heavy oil reservoirs or underground CO2 storage reservoirs) on a field scale is 

time-consuming and computationally expensive. One of the preliminary studies on the 

coupling of fluid flow processes with rock mechanics is Gutierrez and Lewis (1998) that 

extend Biot’s theory to multi-phase fluid flow in deformable porous media. Based on their 

formulation, they conclude that the coupling between the geomechanics and the multi-phase 

flow occurs simultaneously. Thus, fully coupled system equations of deformations, multi-

phase flow and heat transfer should be solved simultaneously. However the problem of 

solving such a non-linear system is computationally expensive and occasionally, a problem 

may not even converge to a unique solution1. For instance, the thermo-hydraulic (neglecting 

geomechanics) simulation run time of a 3D heterogeneous model with one well pair can 

exceed two days in simulation time. Therefore conventionally the geomechanical simulation 

of the reservoir is either neglected or is investigated only in the vicinity of injection well that 

is subjected to more pressure changes and accordingly more geomechanical changes. The 

fully coupling approach is therefore not recommended for large-scale problems (with large 

number of grid-cells) or for full-field reservoirs. The computational load of this technique 

restricts the application of the method to either very short simulation time-spans or to very 

small-scale and near-field problems (such as wellbore stability). Under these conditions, 

analytical methods can be used as approximate techniques instead of numerical simulators, 

particularly for flat-layered simple shape reservoirs. For stress-sensitive heavy oil reservoirs, 

where geomechanical responses are taken into account, and at the same time uncertainty 

quantification, or ranking of realizations2, or optimization of well trajectories are desired, the 

use of analytical proxies are of even greater importance; since the successive numerical 

simulation of multi-physics processes (either fully coupling or partial coupling) is technically 

impossible with current computer CPUs (at least in a timely fashion). In thermal recovery 

techniques, the analytical models assume the heated zone is the same as the zone that hot 

                                                 
1
 However they are unconditionally stable when the simulations is implemented fully implicitly  

2
 To assist in selection of a subset of realizations for more precise analysis 
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water or steam has penetrated through the reservoir, which is generally not the case in 

reality. This assumption can influence the description of stress and geomechanical responses 

of the reservoir; the reason is that the stresses induced by thermal effects are different in 

magnitude and nature than the stresses developed due to pressure and saturation changes. 

Consideration of this effect in thermal recovery techniques, and devising an analytical 

method that relates (calculate) the heated zone volume, to the volume of saturated or 

pressurized zone, and at the same time assesses the geomechanical impacts of each zone 

separately, is important. 

Analytical techniques however are not always the best candidates to simulate the reservoir 

flow and geomechanical behaviours. Simulation of complex fractured reservoirs with 

heterogeneous petrophysical and geomechanical properties, with reservoir rocks of non-

linear constitutive behavior, and multiphase flow mechanisms, calls for a numerical detailed 

simulation. This approach is widely more accepted, mainly due to rapid recent progress in 

computer technology. Fully coupled techniques were presented (Gutierrez and Lewis, 1998) as 

the most accurate but most expensive simulation approach as well and may face challenging 

convergence issues. To tackle the convergence issues and to reduce the relatively high 

computational cost involved in fully coupled (or fully implicit techniques), explicit methods 

have replaced them for the solution of larger size problems. Different explicit methods of 

coupling such as sequential one-way or iterative coupling have been used. Even for these 

methods, their (extremely) high computational costs have prevented their wide-scale 

application in full-field studies (Tran et al. 2004), unless it is implemented on a very coarse 

grid-blocks model, which in turn would significantly affect the resolution of the solution. 

Therefore development of a numerical technique and strategy that is able to capture the 

geomechanical impacts of the reservoir and at the same time can be applied on a fine-grid 

full-field scale is worthwhile.  Looking at the hydro-geomechanical problem as an explicit 

problem, that fluid flow problem is solved explicitly from rock deformation problem, allows 

us to enhance the coupling strategy in terms of computational efficiency by use of numerical 

fluid flow proxies. This approach is most suitable for the cases where inclusion of 

geomechanics is important, but at the same time the number of simulation-runs is required 

for history matching purposes.  The approach is still numerical and therefore is able to 

capture a more robust physics of the reservoir into account. By use of numerical proxies, the 
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load of coupling is expected to reduce significantly, as the burden on the fluid-flow 

component of a coupled simulation is significantly removed.  

Thesis Objective  
Proxy models to predict the performance of thermal recovery processes are useful tools for 

preliminary forecasting purposes and sensitivity studies and provide a better insight than 

simulation models into the physics of thermal and hydrogeomechanical processes. This 

research, at first place, targets at development of analytical proxies for quick estimate of 

heated area and rapid geomechanical assessment in thermal recovery techniques of large-

scale reservoirs. The other objective of this research is to develop a numerical linear 

streamline-based proxy for fast fluid flow simulation and ultimately large-scale 

geomechanical coupling.  

This research introduces a new hydro-geomechanical coupling methodology for faster 

coupled simulations and reduction of computational loads involved in large reservoir 

systems. Initially, the feasibility of coupling between a newly developed geomechanical code 

and streamline simulation technique, is investigated, and later the developed coupling 

scheme applied in the hydromechanical modeling of CO2 storage.  This study also explores 

different coupling strategies for inclusion of geomechanics into streamline simulation; as well 

as the feasibility of implementation and the assessment of computational efficiency of each 

strategy. Incorporation of geomechanics into streamline simulation for hydro-geomechanical 

simulation of reservoirs is quite novel in the literature. The eventual aim is to develop the 

capability of making predictive simulations of large scale full-field models.  

Thesis Approach  

Development of an Analytical Proxy for Large-Scale Thermo Hydro-

mechanical Modeling (near and far-field assessment of stress/strain field) 

For development of the analytical proxy for hydro-geomechanical estimate of heavy oil 

reserves, decomposition of the whole domain into two parts of “heated zone” and “wetted 

zone” is proposed. An exact analytical model is required that relates the saturation front of 

injected hot water to temperature front. The frontal velocities are dynamic interfaces for 

compartmentalization of the domain. Since the intensity and complexity of reservoir 

geomechanics vary over reservoir domain, one can divide the reservoir into sub-domains and 

assess different reservoir geomechanical responses separately in each sub-domain. In the 
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heated zone, the total induced stresses result from both temperature and pressure increase, 

and in the wetted (saturated) zone beyond the temperature front the total stress change is a 

function of pressure change only, and accordingly stress and strain induced are due to 

isotropic unloading. Shear deformation is expected to occur in the near-field zone and more 

compression or volumetric deformation is expected to happen in the wetted zone. This 

technique provides a rapid insight into both thermal flow of hot water or steam in the 

reservoir, as well as the geomechanical processes in each part (near field and far field) of the 

reservoir. For hot water flooding of large stress sensitive reserves where multiple simulations 

runs of flow and geomechanics are needed, this approach (analytical domain decomposition) 

becomes a very practical methodology. 

Development and Application of a Linear Numerical Streamline-Based 

Proxy (rapid assessment of fluid flow and geomechanical processes) 

This work takes advantage of streamlines, by using information gleaned from streamline 

trajectories. Mathematical methods (e.g. singular value decomposition) are frequently used in 

“reservoir model order reduction” procedures. In this work streamlines are used as an 

alternative to these classical techniques to decide about which grid blocks’ state variables are 

mostly effective on each local model. Since the state variables are a complete description of a 

system, the reservoir can be thoroughly described through state variables and related to the 

remaining streamlines of the cells. It is shown that local models, which are highly nonlinear 

in Cartesian or radial coordinates, are linear in streamline-based coordinates. This 

contributes to have a linear global model with the advantage that analyzing and controlling 

the behavior of a linear system is much easier than a nonlinear one. The results of simulation 

on two synthetic field cases will be verified to check the robustness of the method. This 

technique is well suited to the “ranking” of development scenarios. Ranking of geological 

and geomechanical models (e.g. MEM properties) is conventionally performed for the 

purpose of quantifying the uncertainties associated with the space geological and 

geomechanical static model and their impact on potential development scenarios. The speed 

of the streamline methods makes them an acceptable and effective way of uncertainty 

estimation. The proposed proxy model provides an approximate method that is even faster 

than streamline simulation approach and has less complexity due to its linearity and simpler 

input variables. 
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Coupled Streamline-Based Fluid Flow and Geomechanics 

(Inclusion of geomechanics in streamline simulation)  

Where numerical modeling of the reservoir is essential and hydro-geomechanical modeling 

of a large heterogeneous reservoir with large number of grid-cells is required, the key idea of 

this research is exploring and implementation of different methodologies for incorporation 

of geomechanics into streamline simulation. In order to be able to include geomechanics 

into fluid flow in a large (e.g. field) scale or improve solution speeds with the inclusion of 

geomechanics, different approaches can be used.  

Brief descriptions are provided below of the techniques adopted in this research to tackle the 

problem of “scale” and “time” in coupled flow-geomechanics techniques.  Figure 1-1 

summarizes all the steps and approaches taken in this research to include geomechanics in 

the full field scale.  

 

Figure 1-1- Conceptual diagram explaining the combination and overlapping of the required 
approaches to include geomechanics in full field scale into conventional and unconventional reservoir 

simulation workflows 

Thesis Scope and Methodology  

Development and Implementation of Proxies  

For development of the numerical proxy, Matlab programming language was used for both 

numerical analysis and model order reduction and for scripting purposes. The code has to 

import the outputted data from fluid flow simulation and streamline trajectories. The 

numerical proxy is a linearized streamline-based approach and the method’s efficiency and 
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generality is assessed using synthetic examples of increasing complexity; two synthetic field 

cases, with synthetic data are selected. The analytical proxy for thermal recovery technique is 

developed based on some exact method of mass, momentum and heat conservation. Since it 

is an approximate method, it is benchmarked/validated against a numerical simulation case. 

The fluid flow and geomechanical simulation of the model were done through a coupled 

system of FLAC3D and CMG-STARS.   

Development of a Coupling Interface between FLAC-3D and CMG-

STARS  

To validate the analytical proxy with a numerical scheme, FLAC3D was coupled with CMG-

STARS for a steamflood scenario by use of Visual Basic Programming Language (plugged in 

excel macro).  

Geomechanical Code Development  

The geomechanical code is basically developed based on an existing fully coupled flow-

geomechanics code which is a module of open source code simulator Dumux (Flemish et al., 

2011) which is based on Distributed and Unified Numerics Environment DUNE (Bastian 

al., 2008). The idea was simply to decouple geomechanics code from fully coupled flow-

geomechanics code. The discretization scheme utilized the Box-Method (collocated finite 

volume and finite element method), which is locally mass conservative and can be applied to 

unstructured grids, for geomechanical simulation. This code is employed for coupling to 

streamline simulation FORTRAN code for the problem of CO2 underground storage.  

Interface and Coupling Tool Development (C++ programming)  

For assessments of streamline simulations coupled to geomechanics, three sets of interfaces 

need to be developed. The first interface couples the decoupled geomechanical code to 

streamline code, the second one is the interface which transfers the solution vectors (of 

primary variables of simulation) from finite volume fluid flow code to finite volume 

geomechanical code, and the third interface couples the geomechanical software, FLAC 3D 

(product of Itasca) to streamline simulator (3DSL). The first two interfaces are developed in 

a Linux environment, and the last one is developed in Windows. The main interface that has 

to be developed is a C++ based interface which links the decoupled geomechanical code (in 

Dumux and on Dune Platform) to fluid flow code. This new interface is unlike typical 
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interfaces in commercial software where “restart files” or “AASCII text files” are used as an 

exchangeable file for initialization step of next sequential time steps. The new interface 

exchanges properties between flow and geomechanics code by solution vectors within the 

frame of the code. Therefore a C++ routine was written in Dumux-Geomechanics to output 

the vectors for Dumux-Flow, and at the same time a routine was developed to read the 

solution vectors outputted by Dumux-Geomechanics (porosity and permeability).   The first 

two interfaces were used for the study of streamline-based hydromechanical coupling for a 

CO2 storage scenario.  

Development of Synthetic Large CO2 Model with Large Number of 

Grid-Cells  

For hydromechanical modeling, a streamline-based simulation model that is three-

dimensional, two-phase, compressible and isothermal was developed with the same model 

made in the Dumux-Flow module for code comparison reasons. A geomechanical model 

with proper stress boundary and initialization conditions was also developed.  

Development of a Geomechanical Model with Relevant Boundary 

Conditions in Dumux  

The geomechanical model is considered linear and elastic, and the assumption of small strain 

is accepted. The model uses a linearized discretization scheme. Side-burdens and over-

burdens are not considered in the geomechanical model, and they are replaced with proper 

boundary conditions to account for the load imposed by overburden, and stiffness of side 

burdens. The model studies the changes in displacement vectors.  

Development of Streamline and Geomechanical Numerical Models in 

3DSL and FLAC  

A few streamline based numerical models were made in 3DSL (streamline simulator) and 

were initialized properly and were tuned to be compatible with the initial data-file required 

for developed software. In FLAC-3D the same geomechanical models were built in a 

consistent way with the streamline-based flow model in terms of geometry, boundary and 

initial conditions (i.e. pore pressure distribution, datum depth, etc.). In addition to that, some 

fish functions (scripting language unique to FLAC) were developed to read pressure field 

from flow simulator on the grid-cell centers and map them to geomechanics model grid 
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vertices. Also a function was developed within FLAC framework to output volumetric strain 

field (during solution of geomechanical simulator). Two of the models are: a) Underground 

CO2 injection scenario, b) Full-field multi-well compressible water flood black-oil model.  

Software with GUI Development (QT-based C++ programming)  

Software with advanced Graphical User Interface (GUI) was developed by C++ 

programming to perform the streamline-based reservoir geomechanics coupling that 

functions properly with all models designed on FLAC3D and 3DSL platform (data files). All 

five proposed coupling methodologies to embed geomechanics into streamline simulation 

workflow are developed and implemented within the software core code (in one of the code 

classes called RUN). Furthermore, the software performs both the pre-processing and post-

processing jobs, and output/input the data in sub-folders related to each forward cycle. The 

developed tool is explained more in details in Appendix 8-A.  

Structure of Dissertation  
This dissertation is prepared in the combination of both paper based and monograph 

formats. Apart from introduction and conclusions chapters, all chapters are papers that were 

either presented at scientific conferences or are under revision for journal publications.  

Chapter 1 is the introduction chapter that explains objective, approach and methodology of 

the thesis.  

Chapter 2 provides a quick overview on the background of different physics and numerical 

techniques addresses in the research. 

Chapter 3 discusses the development of a novel analytical model for thermal recovery 

techniques. The findings of this chapter in terms of frontal movements are the basis of the 

next chapter.  

Chapter 4 is the continuation of Chapter 3, but deals with development of an analytical 

proxy that deploys domain-decomposition mathematical concepts into the thermal and 

geomechanical physics of thermal recovery applications. The findings of this chapter help 

rapid prediction of reservoir geomechanical responses in both near and far-field. 
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Chapter 5 explains the development and application of a streamline-based numerical proxy. 

The proxy aims at model order reduction of geomechanics and flow simulation problems of 

large-scale reservoirs. The objective of this chapter is aligned with the next chapters, which is 

providing numerical capabilities for fast full-field reservoir-geomechanics coupling. 

Chapter 6 introduces streamline-based reservoir-geomechanics coupling as a novel 

technique in the world of hydromechanical coupling. This chapter explains development of 

the methodology, implementation, and its application in underground CO2 injection and 

storage. 

In Chapter 7 the same methodology that is discussed in Chapter 6 is extended and is 

compared in terms of computational efficiency, robustness and accuracy with conventional 

coupling schemes (sequential coupling, and fully implicit coupling) developed and coded by 

collocated finite-volume and finite-element schemes.   

Chapter 8 explains the development of different streamline-based reservoir geomechanics 

coupling strategies for full field reservoir simulations. This chapter further discusses the 

methodology introduced initially in chapter 5, but introduces new discretization and 

simulation workflows to embed geomechanics into simulation workflows for large-scale 

coupling. 

In Chapter 9, the development and implementation of the methodologies to ensure stable 

and robust streamline-based hydromechanical coupling is discussed. This chapter also 

provides the techniques to mitigate material balance error involved in the streamline-based 

coupling systems.    

 Chapter 10 is the conclusion section of the thesis. All conclusions of the individual chapters 

are summarized in a coherent way. This chapter also discusses the works that can be done in 

the future to continue the research.  

The bundled references and appendices of all the chapters wrap up the dissertation.    

  



11 |  

 

Chapter 2: Literature Survey 

 

Reservoir Geomechanics  

Geomechanics is an important piece of physics for both unconventional and conventional 

reserves, and is important for dealing with the environmental and technical challenges of 

recovery from both classes of reservoirs. However in the long history of “conventional” 

reservoir simulator development, stress changes and rock deformations due to changes in 

fluid flow properties (e.g. pressure and temperature) during injection or production, are not 

incorporated. Geomechanics is a quantitative discipline. Like other branches of mechanics, 

it is involved in measuring and estimating stress and examining how materials respond to 

that stress. At its basic technical level, reservoir geomechanics in the world of reservoir 

simulation is simply the inclusion of the so-called stress effects into fluid flow simulations. 

The fundamental physics behind geomechanics lies in the concept of effective stress, 

defined by Terzaghi (1936). Terzaghi’s formulation was extended to three dimensional 

consolidation problem with Rendulic (1936), and was later modified by Biot where he 

developed a foundation for coupling of stress and pore pressure in the porous medium for 

consolidation problem
*
. Biot’s approach was consistent with two mechanisms which play an 

essential role in the interaction of porous rock and fluid in place: і) an increase in pore 

pressure (e.g. injection process from a single well, or water flooding purposes) induces a 

dilation (particularly for undrained conditions where excess pore pressure cannot be 

dissipated), and іі) compression of the rock causes an increase in pore pressure. 

Alternatively the two above-mentioned mechanisms can be interpreted the other way round 

such that a decrease in pore pressure (e.g. production from a well or field, and reservoir 

depletion) can cause an increase in effective stress and induces some porous rock shrinkage.  

Thermal Recovery Techniques and Reservoir Geomechanics  

Unconventional oil reserves are three times larger than conventional oil reserves, and are 

mainly located in Western Canada (Alberta, Saskatchewan), Venezuela, Iraq and Saudi 

Arabia. The main geology of these classes of reserves consists of ultra-heavy oil (e.g. West 

                                                 
* Alternative theories have also been developed using the formalism of Mixtures Theory (Crochet, M.J. et al 
1966, and Atkin 1976) but in practice they do not offer any advantage over the Biot theory.  
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Sak field in Alaska), bitumen (Cold Lake, Athabasca, and Lloydminster deposits in Canada,) 

and oil-shale formations.  For instance, Canada has the third largest oil reserves in the world 

and 97% of these reserves are oil sands type (Upstream Dialogue, 2012); and rich in 

bitumen. Out of the current estimate of crude oil reserves which is 170 billion barrels 

(Government of Alberta, 2011) only about one fifth, are close to the surface (e.g. Fort 

McMurray) that can be mined. However the rest of these reserves are not recoverable by 

mining, and some other recovery techniques need to be applied. Conventional production 

mechanisms however cannot be used due to high viscosity of the oil in place, and therefore 

thermal recovery mechanisms are used for production of heavy oils in these types of 

reserves. The common thermal techniques are hot–water flood, steam flood, cyclic steam 

stimulation, steam-assisted gravity drainage (SAGD), and expanding solvent steam assisted 

gravity drainage.  

Performance prediction is essential to provide information for proper execution of any 

development phase in a thermal recovery process. Three different mathematical models 

(statistical, numerical, and analytical models) are commonly used to predict steam flood 

performance. In thermal recovery techniques the main concern is to calculate the volume of 

heated zone, as this zone determines the amount of recoverable oil. 

Consideration of geomechanics into thermal recovery techniques has been investigated 

extensively, particularly for steam assisted gravity drainage (SAGD) techniques; Chalaturnyk 

(1996) and Ping Li. The reservoir geomechanical responses have been investigated for both 

oil sands and sandy-shale formations (sandy and discontinuous layers). If heavy oil 

reservoirs are classified in terms of permeability; the geomechanical analyses have been done 

on permeable formations (oil sands), partially permeable (sandy-shales) and impermeable 

formations (interbed shales and bitumen). Heavy oil reservoirs can also be categorized in 

terms of bitumen amount. Immense bitumen accumulations can be found in oil sands like in 

the Canadian fields in Wabasca having a depth of burial from 100 m to 700 m (J.A. Veil, J.J. 

Quinn, 2008), as well as in tar sands. Both formations consist of non-consolidated to weakly 

consolidated sediment formations, in which the porosity maximum value ranges to 0.39 

whereas the permeability values range approximately to more than 200 mD. All these classes 

of formations fall in the category of stress-sensitive class of reservoirs, where geomechanical 

changes play an important role in the recovery mechanisms. The main geomechanical 

changes occur due to local and global dynamic changes in pore pressure and temperature 

https://www.google.ca/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&ved=0CC8QFjAA&url=http%3A%2F%2Fwww.woodbuffalo.ab.ca%2Fliving_2227%2FCommunities%2FFort-McMurray.htm&ei=XiC1UZfqM-WsiQLFuoCwCA&usg=AFQjCNEs_vRjFb2Qn2L_NcVD5vyKCidlBg&sig2=GH6EC9ndSJgDdmyneltIcA&bvm=bv.47534661,d.cGE
https://www.google.ca/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&ved=0CC8QFjAA&url=http%3A%2F%2Fwww.woodbuffalo.ab.ca%2Fliving_2227%2FCommunities%2FFort-McMurray.htm&ei=XiC1UZfqM-WsiQLFuoCwCA&usg=AFQjCNEs_vRjFb2Qn2L_NcVD5vyKCidlBg&sig2=GH6EC9ndSJgDdmyneltIcA&bvm=bv.47534661,d.cGE
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fields during injection/production scenarios. The changes in pore pressure cause an 

isotropic unloading and lead to decrease mostly in the mean principal effective stresses. 

However the changes in temperature (heating or cooling effect) induce some deviatoric 

effective stresses that lead to even more changes in volumetric strains (compared to pressure 

effects) in the reservoir, and also can lead to shear failures in highly stressed zones. The 

zones that these changes are applied can range from small scales (near field) to large scales 

(far field and beyond heated zone or cap-rock).  

For thermal recovery techniques, in particular SAGD, the effect of petrophysical properties 

have been shown to be superior to fluid flow properties. In an analytical study by Llaguno et 

al. (2002) accumulation properties (porosity, thickness, and oil saturation) were reported to 

have a greater effect on SAGD performance than flow properties (viscosity, API, and 

reservoir pressure). Also McLennan et al. (2006) stated that the predicted flow performance 

of SAGD well pairs is sensitive to the spatial distribution of permeability. Petrophysical 

parameters such as porosity and permeability are one of the primary variables that change 

due to geomechanical mechanisms. Therefore geomechanics can play a key role in the steam 

chamber shape, pressure profile and subsequently on the final oil recovery. The dynamic 

update of porosity and permeability is the main linkage between geomechanics and fluid 

flow processes. These parameters change mainly due to induction of shear (deviatoric) 

stresses as well as isotropic unloading during pressure increase, both as a result of 

volumetric strain changes. Therefore changes in porosity and permeability need to be 

studied either by analytical models or numerical techniques, as these changes can affect the 

pressure field significantly. Precise and quick prediction of pore pressure is also of great 

importance, because the increased built up pore pressure under the cap rock, may guide the 

cap rock toward failure.  

The other impact that geomechanics play in the thermal recovery techniques is estimation of 

surface heave. Both increase in pressure and temperature during thermal recovery 

techniques induce some displacement that ultimately lead to disturbance of strain field and 

redistribution of stress concentration. The displacements (lateral and vertical) are induced 

both within and around the injection zone, and also far from the injection zone at the cap-

rock or ground surface. This effect is more significant for shallow operational depth, where 

vertical stress can easily push the overburden upward (thermal jacking, Chalaturnyk (1996)). 
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Analytical Models for Thermal Recovery Techniques 

For many years, attempts have been made to provide analytical models for steamflood 

production performance prediction. Numerical models require a large amount of data input 

about the reservoir (geometry and distribution of properties), the in-situ fluids (saturation, 

pressures, properties, and initial conditions), wells (location, interval opens, skin effect, and 

well model to be used), and operational variables (rates, pressures and the constraints of 

each). By contrast, the analytical models generally require the entering of few but critical 

data. 

In all of these models, certain simplifying assumptions need to be made to solve the 

complex heat and fluid flow equations. In the analytical methods, the reservoir is typically 

assumed to be homogenous. Since, it is much faster to obtain results from analytical models 

than from simulation, analytical models are still useful tools for preliminary forecasting 

purposes and sensitivity studies. In addition, the models provide a better insight than 

simulation into the physics of the thermal processes (Chandra, 2005).  

As mentioned, one of the top key concerns in both numerical and analytical techniques is 

estimation of the heated area during injection. Several studies have been conducted to 

develop the theory for the estimation of the radius of the heated zone. This radius is 

important for computing the volume of recoverable oil, as well as to determine well spacing 

in steam-flooding and cyclic steam stimulation. There are many different models for thermal 

recoveries that most of which are applied to continuous steam injection.   

The very classical models are Marx and Lagerheim (1959), Willman (1961) and Farouq 

Ali (1971) that are used extensively for steam-flood performance prediction; and also 

Boberg-Lantz (1966) to calculate the temperature variation in time; and Jones (1977) for 

saturation history evaluation. The latter model was used for heavy-oil pressure depleted 

reservoir. Among these models Lantz Method (1966), Mandl and Volek Method (1969), 

Farouq Ali (1970), and Myhill and Stegemier (1978), are used and applied widely in the 

current thermal recovery processes. For the SAGD mechanisms, there have been number of 

analytical models since three decades ago up until now. Reis (1992) assumed an inverted 

triangular shape for steam chamber; Vanegas et al. (2008) included the effect of 

heterogeneity in reservoir parameters in a modified Butler’s approach, and Miura and 

Wang (2012) who proposed an analytical model for estimation of cumulative steam oil ratio 

(CSOR).  One of the analytical models that accounts for mass and heat transfer equations 
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simultaneously and predicts the initial stage of oil production before steam breakthrough 

was Nukhaev et al. (2006). Almost all of the major well-known analytical models assume the 

heated zone is the same as the zone that hot water or steam has penetrated through the 

reservoir, which is generally not the case in reality. This shortcoming in analytical models 

can be influential on the final forecast of the oil recovery, particularly for heterogeneous 

reservoirs. Local heterogeneities were shown to affect the saturation front and hot water 

breakthrough significantly, but heterogeneities have very slight impacts on temperature 

breakthrough (Koohmareh Hosseini and Chalaturnyk, 2012). The other shortcoming of 

these analytical models is that they cannot estimate the approximate location of the heat 

front (travelled distance by temperature front).  

The geomechanical influences of the thermal operations are also neglected in the so-called 

analytical techniques, which is another shortcoming of the methods. Geomechanics was 

previously introduced as an important piece of physics in thermal recovery techniques, and 

therefore understanding the dynamic changes of total and effective stress concentration in 

different zones of the reservoir (near field and far field) provides a better insight for 

reservoir management and prediction of ultimate recovery. Thus, development of a new 

proxy model (analytical equation), which predicts the heated area and stress-disturbed zones 

during thermal recovery mechanisms, is worthwhile. In simple, layer-cake geometries, a 

reasonable analytical description of the geomechanics of a field is possible. However for 

complex geometries with irregular and heterogeneous static geomechanical properties, 

numerical models are essential to properly characterize the reservoir, and model the 

mechanical behavior of the rock and account for disturbed stress state.  

Geomechanical Effects on Reservoir Production Performance  

One of the key expected effects of inclusion of geomechanics into reservoir fluid simulation 

is mainly the dynamic change of petrophysical properties (porosity and permeability tensor). 

Geomechanical processes during fluid flow and reservoir life, induce some displacements, 

and therefore result in volumetric strain redistribution (locally or globally in the field), and 

accordingly some effective stress disturbance is initiated. All these effects together lead to 

changes in reservoir geological variables such as porosity and permeability. There are several 

correlations that relate the stress and strain changes to the petrophysical properties changes. 

On the other hand these changes in the petrophysical distribution of the reservoir cause a 



16 |  

 

change in the pore pressure field, which is captured by fluid flow simulator. The successive 

impact that fluid flow and rock deformation (geomechanics) have on each other can be 

formulated either analytically or numerically, in the framework of hydromechanical coupling 

that is explained in the next section. The pore pressure effect in the isothermal processes 

(non-thermal or cold heavy oil production) such as classical simple problem of water-

flooding is not very different than the temperature effect, and changes in the pore pressure 

can also cause significant changes in the primary static variables of reservoir and also induce 

some lateral and vertical displacements, and also in some cases cause tensile or shear
†
 failure 

in the critical zones of the reservoir.  

There are two approaches in geomechanical assessment of oil and gas reservoirs: 1) coupled 

2) uncoupled. The main scope of this research is based on the coupled processes where the 

mutual influence of fluid flow and displacement vector (strain field) on each other, is taken 

into account. When the three-dimensional strain field is considered in geomechanical 

studies, but volumetric strain is changing only due to pressure boundaries, the problem is 

still considered uncoupled. Uncoupled mechanisms have been used in surface subsidence 

analysis, or when steady state conditions are assumed, or in the case of a single asymmetric 

aquifer with fluid withdrawal from a fully penetrating well (Lewis and Schrefler, 1978). 

More recently Biot’s three-dimensional problem has been used based on the linear stress-

strain constitutive equations and has been coupled to a linear form of Darcy’s equation. The 

geomechanical impacts on reservoir simulation, within the framework of thermo-poro-

elasticity, were discussed briefly in the previous section.  However for simple poroelasticity 

theorem (isothermal conditions), the geomechanical effects on reservoir performance can be 

classified into well-known problems of: a) reservoir compaction and compaction drive 

(global large scale or full-field problem); b) stress effects on porosity and permeability 

(isotropic and anisotropic); c) reservoir simulation coupled to geomechanics; d) seismic 

reservoir monitoring and e) casing damage (local small scale). The main issues being 

addressed here are the changes in porosity and permeability due to fluid injection in 

underground reservoirs (CO2 storage problem) or full-field production. In this text 

whenever geomechanics is mentioned, it denotes the linear poro-elasticity theorem, which is 

well accepted and sufficient for an accurate simulation of fluid flow in porous medium, 

                                                 
† Although there are no shear forces associated with the fluid itself, but fluid flow and pore pressure changes 
can induce some shear failure in the porous rock, when the deviatoric stresses change significantly.  
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particularly for large-scale geomodels
‡
.  Also this research considers the geomechanical 

effects in the formulations behind the reservoir simulators and addresses the famous 

problem of “coupling“. 

Reservoir-Geomechanics Coupling  

The basic idea behind coupling is taking into account the fact that rocks consist of a solid 

framework and a pore fluid that cannot be treated independently. In classical reservoir 

simulators, the changes in volume were limited to the volume changes of fluid in place, 

mainly due to compressibility. However the accurate simulation of fluid flow in the reservoir 

requires taking the porous rock deformation and volume changes of the REV 

(representative volume) into account as well. When pore-pressure changes in the reservoir, 

the effective stress changes as well based on Terzaghi’s theory. This stress§ is balanced in 

volume element (REV) by stresses in the solid framework, and partly by hydrostatic pore 

pressure (or dynamic pressure when injecting or producing) in undrained condition**. On 

the other hand the reservoir simulators should consider the changes in mass fluids in a 

representative volume derived from two parts: compression/expansion of pore fluid due to 

pressure changes (compressibility effect), and the change of pore volume itself mainly due to 

changes in effective stress.  

Classically, these sorts of impacts were previously modeled with analytical or simple 

numerical approaches. However, very often, the geometrical complexity or irregular 

distribution of mechanical properties makes simple modeling impractical. A more 

comprehensive numerical approach is therefore required. The evolution of reservoir 

geomechanics and computer CPUs call for an implementation of geomechanical concepts 

into reservoir simulation. Analysis of stress and strain redistribution and porosity and 

permeability variations of oil sand, shale, and sandy-shale requires conducting coupled 

simulation of geomechanics, fluid flow and thermal simulations. The co-occurrence of all 

these physics suggests the fully coupling of all the equations system which is 

computationally the most expensive coupling approach. Methods of hydrogeomechanical 

coupling can be classified to four main types: 1) fully coupling or monolithic or fully implicit 

                                                 
‡ For small scale and near field problems or for extreme geological features, such as salt diapirs, the concept of 
associated flow rule and plasticity is conventionally accepted ( e.g. wellbore stability, and sand production)  
§
 The stress tensor represents the total external stress on a volume element attached to the solid framework 

** In drained condition , the stress is carried out only by the solid framework 
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coupling,  2) Iterative coupling , where the flow variables are solved explicitly from 

geomechanical variables and each solver iterates on each given time-step with the other one, 

3) Explicit or One-Way coupling, where flow simulator is run for some time and the outputs 

are transferred only one way to geomechanics, and geomechanical feedbacks (strain and 

stress) are not fed back into flow simulator, and 4) Pseudo coupling, which calculates the 

geomechanical responses by some correlations or empirical models, and porosity and 

permeability are updated as a function of pressure with a look-up table. In this context, slow 

deformation of solid phase accompanied by pore pressure changes (due to either one-phase 

or multiphase) are considered, and therefore inertia forces are negligible. The small strain 

concept is also accepted. One of the fluid flow simulation techniques that has attracted lots 

of attentions due to it speed, computational efficiency and wide range of applications is 

“streamline simulation” that can be used as an alternative (instead of conventional flow 

simulators) in flow simulations of large heterogeneous reservoirs.  

Streamline Simulation  

Streamlines are approximate methods for fluid flow in porous medium. In case of an 

isotropic permeability field, streamlines are orthogonal lines at each point to the iso-

potential lines, and locally tangent to a defined velocity field, and they represent the 

direction of fluid flow. The elegance of streamline simulation lies in their power for fast 

forward flow simulations. They are the most accurate when the flow mechanism behavior is 

closest to unit mobility ratio (e.g. tracer flow). The efficiency of streamline simulation relies 

mainly on their power in utilizing larger time-steps with fewer pressure updates, which leads 

to faster flow simulations. In scenarios where the geomechanical model changes (in MEM 

or petrophysical properties) and streamlines change and the process requires an iterative 

approach, streamline simulations scale well and are of significant advantage over finite 

difference (FD) or finite volume (FV) simulation techniques.  The other advantage of 

streamline simulations is their visualization power (i.e. flow directionality and streamline 

density from sources to a sink as a flow indicator). Also they mitigate the numerical artifacts 

(numerical diffusion) due to their dual-grid nature (streamline grid and original Cartesian 3D 

grid). The beauty of streamline simulation lies in the time-of-flight formulation that helps to 

decouple the multidimensional transport equation to a series of 1D solution along 

streamlines. Streamlines represent the best possible grid to model flow in a particular instant 
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and are decoupled from the underlying Cartesian grids thus representing an optimal 

transport grid. Particularly for highly heterogeneous porous medium or large domains (i.e. 

one million cells) streamlines are significantly faster simulator tools compared to 

conventional flow simulators in terms of CPU load and computational efficiencies. The very 

first basic commercial streamline simulators were Frontline (for two-dimensional models) 

and Frontsim (three-dimensional simulator). Thiele et al. published the first 3D streamline 

results (Thiele et al., 1996). Batycky (1997) and Batycky et al. (1997), was the first who 

developed a 3D two-phase flow simulator with gravity and changing well conditions. A large 

literature describes the development and application of streamline simulation to prediction 

of flow in three-dimensional heterogeneous reservoirs. See the papers of Batycky, Thiele, 

King and Datta-Gupta (1998) and Crane et al. (2000) for many references to the full range 

of work on streamlines. The key steps in streamline simulations are explained in Figure 2-1. 

The independent variables (such as pressure and saturation) are mapped from the 

underlying 3D grid onto the 1D streamlines for initialization purposes at each global time-

step when streamlines are updated. The solution obtained from the second grid (1D grid) is 

then mapped back onto the initial 3D grid to represent phase distribution. Pressure is then 

solved again and the process continues. 

 

Figure 2-1-Schematic flowchart showing the successive steps of streamline simulation 

CO2 Sequestration   

The storage of CO2 in geological formations is currently intensively discussed in the world of 

politics and science as an economical and environmentally sound way to reduce the emissions 
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of greenhouse gases into the atmosphere. Carbon capture and storage (CCS) technology aims 

at separating carbon dioxide from the fuel gases of power plants (fossil-fuelled or other CO2 

emitting ones) with subsequent transport to a site where it can be injected for storage into a 

deep geological formation, such as depleted oil and gas reservoirs, unmineable coal seams, 

and deep saline aquifers. Suitable formations should be deeper than 800 m, have a thick and 

extensive seal, have sufficient porosity for large volumes, and be sufficiently permeable to 

permit injection at high flow rates without requiring overly high pressure.  

Reservoir processes during injection and post-injection of CO2 involve several trapping 

mechanisms. Figure 2-2 illustrates different mechanisms related to CO2 trapping 

mechanisms. Extensive discussion on physical and chemical mechanisms related to CO2 

storage in sedimentary formations can be found in the works of Gunter et al. (2004), Benson 

and Cole (2008). 

 

Figure 2-2-Conceptual sketch of sequential physical mechanisms of CO2 storage -Zhdanov et 
al. (2013). 

The trapping mechanisms can be divided into two main categories: (1) physical trapping (2) 

chemical gas trapping. Physical trapping encompasses stratigraphic and residual trapping, 

which are the first two sequences of trapping shown in Figure 2-2. Chemical trapping occurs 

when CO2 dissolves in subsurface fluids (solubility) and subsequent reactions with the 

mineral phases in the reservoir (mineral trapping). The permanence and duration of these 

trapping mechanisms depends highly on the long-term geological integrity of the target 

underground reservoir and the seal. Geomechanical processes during CO2 injection (and 

potentially in the post-injection period) can play an important role (particularly during 

stratigraphical CO2 trapping) on the integrity of the storage formation and bounding seals.  

Geomechanics is likely of greatest importance during physical trapping stages when CO2 is 

being injected into the formation and the fluid flow mechanisms are advection-dominated. 
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Geomechanics of Underground CO2 Injection and Storage  

Hydromechanical (HM) processes generally play a significant role during CO2 injection into 

deep saline aquifers. These saline aquifers are generally sandstone formations that are initially 

saturated with saline fluid. Therefore, they can deform either due to variation of external 

loads (dissolution or precipitation of mineral phases) or changes in pore pressures or 

temperature in the reservoir. The main topic of this work relates to stress-strain field 

redistribution and domain deformation due to pore pressure changes both in the near 

wellbore region and in the far field.  Direct and indirect hydro-mechanical coupling 

mechanisms can explain these sorts of geomechanical changes, as suggested by Rutqvist and 

Stephansson, (2003).  Direct HM coupling refers to both solid-to-fluid coupling and fluid-to-

solid coupling. The former refers to the phenomenon where variation in the applied load 

results in a change in porosity and accordingly in fluid pressure and saturation; and the latter 

takes place when a change in fluid pressure causes a variation in the volume of the geological 

media (due to inducement of volumetric strain). Indirect HM coupling however refers to 

changes in hydraulic or mechanical properties in response to strain changes. According to 

this definition, the focus of this study is on direct HM coupling.  

Even though geomechanics play an important role in CO2 storage in saline aquifers, the 

computational burden is much higher using hydro-mechanical coupling than for the 

standalone hydraulic problem, particularly when the hydrodynamic and mechanics of the 

process are solved simultaneously (known as monolithic fully coupled HM). Although, there 

are some coupling strategies available to avoid the full coupling, such as sequential or 

iterative coupling, these strategies are not still applicable in large domains with multi-million 

cells due to computational burden. For more detailed discussions on these techniques and 

discussions over computational efficiencies refer to Mainguyand and Longuemare(2002), 

Settari and Walters(1999), and for frameworks for coupling a flow and geomechanical code 

and induced geomechanical changes in reservoir properties, refer to Chalaturnyk and Li.  

In recent years, a number of coupled fluid flow and geomechanical numerical models have 

been developed for analysis of various geomechanical issues associated with geological 

storage of CO2 (GCS). Examples of the sequentially coupled HM analysis of GCS include 

FEMH by Bower and Zyvoloski (1997). TOUGH-FLAC by Rutqvist et al., OpenGeoSys by 

Wang and Kolditz and also Goerke et al. (2011), Eclipse-Visage by Ouelletet al. However 
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these schemes are not computationally efficient due to large number of coupling variables as 

well as computational loads, and complexity of multi-physics associated with conventional 

reservoir simulator. Simplified models have been shown to be sufficient for long term or 

large-scale processes (i.e. single phase flow coupled geomechanics for fault reactivation 

analysis in a large domain).  
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Chapter 3: A New Analytical Approach To 

Investigate Heated Area in Thermal Recovery 

Techniques†† 
 

Introduction 
Performance prediction is essential to provide information for proper execution of any 

development phase in a thermal recovery process. Three different mathematical models 

(statistical, numerical, and analytical models) are commonly used to predict steam flood 

performance. 

For many years, attempts have been made to provide analytical models for steamflood 

production performance prediction. Numerical models require a large amount of data input 

about the reservoir (geometry and distribution of properties), its fluids (saturation, pressures, 

properties, and initial conditions), wells (location, interval opens, skin effect, and well model 

to be used), and operational variables (rates, pressures and the constraints of each). By 

contrast, the analytical models generally require the entering of few but critical data. 

In all of these models, certain simplifying assumptions need to be made to solve the complex 

heat and fluid flow equations. In the analytical methods, the reservoir is typically assumed to 

be homogenous. Since, it is much faster to obtain results from analytical models than from 

simulation, analytical models are still useful tools for preliminary forecasting purposes and 

sensitivity studies. In addition, the models provide a better insight than simulation into the 

physics of the thermal process (Chandra, 2005).  

In thermal recovery techniques the main concern is to calculate the volume of heated zone, 

as this zone determines the amount of recoverable oil. Among these models Marx and 

Langenheim (1959), Willman (1961), Boberg and Lantz Method (1966), Mandl and Volek 

Method (1969), Farouq Ali (1970), and Myhill and Stegemier (1978), and Jones (1981) are 

used and applied widely in thermal recovery processes. 

                                                 
††This paper was presented at SPE Canadian Unconventional Resources Conference, November 2011, Calgary, 
SPE-148836  
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These models assume the heated zone is the same as the zone that hot water or steam has 

penetrated through the reservoir, which is generally not the case in reality. This study shows 

that the distance travelled by the hot water saturation front is not the same as the distance 

travelled by the temperature front. Subsequently, an analytical model is developed to obtain 

the heated zone radius from the radius of the hot water saturated zone. 

Mathematical Model  

To develop the mathematical model, simultaneous heat and fluid flow equations in a porous 

medium need to be solved and coupled with together. The basic equations, from which the 

model is developed, are conservation equations (heat, mass, and momentum). Note that the 

conservation equations need to be written for porous medium. For each conservation 

equation some reasonable simplifying assumptions are considered.  

Conservation of Heat Equation for Multiphase Flow in Porous Medium  

The general partial differential equation obtained based on the conservation of energy that 

describes the temperature distribution in a convective-conductive two phase flow in a porous 

medium can be written (Lake, 1989) as:    

𝜕

𝜕𝑡
(𝜌𝑤∅𝑠𝑤𝐸𝑤 + 𝜌𝑜∅(1 − 𝑠𝑤)𝐸𝑜 + 𝜌𝑠(1 − ∅)𝐸𝑠) + �⃗� (𝜌𝑤𝐸𝑤�⃗⃗� 𝑤 + 𝜌𝑜𝐸𝑜�⃗⃗� 𝑜) =

 𝑑𝑖𝑣(𝜆 ⋅ �⃗� 𝑇),                                                (3-1)                                                                                                                     

where 

T= temperature  

 o, w, s = density of oil, water, and reservoir rock   

= thermal conductivity 

E= enthalpy of each phase, which can be written as: 

                                                             𝐸 = 𝐶𝑝 ⋅ 𝑇   ,                                                    (3-2) 

where 𝐶𝑝 is specific heat capacity of each phase and 𝑈𝑤,𝑜 =  Darcy velocity of each phase 

(oil and water). Darcy velocity can be expressed as below, following the Darcy concept of 

fluid flow:  

 𝑈𝑖 = −
𝐾⋅𝑘𝑟𝑖

𝜇𝑖
∇𝜑  𝑖

             𝜑  𝑖
 = 𝑃𝑖 − 𝛾𝜌𝑖𝑔𝑧;                                       (3-3) 
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where 𝛾 = +1 for ascending flow and 𝛾 = −1 for descending flow. Based on the above 

notations, we categorize the problem of coupled heat and fluid flow into three different 

scenarios where: (1) Heat and hot water flows convectively - this mechanism is accepted in 

hot water or steamflood process where conduction of heat is neglected; (2) Heat flows 

conductively and water flows convectively - this mechanism is classically accepted for SAGD 

operations where the heat transfer mechanisms upward of an advancing front is dominated 

by conduction (Chandra et. al considered some portion of the heat transfer mechanism to be 

done by convection); and (3) Heat flow is both convective-conductive and water flow is 

convective - this occurs in all thermal recoveries where the well spacing is not too large and 

flow mechanisms should be considered as both convective and conductive, or in cases where 

heat and fluid flow analysis need to be done in the wellbore vicinity.  

Given that thermal recovery is the subject of this study, Equation (1) can be reduced to a 

different PDE problem. The PDE’s later need to be solved when coupled with fluid flow 

equation to find the radius of heated zone from fluid transport equation. Hereafter we study 

all three mentioned scenarios for a one-dimensional problem. 

Case 1: Convective Fluid Flow and Convective Heat Flow  

In the analysis of large-scale processes, the capillary pressure jump between phases and heat 

conductivity in the direction of displacement will be neglected (Bedrikovetsky, 1993). 

Assuming there is only one phase within a porous medium, Equation (3-1) reduces to: 

[𝜌𝑤𝐶𝑝𝑤∅ + 𝜌𝑠𝐶𝑠(1 − ∅)]
𝜕𝑇

𝜕𝑡
+ (𝜌𝑤𝐶𝑝𝑤�⃗⃗� 𝑤) ⋅ �⃗� 𝑇 = 𝑑𝑖𝑣(𝜆�⃗� 𝑇) ,             (3-4) 

where 𝜌 is the density of displacing fluid (water). The assumption above is correct to a very 

good extent, as heat is transferred by a convective mechanism with the aid of displacing fluid. 

The assumption of one phase flow therefore can be made in Equation (3-1) from the 

injection well up to the oil- water interface. Figure 3-1 shows an example of temperature 

distribution in a convection dominated heat transfer mechanism within a porous medium 

from an injection well (left hand side) to a production well (right hand side). The figure is 

plotted by Comsol Multiphysics for a two-dimensional one phase model in porous medium. 
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 (a)                                              (b) 

Figure 3-1-Scehamtic of convective heat flux in porous medium. Picture (a) shows 
temperature contours at different instances before breakthrough and (b) illustrates the 

corresponding temperature distribution surface. 

𝑑𝑖𝑣(𝜆�⃗� 𝑇) in Equation (3-4) denotes the conductive term of heat transfer and (𝜌𝑤𝐶𝑝𝑤�⃗⃗� 𝑤) ⋅

�⃗� 𝑇 is representative of heat transfer by convection. In the present case where only 

convection is dominant, 𝑑𝑖𝑣(𝜆�⃗� 𝑇) can be neglected, and Equation (3-4) for one-

dimensional geometry is reduced to: 

[𝜌𝑤𝐶𝑝𝑤∅ + 𝜌𝑠𝐶𝑠(1 − ∅)]
𝜕𝑇

𝜕𝑡
+

1

𝐴(𝑥)
(𝜌𝑤𝐶𝑝𝑤𝑞𝑤)

𝜕𝑇

𝜕𝑥
= 0,                           (3-5) 

where 𝑞𝑤  is the hot water injection flow rate, and A(x) is the flow cross sectional area.  

𝜕[𝜌𝑤𝐸𝑤∅+𝜌𝑠𝐸𝑠(1−∅)]

𝜕𝑡
= −

1

𝐴

𝜕

𝜕𝑥
(𝜌𝑤𝐸𝑤𝑞𝑤)                                      (3-6) 

Since Equation (3-5) describes temperature distribution, x and t are respectively distance 

traveled by temperature and temperature travel time. Therefore, temperature advancing front 

velocity can be expressed as:  

𝜕𝑥𝑇

𝜕𝑡
= 𝑈𝑇 = −

1

𝐴
.

𝜕(𝜌𝑤𝐸𝑤𝑞𝑤)

𝜕[𝜌𝑤𝐸𝑤∅+𝜌𝑠𝐸𝑠(1−∅)]
                                       (3-7) 

As a result Equation (3-7) can be simplified to:  

𝑈𝑇 = 𝑈𝑓𝜉,                                                              (3-8) 
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where 𝑈𝑓 is the bulk velocity of water and ξ is a constant that depends on the reservoir and 

injected fluid properties, 

𝜉 =
(𝜌𝑤𝐸𝑤∅)

[𝜌𝑤𝐸𝑤∅+𝜌𝑠𝐸𝑠(1−∅)]
=

∅

∅+
𝑀𝑠(1−∅)

𝑀𝑤

≤ 1,                                     (3-9) 

where 𝑀𝑠 and 𝑀𝑤 are volumetric heat capacity of water and rock and are defined as:  

𝑀𝑖 = ρ𝑖E𝑖                                                            (3-10) 

It must be noted that based on Equation (3-6), the assumption to derive Equation (3-9) is 

that the temperature travels with only one velocity which is the total bulk hot water velocity 

(Uf). However Equations (3-11) to (3-13) show that that the scenario is still a two-phase flow 

problem.  

Equation (3-7) can be written in a more refined fashion by inserting the individual fractional 

flow of oil and water (Fo,Fw) in order to capture the effect of individual phase velocities by 

which the bulk temperature of the medium is travelling. The phase velocities should not be 

mistaken with temperature front velocities (UT). Under the latter assumptions in convective 

heat flow scenario, the temperature front may or may not fall back from the saturation shock 

front depending on early or late (after injection) introduction of temperature into the 

equations. Yet, when temperature is introduced right after injection of water, (which is 

physically the case in hot water flood or steamflood) temperature fronts moves behind 

saturation front. Appendix 3-C explains further details and derivation of the equation.  

Physical Interpretation of Equation (3-9)  

𝑈𝑓  in Equation (3-8) is the total Darcy velocity of water and does not depend on the distance 

from the wellbore. As seen in Equation (3-9), 𝜉 represents a ratio that is always smaller than 

one.  

The physical interpretation of Equation (3-8) therefore is that in a convective one-

dimensional problem of hot water injection the water front advances more rapidly than does 

the temperature front. The reason is that since ξ < 1, the temperature front velocity is 

smaller than the water front velocity, such that for each instant after hot water injection, the 

water front is beyond temperature advancing front. Figure 3-2 shows the graphical 

representation of the equation. The temperature profile shown in Figure 3-2 is considered as 
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a piston like front for simplicity as assumed by Marx and Langenheim (1959). However in the 

analytical model and numerical results the behavior of temperature profile is different.  

 

Figure 3-2-Graphical representation of saturation and temperature profile in a radial system 
when both heat and water flow mechanisms are convective. The red dotted line shows 

temperature front location and the solid blue line represents the saturation front location. 

As Equation (3-9) shows when porosity tends to one (∅ → 1), ξ tends to one as well (ξ → 1) 

which means that temperature front velocity is equal to water front velocity. As such if hot 

water is injected in a hollow horizontal pipe the temperature front and water front are 

expected to be at the same position.  

Equation (3-9) implies that in a convective process, when the hot water injection rate is 

doubled, total velocity will be doubled too (well lateral surface area is constant), and 

accordingly, the temperature front velocity will also be doubled. As such, by doubling the 

injection flow rate, the distance between water front and temperature front is also expected 

to be doubled. 

Displacement Problem in Convective Fluid Flow  

The transport equation considered for the present model is Buckley-Leverett, which is simple 

and suitable for convective fluid flow. The Buckley-Leverett concept of displacement 

considers the possibility of intermingling between injected hot water and oil. According to 

Buckly-Leverett transport equation (Buckley and Leverett, 1942), the velocity of water 

saturation shock can be written as:  

𝑈𝑓𝑠𝑤 = 𝑈𝑓
𝐹(𝑠𝑓)−𝐹(s𝑤𝑖)

𝑠𝑓−s𝑤𝑖
.                                                 (3-11) 
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This relation, obtained as a result of mass balance equation at the saturation shock wave, is 

called the “Hugoniot-Rankin” relation, in which:  

Uf = total injection velocity of water  

Sf = water saturation at the front (value behind the water saturation front).  

Swi = initial water saturation of water in reservoir (value beyond saturation front).  

Ufsw = water saturation front velocity  

F = fractional flow function which can be expressed as:  

𝐹𝑤(𝑠) =
𝜆𝑤

𝜆𝑜+𝜆𝑤
=

𝑘𝑟𝑤(𝑠𝑤)

(𝑘𝑟𝑤(𝑠𝑤)+𝑘𝑟𝑜(𝑠𝑜)
𝜇𝑤
𝜇𝑜
)
.                                 (3-12) 

According to Equation (3-11), the distance travelled by the water saturation front can be 

written as:  

𝑥𝑓 = 𝑈𝑓𝐹
′(𝑠𝑤)𝑡,                                                  (3-13) 

where 𝐹′(𝑠𝑤) is the derivative of fractional flow function with respect to saturation. 

Combining Equation (3-8) with Equation (3-13) leads to:  

𝑈𝑇 =
𝑥𝑓

𝐹′(𝑠𝑤)𝑡
ξ.                                                       (3-14) 

The position of the water within the saturation front can be found easily from Buckley-

Leverett theorem (Equation 3-13) and fractional flow history that is known from relative 

permeability data. Therefore Equation (3-14) is a simple equation that relates the saturation 

front to temperature front, and helps to find the distance travelled at each time by 

temperature front, and accordingly the area heated by hot water at each instant after start of 

injection.  

The Model Limitations and Assumptions  

Since Buckley-Leverett was considered as the flow transport equation, the assumptions 

behind Buckley-Leverett theorem are the model limitations too. The model is applied for two 

phase convective flow, capillary pressure between phases is neglected, fluid compressibility is 

small, there is no concentration and composition exchange during displacement process, and 
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flow diffusivity is neglected. It is also assumed that there are no lateral heat losses and 

thermal conduction is ignored. At this early stage of research the model is uncoupled from 

geomechanics. The formulations are developed for a one-dimensional geometry; however the 

model can be extended to radial as well, as explained in subsequent sections.  

Inclusion of Gravity into the Mathematical Model  

In cases where oil displacement by hot water happens in a steeply inclined reservoir, where 

the total flow rate is low, or when there is significant difference in densities, gravity plays a 

more important role in the recovery mechanism. We can use the Buckley-Leverett equation 

for the gravitational case and couple it with an existing analytical model to find out the 

distance advanced through the reservoir by the temperature front. The mathematical model 

similar to Equations (3-13) and (3-14) for a gravitational flow case can be written as:  

𝑥𝑓 = [𝐹(𝑠𝑤)(1 ± β𝑘𝑟𝑜)]
′𝑡                                           (3-15) 

; where β is the gravity number and 𝑘𝑟𝑜 shows oil relative permeability. The same concept in 

Equation (3-14) can be used to obtain a relation to calculate temperature front velocity and as 

a result, the front of heated zone: 

𝑈𝑇 =
𝑥𝑓

[𝐹(𝑠𝑤)(1±β𝑘𝑟𝑜)]′𝑡
𝜉                                                (3-16) 

The (+) sign in Equation (3-16) is applied for descending flow and (-) is for ascending flow, 

therefore in a downward flow direction, a larger distance between water saturation front and 

temperature front is expected.  The detailed development procedure of Equations (3-15) and 

Equation (3-16) is provided in Appendix 3-A. 

Extension of the Model to Radial Geometry 

The mathematical model can be extended to radial geometry, which is closer to reality for a 

hot water flooding process in the reservoir. Buckley-Leverett for radial case can be combined 

with Equation (3-8) to obtain a relation between the temperature front and the hot water 

front. Although Equation (3-8) has been developed for a linear one-dimensional problem, it 

can be considered approximately as correct for a radial case as well. The similar equation to 

Equation (3-14) for a radial case can be written as: 

(𝑟2(𝑡)−𝑟𝑤
2)⋅𝜉

𝑟2(𝑡)𝐹′(𝑠)
= 𝑈𝑇                                              (3-17) 
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where 𝑟(𝑡) is the radius of transport by hot water, and 𝑟𝑤 is wellbore radius.  Equation (3-17) 

can estimate temperature front velocity 𝑈𝑇, based on the radius of saturated zone 𝑟(𝑡). 

Therefore, at each time radius of heated zone can be calculated as a function of transported 

radius by hot water front velocity. The detailed development procedure of Equation (3-17) is 

provided in Appendix 3-B.  

Case 2: Convective Fluid Flow and Conductive Heat Flow  

Marx and Langenheim (1959) provided a model to evaluate the steam zone growth with the 

basic assumption of purely conductive heat flow. Therefore this model is used in the present 

case. The main assumptions behind the theory were: 

 Steam (or hot water) is injected with constant rate  

 No heat is transferred ahead of the front  

 The pressure drop due to the flow is sufficiently small  

 The temperature profile is assumed as an idealized step function  

 Heat is transferred only by conduction. Thermal conductivity within permeable 

formation is infinite 

The solution to the following conductive one dimensional heat balance equation was 

obtained by Carslaw and Jaeger (1959):  

𝜕𝑇

𝜕𝑡
= 𝜆

𝜕2𝑇

𝜕2𝑥
  ;                                                            (3-18) 

with boundary conditions of 

 
 0 < 𝑥 < ∞
𝑇(𝑥, 0) = 𝑇𝑟
𝑇(0, 𝑡) = 𝑇𝑠

, 

                                                             𝑇(∞, 𝑡) = 𝑇𝑟                                                     (3-19) 

where λ is thermal diffusivity. The solution of Equation (3-18) combined with Fourier’s first 

law and a Laplace transformation in a one-dimensional constant thickness geometry is the 

famous relation of Marx-Langenheim which describes the growth rate of steam or hot water 

zone and can be written as: 

𝑑𝐴

𝑑𝑡
= [

𝐻𝑜

𝑀ℎ𝛥𝑇
] 𝑒𝑋

2
𝑒𝑟𝑓𝑐(𝑋)                                       (3-20)                                                                                                
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𝑋 = [
2𝐷

𝑀ℎ√𝜆
] 𝑡1/2, 

where 𝐻𝑜 is the total heat injection rate, 𝐷 is rock thermal conductivity and 𝑀 =

𝜌𝑤𝐶𝑝𝑤∅𝑆𝑤 + 𝜌𝑠𝐶𝑠(1 − ∅) + 𝜌0𝐶𝑝𝑜∅𝑆0. 

Equation (3-20) shows the solution to the reduced form of Equation (3-1) where the second 

term of the equation is dropped (pure conductive heat flow mechanism). The solution form 

of Equation (3-18) suggests a temperature profile decreasing along later direction (x) in an 

error function form. However a step function temperature is assumed only where volume of 

heated zone is concerned. The system is a radial flow system, with thermal invasion radius 

being redefined as the distance from injection well (x) to the midpoint of temperature 

distribution. The results are also derived from a step temperature idealization. Injected heat 

can be partly lost conductively to overburden and under-burden.  

 

To calculate the temperature front velocity we can assume that heat is diffused only in the 

lateral direction (x)  and lost only laterally:  

𝑑𝐴 = 2 𝜋 ℎ 𝑑𝑥                                                       (3-21) 

𝑑𝑥

   𝑑𝑡
=

𝑑𝐴

𝑑𝑡(2𝜋ℎ)
= [

𝐻𝑜

𝑀ℎ𝛥𝑇
]
𝑒𝑋

2
𝑒𝑟𝑓𝑐(𝑋)

2𝜋ℎ
 

Finally Equation (3-21) can be written as: 

𝑑𝑥

𝑑𝑡
= 𝑈𝑇 = 𝑈𝑓 [

𝜌𝑤𝐶𝑤𝛥𝑇

𝑀𝛥𝑇
]
2𝜋ℎ𝑟𝑤

2𝜋ℎℎ
𝑒𝑋

2
𝑒𝑟𝑓𝑐(𝑋),                            (3-22) 

where Uf is bulk water velocity and UT is the temperature front velocity. Since ρwCw < 𝑀  

total volumetric heat capacity, rw < ℎ , and  eX
2
erfc(X) < 1, we can conclude that 

temperature front velocity in this case is also smaller than water front velocity. Uf  in 

Equation (3-22) can be similarly written in the form of Buckley-Leverett equation. Therefore, 

Equation (3-22) correlates temperature front to water saturation front in a conductive heat 

flow.  
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Case 3: Convective Fluid Flow and Convective-Conductive Heat Flow  

This case is the most realistic case happening in a thermal recovery process as neither 

conductive nor convective heat flow is neglected. Equation (3-4) can be written in the 

following form:  

{
𝐶1

𝜕𝑇

𝜕𝑡
= 𝑓(𝑡)𝑇(𝑥, 𝑡) + 𝐶2

𝜕𝑇

𝜕𝑥
+ 𝜆

𝜕2𝑇

𝜕2𝑥

𝑇(𝑥, 0) = 𝑇𝑟
𝑇(0, 𝑡) = 𝑇𝑠

 ,                                  (3-23) 

where, 

𝐶1 = 𝜌𝑤𝐶𝑝𝑤∅ + 𝜌𝑠𝐶𝑠(1 − ∅)                                      (3-24) 

𝐶2 = 𝑈𝑤𝜌𝑤𝐶𝑝𝑤∅                                                     (3-25)  

The general form of 𝑈𝑤 is assumed as a function of time 
𝜕𝑈𝑤

𝜕𝑥
= 𝑓(𝑡). Therefore, case (3) is 

solved for a particular case where 𝑈𝑤 is linear with respect to distance x but nonlinear with 

respect to time t. Thermal properties in this case are independent of temperature and 

position but velocity varies with time and varies linearly with respect to distance from 

wellbore. Solving the partial differential equation for 𝑇(𝑥, 𝑡) is desired in the present case as 

it enables us to calculate temperature front velocity as follow: 

𝑈𝑇 =
𝜕𝑥

𝜕𝑡
=

𝜕𝑇
𝜕𝑡⁄

𝜕𝑇
𝜕𝑥⁄

                                                   (3-26) 

Note that 𝑥, and 𝑡 are distance and time in the Equation (3-23), which is heat balance 

equation, and they do not represent the distance and time for fluid flow equation. To solve 

Equation (3-23) we transfer the form of Equation (3-23) to: 

𝑇(𝑥, 𝑡) = 𝑒(𝑎𝑥+𝑏𝑡)𝑊(𝑥, 𝑡),                                       (3-27) 

By substituting Equation  (3-27) into Equation (3-23), coefficients 𝑎, and 𝑏 and a new partial 

differential equation can be obtained as follows:  

𝑎 = −
𝐶2

2

𝑏 =
𝐶2
2

4𝐶1

                                                                 (3-28) 
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{

𝐶1
𝜕𝑊

𝜕𝑡
= 𝑓(𝑡)𝑊(𝑥, 𝑡) + 𝜆

𝜕2𝑇

𝜕2𝑥

𝑊(𝑥, 0) = 𝑇𝑟𝑒
−𝑎𝑥

𝑊(0, 𝑡) = 𝑇𝑠𝑒
−𝑏𝑡

                                       (3-29) 

Equation (3-29) is based on the theory of Eigen Function Expansion and can be transformed 

to the form of:  

𝑊(𝑥, 𝑡) = ∑ 𝐴𝑛(𝑡)𝑠𝑖𝑛𝜆𝑛𝑥
∞
𝑛=0                                                 (3-30) 

𝐴𝑛 = 𝐴𝑛(0)𝑒𝑥𝑝[(∫ 𝑓(𝑡)𝑑𝑡)𝜆
2
𝑛 𝑡]                                           (3-31) 

𝐴𝑛(0) =
∫ 𝑇𝑟𝑒

−𝑎𝑥𝑠𝑖𝑛𝜆𝑛𝑥𝑑𝑥
𝑥

0

∫ 𝑠𝑖𝑛2𝜆𝑛𝑥𝑑𝑥
𝑥

0

 

𝜆𝑛 =
𝑛𝜋𝑥

𝐿
;                                                               (3-32) 

where 𝐿 is interpreted as well spacing (or radius of drainage zone when only one well exists), 

𝑥 is the distance temperature travels from an injection well at each time. Therefore, the 

solution to Equation (3-23) is provided in an integral form, which is very complex for large-

scale engineering applications. However it provides a good mechanistic insight into 

understanding of the simultaneous propagation of temperature and water saturation within 

the reservoir. The relation between heat front and saturation front is embodied in the 

coefficients 𝑎 and, which include water velocity 𝑈𝑤. 

To obtain a final explicit relationship, 𝐴𝑛 should be inserted into Equation (3-30), and the 

resulting function should be substituted into Equation (3-23). Finally when 𝑇(𝑥, 𝑡) is 

obtained, it should be replaced into Equation (3-26) to obtain the temperature front velocity.  

Results and Discussions  
In order to examine the analytical model results, a simple simulation model is built for hot 

waterflooding in a long sandpack. In this process, convection is dominant over 

diffusion/conduction of fluid and heat flows. Therefore the same behavior suggested by the 

analytical model (Equation (3-9)) is expected to be predicted by the numerical model.  Since 

analytical models are generally developed using simplifying assumptions, it is always a good 

idea to compare analytical results with real field data, high quality experimental data or 

reservoir simulation predictions to assess the behavior and precision of the analytical model.  
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In this study, CMG-STARS is used to simulate a 1-D problem (lab core hot waterflooding) 

with dominant convective heat and fluid flows. In a simulation run, test long sandpack is 

flooded with hot water. The objective of the following simulations is mainly to show that 

numerical simulations at certain conditions are in agreement with the finding of the analytical 

model that the temperature midpoint front falls back the saturation propagation front. The 

properties of the sandpack and main simulation parameters are provided in Table 3-1. 

Figure 3-3 shows temperature and water saturation advancement in the sandpack after 2, 4, 

8 and 12 hours. As can be seen from the plot, water front propagated much faster than 

temperature front. Temperature and water saturation fronts are also compared graphically in 

Figure 3-4. Simulation results indicate that in a process that is dominant by convective heat 

and fluid flow, water saturation and temperature front are separated. The magnitude of the 

separation in the fronts is highly dependent on reservoir and fluid properties and operation 

parameters such as injection rate and pressure. It has to be noted that the discrepancy 

between the water saturation and temperature fronts decreases when steam is used as the 

injected fluid (Figure 3-5).  For steamflood cases, water condensation front is ahead of the 

temperature front but the discrepancy between temperature and water saturation front is not 

as marked as hot waterflooding. The focus of this study is hot waterflooding, since the 

capability of analytical equation to describe steam injection is still under question and needs 

more investigation.  
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Figure 3-3-Water saturation and temperature front profiles in the hot waterflooding of 
sandpack. Simulation results show the trend, which is expected from developed analytical 

models. 

 
(a) 

 

(b) 

Figure 3-4-Temperature (ºC) (b) and water saturation (a) distribution in a 1-D sandpack hot 
waterflood after 8 hours. The saturation front is ahead of temperature front. 

It must be noted that for Case 1(convective flow), the model was simplified to a one-phase 

flow behind the saturation front. It must be noted that even though the plots are for a multi-

phase problem, the temperature front still falls behind the saturation front.  

Table 3-1-Main numerical simulation parameters-Hot water flooding 

Parameter   Value  
Reservoir Dimensions 2 m x 4 cm x 4 cm (Nx=100, Ny=1, Nz=1) 

Porosity 0.35 
Permeability, D 10 
Initial Oil Saturation 0.85 
Initial Reservoir Pressure, kPa 1000 
Initial Reservoir Temperature 50 
Injection Point Pressure, kPa 2500 
Oil Viscosity at 50 ºC, cP 350 
Oil Viscosity at 200 ºC, cP 3.2 
Hot Water Injection Rate cm3/s      11.57 
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Figure 3-5-Water saturation and temperature profiles in the steamflooding of sandpack. The 
distance between fronts of temperature and saturation is less compared to the case of hot 

waterflooding.  

Conclusions  
Based on the derived analytical models and analysis it was shown that (in contrary to classical 

analytical models) in thermal recovery processes, the temperature front and hot water (or 

steam) front are not at the same position with respect to the injection well as suggested by 

Equation (3-8), (3-22), and (3-30). 

In thermal mechanisms where convection is dominant e.g. hot water flooding, hot water 

front advances more rapidly than temperature front (Equation 3-8), and as injection rate is 

increased the distance between these two fronts increases. A numerical simulation of a hot 

water displacement (core flood) of oil was done and the result of which was in agreement 

with the developed analytical model. 

There were some analytical models used in this chapter such as Marx Langenheim, Buckley-

Leverett, and general form of conservation laws that were quite well known, however the 

other derivations to relate temperature midpoint velocity to saturation front velocity in all 

three cases were quite novel. Since there is no solution to obtain temperature front velocity 
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directly from heat flow equation (such as in Buckley-Leverett), development of techniques 

for all form of heat mechanisms, to obtain temperature front from saturation front was quite 

useful and important. It was also shown (in Appendix 3-C) that where the displacing 

mechanism (behind the saturation front) is considered multiphase there can be obtained a 

balance point between temperature front and saturation front. The findings of this work also 

showed that where the porosity of the porous medium tends to zero (such as in a conduit) 

the temperature front and saturation contour are at the same location in each time (based on 

developed correlating parameter𝜉).  

An analytical relation was found between temperature front and saturation front in three 

different scenarios. As saturation front position (or radius of saturated zone by hot water) 

was known from Buckley-Leverett equation, distance of heated zone was estimated. 

Nomenclature  
T  = Temperature  

Ts  = Steam injection temperature  

Tr = Reservoir initial temperature  

ρo,w,s =  Density of oil, water, and reservoir rock   

kro,rw = Relative permeability of oil, and water  

 = Thermal conductivity 

E = Enthalpy of each phase 

Cpw =        Specific heat capacity of water  

Cs  =         Rock specific heat capacity   

D =         Rock conductivity  

Uf =         Injection bulk velocity of water  

Φ = Porosity of porous media  

M  = Volumetric heat capacity  

UT  = Temperature front velocity  

Ufsw = Water saturation front velocity   

qw  =         Hot water injection rate 
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Sf = Water saturation behind water saturation front  

S0 = Initial water saturation of water in reservoir  

F = Fractional flow function  

r(t)  = Radius of saturated zone by hot water at time t 

rw = Wellbore radius  

Q(t)  = Cumulative injected volume into the reservoir at time t 

β  = Gravity number 
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Chapter 4: A Domain Splitting-Based Analytical 

Model for Rapid Assessment of Hydro-thermo-

geomechanical Responses of Large Scale Heavy 

Oil Reservoirs: A Steamflood Application‡‡ 

 

Introduction  
Governing equations on conservation of mass, momentum, and heat equations in porous 

medium, are highly nonlinear, particularly when the independent variables have physical 

impact on each other (i.e. temperature effect on pressure profile, phase saturations, 

concentrations and lateral, and vertical local displacements). Certain assumptions on 

independent variables are required to simplify and linearize the model (Dake, 1998).  

On the other hand the co-occurrence of these physics in a highly heterogeneous and 

geologically distorted reservoir, calls for a numerical fully implicit coupled system for solution 

of the non-linear problems. However, the solution of such a system is numerically 

challenging, if nearly impossible, particularly for large heterogeneous reservoirs with multi-

million grid-blocks. Other numerical techniques such as IMPES for fluid flow problem 

coupled to heat flow and geomechanics equations, are not still feasible in large scales with 

current CPU’s, due to forced selection of small time spans for explicit coupling of the physics 

in order to ensure numerical convergence. Unless the modeling is performed on a small scale 

(i.e. around wellbore region), the numerical simulations are still challenging. 

Domain decomposition techniques combined with variable decoupling is therefore a good 

approach for full-field modelling, allowing the inclusion of geomechanics into heat and fluid 

flow processes in thermal recovery techniques. In practice, full-field geomechanical modeling 

                                                 

‡‡ This paper was presented at SPE Heavy Oil Conference, June 2014, Calgary, SPE-170193, as well as 

submitted to SPE peer reviewed Journal (SPE J).  
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of reservoirs is essential; to assess the geomechanical responses of the reservoir (surface 

heave, and stress field), and more accurately estimate reservoir dynamics. 

To obtain the numerical solutions for pressures, temperatures, phase saturations, and three 

elements of displacement vectors (displacement in three principal directions), at each grid-cell 

in a large field with large number of grid-blocks, a large matrix system needs to be set up; 

each Jacobian matrix’s row, contains six primary variables (in an immiscible non-

compositional simulation) multiplied by number of grid-blocks. The solution of the matrix is 

obviously a challenge in terms of CPU time and convergence, and where multiple simulation 

runs are needed (i.e. ranking of geological realizations, and optimizations), this approach is 

technically not practical.  

Under these conditions, analytical models, or semi-analytical proxies are better approaches 

for quick assessment and dynamic prediction of flow and geomechanical responses of 

reservoir. For performance prediction of the reservoir (given the production and surface 

heave history of the reservoir), in particular, analytical techniques are widely used.  

For treatments of the problem of time and spatial scale, different techniques have been 

suggested. Variable decoupling, for instance, has been used in fluid flow problems in porous 

medium. Pressure, was decoupled from phase saturation for solution of mass and 

momentum equations in two-phase streamline simulations (Batycky, 1997) of reservoir. 

Decoupling was performed to enhance the computational efficiency by solving each equation 

explicit from one another, by different discretization schemes, and at different domains 

(pressure was solved implicitly on model grid-cells, and saturation was solved explicitly along 

streamline grids), for problem simplicity. Koohmareh Hosseini and Chalaturnyk (2013) used 

the same technique for inclusion of geomechanics into streamline-based modelling of 

transport physics. 

To circumvent the problem of large scale in reservoir modeling (in addition to the problem 

of time), domain decomposition techniques have been shown to be efficient both analytically 

and numerically (Toselli, Widlund, 2005). This work presents an analytical model that uses 

both variable decoupling and domain decomposition, for rapid assessment of geomechanical 

responses of the reservoir.  
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Variable decoupling was adapted in the development of analytical model, to reduce the 

model non-linearity in fluid flow, and thermal analysis of the reservoir, since simultaneous 

solution of the multi-physics problems is complex and in some cases is mathematically 

impossible. Domain decomposition for boundary value problems (BVP) is physically 

meaningful, if in each non-overlapping sub-domain different coupled physics occur.  

Motivation for Domain Splitting and Variable Decoupling  

In thermal recovery techniques, where steam or hot water are injected into underground 

heavy oil reservoirs, the injection pressure is typically more than the reservoir in-situ initial 

pressure (in both constant injection rate and constant bottom hole pressure). Therefore, 

pressure builds up around the injection well, and the pressure difference induced in the 

reservoir, causes a reduction in effective stresses, based on poro-elasticity theorem proposed 

by Biot (1940), and accordingly material tendency to expand (horizontally and vertically) 

increases, and as a result the total stress increases, mostly around the wellbore.  

Injection of steam (with high qualities > 0.95) causes a significant jump in temperature 

around the wellbore region. Therefore, total stresses around the wellbore increase also due to 

thermal effects, based on thermo-elasticity concept, and lead to lateral and vertical 

displacements (thermal jack-up) around the wellbore. Depending on the physics of transport 

in porous medium (convective or diffusive), which are a function of reservoir type and 

wellbore injection conditions, the temperature and pressure fronts at each time during 

injection, are at different distances with respect to injection well. With increasing dominance 

of convective heat flow, the farther the temperature shock (front) travels, heating a larger 

area of the reservoir and leading to larger areas undergoing total stress changes.  

On the other hand in the analytical model provided in Chapter 3 (Koohmareh Hosseini and 

Chalaturnyk, 2011), it was shown that the temperature front (where injection temperature 

reaches to reservoir temperature in far field), lags behind the saturation front. It was also 

shown that with increased convection-dominated heat flow, the more intense the lag distance 

became. Therefore beyond the temperature front, the stress changes in reservoir are only a 

function of pressure changes in the region. It must be noted that the region beyond the 

temperature front at each instant after start of steam injection, experiences the stress changes 

induced in near field region. Therefore the geomechanical changes in the domain behind the 
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temperature front are mainly functions of both temperature and pressure changes, and 

beyond the temperature front (far field), where the transport process is isothermal, 

geomechanical changes are “only” functions of pressure. Since different physical processes 

occur in each domain during and after injection of steam, different characteristic sub-

domains can be distinguished. Decoupling of variables, on the other hand, in each sub-

domain simplifies the non-linear complex problem into a reduced order model, with fewer 

variables to be solved in each sub-domain.  

Solution to the Pressure Equation 

In the radial form of the diffusivity equation the general form of the solution to the transient 

flow problem is provided by Ei function for an unbounded domain. Pressure profile shape 

starts at a constant value at the boundary of drainage (i.e. an aquifer or a fault), and decays 

radially toward the production well. The solution to the radial form of pressure diffusivity 

equation in a bounded domain is in the form of Bessel’s functions. The radial form of the 

diffusivity equation is:  

1

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕𝑃

𝜕𝑟
) =

𝜇𝑐∅

𝑘

𝜕𝑃

𝜕𝑡
 .                                                       (4-1) 

The same equation can be written in a uniaxial form in Cartesian coordinates as:  

𝜕2𝑃

𝜕2𝑥
=

𝜇𝑐∅

𝑘

𝜕𝑃

𝜕𝑡
 .     (4-2) 

In this work the Cartesian one-dimensional form of pressure diffusivity equation is adapted 

for simplicity in the steady form where the solutions are already available. Similar to the 

solution of the conductive form of the temperature equation (Butler, 1987), ahead of the 

steam chamber, the pressure profile can be obtained by (derived by Butler):  

𝑃 = 𝑃𝑟 + [𝑒𝑥𝑝 (−
𝜇𝑤𝑐∅

𝑘𝑘𝑟𝑤
𝑉𝑥𝜒)] (𝑃𝑠 − 𝑃𝑟)  ,   (4-3) 

where χ is the distance beyond the steam front, ∅ is the oil sand medium porosity, μw is the 

hot water viscosity , c is the oil sand compressibility, Ps is the pressure at the steam chamber 

interface, Pr is the initial reservoir pressure , and Vx is the bulk velocity of steam front.  

Conventionally the pressure is assumed as constant in the steam zone and declines beyond 

the steam front, however given the equation and boundary conditions, the solution to the 
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problem shows that pressure starts to decline from the injection well toward an infinite 

boundary. In our work both solutions can be used, but Equation (4-3) is adopted for 

simplicity. All derivations in this work are based on assumption of one-dimensional flow 

displacement, where invasion radius of heat and flow is presented by x (distance from 

injection well).   

Solution to the Temperature Equation  

The temperature equation, where the heat flux mechanism is assumed conductive is as below:  

𝜆
𝜕2𝑇

𝜕𝑥2
= 𝜌𝑐𝑝

𝜕𝑇

𝜕𝑡
   (4-4) 

where λ is the thermal conductivity of the medium, ρ is the density of the reservoir (mixture 

of oil , water, and rock) and cp is the specific heat capacity  of the reservoir, which contains 

three phases of oil, hot water, and solid rock.  

The solution to the problem in a bounded domain is different than the problem in an infinite 

domain. Here in our work the solution to the problem (for simplicity) is provided in an 

unbounded domain, for both the near well bore zone, and far field domain.  

Conventionally in some thermal recovery techniques such as SAGD with certain operating 

parameters numerical simulations, temperature profile seems constant (and equal to injected 

steam temperature) from the injection well to the steam chamber interface similar to the 

Butler’s model. However in reality, as the solution to the problem suggests, the temperature 

profile has a declining behavior in both injected steam zone, and beyond the steam front. 

The focus of this study is steam-flooding where the declining behavior of temperature profile 

is more visible.  

The form of the temperature equation in a convective-conductive scenario is:  

𝜆
𝜕2𝑇

𝜕𝑥2
= 𝜌𝐶𝑝

𝜕𝑇

𝜕𝑡
+ 𝜌𝐶𝑝𝑈𝑤

𝜕𝑇

𝜕𝑥
 .    (4-5) 

; where Uw is the water bulk velocity. The problem is purely convective if the left hand side 

term is zero, and is pure conductive if the right hand side of the equation (third term) is zero. 

The solution to the problem where the transport is purely convective is provided by method 

of characteristics. The solution of the Partial Differential Equation (PDE) suggests that 
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temperature remains constant in space and is equal to the steam injection temperature, in the 

convection zone, and in the conduction zone, the temperature declines in an error function 

erf(x) manner. Figure 4-1 represents the profile of temperature for a convective-conductive 

case. As shown in Figure 4-1 three different fronts can be defined: the convective front 

where temperature starts to decline form a plateau (solution provided by method of 

characteristics or reduced form of Burger’s equation), the conductive front that is the 

inflection point of the rarefaction part of the profile (middle point of the erfc(x) function), 

and the ultimate temperature front, where temperature is equal to the reservoir temperature. 

The convective form of temperature front movement happens when the temperature shock 

is moving with a considerable bulk velocity (hot water Darcy velocity). Therefore this process 

happens mainly in the high pressure gradient zones or where there is significant injection 

rate, and the porous medium is permeable enough to allow for high rate heat and fluid flux. 

Therefore where the medium is mainly sandstone with high viscosity bitumen in it, the 

convective flux of heat and fluid is barely possible and the process of steam front movement 

is more of conductive type. However if preheating wells are turned on, and steam circulated 

through injection and production wells for a considerable amount of time to reduce the 

viscosity of in-situ reservoir bitumen, the convective heat flux can be observed after steam 

injection and eventually the distance that the temperature front (or steam chamber in SAGD 

scenarios) travels in the porous medium is more than the distance travelled by means of 

conductive flux.  
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Figure 4-1-Temperature profile in space where heat flux mechanisms are both convective and 
conductive 

Figure 4-2 shows the temperature profile where the process is purely conductive and shows 

the temperature starts to fall off from the injection well (solution provided by erfc(x)).   

 

Figure 4-2-Temperature profile in space where heat flux mechanism is purely conductive 

Domain Splitting Algorithm  
The constitutive equation in continuum mechanics (Hooke’s law), that relates strain tensor εij 

to stress tensor σij , where there are both pressure and temperature effects, can be written as 

below:  
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𝜀𝑖𝑗 =
1

𝐸
[(1 + 𝜗)𝜎𝑖𝑗 − 𝜗𝛿𝑖𝑗𝜎𝑘𝑘] + 𝛼𝑇𝛿𝑖𝑗[𝑇 − 𝑇𝑟] +

(1−2𝜗)

𝐸
𝛿𝑖𝑗∆𝑃;  (4-6) 

where ϑ,E, αT are representative rock properties and are Poisson’s ratio, Young modulus, and 

linear thermal expansion coefficient, respectively, and 𝛿𝑖𝑗, and ∆𝑃 represent the Kronecker 

delta and changes in pore pressure, respectively. If one expands the equation in Cartesian 

coordinates, where only thermal effects are dominant, we have:  

𝜀𝑥𝑥 =
1

𝐸
[(1 + 𝜗)𝜎𝑥𝑥 − 𝜗(𝜎𝑧𝑧 + 𝜎𝑥𝑥 + 𝜎𝑦𝑦)] + 𝛼𝑇[𝑇 − 𝑇𝑟]   (4-7) 

The equation can be rearranged to:  

     𝜀𝑥𝑥 =
1

𝐸
[𝜎𝑥𝑥 − 𝜗(𝜎𝑧𝑧 + 𝜎𝑦𝑦)] + 𝛼𝑇[𝑇 − 𝑇𝑟]       (4-8) 

And similarly in y and z direction:  

𝜀𝑦𝑦 =
1

𝐸
[𝜎𝑦𝑦 − 𝜗(𝜎𝑧𝑧 + 𝜎𝑥𝑥)] + 𝛼𝑇[𝑇 − 𝑇𝑟]      (4-9) 

𝜀𝑧𝑧 =
1

𝐸
[𝜎𝑧𝑧 − 𝜗(𝜎𝑥𝑥 + 𝜎𝑦𝑦)] + 𝛼𝑇[𝑇 − 𝑇𝑟]    (4-10) 

As the reservoir can be physically separated into two domains: where geomechanical 

processes are highly dependent on temperature (near field), and the isothermal domain 

(where there is only pressure effects in the domain), mathematically the reservoir can be split 

into two non-overlapping domains with the interface located on temperature front. The 

governing mathematical concept is similar to domain-decomposition method for PDEs, for 

non-overlapping domains. Figure 4-3, represents a schematic of the main domain (reservoir) 

and the sub-domains.  
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Figure 4-3- Representation of zone 1 and geomechanical boundary conditions  

Based on the Shwarz’ domain decomposition technique, solution to the problem on the 

global domain is equivalent to the problem on the two sub-domains, if and only if the 

geomechanics solution variables (strain or stress) are continuous on the interface. To check 

on the continuity of stress values on the selected interface (temperature front), we provided a 

numerically coupled flow-geomechanics model of the same problem with the same geometry. 

By plotting the stress and strain profiles along x-axis (from injection toward production well), 

we showed that the curves are continuous and there is not a jump in the solution on the 

interface. A numerical example of the approach and the profile of solution variables are 

provided at the end.  

Assuming there is no thermal or pressure effects in the zone of study, for a plane strain 

condition where strain is zero perpendicular to the steam chamber movement (𝜀𝑦𝑦 = 0), 

Equation (4-9) reduces to: 

𝜎𝑦𝑦 = 𝜗(𝜎𝑧𝑧 + 𝜎𝑥𝑥)     (4-11) 

Substituting Equation (4-11) into Equation (4-8), 

𝜀𝑥𝑥 =
1

𝐸
[𝜎𝑥𝑥 − 𝜗[𝜗(𝜎𝑧𝑧 + 𝜎𝑥𝑥) + 𝜎𝑧𝑧] =

1−𝜗2

𝐸
(∆𝜎𝑥𝑥 −

𝜗

1−𝜗
∆𝜎𝑧𝑧)   (4-12) 

𝜀𝑧𝑧 =
1−𝜗2

𝐸
(∆𝜎𝑧𝑧 −

𝜗

1−𝜗
∆𝜎𝑥𝑥)     (4-13) 

Domain Ι 

Domain II 
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Note that all above equations are written for changes in stress and strain values with respect 

to a reference state (e.g. initial stress and strain condition in the reservoir, prior to injection of 

any hot fluid). The analysis of geomechanical changes in each domain is different due to 

different boundary and initial conditions. Therefore two different sets of analyses are 

provided in each domain. 

Stress Analysis in “Domain І” 

To impose the effect of thermal stress changes in the equations, the following boundary 

conditions are applied and substituted into the original constitutive continuum equations:  

𝜀𝑥𝑥 = 0  (4-14) 

∆𝜎𝑧𝑧 = 0     (4-15) 

The reason for setting 𝜀𝑥𝑥 = 0 is that Domain І is bound by two set of rollers, as shown in 

Figure 4-3. Conventionally in geomechanics when a model is cut from a larger underground 

reservoir, the boundaries on lateral side of the domain are assumed as roller boundaries (no 

lateral displacement) in order to account for the stiffness of the outer rock regions. When the 

domain is decomposed in the represented geometry, in order to apply the induced 

interlocked stresses in Domain І, we apply a no-displacement constant strain condition on 

the interface between the domains, only when Domain І is concerned. The reason the model 

is not pinned (no displacement in all three principal directions) is that the pinned boundary 

induces some shear stress along the cut interface of the sub-domains which is not the case in 

reality, as such the roller boundary was chosen. Also the symmetry of the domain around the 

wellbore is another reason to assign the roller boundary condition on the splitting interface. 

It must be noted that a stress-boundary condition could be applied on the domain interfaces 

as well, but for stress analysis of Domain II, the magnitude of imposed stress had to be 

subtracted or added to the stress profile.  Therefore, the lateral strain in the entire bulk region 

of Domain І is zero, however the strain profile does not need to be zero and it changes with 

distance from injection well, during steam injection. Changes in vertical stress are zero, as the 

surface of the reservoir is allowed to move freely, and as opposed to ∆σxx that builds up in 

time in Domain І, σzz remains unchanged during steam injection.  
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Adapting the two boundary conditions and replacing them in Equation (4-11), total stress in 

x direction will be obtained as below:  

∆𝜎𝑦𝑦 = 𝜗(∆𝜎𝑧𝑧 + ∆𝜎𝑥𝑥) = 𝜗∆𝜎𝑥𝑥   (4-16) 

𝜀𝑥𝑥 =
1

𝐸
[𝜎𝑥𝑥 − 𝜗(𝜎𝑧𝑧 + 𝜎𝑦𝑦)] + 𝛼𝑇[𝑇 − 𝑇𝑟] =

1

𝐸
[𝜎𝑥𝑥 − 𝜗(𝜗𝜎𝑥𝑥)] + 𝛼𝑇[𝑇 − 𝑇𝑟],  (4-17) 

and therefore  

∆𝜎𝑥𝑥 =
−𝛼𝑇𝐸∆𝑇

1−𝜗2
     (4-18) 

Replacing the equation for total horizontal stress (Equation (4-18)) into vertical strain 

equation (Equation (4-13)) yields:  

∆𝜀𝑧𝑧 =
1

𝐸
[∆𝜎𝑧𝑧 − 𝜗(∆𝜎𝑥𝑥 + ∆𝜎𝑦𝑦)] + 𝛼𝑇[𝑇 − 𝑇𝑟] =

1

𝐸
[−𝜗(∆𝜎𝑥𝑥 + 𝜗∆𝜎𝑥𝑥)] +

𝛼𝑇[𝑇 − 𝑇𝑟].    (4-19) 

Inserting Equation (4-18) in the above equation, and rearranging the equation in terms of 

temperature changes, will lead to the thermal term of vertical strain increment. 

∆𝜀𝑇𝑒𝑚𝑝𝑧𝑧 = 𝛼𝑇∆𝑇(
1

1−𝜗
)     (4-20) 

Referring back to Equation (4-13), and imposing the effect of thermal strain by superposition 

in Domain І (with given boundary conditions), will result in:  

𝜀𝑧𝑧 =
1−𝜗2

𝐸
(∆𝜎𝑧𝑧 −

𝜗

1−𝜗
∆𝜎𝑥𝑥) + 𝛼𝑇∆𝑇 (

1

1−𝜗
).   (4-21) 

By replacing ∆𝜎𝑥𝑥 with its equivalent in Equation (4-18), and rearranging the equation, total 

vertical strain changes due to temperature in Domain І will be:  

𝜀𝑧𝑧 = 𝛼𝑇 (
1+2𝜗

1−𝜗
) (𝑇 − 𝑇𝑟)    (4-22) 

Replacing the solution of uniaxial temperature equation in a pure conductive heat flux in the 

equation will provide us with the profile of vertical strain from the injection well, up to the 

boundary interface between the domains (temperature front), as below:  

𝑇(𝑥, 𝑡) = (𝑇𝑟 − 𝑇𝑠) erf (
𝑥

2√
𝜆

𝜌𝑟𝑐𝑟
𝑡
) + 𝑇𝑠   (4-23) 
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Replacing T(x, t) − Tr in the equation of vertical strain yields:  

            𝜀𝑧𝑧 = 𝛼𝑇 (
1+2𝜗

1−𝜗
) [(𝑇𝑠 − 𝑇𝑟) [1 − 𝑒𝑟𝑓 (

𝑥

2√
𝜆

𝜌𝑟𝑐𝑟
𝑡
)]] =  𝛼𝑇 (

1+2𝜗

1−𝜗
) (𝑇𝑠 −

𝑇𝑟) 𝑒𝑟𝑓𝑐 (
𝑥

2√
𝜆

𝜌𝑟𝑐𝑟
𝑡
) ;        (4-24) 

where the heat flux due to steam injection is convective and conductive, the vertical strain 

profile can be obtained as below: 

𝜀𝑧𝑧 = 𝛼𝑇 (
1+𝜗

1−𝜗
) (𝑇𝑠 − 𝑇𝑟) 𝑒𝑟𝑓𝑐 (

𝑥−𝑢𝑤𝑡

2√
𝜆

𝜌𝑟𝑐𝑟
𝑡
) ;   (4-25) 

where 𝑢 is the displacing phase (hot water) bulk velocity,  λ is thermal conductivity of 

sandstone (reservoir), and ρrcr is the volumetric heat capacity of reservoir (bulk volume of 

solid and fluid).  

It must be noted that Equation (4-25) and Equation (4-26) are applied only in Domain І, and 

the process was considered isopotential, where pressure remains constant. In reality, steam 

injection will result in pressure changes both in space (along x axis) and in time. However in 

thermal recovery techniques, pressure is assumed constant behind the steam interface. With 

constant pressure profile in space, the effect of pressure on vertical and horizontal strains has 

to be applied by superposition on the bulk volume (of Domain І) scale. 

As discussed, in Domain І, in the bulk region, εxx=0, and as εxx is a very small amount in 

magnitude, it can be omitted from the equation, and after the solution of the problem, it can 

be replaced back into the equation for obtaining the other root of the equation (an example 

to support the math behind the infinitesimal variable omission is provided in the 

appendix).Alternatively the methodology can be supported by singular perturbation theory 

(Witelski and Bowen, 2009). By re-inserting εxx into the constitutive relation and applying the 

effect of temperature in the entire bulk volume of Domain І, one can write:  

𝜀𝑥𝑥 =
1−𝜗2

𝐸
(∆𝜎𝑥𝑥 −

𝜗

1−𝜗
∆𝜎𝑧𝑧) + 𝛼𝑇∆𝑇    (4-26) 
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Knowing ∆𝜎𝑧𝑧 = 0, and  ∆𝜎𝑥𝑥 =
−𝛼𝑇𝐸∆𝑇

1−𝜗2
  and replace them into the above equation,  

𝜀𝑥𝑥 = −𝛼𝑇(𝑇𝑠 − 𝑇𝑟) 𝑒𝑟𝑓𝑐 (
𝑥

2√
𝜆

𝜌𝑟𝑐𝑟
𝑡
) + 𝛼𝑇∆𝑇.   (4-27) 

And as it can be seen from the equation, the horizontal strain tends to change along x axis, 

but the value is very small, and in the overall bulk region, tends to zero.  

Stress Analysis in “Domain II”  

Domain II is decomposed from Domain І, on the temperature interface, therefore 

temperature remains constant and equal to reservoir temperature in Domain II, and as such 

the only flow parameter that is influential on stress and strain profiles in Domain II, is 

pressure. 

In order to obtain the stress and strain in the outer domain (far-field), we apply the concept 

of domain decomposition for non-overlapping domains. The same domain interface that 

experienced a roller boundary condition on Domain І, now has to experience a constant 

stress (at each time), or constant strain, along x axis, based on domain decomposition 

theorem. Physically the concept is meaningful for linear elasticity, since the physical processes 

in both domains occur simultaneously (time is frozen), and in space they are dependent, and 

some stress is expected to be interlocked on the domain interface (steam front), at each time. 

The same stress (that can be translated to strain) has to be applied for geomechanical analysis 

of Domain II. Therefore the boundary conditions are the same as in the second domain in 

Figure 4-3.  

The stress that is applied on the interface can be named σx
b , and can be considered as a 

body force (stress) that acts horizontally on the second domain bulk volume at each time. 

The solution for constitutive equations and stress equilibrium equations can be obtained 

initially with zero body force assumption (𝜎𝑥
𝑏 = 𝑓 =0), and then replace the body force 

(boundary conditions) back into the solution of the equation. A mathematical example is 

provided in the Appendix 4-B for an Ordinary Differential Equation (ODE) equation that 

shows the concept is mathematically correct.  
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Since the dominant (if not only) effects in Domain II are pressure changes, the constitutive 

equations for plane-strain need to be written in terms of pressure changes.  

𝜀𝑥𝑥 =
1

𝐸
[(1 + 𝜗)𝜎𝑥𝑥 − 𝜗(𝜎𝑧𝑧 + 𝜎𝑥𝑥 + 𝜎𝑦𝑦)] −

1+2𝜗

𝐸
∆𝑃  (4-28) 

The geomechanical condition in Domain II is also a plane strain condition (εyy = 0), and 

therefore the horizontal strain formulation can be rearranged as below :  

𝜀𝑥𝑥 =
1−𝜗2

𝐸
(∆𝜎𝑥𝑥 −

𝜗

1−𝜗
∆𝜎𝑧𝑧) −

1+2𝜗

𝐸
∆𝑃  (4-29) 

By applying the same conditions as in Domain І, (𝜀𝑥𝑥 = 0, ∆𝜎𝑧𝑧 = 0) , the changes in total 

stresses in Domain II, can be formulated as below :  

∆𝜎𝑥𝑥 =
1+2𝜗

1−𝜗2
∆𝑃    (4-30) 

Replacing the above equation in plane strain form of equation for 𝜀𝑧𝑧, yields:  

      𝜀𝑧𝑧 = (1 − 𝜗2) (−
𝜗

1−𝜗

1+2𝜗

𝐸

∆𝑃

1−𝜗2
) =

1

𝐸
(−

𝜗

1−𝜗
)(1 + 2𝜗)∆𝑃   (4-31) 

As discussed, the equation for pressure changes can be written in a uniaxial exponential form 

with assumption of constant pressure equation behind steam zone interface, or in the form 

of Ei function for radial geometry with a transient flow, and pressure changes from injection 

well toward a constant pressure far field (i.e. aquifer). In our formulation, the former case is 

accepted and is replaced in Equation (4-31) to yield: 

𝜀𝑧𝑧 =
1

𝐸
(−

𝜗(1+2𝜗)

1−𝜗
) [𝑒𝑥𝑝 (−

𝜇𝑤𝑐∅

𝑘𝑘𝑟𝑤
𝑉𝑥𝜒)] (𝑃𝑠 − 𝑃𝑟);   (4-32) 

where 𝑃𝑠 is the steam front pressure and can be approximated as injection pressure. It should 

be noted that where the injection well constraint is constant injection rate, the form of the 

equation for pressure changes.  

Domain II, can be modelled the same way as “tectonic” modelling in terms of boundary 

conditions, where a constant strain or stress (at each time) is exerting an increasing force to 

the lateral sides of the domain, to represent the thrust fault behavior. The other side of the 

domain, around the production wellbore vicinity, can be modelled with a constant zero 

lateral displacement (production well). However in early injection time, the production well is 
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far from the domain interfaces, and as such far field boundary conditions are not influential 

on the geomechanical analysis. In other words, the effect of boundary conditions on the 

mechanical solution in Domain II is not as important as in Domain І.  

As discussed, the solution of the problem was derived with the assumption of 𝜎𝑥 = 𝜀𝑥 = 0 

at initial condition and on the boundaries, however from physical point of view, it is not the 

case. The impact of lateral straining (by Domain І) on Domain II, and horizontal stress on 

interface, can be imposed at next step:  

 

Figure 4-4-Representation of boundary conditions in Domain II 

𝜎𝑥𝑥
𝐼𝐼 = 𝜎𝑥

𝑏 + 𝜎𝑥
∗;     (4-33) 

,where, 𝜎𝑥
𝑏 is the horizontal induced stress on interface by Domain І, which was initially 

assumed to be zero for problem simplification, and 𝜎𝑥
∗ is the horizontal stress induced in 

Domain II due to changes in the pore pressure. Therefore the total stress in Domain II can 

be written as below:  

𝜎𝑥𝑥
𝐼𝐼 =

1+2𝜗

1−𝜗2
∆𝑃𝐼𝐼 −

𝛼𝑇𝐸∆𝑇
І

1−𝜗2
;    (4-34) 

where ∆PII shows the pressure changes in Domain II, and ∆TІ represents the temperature 

changes in Domain І. If profile of stress changes in Domain II is needed,  ∆TІ should be 

replaced by its values at the domains interface, which is the temperature shock value. It must 

be noted that even though pressure is assumed constant behind the interface, the bulk 

volumetric influence of pressure changes in Domain І has to be applied in the calculation of 

horizontal stresses of both domains.  

𝜎𝑥𝑥
𝐼𝐼 =

1+2𝜗

1−𝜗2
∆𝑃𝐼𝐼 −

𝛼𝑇𝐸∆𝑇
І

1−𝜗2
−
1+2𝜗

1−𝜗2
∆𝑃І;    (4-35) 
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where 

∆𝑃𝐼𝐼 = [exp (−
𝜇𝑤𝑐∅

𝑘𝑘𝑟𝑤
𝑉𝑥𝜒)](𝑃𝑠 − 𝑃𝑟)    (4-36) 

 

∆𝑃І =
𝑃(𝑥=𝑟𝑤)+𝑃𝑏

2
− 𝑃𝑟 ≅ 𝑃𝑖𝑛𝑗 − 𝑃𝑟    (4-37) 

Equation (4-37) should be applied in the total horizontal stress equation in Domain І as well. 

And as such the total stress profile remains the same, but the stress magnitudes change. Since 

the approach we used is uniaxial along the x-axis, and there is no vertical force or momentum 

exerted from Domain І on Domain II, the equation for vertical strain profile in Domain II 

does not need to be modified in order to account for strain changes in Domain І. However 

horizontal strain can be calculated in Domain II, with the same approach as for estimation of 

horizontal stress, considering the effect of interface strain induced by Domain I.   

Domain Boundary Selection Challenges  

As it was discussed before, the key parameter for decision on the selection of the interface 

location to split the larger reservoir into smaller non-overlapping sub-domains was 

temperature front location at each time. Temperature front in our approach is obtained from 

saturation front at each time, based on the suggested relationship developed between these 

two fronts. But the solution to the temperature equation as well as the discrepancy between 

saturation front and temperature front was mainly based on the uncoupled heat and fluid 

flow equation. However the mutual impact of pore pressure and rock solid body was 

neglected in this approach. In order to obtain the precise location of the temperature front 

(domain interfaces) at each time after injection of steam, geomechanical responses of 

reservoir must be taken into account. 

The next section shows how the frontal movements will be affected by inclusion of 

geomechanics into the workflow. Simulation on a synthetic steamflood case suggests that 

these effects can sometime be significant on the selection of boundary for domain splitting. 

Therefore prior to applying the developed analytical techniques, one must calculate the 

location of the temperature front (at the desired time) and mutual flow-geomechanical 

impacts must be taken into account for frontal movement analysis.  
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Effect of Geomechanical Processes on the Frontal Movements  

Koohmareh Hosseini and Chalaturnyk (2011) obtained a relationship that relates temperature 

front from saturation front movement in time and space. They obtained this relationship for 

three cases of transport mechanisms, where heat and fluid flow are: pure convective, 

convective-conductive, and pure conductive. They showed the lag between frontal 

movements is more significant in convective processes, and obtained a dimensionless 

parameter between two fronts as below:  

𝜉 =
(𝜌𝑤𝐸𝑤∅)

(𝜌𝑤𝐸𝑤∅+𝜌𝑠𝐸𝑠(1−∅)
=

∅

∅+
𝑀𝑠(1−∅)

𝑀𝑤

;         (4-38) 

where 𝜉 is the dimensionless parameter that shows the ratio between travelled distance ( 

from injection point) by temperature front and travelled distance by hot water saturation 

front, Ms and Mw are volumetric heat capacities of solid and hot water, and Ew and Es 

represent enthalpies of hot water and solid phase respectively. And we have:  

𝑀𝑖 = 𝜌𝑖𝐶𝑝𝑖 ,    (4-39) 

𝑈𝑓𝑇 = 𝜉𝑈𝑓𝑤 ,    (4-40) 

where ρi represent phase densities , Cpi (J/g ◦C) shows specific heat capacity of each phase, 

and  𝑈𝑓𝑇, 𝑈𝑓𝑤 are the temperature contour velocity and hot water bulk velocity. If 

geomechanics is included in the thermal recovery techniques, the dimensionless parameter 

changes in time and space. In steam-flood scenario due to increase of pressure and 

temperature in near field and far field, effective stresses decrease and accordingly volumetric 

strain increases in the regions of increased pressure and temperature. By increase of 

volumetric strain, the reservoir rock dilates and in a drained mechanism, porosity increases as 

a result of rock expansion. It must be noted that material expansion is expected in both 

elastic constitutive equations (expansion) and plastic (by shear strain or dilation) flow rule. 

Based on Equation (4-49), changes in porosity (due to geomechanical effects of underground 

injection into reservoir) will change the dimensionless parameter ξ and accordingly the 

distance between saturation front and temperature front will change, at each time after 

injection, as well. The order of changes in frontal velocities, are mainly a function of pressure 

and temperature evolution in space and in time. If geomechanics is considered in thermal 
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recovery processes, porosity values have to be updated due to changes in volumetric strain as 

proposed by Touhidi-Baghini (1998):  

∅ =
∅0+𝜀𝑣

1+𝜀𝑣
 ;   (4-41) 

where ∅0 is initial reservoir porosity, and εv is volumetric strain. In continuum mechanics 

point of view, the overall changes of volumetric strain in a continuum material, where total 

stress is relatively constant, is related to changes in pressure and temperature as below:  

∆𝜀𝑣 = 3𝛼∆𝑇 +
∆𝑃

𝐾
= 3𝛼𝑇∆𝑇 +

3(1−2𝜗)

𝐸
∆𝑃   (4-42) 

In the course of hot water injection, volumetric strain increases and therefore porosity 

increase (in time and space) in a hyperbolic fashion based on Equation (4-41) and so does the 

dimensionless parameter ξ that relates the temperature front to hot water saturation front. 

Therefore, by inclusion of geomechanics, the distance between the saturation front and 

temperature fronts is expected to increase even more in time and space. Figure 4-9 shows 

the changes in ξ versus porosity changes for a steamflood example.  

The other influential parameter on the value of ξ is the ratio between volumetric heat 

capacities. Volumetric heat capacity of sandstones changes with time, and as such during 

injection the ratio between Ms/Mw is changing as well. Heat capacity of water is relatively 

constant and does not change with temperature, but specific heat capacity of quartz (major 

mineral in sandstone reservoirs) increases with time, based on the laboratory work of 

Vosteen et al (2003) at Aachen University. In our work the specific heat capacity of 

sandstone was approximated by correlation proposed by Cassis et al (1985).  

Therefore, in thermal recovery techniques, to obtain the temperature front at each time (in 

convective-dominated processes), in thermo-hydro-geomechanical coupled system; modified 

ξ has to be multiplied by saturation front travelled distance. Saturation front distance can be 

easily calculated by obtaining derivative of fractional flow curve versus temperature at shock, 

which can be calculated from relative permeability data or production data. 

𝑥𝑇 = 𝑈𝑤𝑓𝑆𝑤
′ 𝑡𝜉∗;   (4-43) 
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where fSw
′ , is the Welge tangent to the fractional flow curve, U is the total velocity, xT  is 

travelled distance of temperature front and ξ∗ is the modified so-called dimensionless 

parameter for scenarios that geomechanics is included in the thermal-flow problem.. It must 

be noted that saturation frontal velocity changes slightly due to geomechanical changes as 

well. If changes in displacing phase velocity in space is negligible (based on Buckley-Leverett 

assumption), the only influential parameters that changes the travelled distance of front is the 

effect of geomechanics on fractional flow curve and fSw
′ . In this work, the geomechanical 

effects on relative permeability are considered negligible.  

Pressure front in a steam-flood scenario is also expected to change, by reservoir 

geomechanical changes due to changes of effective stress during injection, when the process 

is transient. Based on poroelastic constitutive equation, reservoir volumetric response can be 

written as: 

−𝐾𝑘𝑟

𝜇
∇2𝑝 =

𝜕𝜁

𝜕𝑡
;   (4-44) 

where 𝜁 is the strain parameter. On the other hand,  

𝐾𝑘𝑟

𝜇
𝛻2𝑝 =

1

𝑀

𝜕𝑝

𝜕𝑡
− 𝛼

𝜕𝜀𝑣

𝜕𝑡
;    (4-45) 

where α is the Biot constant, and M is the storage coefficient (inverse of reservoir bulk 

porosity multiplied by bulk compressibility). Only in special cases, will pore pressure obey an 

uncoupled equation. For more details refer to Wang (2000). Volumetric response of the 

reservoir can be written in terms of drained bulk modulus of elasticity, K as below:   

𝜀𝑣 =
−1

𝐾
(𝜎𝑡𝑜𝑡𝑎𝑙 − 𝛼𝑝).    (4-46) 

Assuming the changes in total stress is negligible, by applying chain rule, one can write:  

𝜕𝜀𝑣

𝜕𝑡
=

𝜕𝜀𝑣

𝜕𝑝
.
𝜕𝑝

𝜕𝑡
=

𝛼

𝐾

𝜕𝑝

𝜕𝑡
   (4-47) 

Replacing Equation (4-47) into Equation (4-45), and rearranging Equation (4-47) yields:  

𝐾𝑘𝑟

𝜇
𝛻2𝑝 = (

1

𝑀
−
𝛼2

𝐾
)
𝜕𝑝

𝜕𝑡
.   (4-48) 
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Comparing the obtained equation for transient processes with uncoupled form of pressure 

equation shows that the absolute value of term in exponential form of pressure solution 

μwc∅

kkrw
 is less in coupled form of transient pressure equation. Therefore, with the same 

assumption adapted from Butler’s theory, pressure remains constant behind the steam front, 

but beyond the steam front, pressure drops more slightly compared to an uncoupled case. As 

such, the discrepancy between the pressure front and steam front, at each time in a coupled 

flow-geomechanics system is larger than the pressure front in an uncoupled system. The 

pressure front in a coupled isothermal system is therefore a function of Biot’s coefficient, 

and for a simple example, the uniaxial pressure profiles for different Biot’s coefficients are 

plotted in Figure 4-5, versus distance from steam front during an unsteady state flow (when 

the pressure front has not reached the radius of drainage or an aquifer with constant head). 

Must be noted that geomechanical effects on relative permeability curves are neglected again, 

and in a uniaxial geometry with constant injection rate, the Darcy velocity of displacing phase 

(hot water) is assumed constant.  

 

Figure 4-5- Pressure profile changes, beyond steam chamber where geomechanical reservoir 
volume responses are taken into account. 
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Numerical Example 

Table 1 represents the hydraulic and numerical properties of a two-dimensional steamflood 

built in CMG-STARS.  The model is made along x-z plane, and there are 60 cells along x axis 

and 20 cells in z direction. 

 

 

Table 4-1-Reservoir fluid and rock properties 

Parameter Value  
Geomechanical properties   

𝝑 0.25  

𝑬, MPa 600  

𝜶𝑻, 1/◦C 10-5  

𝝆𝒔, kg/m3 2125  

   
Hydraulic properties   

∅𝟎 0.3  

𝒌 , mD 2000  

So initial  0.75  

𝝁 T=23◦C , cp  5780  

𝝁 T=260◦C , cp  2.5  

Pinjection , kPa 3400  

T initial , ◦C  8   

P initial , kPa  

𝒄𝒑𝒓 sandstone, (j/g/◦C) 

625  
0.7234 

 

𝒄𝒑𝒘 water, (j/g/◦C) 4.16  

 

Figure 4-6 shows the pressure and temperature fields after four years of steam injection in 

the depth of 450 meters from surface. 
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(a) 

(b) 

Figure 4-6-Pressure distribution (a) and temperature distribution (b) in a steamflood 
numerical simulation after 4 years of injection 

Figure 4-7a illustrates the pressure and temperature changes in the course of injection in the 

middle of reservoir (Nx=28, Nz=10). As it can be seen from the diagram, both pressure and 

temperature increases in time, but the rate of pressure increase curve, decreases in time and 

the temperature increase rate, increases in time.  

Figure 4-7b shows the individual components of volumetric strain changes due to 

temperature and pressure changes in time. The volumetric strain calculations are based on 

Equation (42). The dotted blue line represents the volumetric strain changes due to thermal 

effects, the red line shows the pressure effects, and the green line shows the total volumetric 

strain induced due to ensemble effect of thermal and pressure increase effects in the 

reservoir. As the curves show, the thermal volumetric strain portion of total elastic 

volumetric strain is initially less than the portion of volumetric strain induced due to pressure 

changes. However after almost 1700 days the total strain due to thermal effects exceeds the 
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total strain due to pressure effects. In SAGD class of operations, however the thermal 

portion of volumetric strain is more than pressure portion, since the early injection time. The 

intersection between these two curves shows the time when the temperature front has 

crossed the mentioned grid-cell number, and the temperature remains constant in time and 

almost equal to the injection temperature.  

 

(a)                                                                                              (b) 

Figure 4-7-Pressure and temperature changes in time (a), and the individual volumetric strain 
changes due to temperature and pressure changes (b). 

Figure 4-8  shows the porosity changes due to volumetric strain changes based on Tohidi-

Baghini proposed equation. The curve is confined only to the range of volumetric strain 

induced in the steam flood example (represented in Figure 4-6). As it can be seen volumetric 

strain changes in time, and so does porosity (in a hyperbolic manner versus volumetric 

strain). The changes in porosity will change the pressure diffusivity equation (as discussed in 

previous section), as well as the dimensionless parameter that related temperature front to 

saturation front. 
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Figure 4-8-Porosity changes due to volumetric strain changes in a steamflood case 

The so-called dimensionless parameter, as discussed, is not only a function of porosity but 

also a function of ratio of phase volumetric heat capacities. Specific heat capacities (and 

therefore volumetric heat capacities) are temperature dependent. The correlation we used to 

account for the temperature dependency of specific heat capacity of sandstone was the one 

offered by Butler (2004) and Cassis et al. (1985): 

𝐶𝑝 = 0.715 + 1.707 × 10−3𝑇 − 1.908 × 10−6𝑇2  (4-49) 

What matters in the dimensionless parameter, is the specific heat capacity of hot water over 

specific capacity of solid phase (sandstone). The specific heat capacity of water was   

(4.12 J/g ◦C) and independent of temperature, but still their ratio is changing by temperature. 

Therefore the changes in porosity at one hand and the temperature-dependent volumetric 

heat capacity on the other hand, alter the discrepancy between fronts.  

As shown in Figure 4-9, integration of geomechanics into process physics (and increase in 

volumetric strain and porosity), increases the discrepancy between temperature front and 

saturation front travelled distances. As such, in uncoupled physics the distance between 

temperature front and saturation fronts is less than in a coupled system. Figure 4-9 also 

shows the reverse effect of temperature on the so-called dimensionless parameter ξ. The 
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higher the temperature is (due to changes on heat capacity ratio), the lower the discrepancy 

will be between temperature front and saturation front.  

 

Figure 4-9-Dimensionless parameter ξ* (ratio of temperature front distance to saturation 
front distance) versus porosity at different steam chamber temperatures 

Model Validation and Representation of Problem Continuity   

The same steamflood numerical example presented in the paper was coupled sequentially to 

geomechanics to obtain the stress and strain profiles on the global domain. The thermal fluid 

flow model was built in CMG-STARS and was coupled with geomechanics on FLAC 3D 

(product of Itasca) platform. The model parameters are the same as in Table-1 and the 

geomechanical grid was made identical to the flow problem grid. The geomechanical 

boundary conditions of the model were free displacement on the top, roller boundary on the 

right side and zero displacement at the wellbore and zero displacement at the bottom.  The 

results of the coupling scheme after 3 years of steam injection were as below:      
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                                                      (a)     

 

                                                     (b) 

  

(c)                                                                   (d) 

Figure 4-10- Cross-sectional (x-z plane) representation of vertical displacement contour (a), 
horizontal stress contour (b), vertical displacement profile (c) and horizontal stress profile (d) 
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versus distance from injection well, after three years of steam injection. Injection well is 
located on the left side of the model. 

As illustrated in Figure 4-10, both geomechanical solution variables (stress and strain) are 

continuous across the reservoir, including the domain interfaces. As such application of 

domain decomposition technique is relevant and allowed to be used for our problem, based 

on Shwarz’s theorem. The validity of the solution continuity could be performed by solution 

of the same analytical model in a unified global model; however we provided the numerical 

model for most robust analysis. As shown in Figure 4-10 both variables decay from injection 

well with temperature fall-off, which is in agreement with the analytical model developed 

here. Figure 4-11 illustrates that the results of analytical model (vertical displacement profile) 

at Domain I (25 m from injection well after 3 years) is closely matched with the solution of 

the numerical coupled CMG-FLAC model at an elevation of 10 m from the bottom of the 

injection well. It must be noted that the figure shows the global domain (60 m along x axis), 

however the analytical model verification was performed only at Domain I for simplicity. 

 

Figure 4-11- Vertical displacement in meters along x horizontal-axis: validation of the 
analytical model with coupled numerical model in the middle of the reservoir in Domain I. 
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Discussion  
The analytical models, presented so far for estimation of geomechanical responses in thermal 

recovery techniques remain simplified due to the many assumptions required for their 

solution. Consequently, they are not very powerful tools for performance prediction as their 

output is independent of operational parameters, and are not reliable tools for highly stress-

sensitive class of reservoirs, particularly where failure analysis is concerned.  

Jaeger et al (1997) presented an analytical model that reports one displacement value in the 

entire domain due to overall pressure and temperature changes. However, in the large-scale 

reservoirs (with a large distance between injection and production wells), different physical 

processes occur in time and in space, and therefore the analytical proxies have to report 

stress changes in space. Risnen et al (1982) presented a simplified analytical model, in which 

they simply replaced pressure equation in Kirsch’s equations (1898) for radial wellbore 

stability stress changes. The original formulations scale well only for wellbore vicinity 

problems and are not good representatives of full-field reservoir scale, and furthermore the 

pressure equations they used were a steady state radial form of pressure equation. However, 

from physical point of view where steam is injected in underground reservoir and the far-

field boundary conditions are not necessarily constant pressure head boundaries (i.e. constant 

production rate producers), there is certainly a transient flow that may never reach to steady 

state or pseudo-steady state flow. As such, temperature and pressure effects in classical 

formulations, are not time or space dependent, and only the difference (in dynamic property 

values), between far-field and borehole wall appeared in equations (Fjær et al., 2008). The 

analytical model presented in this paper, as opposed to the previous analytical geomechanical 

proxies, considers the effect of both space and time, and therefore stress and strain fields can 

be updated in time, and can be calculated everywhere in the reservoir (both at far field and 

near field regions). 

Furthermore, a failure analysis is provided which can predict if for instance in ten years of 

injection with a suggested maximum operating pressure (MOP), there will be any potential 

for failure in the reservoir or in the caprock. In thermal recovery techniques, due to high 

temperature and pressure induced around the injection wells, cap rock integrity is always a 

challenge. Furthermore, the vast majority of rocks show very small yield stresses 

(Cristescu, 1989).  Increase of significant pressure can cause isotropic unloading in mean 
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effective stress, whereas the increase in temperature causes a deviatoric stress in the reservoir. 

The increase in deviatoric stress can lead to shear failure, and potential caprock issues. These 

behaviors can be different in each location in the reservoir from injection to the production 

well. To have a better understanding of maximum allowed operating pressure (MOP) and 

temperature during thermal recovery techniques, one needs to have sufficient information 

about reservoir stress path and failure criterion. Given the stress and strain profile at each 

time during steam injection, we can calculate where and when, there is a probability of 

hazardous shear failure. The failure model adopted here is Drucker-Prager which is one of 

the simplest viscoelastic constitutive models and requires least information about rock 

mechanical behavior. The formulations to model failure analysis (failure and stress state at 

each location, and at each distance from injection well) based on the presented analytical 

model are provided in the Appendix 4-C.   

The main concepts behind the analytical model were: domain decomposition, and 

temperature and saturation frontal discrepancies. As far as to the knowledge of authors , 

there has been no analytical model in literature to obtain the temperature shock frontal 

velocity and location , purely from heat transport equation , such as Buckley-Leverett for 

saturation forward convective transport equation. We instead obtained the temperature front 

from saturation front at each time during steam injection. The formulations presented to 

correlate frontal movements, are based on the assumption of pure convective flow processes; 

the formulations will be slightly different for the processes that are involved with conduction 

as well. For further details on the formulations of convective-conductive mechanisms, refer 

to Koohmareh Hosseini and Chalaturnyk (2011).  

As the so-called interface is moving in time, the stress and strain profiles obtained are 

dynamic and must be updated for each simulation time step. At each time the location of the 

domain interface can be obtained by the formula presented above, and then applied in each 

domain separately. It must be noted that the forms of the equations do not change in time, 

but only the difference in domain sizes is time-dependent. 

The key advantages of the technique can be outlined as follow: the solution of the analytical 

model is space dependent and as opposed to the previous conventional analytical model (for 

prediction of geomechanical responses of the reservoir in thermal recovery techniques), 
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pressure and temperature are not inserted into the model as a domain bulk average value, but 

are space variant. The analytical model also can be applied to time sensitive scenarios (e.g. 

no-stationary dynamic models), and therefore can be applied in the cases where the well 

configuration or well rates and pressure change in time, or to the cases where the non-linear 

displacement process dictates finer resolution of (geomechanical) results in time.  The model 

can also address the problem of caprock integrity in time and space. The same analytical 

model that was developed here, can be discretized and used in the development of numerical 

simulation codes in a three-dimensional space, in order to reduce the computational load and 

increase memory efficiency. The discretization scheme requires decomposition of the 

geomechanical domain into several sub-domains (based on the presented algorithm) and 

provide the solution of the problem in each zone differently by applying the proper boundary 

condition on each domain, due to the neighboring domains, as was discussed in our 

approach. However numerically, the problem is more complicated, since the solution 

convergence of the problem is highly sensitive to the choice of the “transmissions condition” 

as well as “relaxation parameter”. Additional details on numerical domain decomposition 

techniques can be found in Willien and Shnieder (1996).  

The model deficiencies can be outlined as: the profile of stress around the production well 

must be calculated as well, even though the pressure and temperature changes and 

accordingly the geomechanical changes are not significant around the production well. 

Although the pressure and temperature changes along z-axis are negligible (particularly far 

from injection well), these changes can be still slightly influential on stress analysis. 

Temperature and pressure changes in our model were considered uni-axial, but 

geomechanical changes were reported in two-dimensional space (x-z). Therefore the authors 

recommend developing the same formulations for a radial or cylindrical geometry to 

overcome this issue. Furthermore, pressure was considered constant behind the domain 

interfaces (temperature front). This assumption is not irrelevant for processes such as SAGD, 

but yet due to suggested well-known radial solution of pressure diffusivity equation, pressure 

is expected to decay from the injection well. The rock constitutive behavior was assumed 

elastic in our model. Based on the rules of plasticity, the stress changes are only due to elastic 

portion of total volumetric strain changes; however for more precise failure prediction, 

extension of the model to plastic flow scenario is suggested for physically more accurate 



70 |  

 

predictions of displacements. Finally, it must be noted that the separating interface between 

the domains, can be mathematically anywhere in the reservoir where there is no jump in the 

solution of geomechanical problem. However our approach used the temperature front as 

the domain splitter, for problem simplicity and reduction of variables to solve the problem in 

each domain. 

In this work, application of domain decomposition technique in the geomechanical domain, 

provided us the chance to predict displacement and stresses everywhere in the reservoir, 

based on the sensitive time-varying temperature and pressure fronts. Application of domain 

decomposition was in good agreement with the physics of the problem, as in reality at each 

domain different physical processes happen. The use of domain decomposition must be 

dynamic as the splitting interface moves in space with time. 

Conclusion  
A domain decomposition approach was used to develop an analytical proxy for full-field 

geomechanical assessment of reservoir. The domain splitting technique was based on 

temperature front movement. Effect of geomechanics on frontal movements was assessed 

and it was shown that inclusion of geomechanics into the model simulation causes the 

discrepancy between temperature front and saturation front to increase. The mathematical 

model is exact, and a numerical flow-geomechanics model was made to show that the stress 

and strain field, out of analytical model is in close agreement with the numerical model. The 

output of proxy model is stress and strain field prediction in near field and far field as well as 

prediction of an approximate shape of steamed zone. At the end, an analytical based failure 

analysis was provided to predict shear failure in reservoir during steam injection. A two-

dimensional CMG-STARS steamflood model was built for representation of pressure, 

temperature, and saturation front locations. Temperature and pressure fields obtained from 

the numerical model, were translated into geomechanical responses (stress, and volumetric 

strain), and the influence of geomechanics was studied on temperature and saturation front 

discrepancy.  

Nomenclature 

𝑃𝑠 =         Injection pressure  

Pr =         Initial reservoir pressure  

𝑉𝑥 =         Darcy velocity of steam front  
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𝜒=          Distance beyond the steam saturation front  

𝑐𝑝 =        Specific heat capacity of the reservoir 

𝜇𝑤,𝑜 =     Water, oil viscosity  

c =          Oil sand compressibility  

𝑘𝑟𝑤 =      Relative permeability of water 

K =         Reservoir absolute permeability  

∅ =         Reservoir porosity  

t =          Time (after steam injection)  
Ts =        Steam injection temperature  
Tr =         Initial Reservoir temperature  

𝜌 =         Density of the reservoir (mixture of oil, water, and rock) 

Uw =      Bulk velocity of injected hot water  

𝜆  =       Thermal conductivity of the medium 

𝜀𝑖𝑗 =      Strain tensor  

𝜀𝑣 =      Volumetric strain  

𝜎𝑖𝑗 =     Stress tensor  

𝜗 =       Poisson’s ratio 

𝐸 =      Young modulus 

𝛼𝑇 =    Linear thermal expansion coefficient 

𝛿𝑖𝑗 =    Kronecker  

𝜎𝑥
𝑏 = Horizontal stress on domain interfaces  

𝑞′ =     Deviatoric stress 

𝑝′ =     Mean effective stress 

𝑀 =     Slope of yield envelope  

C =     Cohesion factor  

𝜑 =     Rock internal friction angle 

F =     Yield envelope  

𝑀𝑠,𝑤 = Volumetric heat capacities of solid, hot water 

𝑈𝑓𝑤  = Velocity of water (displacing phase) saturation shock  

𝑈𝑓𝑇 =    Temperature front velocity  

𝑓𝑆𝑤
′ =    Slope of tangential line on fractional flow function at saturation front 

α =   Biot’s coefficient  

 K =      Reservoir rock bulk modulus (drained)  
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Chapter 5: Reservoir-Geomechanics Model Order 

Reduction by Use of Streamline-Based Domain 

Decomposition and Linearization§§   

 

Introduction 
Solving highly nonlinear unsteady reservoir fluid flow problems several times, rapidly, and 

iteratively is currently almost intractable, even considering the current state of computer-

CPUs. One of the reasons behind this issue is that solving nonlinear equations typically 

involves a large matrix factorization at every time step of simulation. Analyzing and 

controlling the behavior of a linear system is much easier than a nonlinear one, since solving 

the linear form of flow equations requires only one matrix factorization. As such, applying 

linearization methods in solving complex reservoir fluid flow problem has been proposed 

recently in several studies. This work, presents a novel linearization method for reservoir 

models.  

Cardoso and Durlofsky (2009) expanded the fluid flow equations around previously 

simulated (saved) states and corresponding controls. They also showed performing one or 

more high-fidelity training simulations is necessary in the trajectory piecewise linear method 

(TPWL). Thus, in an uncertain model (i.e. in history matching process where the simulation 

of uncertain model needs to be run many times), the method is not particularly useful and the 

linearized model would likely diverge in the course of history matching. In previous fluid 

flow linearization methods the coordinate system is not subject to any changes; however in 

the present paper, we show that the model, which behaves quite nonlinearly in Cartesian or 

Radial coordinates, behaves linearly in streamline-based coordinates.  

In the control design of a fluid flow system, a substantial gain can be obtained using a 

linearized model. In two-phase flow mode, the number of states (pressure and saturation for 

incompressible immiscible systems) is twice the number of model grid-blocks. Thus control 

design, particularly online control implementation, is impractical due to the fact that the 

                                                 
§§
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computational cost of optimal control design is a power function of system dimension 

(O [n3] ), where n represents system dimension). Model order reduction is a way to overcome 

this problem (Gratton, 2004). Projecting the equations onto a set of basis function spanning 

the flow solution space, is the central idea of previous works, e.g. combination of TPWL 

with Arnoldi reduced order models (Rewienski, 2003). Nonlinear analogue circuits and micro 

machined devices are some examples of the application of this method. Also for this 

application, a truncated balanced realization algorithm has been combined with the TPWL 

order reduction approach (Vasilyev, 2003). Proper orthogonal decomposition (POD) is 

another approach in the reduced order model procedure (Cardoso et al., 2010). 

In the previous works, nonlinearity effects were neglected as model order reduction was 

applied to a linearized model. The range of validity of linearized models is restricted to a 

small perturbation around a steady state. In the present work, instead of using basis 

functions, state variables of grid-blocks that streamlines pass through are categorized into 

some groups, and are selected as state variables of the reduced order local models. These 

state variables are strongly correlated to observation data of each local model.  It appears that 

grid blocks that have no streamlines passing through them, have no effect on our approach 

on order reduction of the reservoir model. 

This paper shows that state variables (water saturation, pressure) of each grid block have a 

strong correlation with neighboring grid-blocks’ values; while the effect of so called 

correlation is less for more distant grid-blocks. Therefore state variables of any trajectory 

lines that connect a source to a sink and pass through certain number of grid blocks can be 

approximated by state variables of neighboring trajectory lines passing through neighboring 

blocks. In the present work, streamlines play the role of the so-called trajectories. A linear 

relationship between neighboring streamlines is developed employing least square method.  

It must be noted that in this study, the streamline tracings and visualizations are based on the 

bundle of streamlines that connects each source (injector) to sink (producer) and show the 

delineation area between each injector/producer well-pair. The decision on localization of 

the system to sub-systems was also made based on the number of lines that were traced in 

each grid block between each injector/producer pair. As such traced streamlines are 

corresponding to the number of lines per each injector/producer.  
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In this study, we first summarize the governing equations for oil-water flow and develop a 

scheme to discretize them. Streamline simulation and least square method are then briefly 

described. In the next step, the development and application of the localization, reduction 

and linearization method in reservoir flow model is discussed. And finally some synthetic 

simulation cases are tested to verify the accuracy and efficiency of the proposed method.  

Oil-Water Flow Equations and State Space Model 

The reservoir fluid flow equations are obtained by combining mass conservation equations 

with the Darcy's law, which was shown by Aziz and Settari (1986).  In general, these partial 

differential equations do not have analytical solutions. Consequently, discretization of a 

reservoir model is commonly performed using well-established techniques of finite element 

(FE), finite volume (FV), or finite differences (FD). The basic element of the spatial domain 

in a FD discretization is a grid-block, and the primary variables of the system, here 𝑝𝑜(oil 

pressure) and wS (water saturation), are defined either at grid-nodes or at grid centers. By 

using FD technique, the PDE equations were approximated by Markovinovic (2009) for the 

grid block ijk as below: 

𝑉𝑖𝑗𝑘𝑊𝑖𝑗𝑘
𝑑𝑥𝑖𝑗𝑘

𝑑𝑡
= 𝑇𝑖𝑗𝑘

[
 
 
 
 
 
 
𝑥𝑖,𝑗,𝑘−1
𝑥𝑖,𝑗−1,𝑘
𝑥𝑖−1,𝑗,𝑘
𝑥𝑖,𝑗,𝑘
𝑥𝑖+1,𝑗,𝑘
𝑥𝑖,𝑗+1,𝑘
𝑥𝑖,𝑗,𝑘+1]

 
 
 
 
 
 

+ 𝐺𝑖𝑗𝑘

[
 
 
 
 
 
 
 
𝐷𝑖,𝑗,𝑘−1
𝐷𝑖,𝑗−1,𝑘
𝐷𝑖−1,𝑗,𝑘
𝐷𝑖,𝑗,𝑘
𝐷𝑖+1,𝑗,𝑘
𝐷𝑖,𝑗+1,𝑘
𝐷𝑖,𝑗,𝑘+1]

 
 
 
 
 
 
 

+ 𝑉𝑖𝑗𝑘�̃�𝑖𝑗𝑘;;  (5-1) 

where 

𝑥𝑖𝑗𝑘 = [
𝑝𝑖𝑗𝑘
𝑆𝑖𝑗𝑘

].      (5-2) 

Stacking the above equations for all the grid-blocks ijk on top of each other yields a time-

continuous (generalized) state-space formulation (Markovinovic, 2009): 

𝑉𝑊
𝑑𝑥

𝑑𝑡
= 𝑇𝑥 + 𝐺𝑑 + 𝑉�̃�;      (5-3) 
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where the state vector 𝑥 consists of pressures and water saturations of each grid block, 𝑉 is a 

diagonal matrix with entries that are functions of grid-block volume and fluid densities, 𝑊 is 

a block diagonal matrix with entries being functions of compressibility, porosity and water 

saturation, 𝑇 and 𝐺 are sparse block matrices accommodating block-interface 

transmissibilities for oil and water, d is the depth-vector, and q~  denotes the well flow-rates. 

𝑇 matrix transmits the vector of previous time step state variables into the next one. The 

properties of the transmission (mapping) matrix (sparse block) enable us to split the large-

scale state space model into the smaller ones that are independent from each other. It can be 

shown that the state variables of each grid block do not have necessarily a correlation with 

the state variables of all grid blocks, since there are some grid blocks that have zero 

coefficients in calculation of state variables of certain grid blocks. This fact is used in the 

development of the proposed method and shows that the state variables (i.e. pressure, 

saturation) along each streamline could be obtained by just knowing the value of the state 

variables of the adjacent streamline and the relation between these two lines. The relationship 

is explained in the following sections. 

Streamline Simulation 

Streamline simulation is a reservoir simulation technique by which the reservoir is split into 

series of one-dimensional trajectories, and the transport equations are solved along the 

trajectories. Each trajectory is called a streamline, and is computed by drawing the tangential 

line to the velocity vector, or orthogonal to pressure contours at each location. In streamline 

class of simulations, transport problem (convective saturation equation) is solved along these 

lines and moved forward along streamlines, rather than underlying 3D grids. Under these 

conditions the time-steps are much larger compared to those in conventional finite difference 

simulators. Therefore streamline simulation is a fast technique (faster than finite difference 

simulator) to model large heterogeneous reservoirs with water injection as a mechanism for 

reservoir pressure maintenance. Very early studies on streamline technology can be found in 

Thiele et al. (1996), Datta-Gupta et al. (1995). More about streamline simulation can be 

found in Batycky et al. (1997), Thiele (2001), Theil et al. (1997), Datta-Gupta (2000). The 

technique is suited mainly for optimization techniques that require a number of forward 

simulations in sequence.  The number of time steps is only a function of well events and also 
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the changes in physics of fluid transport, and is independent of reservoir heterogeneity, 

reservoir geometrical properties and grid block size and orientation (Thiele, 2001). 

Due to its versatility, streamline simulation has been used in a number of applications, for 

example screening and ranking geostatistical models, rapid assessment of production 

strategies, and upgridding and upscaling. Other advantages of streamline simulators are 

reduction in grid-orientation effects and quantitative flow visualization (Thiele, 2001). The 

last mentioned attribute of streamlines is what we mainly seek in this study, which is 

development of a proxy, as the trajectories carry some fluid flow and petrophysical 

information along themselves. 

Least Square Model Fitting 

Least square method is one of basic methods of identification. Since this method is one of 

the main bases of this study, the least square model fitting is summarized in this section. The 

model relates an observed variable ty (the regressand), to 𝑝 explanatory variables (the 

regressor) 𝑢1𝑡 to 𝑢𝑝𝑡, and all are either known in advance, or observed. The model deals with 

only one unknown coefficient per explanatory variable. Thus, if the regressor vector has p 

elements, coefficients are collected into p-vectors (Norton, 1986): 

𝑢𝑡 = [𝑢1𝑡 𝑢2𝑡 . . . 𝑢𝑝𝑡]
𝑇 .     (5-4) 

θ = [θ1 θ2 . . . θ𝑝]
𝑇 .     (5-5) 

Then the model is: 

𝑦𝑡 = 𝑓(𝑢𝑡, 𝜃) + 𝑒𝑡                      (5-6) 

𝑡 = 1,2,3, … ,𝑁; 

where 𝑒𝑡 accounts for observation and modeling error. The main objective of the method is 

finding the value 𝜃(function of 𝜃)   which minimizes 𝑆 defined as follow: 

𝑆 = ∑ 𝑒𝑡
2𝑁

𝑡=1 = ∑ (𝑦𝑡 − 𝑓(𝑢𝑡, 𝜃))
2𝑁

𝑡=1 .        (5-7) 

In linear cases, 𝑓(. , . ) is linear in the unknown coefficients 

𝑦𝑡 = 𝑢𝑡
𝑇𝜃 + 𝑒𝑡     𝑡 = 1,2,3, … ,𝑁.     (5-8) 
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To make the algebra tidy, 𝑁 − vectors 𝑌 and  𝑒 are defined as a collection of all samples 𝑦1 

to 𝑦𝑁 and 𝑒1to 𝑒𝑁 respectively. The matrix 𝑈 (with dimension of 𝑁 × 𝑃) is a collection of all 

the tu vectors. 

 𝑌 = 𝑈𝜃 + 𝑒;       (5-9) 

and 

𝑆 = 𝑒𝑇𝑒.                                           (5-10) 

The value 𝜃 which minimizes S can be calculated as below: 

             𝜃 = [𝑈𝑇𝑈]−1𝑈𝑇𝑌.          (5-11) 

To check that 𝜃 gives a minimum value of 𝑆 (not a maximum or saddle point), any small 

change  (𝛿𝜃) about 𝜃 must increase S. If  𝑈𝑇𝑈 is positive-definite, then 𝛿𝜃𝑇𝑈𝑇𝑈𝛿𝜃 cannot 

be zero for any real non-zero 𝛿𝜃 and also the existence of the inverse of  𝑈𝑇𝑈 is guaranteed.  

Development of the Method for Linearization and Reduction of 

Reservoir Model 

Streamline-based Assisted Localization and Reservoir Model-reduction  

A typical commercial reservoir simulator provides some dynamic outputs such as water-cut, 

production rate, etc. for a given reservoir and well condition as inputs. The schematic of a 

flow simulator is shown as below: 

 
Figure 5-1-Schematic description of flow simulator and definition of sub-systems 
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If the vector of outputs is decomposed into 𝑚 vectors 𝑧𝑖 = (𝑖 = 1, . . , 𝑚), 𝑧𝑖  being the 

output of the 𝑖𝑡ℎ  well, then the system can be decomposed into 𝑚 sub-systems. Each sub-

system has its own region of influence, in a way that the region has the largest possible 

influence on the outputs of a certain well (Arroyo-Negrete et al., 2006). If the region of 

influence for each sub-system is defined, the model obtained from each sub-system does not 

have the complexity of the original system since there is a large group of state variables that 

have no effect on the outputs of a given sub-system. Therefore, each sub-system has a 

limited number of state variables and a simple state space model. There are certain ways to 

identify the regions of influence of each sub-system (Emanuel et al., 1998). The use of 

streamline trajectories to identify these regions has proved to be useful in the past, especially 

in history matching problem which deals with large scale system. Emanuel et al. (1998) used 

streamlines to identify the grid-blocks that affect the production response in a specific well. 

In this paper, the information gleaned from streamline trajectories is used to identify the 

effective grid-blocks for a specific sub-system, then it is possible to restrict the model of 

subsystem to these grid blocks. In fact, the large scale reservoir model is localized into a 

number of subsystems that is equal to the number of wells. Any model will have a limited 

range of validity which may be restricted by the experimental conditions. A model is called 

"local model", when it has a range of validity that is smaller than the desired range of validity. 

Moreover, "operating regime" is a region in which local model is valid (Johansen et al., 1995). 

In this paper, local models are the models of each sub-system and the operating regime of 

each model is defined using streamline trajectories. Therefore, many state variables which 

have no influence on the observations are truncated from the proposed model, decomposing 

into the significantly small local models.  

Construction of the proposed reservoir model has three main steps: (1) Decomposition of 

output vector of the reservoir model into a number of output vectors equal to the number of 

wells. Each new output vector belongs to a certain well and contains the outputs of the well. 

(2) Identification of the effective grid- blocks of each sub-system using streamline 

trajectories. (3) Third, a local model structure must be developed for each operating regime. 

It is necessary to mention that if the local structures are linear in parameters, the global 

model will be linear in those parameters. Therefore, the parameters can be identified by 

standard system identification tools. In the next section, the local linear models will be 

developed using least square method. 
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Local Linear Model Structure Development  

In the introduction section, the differences between a linear and non-linear system were 

mentioned in terms of behavior control, and it was recommended to use a linear system. 

Also the levels of correlation between some certain grid-blocks (connected by a streamline 

trajectory) with the neighboring and farther grid-blocks were discussed. This section explains 

how to develop a linear relation between each pair of adjacent streamline trajectories. We 

show here that a non-linear model can be transformed to a linear one using streamline-based 

coordinates. To verify this approach, the simulation results of a synthetic case are introduced 

in the next section.  

A simulation of the full flow model must first be performed and the state variables of the 

system (saturation and pressure of all grid-blocks in two-phase flow) should be saved. The 

streamlines’ configuration and distribution must be calculated in the next step using a 

streamline tracing algorithm, or any other streamline simulation commercial tools (3DSL*** 

was used for the present work).  

By eliminating some grid blocks that streamlines of a certain well do not pass through, fewer 

grid blocks remain that control the most significant state variables of the systems. Since the 

state variables represent a very good description of a system, the state variables related to the 

remaining cells can describe well the desired operating regime of the reservoir. After 

eliminating excessive state variables, streamlines are sorted based on the proximity to each 

other. A value from 1 to N (N is the number of remaining streamlines, after elimination) is 

assigned to each streamline.  

Having N regular lines, and knowing that they have a linear relationship, we need to figure 

out this relationship. Least square is a good approach to obtain the so-called relationship, due 

to its linearity and having sample data in several time steps. The next part explains how to 

obtain the linear relationship. 

Implementation of Least Square in Model Construction 

First, some definitions are necessary to explain the method: 

𝑆(𝑖, 𝑗)=index of 𝑗𝑡ℎ  cell of 𝑖𝑡ℎ  streamline. 

𝑁𝑠(𝑖)=the number of cells that the 𝑖𝑡ℎ streamline pass through 

                                                 
*** Streamline simulator tool plugged in StudioSL , product of StreamSim.  
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𝑋𝑝𝑖(𝑡)=pressure of the cell with index  𝑖, 𝑡 is index of time. 

𝑋𝑠𝑖(𝑡)=saturation of the cell with index 𝑖, t is index of time. 

The regressand vector of 𝑖𝑡ℎ streamline is the state variables of grid-blocks that (𝑖 +

1)𝑡ℎ streamline pass through. Similarly, the regressor vector of 𝑖𝑡ℎ streamline is the state 

variables of grid-blocks that the 𝑖𝑡ℎ streamline path through.  

𝑦𝑖(𝑡) = [𝑋𝑝𝑠(𝑖+1,1)(𝑡) 𝑋𝑝𝑠(𝑖+1,2)(𝑡) . . . 𝑋𝑝𝑠(𝑖+1,𝑁𝑠(𝑖+1))(𝑡)

. . . 𝑋𝑠𝑠(𝑖+1,1)(𝑡) 𝑋𝑠𝑠(𝑖+1,2)(𝑡) . . . 𝑋𝑝𝑠(𝑖+1,𝑁𝑠(𝑖+1))(𝑡)]𝑇 .

𝑢𝑖(𝑡) = [𝑋𝑝𝑠(𝑖,1)(𝑡) 𝑋𝑝𝑠(𝑖,2)(𝑡) . . . 𝑋𝑝𝑠(𝑖,𝑁𝑠(𝑖+1))(𝑡)

𝑋𝑠𝑠(𝑖,1)(𝑡) 𝑋𝑠𝑠(𝑖,2)(𝑡) . . . 𝑋𝑝𝑠(𝑖,𝑁𝑠(𝑖))(𝑡)].

  𝑦𝑖(𝑡) = θ𝑖𝑢𝑖(𝑡).

(5-12) 

The problem is converted to a simple linear regression equation. Knowing the n sample times 

of the vectors at ( ),...,, 21 nttt , one of the best approaches to solve the problem and obtain the 

optimum value for 𝜃 in the regression equation is least square method. 𝜃𝑖 for each streamline 

is obtained by least square method as follow: 

𝑌𝑖 =

[
 
 
 
𝑦𝑖
𝑇(1)

𝑦𝑖
𝑇(2)
⋮
𝑦𝑖
𝑇(𝑛)]

 
 
 

𝑛×𝑁𝑠(𝑖+1)

, 𝑈𝑖 =

[
 
 
 
𝑢𝑖
𝑇(1)

𝑢𝑖
𝑇(2)
⋮
𝑢𝑖
𝑇(𝑛)]

 
 
 

𝑛×𝑁𝑠(𝑖)

, 𝑌𝑖 = 𝑈𝑖𝜃𝑖 .   (5-13) 

𝜃𝑖 = (𝑈𝑖
𝑇𝑈𝑖)

−1𝑈𝑖
𝑇𝑌𝑖.     (5-14) 

Consequently, if the value of state variables of grid-blocks through which the first streamline 

is passing, are known during the time steps (the elements of 𝑢1(𝑡) are known), the values of 

all state variables of all streamlines can be calculated. The linear local models can be simply 

replaced by simulator, thus the proposed method is computationally very robust. The 

remaining issue is that elements of 𝑢𝑖(. ) are not completely independent of one another as 

they are the values of state variables of grid-blocks through which a certain streamline passes. 

Singular value decomposition (SVD) is embedded in the workflow to overcome this 

problem. The next section explains briefly the coupling approach of SVD with the proposed 

method.  
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Singular Value Decomposition Assisted in Model Construction 

Matrix iU can be transformed into the following form by singular value decomposition 

(Maciejowski, 1989):  

𝑈𝑖 = 𝑊𝑆𝑉
𝑇 .       (5-15) 

with  𝑊𝑇𝑊 = 𝑊𝑊𝑇 = 𝐼𝑁𝑠(𝑖), 𝑉
𝑇𝑉 = 𝑉𝑉𝑇 = 𝐼𝑛, and S being 𝑁𝑠(𝑖) × 𝑛 with singular 

values of 𝑈𝑖 distributed diagonally. Singular values of 𝑈𝑖 are positive square roots of Eigen 

values of 𝑈𝑖𝑈𝑖
𝑇. The columns of 𝑉 are orthonormalized eigenvectors of  𝑈𝑖

𝑇𝑈𝑖 and the 

columns of 𝑊 are orthonormalized eigenvectors of 𝑈𝑖𝑈𝑖
𝑇. The rank of  𝑈𝑖 equals the 

number of nonzero singular values. If the rank of  𝑈𝑖  is  𝑟, the first 𝑟 columns of 𝑊 are 

orthonormal basis of the range space of  𝑈𝑖. Singular values of stable system indicate the 

respective state energy of the system (Cardoso, 2010). Therefore, reduced order can be 

directly determined by examining the system singular values. If 𝑠1, … , 𝑠𝑛 are singular values 

of  𝑈𝑖  in decreasing order, singular values with small amount can be removed. The ratio of 

remaining energy to total energy is calculated as follows: 

∑ 𝑠𝑖
2𝑙

𝑖=1

∑ 𝑠𝑖
2 𝑛

𝑖=1

.       (5-16) 

Transfer matrix 𝜑 will contain only first 𝑙 columns of 𝑊. Then we have: 

𝑈𝑖
′ = 𝜑𝑖

𝑇𝑈𝑖.       (5-17) 

𝜃𝑖
′
= (𝑈𝑖

′𝑇𝑈𝑖
′)−1𝑈𝑖

′𝑇𝑌𝑖.      (5-18) 

Using SVD helped to overcome two main issues: (1) singularity of inverse problem in 

calculating 𝜃𝑖  is solved by transforming the space into the space which is spanned by vectors 

related to largest singular values, and (2) the computational load is significantly reduced due 

to dimension reduction of 𝑈𝑖 to 𝑈𝑖
′. 

Wave Advanced Model Construction 

By defining a new state vector, 𝑋(𝑘), which has state variables of gird-blocks that the 

𝑘𝑡ℎ streamline pass through them for each operating regime, Wave Advanced Model (WAM) 

is constructed as below: 



82 |  

 

𝑋(𝑘 + 1) = 𝐴(𝑘)𝑋(𝑘).     (5-19) 

𝐴(𝑘) can be defined as:  

𝐴(𝑘) = 𝜃𝑘,   𝑋(𝑘 + 1) = 𝑦𝑘,    𝑋(𝑘) = 𝑢𝑘.    (5-20) 

It can be seen that the number of cells that each streamline passes through varies the size of 

state vector. The linearity of local models along streamlines leads to linear global model along 

streamlines as well. This approach can be used in controller design or other field of reservoir 

engineering such as history matching problem.  

It must be noted that since the state variables are a complete description of a system, reduced 

state variables can thoroughly describe dynamics of a reservoir. Moreover, the value of 

outputs can be obtained by an intelligent proxy (e.g. fuzzy systems), where the inputs are 

reduced state variables and the outputs derive from the reservoir model. 

The proposed model has some important advantages: 

 The model scans the space instead of the time, making the model quite efficient in 

terms of computational time. This is mainly because the large state vector of a 

reservoir model is decomposed into a number of state vectors, and at each step only 

state variables of this new state vector is updated. The localization procedure is very 

simple and can be done by categorizing the outputs by their own wells. 

 According to the one dimensionality and linearity of the state vectors in Equation (5-

19), all linear state estimators and controllers can be used in the proposed approach. 

For instance, the classical Kalman filter can also be used by slight changes in its 

formulation because of the size variation of state vectors.  

 In addition to state vector decomposition, the state variables are reduced by the aid of 

streamline trajectories. Therefore, the error due to the reduction of the model is 

negligible.  

Inclusion of Geomechanics in the Proxy Development 

Workflow  
Similar to fluid flow localization technique, geomechanics can be performed in the sub-

domains that encompass the delineation region between each well-pair (source-sink pair). 
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The state variables of the system in geomechanical simulation are displacement in three 

directions (𝑢𝑥 , 𝑢𝑦, 𝑢𝑧) . Since by knowing the three displacements one can have a complete 

description of the system, as volumetric strains and the entire entities of stress tensor can be 

calculated by just knowing the displacement vectors. By considering the constitutive rock 

behavior as linear (elastic) , the total ultimate response of the reservoir displacement field can 

be obtained by summing all the sub-domain linear systems calculated on each 

drainage/delineation regions. Furthermore, Canonical component analysis between 

volumetric strain field and pressure gradient (velocity) field showed that higher streamline 

densities (number of streamlines per each grid-cell) indicates regions of higher pressure 

gradient as well as larger volumetric strain changes. Therefore, where inclusion of 

geomechanics targets permeability changes and its impact on ultimate production rate 

changes, geomechanics can be performed only in the regions that streamlines pass through 

them (or number of streamline per grid cell is more than a certain number), and the rest of 

the model be neglected for hydromechanical coupling.  

However, as opposed to fluid flow mechanisms, geomechanical responses of the reservoir 

(displacement vectors) cannot be predicted by the wave-advanced model. The reason is that 

geomechanical solution vectors cannot be solved along streamlines. The two equations below 

show that displacements have to be calculated on three principal directions (basis vectors 

along principal stress directions), and cannot be solved along a trajectory. The alternative 

form of the equilibrium equation can be written as below:  

     ∑
𝜕

𝜕𝑥𝑗
{𝐺(

𝜕𝑢𝑖

𝜕𝑥𝑗
+
𝜕𝑢𝑗

𝜕𝑥𝑖
)} =

𝜕(𝛼𝑝−𝜆𝜀𝑣)

𝜕𝑥𝑖

3
𝑗=1 ;     (5-21) 

where 𝑥𝑗 shows the three directions of x , y , and z (principal coordinates ), and 𝑢𝑖 shows the 

main three displacements in three directions, 𝑝 represents the pore pressure , and 𝜀𝑣 is a 

scalar value that shows the volumetric strain. 𝜆 is the Lame’s constant that is related to 

mechanical properties.  

Alternatively the above equation can be rearranged and written as:  

𝐺∇2𝑢𝑖 + (𝐺 + 𝜆)
𝜕𝜀𝑣

𝜕𝑥𝑖
= 𝛼

𝜕𝑝

𝜕𝑥𝑖
     (5-22) 
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Furthermore to calculate the state vector of the geomechanics system, one has to solve the 

entire system by FEM or FD. Therefore there is not any potential gained value in terms of 

computational load reduction.  

𝐾𝑢 = 𝑓;     (5-23) 

where K shows the stiffness matrix ( rock property) , u represent the displacement vector at 

each point, and f shows the residual matrix.  

Inclusion of geomechanics on the linearized localized model enhances the computational 

efficiency, as the solution of the system on sub-domains is easier and faster. Furthermore, 

cutting the global domain to a smaller size where only streamlines pass through reduces the 

size of the matrices in the above equation, and as such the computational load increases 

significantly. Therefore geomechanics can be applied on each sub-domain separately and the 

coupling (one-way or two way) with fluid flow solution vectors (state variables) has to be 

performed right after “localization” stage, and the input for the mechanical simulation of 

next step is taken from the output (pressure and saturation) of the fluid flow streamline-

based proxy. 
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Figure 5-2-Workflow and steps for SL_based model order reduction of reservoir-
geomechanics of large scale reservoirs 

Model Limitations and Powers   

In order to apply Equation (5-14) and Equation (5-18) to the neighboring streamlines, the 

configuration of streamlines require staying unchanged during simulation. The model needs 

to be trained by inputting the state variables of the system for the first couple of time steps 

(i.e. ten initial time steps: t0-t10), in order to obtain the matrix θ̂i or θ̂i
′
 for all streamlines. As 

such the proxy is best suited to the incompressible fluid flow problems or for linear 

displacement scenarios where the configuration of streamlines (and accordingly the grid 

blocks they pass though) does not change periodically during simulation run time.  
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Once the model is well trained and is reliable to use, the developed proxy has the predictive 

power to estimate the pressure and saturation of all streamlines in the subsequent time steps 

(i.e. t> t11). As such the only input for the proxy are the state variables (pressure and 

saturation) of grid blocks along only streamline No.1.  

For large models the streamline transport step represents 40% to 80 % of the total CPU run 

time (Batycky et al., 2011). Obviously since the developed proxy needs to solve the saturation 

transport equation along only one streamline, the developed proxy is significantly faster than 

the streamline (or conventional FD ) simulator, particularly for large refined models. 

It must also be noted that the pressure fields at the beginning of each global time step need 

to be calculated prior to streamline tracing step. As such for the proxy to start with the state 

variables along streamline No.1, the solution of the pressure field for the entire domain is an 

essential and inevitable step. Therefore, predicting pressure field in the domain (along all 

streamlines) is not a potential added value for the proxy, however the pressure matching 

results are shown for the numerical examples to represent the robustness of the linearized 

proxy. 

Numerical Example 

Case I: This example is one of FrontSim††† sample streamline-based models (sample07). It is 

the two-dimensional reservoir that is discretizes by 25×25 square-shaped grids of 20m length. 

The model contains two pairs of injection-production wells. Figure 5-3 illustrates the 

streamline configuration of the system. It can be seen that the model can be categorized into 

two groups: (1) the production well P1 and the injection well I1, (2) the production well P2 

and the injection well I2. Each group contains 144 streamlines within the drainage area. 

Starting from the farthest (from the center of the model) right streamline to scan the entire 

streamlines of group (1) and obtain the linear relationship between the trajectory lines. For 

instance, after obtaining a relationship between state variables of second and first streamlines 

(by least square method), the state variables of second streamline can be obtained by 

knowing the state variables of the first streamline. The procedure is repeated for every two 

consecutive streamlines, until the entire first half of the reservoir (group 1) is scanned 

                                                 
††† FrontSim is the trademark name for Schlumberger’s streamline simulator, which was one of the very first 
commercial streamline simulators. It is a three-dimensional, three-phase fluid flow simulator based on a state-
of-the-art streamline concept. 
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(illustrated in Figure 5-3). All of the tasks are done for the second region. After obtaining the 

linear relationships between all of consecutive adjacent streamlines, the obtained model needs 

to be tested. The testing is done by estimating the state variables of all streamlines by 

knowing just the values of the farthest right and the farthest left ones (from the model 

center) and the relationship that was obtained in the previous step. In Figure 5-4, 

Figure 5-5, Figure 5-6 the value of the pressure of the proposed method and simulator are 

compared in three different time steps. The comparisons show that the estimated values are 

well matched to the simulation data. For instance where the saturations equal to 0.25 the 

estimated model has exactly the same value.  

 

Figure 5-3-Streamline configuration of the two-dimensional model (case I). Illustration of 
two drainage areas (operating regimes), represented by I2-P2 and I1-P1. 

In order to compare quality of proposed method, root mean square (RMS) error is used as 

the criterion, which is defined as: 

√
1

𝑛
∑ (�̂�𝑗−𝑋𝑗)2,
𝑛
𝑗=1   (5-24) 

where n is the number of reduced cells (in the present case it equals to 548, whereas the 

original domain contains 625 grid cells), 𝑋𝑗 represents the estimation of state variables in 

𝑗𝑡ℎ cell and jX shows the value of state variables obtained by simulator in 𝑗𝑡ℎ  cell. 

Table 5-1, summarizes the RMS values of state variables in several time steps. The results 
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verify the accuracy of the method about the linear relations between two consecutive 

streamlines.  

 

Figure 5-4-Comparison between estimated pressure of reduced cells by proposed model and 
values of streamline simulator, Time step=3. 

 

Figure 5-5-Comparison between estimated pressure of reduced cells by proposed model and 
values of streamline simulator, Time step=7. 

0 100 200 300 400 500 600
246

247

248

249

250

251

252

253

254

255

Cell Number

P
re

s
s
u
re

 (
p

s
i)

Time Step=3

 

 

Estimation

Simulator

0 100 200 300 400 500 600
246

247

248

249

250

251

252

253

254

Cell Number

P
re

s
s
u
re

 (
p

s
i)

Time Step=7

 

 

Estimation

Simulator



89 |  

 

 

Figure 5-6-Comparison between estimated pressure of reduced cells by proposed model and 
values of streamline simulator, Time step=10. 

Table 5-1-RMS of state variables of the proposed method 

Time-step: 1 2 3 4 5 6 7 8 9 10 

RMS of 
Pressure 

5×10-10 2×10-10 3×10-10 2×10-10 7×10-10 2×10-10 
2×10-

10 
5×10-10 5×10-10 5×10-10 

RMS of 
Saturatio

n 
4×10-30 1×10-30 4×10-30 1×10-30 4×10-30 0 0 0 1×10-30 1×10-30 

 

Case II: The geo-model and the configuration of streamlines are illustrated in Figure 5-7. 

The reservoir model can be categorized into four bundles of streamlines. Then the 

coefficients of linear state space local model, WAM, are computed by least square method 

assisted SVD for each group. Table 5-2 shows the root normal mean square NRMS of state 

variables related to some samples of streamlines. The results show that the proposed model 

functions fairly robustly. Comparison between two models' pressure and saturation of a 

random cell are shown as an example in Figure 5-8. 

Table 5-2- NRMS of state variables related to streamlines 

Number of 
Streamline 

2 10 19 25 31 36 

NRMS 0.002 0.002 0.013 0.014 0.018 0.002 
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Figure 5-7-Model II: Permeability distribution mapped on 3D geo-model (left).Streamline 
distributions colored based on well-pair drainage areas (right) .Each drainage area shows a 

single domain (operating regime).  
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(b) 

Figure 5-8 -Matching results between simulation data and proposed linearized method’s 
results for first grid of second streamline: pressure history (top-a) and saturation history 

(bottom-b). 

Discussion  

Selection of Streamline-based Geomechanics Coupling Sub-Domains  

As discussed above, streamlines are tangential lines to the velocity field and as such show 

flow movement path from a source to a sink. Consequently, regions with a higher 

concentration of streamlines highlights areas with increased influence of pressure gradient 

and viscous forces (i.e. flow activity) than regions with less number of streamlines or with no 

streamline passing through them.  

The global domain can be decomposed to z number of sub-domains (Figure 5-9), where z 

can show either the number of wells or well-pair bundles. However the remaining challenge 

is a criterion for selection of the subdomains to conduct the hydromechanical coupling.  
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Figure 5-9- Representation of system decomposition into subdomains – model localization. 

The sub-domains in this research are selected as the flow regions between the well pairs 

and/or the zones with higher density of streamlines per area/volume (Figure 5-10) . The 

reasosn is not only because more number of streamlines show more flow activity  but also 

the regions with more gradient of pressure  exhibit more geomechanical responses. 

 

Figure 5-10- Representation of number of streamline per grid-cell as an index for selection of 
geomechanical coupling domain localization. 
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Based on a study (Rothenburg and Obah, 1995) the zones with higher gradient of pressure in 

the reservoir, are the zones that are prone more to “shear” type of stress than isotropic stress 

changes. Figure 5-11 is a synthetic representation of pressure versus distance in the reservoir. 

In the regions where the pressure influences are more of the pressure changes with respect to 

a reference pressure and the pressure gradients are less steep (across the streamline or 

orthogonal to streamlines) the pressure changes contribute more to isotropic stress and strain 

responses. However the zones with steeper pressure gradient (
𝜕𝑃

𝜕𝜏
 , along the streamlines) 

indicated a greater potential for increase in shear stress changes and accordingly lead to more 

shear strains. 

 

Figure 5-11-Pressure versus distance, representation of impact of pressure difference and 
pressure gradient and individual influence on the stress tensor components. 

In the elastic coupled flow-geomechanics processes, the only impact that geomechanics has 

on the fluid flow problem are the changes in the absolute permeability and porosity. On the 

other hand shear stress plays a more  important role compared to isotropic stress changes in 

terms of permeability updates (Chalaturnyk, 1996). Figure 5-12 (Chalaturnyk, 1996) shows  

that with constant volumetric strain , the permeabilty changes are larger due to shear stress 

effects than isotropic principal stress changes. For one certain value of volumetric strain in 

Figure 5-12, if the induced strain is purely due to isotorpic responses the permeability 

changes are less than the case where the volumetric strain induced is under the conditions of 

shear distortion in the reservoir.  This effect can physically be interepreted that the increase 
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in shear dilation reduces the sheared porous rock tortuosity , and accordingly lead to increase 

in absolute permeability.  As such the higher the streamline density and the more pressure 

gradients are in one zone of reservoir , the more shear stresses are induced, and more shear 

stresses can mean to interpret more geomechanical (absolute permeability) responses.   

 

Figure 5-12- Comparison of permeability changes due to changes in shear stress versus 
changes in principal stresses (after Chalaturnyk, 1996). 

Conclusion 
A new reduced-order linear localized model (streamline-based proxy) was presented for a 

highly nonlinear multi-phase flow in underground formations. The proposed model took 

advantage of streamlines by using information gleaned from streamline trajectories. 

In this work localization method was used to split and categorize the output (state variables) 

vector of reservoir model. Streamlines were used as an alternative to mathematical techniques 

to identify the effective region of each local model. A novel linearization method in reservoir 

modeling was presented based on the density of number of streamlines per grid cell. It was 

shown that the model, which is highly nonlinear in Cartesian or Radial coordinates, is linear 

in streamline-based coordinates, due to the linearity of local models along streamlines. The 

results of simulation on a synthetic case verified the accuracy of the method. The method can 

be a very useful technique where the simulation model must be run many times (i.e. 

optimization problems) or where the dimensions of the model are large or the original model 

has a high uncertainty (i.e. history matching problem). The method had significant 
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computational cost reduction compared to current reservoir simulators, and can be used as a 

proxy model for optimization techniques.  

Nomenclature 

𝑢𝑥,𝑦,𝑧 =             Displacements in 𝑥, 𝑦, and 𝑧 directions  

𝑥=              State variables of each grid block (pressure and saturation)   

𝑆(𝑖, 𝑗)=         Index of 𝑗𝑡ℎ  cell of 𝑖𝑡ℎ  streamline 

𝑁𝑠(𝑖)=         The number of cells that the 𝑖𝑡ℎ streamline pass through 

𝑋𝑝𝑠(𝑖+1,1)=   Pressure at streamline +1 , and cell 𝑖 

𝑋𝑆𝑠(𝑖+1,1)=   Saturation at streamline +1 , and cell 𝑖 

𝑌𝑖 =  Output state variables vector of streamline (𝑖 + 1) 

𝑈𝑖=  Output state variables vector of streamline (𝑖)  

𝜀𝑣 =              Volumetric strain  

𝐺=                Shear modulus of rock  

𝜆 =                Lame’s constant    

𝐾=                 Stiffness matrix  
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Chapter 6: Inclusion of Geomechanics in 

Streamline Simulation for Hydromechanical 

Modeling of Underground CO2 Storage‡‡‡ 
 

Introduction  
The storage of CO2 in geological formations is currently intensively discussed as an 

economical and environmentally sound way to reduce the emissions of greenhouse gases into 

the atmosphere. Carbon Capture and Storage (CCS) technology aims at separating carbon 

dioxide from the fuel gases of power plants (fossil-fuelled or other CO2 emitting ones) with 

subsequent transport to a site where it can be injected for storage into a deep geological 

formation, such as depleted oil and gas reservoirs, unminable coal seams, and deep saline 

aquifers (Bachu et al., 2009; Bickle, 2009). Suitable formations should be deeper than 800 m, 

have a thick and extensive seal, have sufficient porosity for large volumes, and be sufficiently 

permeable to permit injection at high flow rates without requiring overly high pressure 

(Benson et al., 2008). Figure 6-1 shows a schematic of a suitable target formation and also 

the primary migration of CO2.  

Sequestration capacity estimates for saline aquifers and coal beds are highly uncertain, 

although in the past several years, there has been some progress in developing standard 

methods for capacity estimation and improving regional estimates (Bachu et al., 2007).  

                                                 
‡‡‡A paper format of this chapter was presented at ARMA-47th U.S. Rock Mechanics-Geomechanics 
Symposium, June 2013 San Francisco, US, paper ID No. 631. This paper has been selected based on a technical 
and critical review of the paper by three technical editors of the conference and published in the conference 
proceeding.  
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Figure 6-1-Schematic of a reservoir target and CO2 plume migration in a host geological 

formation (Zhdanov et al., 2013) 

Reservoir processes during injection and post-injection of CO2 involve several trapping 

mechanisms. Figure 6-2 illustrates different mechanisms related to CO2 trapping 

mechanisms. Extensive discussion on physical and chemical mechanisms related to CO2 

storage in sedimentary formations can be found in the works of Gunter et al. (2004), Benson 

and Cole (2008).  

 
Figure 6-2- Conceptual sketch of sequential physical mechanisms of CO2 storage 
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The trapping mechanisms can be divided into two main categories (Rutqvist, 2012): (1) 

physical trapping (2) chemical gas trapping. Physical trapping contains stratigraphic and 

residual trapping, which are the first two sequences of trapping shown in Figure 6-2. 

Chemical trapping occurs when CO2 dissolves in subsurface fluids (solubility) and subsequent 

reactions with the mineral phases in the reservoir (mineral trapping). The permanence and 

duration of these trapping mechanisms depends highly on the long-term geological integrity 

of the target underground reservoir and the seal. Geomechanical processes during CO2 

injection (and potentially in the post-injection period) can play an important role (particularly 

during stratigraphical CO2 trapping) on the integrity of the storage formation and bounding 

seals.  Geomechanics is likely of greatest importance during physical trapping stages when 

CO2 is being injected into the formation and the fluid flow mechanisms are convective-

dominated. 

Hydromechanical (HM) processes generally play a significant role during CO2 injection into 

deep saline aquifers. The target formations are generically fractured sandstones that are 

initially almost saturated with saline fluid. Therefore, they can deform either due to variation 

of external loads (dissolution or precipitation of mineral phases) or changes in pore pressures 

or temperature in the reservoir. The main topic of this work relates to stress-strain field 

redistribution and domain deformation due to pore pressure changes both in near wellbore 

region and far field.  Direct and indirect hydromechanical coupling mechanisms can explain 

these sorts of geomechanical changes, as suggested by Rutqvist and Stephansson (2007). 

Direct HM coupling refers to both solid-to-fluid coupling and fluid-to-solid coupling. The 

former refers to the phenomenon where variation in the applied load results in a change in 

porosity and accordingly in fluid pressure and saturation; and the latter takes place when a 

change in fluid pressure causes a variation in the volume of the geological media (due to 

inducement of volumetric strain). Indirect HM coupling however refers to changes in 

hydraulic or mechanical properties in response to strain changes. According to this definition, 

the focus of this study is on direct HM coupling.  

Even though geomechanics play an important role in CO2 storage in saline aquifers, the 

computational burden is much higher using hydromechanical coupling than for the hydraulic 

problem alone (Tran et al., 2004), particularly when the hydrodynamic and mechanics of the 

process are solved simultaneously (known as fully coupled HM). Although, there are some 
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coupling strategies available to avoid the full coupling, such as sequential or iterative 

coupling, these strategies are not still applicable in large domains with multi-million cells due 

to computational burden. For more detailed discussions on these techniques and discussions 

over computational efficiencies refer to Mainguy and Longuemare (2009), Settari and 

Walters (1999), and for frameworks for coupling a flow and geomechanical code and induced 

geomechanical changes in reservoir properties, refer to Chalaturnyk (1996) and Li (2004).  

In recent years, a number of coupled fluid flow and geomechanical numerical models have 

been developed for analysis of various geomechanical issues associated with geological 

storage of CO2 (GCS). Examples of the sequentially coupled HM analysis of GCS include 

FEMH by Bower and Zyvoloski (1997), TOUGH-FLAC by Rutqvist et al., (2011), 

OpenGeoSys by Wang and Kolditz (2011) and also Goerke et al. (2011), and ECLIPSE-

VISAGE by Ouelletet al. (2011). However these schemes are not computationally efficient 

due to large number of coupling variables as well as computational loads, and complexity of 

multi-physics associated with conventional reservoir simulator. Simplified models have been 

shown to be sufficient for long term or large-scale processes (i.e. single phase flow coupled 

geomechanics for fault reactivation analysis in a large domain).  

This paper introduces a new HM coupling strategy for faster coupled simulations and 

reduction of computational loads for large underground reservoirs. This paper first studies 

the feasibility of coupling between a newly developed geomechanical code and streamline 

simulation, and later applies the developed scheme in the hydromechanical modeling of CO2 

storage in a large synthetic underground model.  

Streamline Simulation  

Streamlines are approximate methods for fluid flow in porous medium. In case of an 

isotropic permeability field, streamlines are orthogonal lines at each point to iso-potential 

lines, and locally tangent to a defined velocity field, and they represent the direction of fluid 

flow. The elegance of streamline simulation lies in their power for fast forward flow 

simulation. They are the most accurate when the flow mechanism behavior is closest to unit 

mobility ratio (e.g. tracer flow). The efficiency of streamline simulation relies mainly on their 

power in utilizing larger time-steps with fewer pressure updates, which leads to faster flow 

simulations. In scenarios where the geomechanical model changes (in MEM or petrophysical 
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properties) and streamlines change and the process requires an iterative approach, streamline 

simulations scale well and are of significant advantage over finite difference (FD) or finite 

volume (FV) simulation techniques.  The other advantage of streamline simulations is their 

visualization power (i.e. flow directionality and streamline density from sources to a sink as a 

flow indicator). Also they mitigate the numerical artifacts (numerical diffusion) due to their 

dual-grid nature (streamline grid and original Cartesian 3D grid). The elegance of streamline 

simulation lies in the time-of-flight formulation that helps to decouple the multidimensional 

transport equation to a series of 1D solution along streamlines. Particularly for highly 

heterogeneous porous medium or large domains (i.e. one million cells) streamlines are 

significantly faster simulator tools compared to conventional flow simulators in terms of 

CPU load and computational efficiencies. Batycky (1997) and Batycky et al. (1997), was the 

first who developed a 3D two phase flow simulator for field scale scenarios such as 

heterogeneity, rearranging well conditions, and gravity (Batycky, 1997). A large literature 

describes the development and application of streamline simulation to prediction of flow in 

three-dimensional heterogeneous reservoirs. See the papers of Batycky, Thiele, King and 

Datta-Gupta (1998) and Crane et al. (2000) for many references to the full range of work on 

streamlines. 

Streamlines also have been used as proxies for reservoir model order reductions. For more 

details please refer to the work of Kovcek and Wang (2005) and Jesmani, Koohmareh 

Hosseini, and Chalaturnyk (2012).  

Streamline simulation technology and its application in underground CO2 storage has also 

been extensively discussed by Blunt, Ran Qi (2009). 

Model Geometry and Boundary Conditions  
For model geometry selection as well as petrophysical modeling, standard concepts that have 

been suggested for suitable formations as target reservoirs for CO2 storage have been used 

(Benson and Cole, 2008).  

Most geomechanical analyses of CO2 storage consider the reservoir seals as impermeable at 

the top of the formation to be able to trap CO2 in saline underground aquifers such as 

Sleipner (Korobol and Kaddour, 1995). The sealed formation scenario has also been 

considered for scenarios related to oilfields such as Weyburn, Canada (Chalaturnyk, 2007; 
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White, 2009). In a similar fashion, the model shown in Figure 6-3 considers no-flow 

boundaries at the top and bottom (i.e., Neumann boundary conditions). The lateral 

boundaries however are considered to be aquifers with varying heads based on the depth 

from the ground surface. Both aquifers on the right and left have the same conditions (i.e., 

Dirichlet boundary condition) The geomechanical (deformation) boundaries were considered 

as roller boundary on the lateral sides and the bottom side of the reservoir was considered as 

no-displacement boundary condition where displacement in all three directions is set to zero. 

And the overburden was replaced with a constant vertical stress at the top of the injection 

formation.  The injection well was in the middle of the model and the injection depth was 

chosen to be larger than 1000 m. This injection depth is important and necessary in order to 

have sufficiently high pressures at these depths. At these depths (>800 m) CO2 is 

supercritical and its density is high enough to allow efficient pore filling and also no 

significant buoyancy difference is observed compared with in situ fluids (Benson et al., 2008).  
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Figure 6-3-Schematic description of the model geometry and flow and geomechanical 
boundary conditions. 

Fluid Flow Mechanism  

The aquifer was considered to be initially fully saturated with saline water. The injection 

phase was CO2. The fluid system was therefore two phase (brine- CO2) system with no 

component exchange. The process was assumed to be isothermal; therefore no thermal strain 

inducement is expected due to cooling of the formation. Density was assumed to change 

with compressibility and pore pressures in the domain. The fluid flow mechanism was 

performed by two approaches: Box method (incorporates both finite element and finite 

volume) and streamline method. For calculation of capillary pressure and saturation, Van 

Genuchten functions were selected, which were, developed on the basis of a bundle of 

capillary tubes model (Van Genuchten, 1980). 

Under conditions where the fluid phases are immiscible, the pressure needed to inject CO2, 

the rate at which the leading edge of the CO2 plume moves and the fraction of the pore 
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space filled with CO2 are all governed by multiphase flow relationships as suggested by 

Bear (1972).  

Geomechanics  

Poroelasticity concepts proposed by Biot (1940) are usually adopted to resolve the (geo) 

mechanical problem. In this initial phase of the research exploring the inclusion of 

geomechanics in streamline simulation, the theory of poroelasticity has been adopted. 

Therefore the geomechanical code was developed based on the assumption of existence of 

isotropic linear elastic material.  The code is based on a linearized approach for momentum 

balance equation with the final form of the momentum balance equation for calculation of 

linear elastic deformations during CO2 injection into saline aquifers as:  

𝑑𝑖𝑣(∆�̿�′ + ∆𝑃𝑒𝑓𝑓 ∙ 𝐼)̿ + ∅𝑆𝑛(𝜌𝑛 − 𝜌𝑤)𝑔 = 0,   (6-1) 

where 𝑆𝑛 is the non-wetting phase (CO2) saturation, ∆𝜎′ shows the changes in effective 

stress with respect to initial/previous time-step state, ∆𝑃𝑒𝑓𝑓 shows the pore pressure between 

two different states, and 𝜌𝑛 represents the non-wetting phase density. The assumption 

behind the formulation is that 𝑆𝑤 is initially equal to one, which is the case for all CO2 

injection scenarios, constant solid density and small changes in porosity. As shown in Eqn-1, 

when gravity (𝑔) is considered in the calculations, not only saturation and pressure from flow 

simulation has to be fed into geomechanical simulator, but also porosity (from previous cycle 

for sequential coupling) as well as phase densities needs to be inputted to the geomechanical 

simulator.  

There are several issues to be addressed when geomechanics is coupled (directly or indirectly) 

to flow simulation, for GCS mechanism such as fault reactivation, limits on injection 

pressure, micro seismicity and injection induced strains, ground surface displacement, or 

caprock integrity. The geomechanical focus of this study is on induced strain and stress field 

redistribution which result in changes in petro-physical properties, and consequently on fluid 

underground migration.  

Discretization Scheme  
The fully coupled flow-geomechanics code is a module of open source code 

simulator Dumux (Flemisch et al., 2011) that is based on Distributed and Unified Numeric 
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Environment DUNE (Bastian al., 2008). For this work a (decoupled) geomechanical code 

was developed based on the already developed fully coupled scheme, but explicit from fluid 

flow module. The discretization scheme used was the Box-Method (collocated finite volume 

and finite element method) for decoupled geomechanical simulation. In the decoupled 

scheme, the fluid flow numerical scheme was fully implicit, where both pressure and 

saturation equations (as primary variables for two phase isothermal flow system) are solved at 

the same time with the same Jacobean matrix. The time discretization is Euler time-

integration and the spatial discretization is based on vertex-centered control-volume finite-

element method (also called box method, (Huber & Helmig, 2000). More on Box method 

and detailed discretization scheme utilized in development of fully coupling, sequential 

coupling scheme that are worked with in this paper, as well as short explanation on 

streamline simulation discretization are provided in the next sections. 

Box Method  

Box method is a control-volume finite-element method (CVFEM). The advantage of the FE 

method is that unstructured grids can be used for simulation, and the advantage of FV 

method is that it is locally mass conservative. As such the computational domain is 

discretized by a dual mesh, as illustrated in Figure 6-4. One mesh handles the finite volume 

scheme (shown as dashed blue line in the middle of the larger square), and the other mesh is 

used for FE. Each FE mesh contains four sub-control volumes from four neighboring boxes 

(FV meshes).  

Fully Coupled Scheme  

In this type of coupling the variables of flow and geomechanics are solved simultaneously 

through a system of equations with displacements (geomechanical primary variables) and 

pore pressure and saturation (as primary flow variables).  The technique is also called implicit 

coupling as a single discretization scheme is used (Settari et al., 2004).  In fully coupled 

scheme the geomechanical equations are solved by finite element technique while the fluid 

flow equations are solved by the Box method. Therefore the primary variables of fluid flow 

equations (pressure Pw, saturation Sn) are solved on the box centers (finite volume mesh) and 

the flow gradients properties (i.e., fluxes) are solved on integration points (represented by IP 

in Figure 6-5). The geomechanical equations and momentum balanced equations on the 

other hand, are solved on FEM points (vertices), using standard Galerkin finite element 
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technique. The gradient properties of primary variables (solid displacement in three 

directions) are solved on Gaussians points, and therefore effective porosity and permeability 

are also calculated on these points.  As such a mapping algorithm is needed to map the 

calculated displacements on the Gauss points back onto FEM points to be able to be 

coupled fully with fluid flow. The mapping is based on a sub-control volume face area 

average; therefore a loop over all sub-control volumes is needed to obtain an averaged value 

on the FE points (vertices). It must be mentioned that use of box method for both mass and 

momentum balance equation has been tried but lead to instability and oscillation in pressure. 

More about the discretization scheme can be found in the literature (Darcis et al., 2012).   

 

Figure 6-4-Schematic of spatial discretization (Fully Coupled Scheme) 

Sequential Coupling Scheme  

In the decoupled scheme, both fluid flow and geomechanical equations are solved by the Box 

method. Therefore flow gradients (fluxes) are solved on integration points as well as gradient 

geomechanics terms (i.e. strain, stress). It has been shown that effective dynamic porosity and 

permeability are functions of volumetric strain (Tohidi-Baghini, 1998); as such these values 

are also obtained on integration points in the decoupled scheme, and therefore need to be 

mapped back onto grid vertices (box centers) by a mapping technique .The mapping 

technique adopted here was similar to the fully coupled scheme where the properties were 

multiplied by the surface area of sub-control volumes edges, and averaged to the box centers. 
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Decoupled fluid flow equations are solved by fully implicit approach assuming a two phase 

(saline water and supercritical CO2) isothermal system.  

 

 

Figure 6-5-Schematic of spatial discretization (Decoupled Flow and Geomechanics) 

Streamline Simulation Discretization Scheme  

Unit mobility displacement with constant boundary conditions over all time steps are the 

most suitable scenarios for one-dimensional mapping of analytical solutions along 

streamlines, otherwise the numerical solutions are better approaches for solving transport 

equations along streamlines as they accommodate easily non-uniform initial condition and is 

totally general (unlike analytical solutions). The numerical approach for solving saturation 

equation along streamlines was first proposed by Bommer and Schecter (1979).  

Streamline numerical solutions are an IMPES type reservoir simulation where pressures are 

solved implicitly, but explicitly from saturation equation (transport equation). Therefore the 

main idea behind the discretization technique in streamline simulation is at first place the 
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decoupling of the pressure equation from the saturation equation, and more importantly 

decoupling of saturation equations along streamlines from each other. Although the pressure 

field is solved in the same way as in conventional FD reservoir simulators, the discretization 

technique and the grid dimensionality for solving saturation/conservation equations is 

different. For solving the transport equation, a three-dimensional heterogeneous domain is 

decomposed into a series of 1D grid (along streamlines).  Therefore streamline simulations 

deal with a dual-grid system. The discretization technique (for time and space) for 1D grid 

uses a standard explicit scheme and single-point upstream weighting for solving one-

dimensional problem along streamline as the equation below represents (Blunt & Rubin, 

1992): 

𝑆𝑗,𝑖
𝑛+1 = 𝑆𝑗,𝑖

𝑛 −
∆𝑡𝑠𝑙
𝑛+1

∆𝜏𝑠𝑙,𝑖
(𝑓𝑗,𝑖

𝑛 − 𝑓𝑗,𝑖−1
𝑛 ) ;       (6-2) 

where 𝑆𝑗,𝑖
𝑛+1 shows the saturation along streamline at time step (n+1), ∆𝑡𝑠𝑙

𝑛+1 shows the time 

step size used to solve saturation equation (convective time step), 𝑓𝑗,𝑖
𝑛   shows fractional flow 

function at each node along streamline, and 𝜏 is the time of flight (TOF) which is the time 

taken for a neutral tracer particle to move a distance x along a streamline starting from a 

source (i.e. injector). 

Prior to this step, streamlines need to be traced based on instantaneous velocity field 

obtained from pressure distribution in last step: 

𝑣 𝛼 =
�̿�𝐾𝑟𝛼

𝜇
(𝑔𝑟𝑎𝑑𝑃 − 𝜌𝛼𝑔).     (6-3) 

The independent variables (such as pressure and saturation) are mapped from the underlying 

3D grid onto the 1D streamline for initialization purposes at each global time-step when 

streamlines are updated. In 3DSL, the solutions to the numerical problems are provided 

either by the Adoptive Multigrid Method known as AMG or Algebraic Multigrid Methods 

for Systems known as SAMG, both developed in Fraunhofer SCAI (Scientific Computing 

Institute) a German research center (Stüben et al., 2001). The solution obtained from the 

second grid (1D grid) is then mapped back onto the initial 3D grid to represent phase 

distribution. And then pressure is solved again and the process continues. Since streamline 

models are based on IMPES (Implicit in Pressure and Explicit in Saturation) scheme, and 
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therefore, a time-varying velocity field can be modeled by a series of successive stationary 

velocity fields (Gupta and King).  For unsteady state flow, streamlines configuration changing 

in time, generating transverse flux to the origin of flow. 

Hydromechanical Coupling  
Injection of CO2 can result in high-pressure buildup, leading to low effective stresses 

(ultimately fracture pressure) and potentially large deformations, and consequently 

redistribution of stress-strain field. Changes in stress-strain field in the domain can lead to 

changes in petrophysical properties of the aquifer (i.e. porosity and absolute permeability), 

surface displacement and aquifer deformation. These types of interactions between fluid flow 

and rock mechanics are known as hydromechanical coupling. Classical reservoir simulators 

do not consider this interaction; therefore a proper strategy is needed to include the 

geomechanical impacts of fluid flow on reservoir simulation process. Ideally the flow 

problem needs to be solved at the same time in one set of equations known as fully 

hydromechanical coupling. The basis of this system formulation is Biot’s poroelastic problem 

(Biot, 1940). However this approach is computationally expensive and therefore cannot be 

applied to large domains with large number of grids. In many coupling strategies, porosity 

and permeability are updated (simultaneously or at each time step) due to change in 

volumetric strain as follow: 

∅ =
∅0+𝜀𝑣

1+𝜀𝑣
;      (6-4) 

proposed (based on poroelasticity assumption) by Touhidi-Baghini (1998):    

𝑘 = 𝑘0𝑒𝑥 𝑝 [22.2 (
∅

∅0
− 1)] ;     (6-5) 

proposed by Rutqvist and Tsang (2002). In both equations 𝜀𝑣 is the volumetric strain at each 

time step, ∅0 and 𝑘0 are the initial porosity and permeability before inclusion of 

geomechanics respectively. 

Coupling Strategy  

The basic concept behind inclusion of geomechanics in streamline simulation lies in the 

streamline time stepping. Streamline time stepping is different than conventional flow 

simulation time steps. There is a global time step that is simply the pressure updates due to 
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changes in flow regime. There is another time steps, which is technically the user provided 

time steps and is mainly defined based on the existing production history. The other time 

step is the convective time step that is used for solution of saturation transport equation 

along streamline grids (time of flight-based coordinate). The size of this time step depends on 

the Courant-Fredrich-Levy (CFL) condition, which is a formulation of a corrector step that 

leads to a mechanism to ensure numerical stability, to solve one-dimensional saturation 

transport equation along streamlines. To perform all coupling strategies on a solid platform 

two set of interface were developed. Figure 6-6 provides a schematic illustration of the 

coupling strategy and how the parameters are exchanged between each simulator at each time 

step.  

With the same strategy as conventional coupling sequential strategies, streamline simulation 

can be coupled to geomechanics, with the structure illustrated below: 

 

Figure 6-6-Schematic of coupling strategy for sequential Streamline Based Flow -
Geomechanical simulator. 

The red line in the figure illustrates the forward flow and geomechanical simulations and the 

time interval of each cycle. The diagonal blue lines show the step during coupling at each 

cycle where fluid flow simulator outputs (pressure, saturation, phase density difference) are 

fed into geomechanical simulator. And the yellow lines show the step (and timing) where 

geomechanical outputs being inputted into flow simulator; each blue block represents a cycle 

of fluid flow-geomechanics coupling from ti to ti+1.  

Time steps are kept constant in this stage of the research, however the time steps can be 

adoptive based on convective time steps of streamline simulation, before each pressure 
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updated. Even with constant fixed time steps streamlines (for large domains) are faster 

techniques in hydromechanical coupling strategies compared to conventional coupling 

techniques.   

Geomechanical Influence on Selection of Time-Steps 

Changing streamlines also requires the ability to solve transport problems with generalized 

initial conditions along each streamline (suggested by Batycky et al., 1997). Changing porosity 

and permeability means a pseudo-change of boundary conditions and general initial 

conditions (at each time-step), and therefore streamlines require to be updated as the global 

pressure of the domain is updated. Therefore treating the geomechanical influences as an 

explicit factor, which changes porosity and permeability (due to inducing of volumetric strain 

in the reservoir with high pressure gradients) in the course of simulation, requires that 

streamlines be updated in the course of coupling. The frequency of pressure updates, and 

hence streamlines spatial configuration update, dictates the time-step sizes of coupling. 

Because the main and most important factor common in fluid flow and geomechanical 

simulation is the pore pressure and pressure gradient all over the domain. It should be noted 

that if the streamline simulation was performed at the coupled hydromechanical simulation, 

where significant heterogeneity is induced by geomechanics, the streamline simulator 

performs faster.  

Geomechanical effects are not only limited to the petrophysical properties (such as porosity 

and permeability, MEM properties, etc.) but can also cause changes in the relative 

permeability curves and change the end point mobility ratio, which is a source of nonlinearity 

in flow problem.  As such the flow simulator is expected to function slower as it needs to 

smaller time-steps and larger number of pressure updates, and therefore results in a slower 

hydromechanical coupling simulation. This part however is not the main focus of this study, 

yet can be an influential factor in all flow-geomechanical coupling schemes including 

streamline-based one, particularly where rigorous capillary flow exists. A preliminary study 

was done by Ojagbohunmi and Chalaturnyk (2012) for a conventional flow simulator, IMEX 

(CMG) coupled to FLAC geomechanical simulator. For these types of geomechanical 

influences on streamline simulation, the forward transport equation (saturation) must be 

solved numerically. For this study however time-step size is kept constant.  
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Results and Discussions  
To investigate the migration of CO2 in saline aquifers, fluid flow simulations were performed 

with both finite volume based flow simulator and streamline based simulator. Two 

geometries were proposed: a two-dimensional (a cross-sectional view along the aquifer, as 

shown in Figure 6-3) and a three-dimensional model.  

The injection process was considered to be immiscible, yet compressible (densities of brine 

and CO2 both changes with pressure, and were taken from a look-up table based on existing 

correlations). Reservoir hydraulic properties are provided in Table 6-1. For comparison of 

computational efficiency sensitivity on number of grid cells, the simulations were performed 

on two different grid refinement levels.  Viscosity was kept constant for the formation brine 

and injected CO2 for streamline simulation.  

Table 6-1-Reservoir hydraulic parameters 

Input Parameter Unit Values 

Porosity ∅ % 0.2 

Permeability 𝑲 mD 100  

Initial Gas saturation Sn % 0.05 

Injection Water Saturation Sw %  0.3  

Van Genuchten  Pa−1 0.0037 

Van Genuchten n - 4 

Temperature T K0 315 

CO2 viscosity 𝝁𝒏 cP   0.06 

Brine viscosity 𝝁𝒘 cP  0.5 

Brine density 𝝆𝒘 kg/m3 1024 

CO2 density 𝝆𝒏 kg/m3 850 

 

Table 6-2-Reservoir mechanical parameters 

Input Parameter  Unit Values 

Rock density 𝝆𝒔 kg/m3 2500 

Young’s modulus E Pa 5.e9   

Shear Modulus  G Pa 2.e9 

Constitutive model  - Linear elastic  

Poisson’s ratio  - 0.25 

Two-Dimensional Model  

To understand the mechanism of fluid flow using streamline simulation technique, a two-

dimensional model was initially considered for simulation, which provides a better 

visualization for monitoring of CO2 plume in the course of injection. Furthermore as our 
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flow simulation is streamline-based, for visualization reasons (streamline paths, and flow 

directionality from sink to source in the model) the geometry was considered as a two-

dimensional one. (Visualization of streamlines in a 3D domain can sometime be misleading, 

as streamlines seem to be intersecting each other.)  

High Resolution Model 

The simulation results for a homogenous domain are presented in Figure 6-7 and 

Figure 6-8. The injection rate was considered as 0.8 kg/s (with injected phase density of 800 

kg/m3 )to be able to capture the convective migration of CO2 plume and ensuring the flow 

mechanism scales well with streamline simulation which is the fastest technique for 

convective flow processes.  The number of cells are Nx=100, Nz=100, and the domain is 

2000 m in x direction and 200m in z direction.  

t1 
 

t2 

 
t3 

 
t4 
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t5 

 
t6 

Figure 6-7-Cross-sectional CO2 saturation map (CO2 plume evolution) in different time steps 
of simulation: t1=100 days, t2=200 days, t3=300 days, t4=400 days, t5=700 days t6 = 800 days. 

The streamline paths and configuration for the last two time steps (t5, t6) are represented in 

the following figure:  

 
(a) 

 
(b) 

Figure 6-8-Streamline configuration represented after 500 days (a) and 900 days (b) of 
injection; time of flight as a streamline property is also mapped along streamlines which is the 

colorful region around the wellbore. 

As it can be seen from the picture, the only sink and source in the system are the injection 

well, and two mirror aquifers (boundaries with constant head). Therefore streamlines 

trajectory and drainage area are separated into two parts between these pairs: 1) injection 

well-right aquifer and injection well-left aquifer. Streamlines not only show the flow 

directionality between each two source-sink term, but also show the density of flow (i.e., 

around the injection well more streamlines exist which means the flow activity and pressure 

gradients are higher in those zones) and therefore can provide even visually a quick 

understanding of the regions that undergo more geotechnical changes and are affected more 

by effective stress and thus more volumetric strain is expected to evolve in the regions with 
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large density of streamlines.  Also the signature of plume can be roughly seen visually from 

the streamlines paths. 

Low Resolution Model 

Assuming the same injection scenario with the same fluid and reservoir rock properties, the 

number of cells in each was lowered 10 times.   

Figure 6-9 illustrates the results obtained from this analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6-9-Evolution of CO2 plume in the aquifer for the same model as before with coarse 

grids. t1=100, t2=200, t3 =300, t4=400, t5= 700, t6=800 days. 

As shown in Figure 6-9 , the low resolution model provides results which might not be 

reliable in long term. However they are still informative as an approximate assessment of the 

migration process (i.e. when the CO2 arrival time will be, and what will be the pressure value 

after 3 years of injection in the domain). In terms of computational efficiencies, the 

computational load required to carry out either of simulations is not significantly different, 

compared to the expected difference between two levels of resolutions performed by 

conventional reservoir simulators. A rule of thumb (about the number of grid-blocks in the 

domain and its impact on CPU time) is that CPU time is expected to increase to the power of 

two, if the number of grid blocks is doubled. As it is presented in the Figure 6-10 , it is not 

 t1  t2 

 t3  t4 

 t5  t6 
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the case for streamline simulation as in streamline simulation the huge computational load is 

mitigated by decomposition of SL grids from underlying grids. 

 
Figure 6-10-Impact of grid refinement on computational load for standalone streamline 

simulation (decoupled from geomechanics). 

Three-Dimensional Model  

For exact hydro-mechanical study of the model a three-dimensional geometry was 

considered. The geometry was kept the same but the model was extended in y direction with 

the same length as in x direction.  The result of long-term simulation of the three-

dimensional model is represented in the next pictures. Figure 6-11 and Figure 6-12, 

respectively, represent the top view from a three model (NY=20, NX=20, NZ=50) and the 

CO2 saturation map and corresponding streamlines bundle after 900 days of injection. The 

streamline patterns are homogenous and symmetric around the injection well from the top 

views since porosity and permeability are assigned as equal and constant in the course of 

simulation, however they are categorized into four groups based on their drainage area and 

the boundaries they are travelling to. Each streamline belonging to a particular region 

(source-sink) is shown by a different color.   



116 |  

 

         
      (a) 

 
      (b) 

Figure 6-11- Representation of model top view: (a) shows signature of CO2 after 900 days, 
and (b) shows the corresponding streamlines configuration for the same time of injection. 

       (a) 
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 (b) 

Figure 6-12-Lateral view of 3D-model representing (a) CO2 saturation map, and (b) shows 
corresponding streamline configuration after 1500 days of injection. Injection well is located 

in the middle of the domain. 

With the same coupling strategy explained before streamline-based flow simulation for the 

same physics and model was coupled to a decoupled purely geomechanical code. A graphical 

user interface was developed which was able to couple both tools at different cycle time 

intervals as well as adoptive time-stepping which is suggested by streamline simulation (based 

on CFL condition and auto-time-stepping technique) at each cycle (Model geometries can 

also be adjusted in the interface GUI). However the coupling for our study was based on a 

constant time step interval for each cycle. The cycle forwarding time interval was considered 

as 100 days for all cycles. The reason for this selection comes back to the long term nature of 

CO2 injection in underground formations, that can be on the order of decades, as well as the 

power of streamline simulation in capturing large time step and providing reasonably accurate 

results specially for convective and linear (or close to linear) flow mechanisms. However 100 

days is relatively small time interval for sequential hydro-mechanical coupling of such physics 

which is computationally expensive and can cause huge material balance errors which might 

stop the flow simulator to even initiate next cycle simulation.   

For comparison of all coupling strategies, the target model was kept the same as previous 

three-dimensional example except the number of gridlocks in z direction was reduced to 

Nz=10. The sequential coupled flow simulation was performed much faster than a fully 

coupled simulation of the same physics, and as expected in the high gradient pressure zone 

due to changes in effective stress, strain (volumetric) field was disturbed and two primary 

geomechanical parameters changed; porosity and permeability. Keeping the injection 

parameters and boundary conditions the same, changes in petrophysical parameters will 
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cause some changes in dynamical parameters such as phase pressures and saturations. 

Figure 6-13 illustrates how these variables change using the streamline-based 

hydromechanical coupling scheme. 

 

Figure 6-13-Histogram of CO2 saturation after 500 days of injection in the streamline-based 
hydromechanically coupled scheme (left) and in the standalone streamline simulation (right). 

 

Figure 6-14-Permeability difference ratio-map between cycle 9 (900 days after injection) and 
cycle 1 (100 days of injection).  

The maximum permeability difference after 900 days of injection is about 9-10 mD at some 

cells from different layers and depths. Figure 6-14, Figure 6-15, and Figure 6-16 illustrate 

the changes in porosity and permeability. The scatter plots of petrophysical properties at two 

different injection times were plotted against each other. 
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Figure 6-15- Scatter-gram between porosity (in all cells) in cycle 1(100 days) vs. porosity 
values at cycle 9 (900 days). 

 

Figure 6-16-Scatter-gram between permeability (in all cells) in cycle 1 (100 days) vs. 
permeability values at cycle 9(900 days).  
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Even though the plots show the changes have not be very significant, it shows there is severe 

hysteresis in the update of porosity and permeability especially at small values of the two 

properties (right left corner of the two diagrams).  

Figure 6-17 and Figure 6-18 show how displacements in the x and z direction changes after 

400 days of injection. Both values are reported in meter. Due to the poroelastic formulation 

and the chosen formation properties, the displacements are small. Changes in displacements 

are associated with changes in volumetric strain and accordingly to porosity and permeability 

as reservoir geomechanically influenced parameters.  

 

Figure 6-17-Histogram of vertical displacement uzz -divided by cell length in z direction- after 
4 cycles (400 days) of CO2 injection.  

 

Figure 6-18-Histogram of lateral displacement uxx in x direction-divided by cell length in x- 
after 4 cycles (400 days) of CO2 injection. 
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Discussions 
Comparison between fully coupled and sequential coupled simulations is reasonable provided 

the simulators engine (grid or multi-grid solvers) as well as the core code and programming 

language behind the tools are the compatible. On this basis, a decoupled geomechanical code 

(from fluid flow code) based on the same fully coupled code which was developed on the 

same platform (DUNE), with the same programming language (C++), and the same 

discretization scheme (Box method), and the same simulation grid manager was developed.  

Comparison of a computational load and third party simulator with different simulation 

technique is also reasonable as long as the simulations are both performed with the same 

CPU and the solvers use the same technique for system solving. The solver that streamline 

code is based on can be either AMG or SAMG, and Dumux is also able to switch (to be 

compiled with) to Algebric MultiGrid (AMG). However for problem simplicity the library 

embedded in our approach was SuperLU (Li, 2005) as system solver in Dumux; still the 

computational load to carry on the simulations are significantly different (in streamline-based 

geomechanical coupling than finite volume based flow-geomechanical coupling) that 

switching to even a faster solver (i.e. SAMG) does not change the comparison scenario 

significantly.   

Inclusion of the CFL (Courant–Friedrichs–Lewy) condition and assignment of proper CFL 

values and criteria, in both simulators (streamline based and FV-FEM based) is another 

important key parameter which might change the simulation computational load as well as 

resolutions of the results. Auto time stepping also might be taken into account if FV-FEM 

technique is compared versus streamline based geomechanical coupling, as fixed time steps 

can sometimes be bottle-neck in forward flow and geomechanical simulations.   

All approximate methods in reservoir simulation are associated with some disadvantages in 

capturing full physics of simulation or in model accuracy. (e.g., proxy methods, IMPES 

scheme, streamline simulations, convex optimization techniques, model order reduction 

approaches, upscaling, etc.). All these class of techniques have been offered to the world of 

reservoir simulation to enhance simulation CPU inefficiencies, but on the other hand they 

result in a reduced model accuracy, depending on the physics of the problem 

(compositional, diffusion, capillary, multi-phase or single phase, gravity, etc.), model size and 

simulation time. The main disadvantages associated with streamline-based hydromechanical 

coupling, are the disadvantages in the streamline simulation, as they are approximate 
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methods. For highly nonlinear systems such as compositional miscible flood simulations, 

gravity dominant systems, systems with rigorous capillary pressure effects, etc., streamline-

based hydromechanical techniques are not expected to provide accurate results. It is expected 

that increasing model non-linearity would reduce the CPU efficiencies achieved by inclusion 

of geomechanics in streamline simulation. Furthermore, since streamline simulation deals 

with a dual-grid system (Cartesian grids to solve pressure and streamline grid to solve 

saturation equation), the mapping in the streamline workflow between these two grids is 

associated with some material balance error. However the technique is not associated with 

numerical solution divergence during iterative simulation, in contrary to traditional coupling 

techniques. When porosity is updated often in traditional coupling schemes, the solution 

diverges, (forward simulation will be interrupted) and a convergence criterion must be 

defined for the simulation.  

For the dynamic hydro-geomechanical problems, where both fluid flow and geomechanics 

problems are considered dynamic, the solid material velocity term in Darcy equation 

becomes important, which leads to a time derivative compressibility term (bulk volume for 

each node) and the fluid flow formulation needs to be extended to a two-phase flow system 

with deformable porous medium, and a displacement velocity term is required to be added to 

saturation transport equation. This technique is mainly important where some wave is 

induced in the medium, or the problem is studied around the wellbore vicinity with high-

pressure gradient, (e.g. sand production).  Our problem, however, is considered dynamic in 

fluid flow and quasi-static in geomechanics, and therefore this term is neglected in our 

formulation, considering that the problem is for a large field (not necessarily around the 

wellbore vicinity). Furthermore a quick comparison between solid displacement velocity and 

fluid velocity (pressure gradient) for a time step showed that these two are different by orders 

of magnitude and therefore assumption of zero solid velocity is physically meaningful and 

would not affect our solution.  

Conclusions 
Simulation of underground CO2 injection in saline aquifers was studied. Geomechanics was 

introduced as an important piece of physics that is influential in the storage mechanism.  

Different existing strategies of coupling were introduced. Above that, a novel hydro-

mechanical strategy was introduced. Initially we investigated the feasibility of the approach 
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and if the coupling is doable. For that purpose, a geomechanical code was developed (based 

on an existing research open source code) and was linked to a FORTRAN based tool for 

streamline simulation. This approach was implemented on the CO2 storage scenario, as it was 

well suited to the nature of streamline simulation and dimensionality and large size of 

aquifers. Streamline simulation was coupled to an elastic geomechanical code and was shown 

to be computationally robust and efficient especially for larger reservoirs. The approach was 

also compared to the fully coupled technique, which is generally expected to provide more 

precise numerical solutions but can come with severe computational burdens, particularly for 

large domains with large number of grid blocks. Streamlines are most suited when the 

process of fluid flow is convective, which is the most relevant to the primary trapping 

mechanism that is occurring during injection process of CO2. Geomechanics also is best 

fitted to this trapping mechanism, therefore linking of these two pieces of physics at the time 

span of several years was found to be relevant. 

Initial assessment of fully coupling technique for scenario of CO2 injection is completed; 

however the current challenges in all the coupling strategies discussed in this paper, are how 

the three coupling strategies explained will result in approximately the same fluid flow and 

stress redistribution results for different model geometries and complexities of physics. 

Conventionally most of techniques in simulation of fluid flow and reservoir geomechanics 

that are computationally faster are usually involved with some approximations and loss of 

precision. Therefore further investigations are required to find a criterion for reconciliation 

between precision of results and model CPU efficiency where geomechanics is coupled to 

fluid flow (particularly in sequential coupling techniques). Ongoing research is on exploring 

different coupling strategies with different time steps and improved model efficiencies 

toward inclusion of geomechanics in-streamline simulation. A reservoir property index is 

recommended to be proposed to devise the extent, distance from injection well, and time 

span that inclusion of geomechanics in streamline simulation for physics of CO2
 storage 

would be relevant.  
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Nomenclature 

∆𝜎′ =  Changes in effective stress 

∆𝑃𝑒𝑓𝑓= Pore pressure changes between two states  

𝜌𝑛,𝑤=  Non-wetting phase, water density  

𝑆𝑛,𝑤=  Non-wetting phase, water saturation  

𝐼=̿  Identity matrix  

∅=   Porosity  

�̿�=    Permeability tensor  

∅0=  Initial porosity  

𝑘0=  Initial permeability  

∆𝜏𝑠𝑙,𝑖=  Time of flight along streamline (𝑖)  

∆𝑡𝑠𝑙
𝑛+1= Convective time step size  

𝑓𝑗,𝑖
𝑛  =   Fractional flow function at cell (𝑖, 𝑗) along streamline at time step (𝑛)  

𝐾𝑟𝛼=   Phase relative permeability  

𝑣 𝛼=   Velocity of phase 𝛼  

𝜇𝑛,𝑤=  Viscosity of non-wetting phase, water  

T=  Temperature   

, 𝑛=  Van Genuchten parameters  

𝐸=  Young modulus  
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Chapter 7: Streamline-Based Coupled 

Geomechanics and Reservoir Simulation for 

Hydromechanical Modelling of CO2 Storage in 

Saline Aquifers* 
 

Introduction  
The injection of CO2 into deep geological formations with environmental purposes and 

storing the greenhouse gas for long time-periods may have complex geomechanical impacts. 

These impacts can sometime be significant and may lead to environmental hazards, fault 

reactivation and seismic events and safety issues such as caprock sealing, wellbore integrity, 

and determination of maximum injection pressure. These mechanical impacts are mainly due 

to pore pressure buildup around the injection well that causes redistribution in the effective 

stress field (Terzaghi, 1936) and a subsequent change in the volumetric strain (Biot, 1940) 

that can be observed in the form of detectable vertical displacement on the ground surface. 

The change in the volumetric strain and the pore volume (porosity) in the reservoir will 

mutually change the pore pressure field as well as the transport of saturation in the porous 

medium. Therefore for thorough analysis and modeling of CO2 injection the hydro-

mechanical simulation (coupling) is essential. 

However inclusion of geomechanics is involved with large computational load particularly 

for large reservoirs where continuous monitoring of geomechanical changes is required. To 

tackle this problem, streamline simulation (Batycky, 1997) were suggested to be used in the 

simulation of coupled system. Streamline simulation is an IMPES based dual grid approach 

that solves pressure field explicit from saturation. Pressure equation is solved on the 

Cartesian grid and the saturation equation is solved along the streamlines (by use of time-of-

flight property). The approach is significantly faster than conventional simulation techniques, 

particularly for incompressible immiscible systems. Previously a new reservoir-geomechanics 

coupling scheme was introduced in the work of Koohmareh Hosseini and Chalaturnyk 

                                                 
* A version of this paper was presented at SPE Heavy Oil Conference, in Calgary, Canada June 2013, SPE-
165409, and published in the proceeding of the conference.   
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(2013) that allowed full-field large-scale hydro-mechanical coupling of reservoirs. The novel 

technique was applied and tested in the scenario of CO2 injection in saline aquifers. In this 

work the same scheme is compared with the other two coupling approaches that were 

developed by Box method (collocated FV-FEM) discretization technique: 1) sequentially 

coupled and 2) fully implicit coupling.  

It must be noted that the detailed physics and modeling of CO2 storage is of the second 

order of priority in this work. The main focus of this study is comparison of different 

developed coupling strategies in terms of CPU efficiency and accuracy from reservoir-

geomechanics modeling point of view. That is why injection of CO2 was considered as an 

immiscible and the component exchange between CO2 and saline and rock phase (chemical 

trapping) was neglected. However the injection process was still considered compressible 

and the model dimensions and operating parameters were tried to be close to reality.  

Koohmareh Hosseini and Chalaturnyk (2013) showed that the novel developed coupling 

scheme was suited mostly to the problems with convection-dominated displacement 

processes, large scale heterogeneous reservoirs, and slightly compressible immiscible 

scenarios that require a very long forward simulation time (more than 10 years). These 

physical attributes are very close to the physics of underground CO2 storage (particularly in 

the physical trapping phase), therefore underground CO2 injection was selected as the 

method of choice for testing of the new developed coupling methodology with the other 

two developed techniques.   

The main focus of this study is the numerical comparison of different following strategies: 

SL-based, sequentially coupled Box method, fully coupled Box method. The latter two 

schemes get use of the novel discretization scheme but in terms of CPU load are pretty 

much similar to conventional coupling schemes. Furthermore the philosophy of the 

coupling and the approach that flow simulator communicates with mechanical simulator is 

well addressed in literature (Settari and Mourits, 1998).  

The results of this study are quite important in terms of fast full-field reservoir simulation 

where geomechanics can play an important role (e.g. caprock integrity, CO2 leakage). Also 

these studies provide a very good foundation for future industrial decision on whether to 

include geomechanics into the modeling workflows as well as selection of the proper hydro-
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mechanical coupling scheme with respect to the available resources (computer CPUs and 

time). 

In this work, first the simulation results of the injection process (stress field, strain 

redistribution and ground surface deformation with respect to evolution of time) are 

presented and an analysis and interpretation are performed on the role of geomechanics in 

the early injection phase. The subsequent sections are mainly about the CPU added values 

that streamline-based reservoir geomechanics coupling offers over conventional coupling 

schemes (sequential coupling scheme and fully coupled scheme) and the extent that the 

results are reliable and comparable with the reference model output (fully coupled scheme). 

The studies showed that the new coupling scheme is very robust in terms of added 

computational efficiency, and the simulation results are in close agreement with the FV-

FEM sequential coupling scheme. 

Simulation Results of Box-Method (collocated FV-FE) Based 

Hydromechanical Coupling  

Figure 7-1 and Figure 7-2 illustrate the distribution of lateral and vertical deformations on 

the model cross-sectional view on z-x plane after 400 days of sequential coupling between 

C++ packages (box method) of fluid-flow and geomechanics. These figures show that 

displacements are mostly induced around the injection well. The distribution and magnitude 

of displacements are symmetric and centered mostly on the injection zone. However the 

displacements peak values are somewhere away from the injection well in the reservoir, but 

not adjacent to the injection point. The negative sign in the values of displacements are only 

the sign conventions defined based on the location of the injection well. Negative 

displacement means a solid particle movement toward left (-x direction), with respect to its 

initial location.  
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Figure 7-1-Distribution of lateral displacement (ux in meters) on x-z plane cross-section after 
400 days of coupled simulation, from bottom to top of the reservoir. 

 

Figure 7-2-Distribution of vertical displacement (uz in meters) on x-z plane cross-section 
after 400 days of coupled simulation, from bottom to top of the reservoir. 

Figure 7-3 explains the same concept as in Figure 7-1, and shows the profile of lateral 

displacements on the top cross sectional-view on x-y plane. The two pictures in Figure 7-3 

show that the displacement values are larger close to the injection well than in a higher 

elevation and closer to caprock, due to reservoir rock stiffness. The right hand side plot 

shows the lateral displacements in the middle of the reservoir and on x-y cross sectional 

view,  while the left hand side shows the displacement values on the top of the reservoir (5 

meter below the caprock). The same results are expected for vertical displacements as they 
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are related to one another by linear Hooke’s law formulations. Due to homogeneity in the 

reservoir MEM properties, as well as the model symmetry, the lateral displacements in x and 

y directions are identical.  

  
Figure 7-3-Lateral displacements ( in meter) on top of the reservoir (left) and in the middle 

of the reservoir (right) on x-y plane, orthogonal to z-axis at t=400 days.  

Figure 7-4, Figure 7-5, and Figure 7-6 show the effective stress distribution on the same 

plane discussed so far (x-y plane orthogonal to z-axis and in the middle of the reservoir). As 

it can be seen more redistribution in stress values are centered on the injection well. As pore 

pressure builds up the effective stress (both lateral and vertical stresses) goes down in the 

vicinity of the injection zone. However this reduction in magnitude of stress is compensated 

elsewhere in the reservoir to honor the momentum balance equation (for total stresses) and 

conservation of energy. Therefore effective stresses increase elsewhere in the reservoir as the 

injection extends far into the domain, however the concentration of stress is not as much as 

around the reservoir as the stresses are shed out to a larger area.  

Figure 7-5 represents the 3D-contour pictures of stresses that provide a better understanding 

of the stress redistribution due to injection and pressure increase.  Figure 7-6 shows the 

vertical effective stress changes due to injection. Obviously a decrease in the effective stress 

is expected, however the rapid decrease is not only due to injection but also arching effect. 

Since all the formulations are based on linear elastic stress equations, ideally equal total stress 

is expected only when the injection/depletion zone reaches out far into the reservoir 

(particularly for a 2D-case), however our model is limited to a certain height in z-direction, 
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and therefore some arching of the overburden prohibits the maintenance of the full vertical 

stress, and the true solution is different than constant top-vertical stress. The arching effect 

also affects the lateral effective and total stress distribution. Although the constitutive model 

here is elastic, but generally neglecting of arching effect might lead to shear failure, where a 

plastic yield envelope is defined for the geomechanical analysis.  

  
Figure 7-4- Lateral effective stress ( SXX: left ; SYY: right) on x-y plane in middle model cross-

section at t=500 days. 

  
Figure 7-5-Contour plot of effective lateral stress in x-direction (SXX) on right and SYY on left  

both on x-y plane in the middle of the reservoir at t=500 days. 
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Figure 7-6-Contour plot of effective vertical stress (Szz), on right  and its distribution on left, 
both displayed on x-y plane in the middle of the reservoir at t=500 days. 

Numerical Analysis  
Numerical analysis and CPU efficiency analysis of all classes of coupled reservoir-

geomechanics simulations are of paramount importance for each coupling strategy. The 

main reason is that inclusion of geomechanics into classical reservoir simulations in all forms 

(fully coupling, iterative coupling, sequential one way/two way coupling, pseudo coupling) is 

a bottle neck in coupled scenarios. As discussed, a full coupling,  is likely the most precise 

approach in common/classical coupling strategies since the primary geomechanical variables 

(changes in vertical and lateral displacements) are solved simultaneously along with other 

primary variables corresponding to other reservoir physics (fluid flow, thermal, geochemical, 

etc.) such as saturation and pressure for physics of underground fluid flow. Therefore, a 

single set of coupled governing equations that capture both the mechanical and the fluid 

flow behaviors, is implemented numerically. However the fully coupling approach cannot be 

used for models with large DOFs or with large dimensions, or when long forward 

simulations are required, since the assembly of the Jacobean matrix and the solution of the 

arising stiffness matrix is computationally quite demanding with current CPUs and linear or 

parallel algebraic solvers. Therefore, sequential coupling techniques are preferred generally 

for scenarios where far field studies are required (such as CO2 sequestration). Still, sequential 

coupling techniques are also associated with large computational costs, particularly for large 

number of DOFs, and where large number of coupling cycles (forward intervals) is needed 

to model full reservoir life.  
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The streamline based reservoir-geomechanics coupling was developed in previous sections 

of this paper to remove the major bottleneck in the coupled analysis. Next figures discuss 

the CPU efficiency improvement, when the so-called SL-Based coupled approach was 

employed. To do so, the computational cost associated with streamline simulation and 

geomechanical simulation of the same model discussed before, was studied. Computer CPU 

load was considered as the primary factor under investigation, as it is a computer sensitive 

run-time parameter.  

The target model has exactly the same physics as the three dimensional model studied in SL-

based hydromechanical coupling section, except the model dimensions changed to a lower 

resolution model to allow us to perform the comparative study versus finite volume-based 

coupling scheme, as FV-based coupling were computationally intensive to be run for a 

couple of cycles for large models. The new model dimensions are as below, and the length of 

each coupling cycle was kept the same as before (100 days).  

Table 7-1-Model dimensions 

LX LY LZ 
2000 m 2000 m 2000 m 

NX NY NZ 

10 10 10 

Figure 7-7 shows the CPU run time for each coupling interval (100 day time span). The left 

hand side cones show the CPU load of streamline based fluid flow part of coupling, and 

right hand side represent the same thing related to the geomechanical part of coupling 

process. The small tags above each column show the number of each coupling cycle. The 

columns are adjusted in the order of time, and therefore from left to right each column 

shows the forward 100 days of coupled simulation.  
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Figure 7-7-SL-Based reservoir-geomechanics scaling behaviour for a homogenous reservoir. 
Left hand side columns illustrate CPU time associated with streamline simulation for each 

cycle, and right hand side columns represent the same thing for geomechanics forward 
coupling cycles. 

As Figure 7-7 shows, there is no uniform trend in the computational cost as the coupled 

simulation moves forward. However, at each point in the coupled analysis, regardless of the 

number of the coupling cycle, the CPU time related to streamline simulation is much smaller 

than the CPU run time in geomechanical part. In other words, up until this part we know 

that not only inclusion of geomechanics in streamline-based hydromechanical coupling was 

feasible, but also the CPU load induced by introduction of the new piece of physics (instead 

of FV/FD flow simulation) was much smaller, compared to geomechanics run time.   

Comparison of the Coupling Strategies (Streamline-based vs. 

Box Method: FV-FEM)   
To study robustness of the new coupling technique, streamline simulation-based 

hydromechanical coupling was compared versus classical finite-volume based 

hydromechanical coupling. The same model with the same dynamic attributes in terms of 

fluid flow in porous medium was developed. The discretization scheme was explained before 

(FV/FEA -box method). The geomechanical model in both physics (initial and boundary 

condition, rock mechanical parameters, etc.) and discretization scheme were kept the same 

as in streamline-based coupling. The forward coupling cycles were also the same (100 days). 
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Both coupling strategies were implemented in the same environment (Linux), and the same 

computer CPU was used to have a fair comparative study.  

Figure 7-8 shows the same plot as in Figure 7-7, but for finite-volume based fluid flow 

simulation. As the picture shows, in this coupling strategy the CPU time in the fluid flow 

simulation is even higher than geomechanical CPU time usage for each cycle. Comparison of 

Figure 7-8 versus Figure 7-7 clearly shows that the new streamline-based hydromechanical 

coupling is computationally more efficient and robust compared to classical sequential 

coupling techniques. It must be mentioned that conventionally the geomechanical part of 

coupling, is expected to be computationally more crucial, however here the geomechanical 

part, uses a smaller CPU load in the course of coupling process. The main reason is the 

linearized momentum formulation described, as well as discretization scheme. But still 

looking at only fluid flow part, is sufficient to judge on the power and efficiency of new 

technique, since the geomechanical engine in both coupling strategies were the same. The 

difference in CPU time shows orders of magnitude difference for a model with 1000 cells.  
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Figure 7-8-Finite volume-based reservoir-geomechanics scaling behaviour for a homogenous 
reservoir. Left hand side columns illustrate CPU time associated with geomechanics forward 
cycles, and right hand side columns represent the same thing during forward finite-volume-

based fluid flow simulation. 

A total (ensemble flow and geomechanics) cumulative computational cost analysis in the 

course of coupling is also needed to ensure about the strength and robustness of the 

technique. Figure 7-9 and Figure 7-10 show the CPU time diagram versus simulation time 

for both the case of streamline-based hydromechanical coupling and finite-volume-based 

coupling.  
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Figure 7-9-Cumulative computational cost scaling behaviour (streamline-based 
hydromechanical coupling). 

Figure 7-9 shows the cumulative CPU load in the course of coupling (0-1000 days). The 

lower curve shows the computational behavior of streamline simulation part of coupling, 

and has the lower CPU cost compared to the other curves. The middle curve shows the 

cumulative geomechanical computational load and the curve above represent the sum (fluid 

flow and geomechanics) cumulative CPU load, which is the actual CPU load of coupling. As 

it is seen the computational load of streamline simulation portion of the coupling is 

negligible compared to the total cumulative CPU load.  

Figure 7-10 studies the same behavior of each component of coupling (geomechanics and 

fluid flow), and compares the CPU load for the finite-volume hydromechanical coupling (as 

an example of conventional classical coupling techniques) to the streamline-based 

hydromechanical coupling.  
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Figure 7-10- Cumulative computational run-time scaling behaviour: streamline-based 
hydromechanical coupling vs. finite-volume based hydromechanical coupling. 

The three lower curves are the same curves related to the streamline-based hydromechanical 

coupling (Figure 7-9), and the two top curves show the cumulative computational cost in the 

course of coupling for finite-volume-based fluid flow portion of coupling (solid line), and 

the total cumulative -sum of geomechanical and fluid flow- computational cost (CPU run 

time). The dashed line represents a large difference in terms of CPU load compared to the 

total CPU load associated with the introduced coupling technique (streamline simulation 

based). As noticed, for simplicity reasons, the comparison study was done for only seven 

cycles (700 days) due to huge computational loads of finite-volume based coupling approach. 
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Figure 7-11-CPU load behavior of streamline simulation in the course of forward simulation. 

Figure 7-11 shows the trend of cumulative computational load of streamline simulation. The 

red top curve shows the trend for the coupled fluid flow-geomechanics scenario, and the 

lower curve illustrates the same trend for the case of stand-alone streamline simulation 

during the same time span of simulation. As it is observed, streamline simulation carries out 

lower computational cost when it is not coupled to geomechanics. The reason is mainly due 

to auto-time stepping and convergence reasons, since streamline simulation has to re-

calculate the pressure field and trace streamlines and solve forward 1-D transfer equation, at 

the end of each cycle. These processes along with limited time step size (100 days) slows 

down the forward flow simulation and prohibits the full power demonstration of streamline 

simulations. However still the coupling approach is significantly faster than conventional 

coupling techniques. 

Figure 7-12 and Figure 7-13 show the behavior of finite-volume based components of 

coupled scheme, during each cycle. Previously the behavior of the simulators discussed over 

the full span of simulation (100 days), however in each interval there are sub-time steps that 

all together form the end-cycle CPU load. Figure 7-12 shows the behavior of computational 

load of geomechanical portion of coupled scheme for five different cycles.  
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Figure 7-12-Geomechanical simulation CPU run-time for each sub-interval of coupled 
simulation. The numbers are reduced by 1/100th.  

As it is seen, the numerical time steps increase in the course of each simulation cycle, and 

therefore the CPU time does not increase prohibitively. And as the cycles move forward 

(cycle 9 and 10), and we reach to the end of coupling, less CPU time is observed due to 

problem convergence and matrix solution stabilization. Therefore at the last two cycles, 

identical Newton iterative time steps in both cycles were reported.  The time steps in 

geomechanical simulation are not real time steps, but are pseudo time steps.  

Figure 7-13 shows the same diagram for fluid flow part of coupling for two cycles. Number 

of time steps as well as CPU run-times is larger than geomechanical part. As it can be seen 

from the curve, the end time for each cycle is 8640000 seconds which is equivalent to 100 

days (sequential coupling time intervals) .The time in numerical solution of fluid flow is the 

real time.  The same as in geomechanical part, as the number of sequential cycles increases, 

and we approach toward the end of simulation the time-step sizes stabilize, and slightly 

lower CPU loads are reported. 
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Figure 7-13- FV-based fluid flow CPU run-time for each sub-interval of coupled simulation. 

Figure 7-14 and Figure 7-15 illustrate an approximate investigation over the accuracy of the 

introduced coupling scheme. The updated porosity outputted from the fourth cycle of SL-

based hydromechanical coupling (after 400 days) was compared to the one reported out of 

finite-volume coupling technique. A slice of the model orthogonal to z-plane (along x-y 

plane) was chosen to illustrate the distribution of porosity. The left hand side picture shows 

updated porosity distribution after four cycles of finite-volume-based simulation, and the 

right hand side picture shows the same property at the same time reported from SL-based 

hydromechanical coupling.  
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Figure 7-14-Porosity distribution after 400 days of coupled simulation-LHS picture (finite-

volume coupled simulation), RHS (SL-based coupled simulation), on x-y plane in the center 
of the model. 

As Figure 7-15 shows, porosity builds up in the middle of the section as the injection well is 

located there, and the region around the injection well experiences the compressional load 

due to injection and pressure build up, and therefore increase in volumetric strain is 

expected. The porosity updates, in two pictures looks approximately the same. The porosity 

ranges from 0.199800 to 0.200044 in the SL-based case, and in the left picture it ranges from 

0.199983 to 0.200029, which are very close; and porosity is at its maximum value in the 

center of the model and decreases toward the model boundaries to its initial value. The 

volumetric strain profile along the x-axis, on the same model section is compared in the two 

scenarios in the next diagram.  
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Figure 7-15-Volumetric strain profile along x-axis on the middle z-plane cross section after 

400 days. LHS represents the FV-based and RHS represents the SL-based coupled system. 

As the volumetric strain profile shows, there is a rapid increase in volumetric strain due to 

pressure build up and reduction of effective stress in that zone. The increase in volumetric 

strain leads to increase in porosity and permeability in the region. The volumetric strain peak 

values after fourth cycle of simulation are not identical but are relatively close. However in 

larger scales the difference in results might be a bit larger, due to different numerical 

schemes and material balance errors in each coupling scheme. Furthermore the more fluid 

flow complexities are in our model; the more different results are expected. Increase in flow 

non-linearity or inclusion of compositional physics into the problem affects both the final 

results and numerical efficiency. 

Discussion 
A fair comparison between streamline-based hydromechanical coupling and classical 

conventional sequential hydromechanical coupling is not achieved, unless the computer 

CPU on which each computational scheme is performed is identical, as well as the system 

environment (e.g. Linux, Windows), grid managers and numerical solvers.  On this basis, the 

decoupled stand-alone geomechanical code (based on the same fully coupled code) was 

developed on the DUNE platform, and was used as the geomechanical core, for both 

hydromechanical coupling, with C++ as the programming language and SuperLU as the 

solver in both hydromechanical scenarios. The grid manager on the geomechanical side was 

kept the same as well. On the fluid flow side, the solver used was SuperLU for simplicity. 

However, Dumux (where fluid flow was performed on) is able to switch the numerical 

solver to Adaptive MultiGrid (AMG). Streamline simulation can be carried out either by 

AMG or SAMG. Our system environment in both cases was Linux. However, the 

computational load that the new coupling strategy represented, was smaller in orders of 

magnitude compared to conventional/classical hydromechanical couplings, therefore the 

effect of system environment or even grid solver will be out casted in large scales.  

The authors expect that the new coupling technique provides even larger computational 

benefits and more efficient hydromechanical coupling, for larger models with larger number 

of grid-cells. Also for models with high heterogeneity in petrophysical properties (e.g. 

porosity and permeability), SL-Based hydromechanical coupling is expected to be even more 
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robust compared to conventional coupling approaches. Future sensitivity analysis on these 

two is required.  

Auto time stepping is also important for a fair comparison of FV-FEM technique versus 

streamline based geomechanical coupling, as fixed time steps can sometimes be bottle-neck 

in forward flow and geomechanical simulations.  In both of our coupling strategies we 

considered adoptive time stepping.  Most of the techniques in simulation of fluid flow and 

reservoir geomechanics that are computationally more efficient are involved with loss of 

accuracy. Therefore, further investigations are required to find a criterion for reconciliation 

between precision of results and model CPU efficiency where geomechanics is coupled to 

fluid flow (particularly in sequential coupling techniques). Ongoing research is on exploring 

different coupling strategies with different time steps and improved model efficiencies 

toward inclusion of geomechanics in-streamline simulation.  

Conventionally, pressure is the only parameter taken from the fluid flow simulator, and 

being fed into the geomechanical simulator. The linearized geomechanical technique used 

here, however takes saturation from fluid flow calculations into account as well. Saturation is 

used when the fluid flow mechanism is considered as multiphase flow (to calculate the 

average pressure to define effective stress in geomechanical computations), and where 

gravity is turned on in the hydromechanical coupling. Porosity is not conventionally 

considered in linear geomechanical calculations either, and usually stress analysis of an elastic 

material with a geomechanical tool is independent of porosity (or permeability) of the 

medium. The effect of porosity is mainly reflected in the fluid flow simulation, and a 

different porosity field leads to a different pressure field and consequently a different stress 

field. In the technique we used, however, porosity is a parameter, which is transferred to 

both fluid flow and geomechanics cores, at the end of each cycle. It must be mentioned that 

for geomechanical simulation of the medium where the material behavior is considered as 

plastic and is characterized with a certain yield function (e.g. Cam-Clay for sandstones), 

porosity is a decisive parameter in calculations. One may assess the effect of plasticity on the 

presented coupling technique in terms of accuracy and CPU efficiency.  

Summary and Conclusions 
 Geomechanics was introduced as an important piece of physics that is influential in the 

storage mechanism of CO2 in saline aquifers.  Different existing strategies of coupling were 
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introduced. Above that, a novel hydro-mechanical strategy was introduced. At first place we 

investigated the feasibility of the approach and if the coupling is doable. For that purpose, a 

geomechanical code was developed (based on an existing research open source code) and 

was linked to a FORTRAN based tool for streamline simulation. Then, the working system 

was implemented on the CO2 storage scenario as it was fitting well to the nature of 

streamline simulation and dimensionality and large size of aquifers. Streamline simulation 

was coupled to an elastic geomechanical code and was shown to be computationally robust 

and efficient especially for larger reservoirs. The approach was also compared to the fully 

coupled technique, which is generally expected to provide more precise numerical solutions 

but can come with severe computational burdens, particularly for large domains with large 

number of grid blocks. Streamlines are most suited when the process of fluid flow is 

convective, which is the most relevant to the primary trapping mechanism that is occurring 

during injection process of CO2. Geomechanics also is best fitted to this trapping 

mechanism, therefore linking of these two pieces of physics at the time span of several years 

found to be relevant. 

The three coupling strategies explained in the paper will not result in exactly the same 

results, but are approximately close in terms of fluid flow and stress redistribution results for 

different model geometries and complexities of physics. Depending on the desired 

simulation time-span as well as domain of interest (study) to be simulated, one needs to 

select the proper coupling strategy.  

Streamline-based hydromechanical coupling showed to be faster (in orders of magnitude) 

compared to the hydromechanical coupling technique we used for comparison for a model 

with 1000 grid-cells. The conventional reference approach for comparative study was a finite 

volume-finite element based hydromechanical technique. An approximate comparative study 

was performed to check on the accuracy of the presented coupling technique. The 

comparisons showed the results are exact to a good acceptable extent.  To generalize the 

results with respect to performance one should, of course, pursue a systematic investigation 

of different conventional coupling schemes in comparison with the streamline-based 

approach as proposed here. In either case, this paper showed that it is worth doing it. 
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Chapter 8: Streamline-based Reservoir 

Geomechanics Coupling Strategies for Full Field 

Simulations 
 

Introduction 
In simulation of large stress sensitive reservoirs, geomechanics physics processes play a great 

role in efficient economic recovery. Geomechanics play a role in both environmental 

concerns (e.g. reservoir subsidence due to extreme production) and accurate prediction of 

dynamic responses of reservoir (production rates). Therefore reservoir geomechanical 

responses are important information that needs to be taken into account for reservoir 

management and proper production optimization during reservoir life cycle.  

Injection into underground reservoirs or continuous hydrocarbon production from oil fields 

changes pore pressure in the reservoir. Pressure depletion (due to production) depending on 

the reservoir and caprock stiffness, may lead to significant changes in earth stresses and 

accordingly to crucial subsidence (e.g. Ekofisk field in Norway) or to caprock failure when 

pressure builds up (e.g. CO2 storage in saline aquifers). Injection and production processes 

and the consequent pressure changes in the reservoir change the effective stress in the 

reservoir (based on Biot’s theory) and the changes in effective stress lead to pore volume 

expansion or contraction and accordingly porosity and permeability changes. The changes in 

porosity lead to changes in dynamic responses of the reservoir in the course of injection or 

production. For both types of challenges (environmental or hydrocarbon recovery impacts) 

geomechanics need to be taken into account and must be integrated on a full field scale to 

fully capture the impact of drainage regions and pressure zones on each other. However 

integration of geomechanics into workflows for future decision-making and reservoir 

management purposes has been quite challenging, mainly because its inclusion has not been 

computationally practical at the field scale. Particularly for large reservoirs with large number 

of active cells the computational load of inclusion of geomechanics is even more of a 

bottleneck.  

The mathematical concept to capture the mutual impacts of fluid flow (pore pressure) and 

solid rock frame on each other is called coupling. The basic idea behind coupling is to 



147 |  

 

numerically account for the fact that rocks consist of a solid framework and a pore fluid, 

which cannot be treated independently. The numerical techniques to perform the coupling 

processes in literature are classified into four types:  1) full coupling (monolithic or fully 

implicit coupling), which is computationally the most expensive approach as three more set 

of equations have to be solved in one matrix system along with fluid flow equations, and 

convergence is not always guaranteed; 2) Iterative coupling, where the flow variables are 

solved explicitly from geomechanical variables and each solver iterates on each given 

coupling time-step with the other one until desired convergence is achieved (Settari and 

Walters (2001), Mainguyand and Longuemare (2002)); 3) Explicit or One-Way coupling, 

where flow simulator is run for some time and the outputs are transferred only one way to 

geomechanics, and geomechanical feedbacks (strain and stress) are not fed back into flow 

simulator  (Samier and Gennaro , 2007); and 4) Pseudo-coupling, which calculates the 

geomechanical responses by some correlations or empirical models, and porosity and 

permeability are updated as a function of pressure with a look-up table. All the above 

mentioned coupling strategies result in increased computational load when they are applied 

on large scale reservoirs; therefore their implementation has either to be limited to small 

scale or to be carried out over a very small time window of simulation.  

Where inclusion of geomechanics is important in ultimate forecast of production rates of 

large fields with multi-million cells or where some workflows that require iterative coupled 

flow-geomechanics simulation such as full field well level history matching, ranking multiple 

realizations, and optimization are concerned, current computers’ CPU are not able to carry 

over the computational load.  Even recent advances in desktop hardware and advent of 

multicore CPUs or running the models on clusters of CPUs (parallel computation) have not 

made a significant breakthrough to sequential simulation of mechanical problems in large 

finely gridded models that need to go under iterative workflows.  

Here, we introduce the incorporation of geomechanical process physics into a streamline 

simulation framework for full field simulations of reservoir-geomechanical influences on 

reservoir productivity. This work is in continuation of previous recent works by Koohmareh 

Hosseini and Chalaturnyk (Koohmareh et al., 2013) in which a comparative study on 

computational load and numerical precision of coupled streamline-geomechanics versus 

sequential conventional coupling scheme (on Box method) in a CO2 injection scenario was 
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performed. All coupling workflows are based on assumption of elastic rock constitutive 

model. Linear poroelasticity theorem is well accepted and sufficient for an accurate 

simulation of fluid flow in porous medium, particularly for large-scale geo-models.  

The main purpose of this work is introduction and development of different simulation 

workflows and strategies for streamline-based reservoir geomechanics coupling. All 

simulation methods were tested on several numerical cases and the potential added value; 

advantage and disadvantage of each coupling technique were discussed in detail. Also we 

discuss the numerical capabilities that are unique to streamline-based coupling schemes and 

workflows.  

All simulation techniques were developed on a C++ based platform (QT programming 

language) with workflows that adopted the use of 3DSL (StreamSim, 2014) for successive 

forward pressure solutions and FLAC3D (Itasca, 2014) for solution of mechanical 

displacement vectors (volumetric strain field) in each coupling time step.  

The key factor that differentiates streamlines class of simulations from conventional 

reservoir simulators is the streamline-based time steps. The numerical difficulties 

encountered by conventional methods for highly nonlinear multiphase displacements have 

still remained a serious problem in many field-scale compositional studies. The usual 

workaround is to use an implicit or adaptive-implicit formulation, but for large problems, 

these solutions can become prohibitively expensive in terms of CPU time and memory.  

To answer the question of what is the proper choice of stable time steps for streamline 

simulation-geomechanics coupling, it is important to determine the frequency of the 

pressure solutions when geomechanics is included in the streamline simulation’s framework. 

The frequency of pressure solutions becomes important for having converged and stable 

solutions in both flow and geomechanics.  In finite difference (FD) simulations, finer models 

not only cause smaller time steps due to smaller grid blocks but usually face problems 

because of increased heterogeneity as finer models tend to have wider permeability and 

porosity distributions.  
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Overview: Streamline Simulation and Time Stepping Methods  

Streamline simulations solve the saturation forward equation on the 1D streamlines 

(Lagrangian flow-based grids) explicitly from pressure equation that is being solved on the 

underlying 3D grids (static Eulerian grids). The solution steps for incompressible problems 

with no capillary pressure effects are as follows: (1) the pressure equation is solved for fully 

implicit in the same way as finite difference (FD) methods; (2) the velocity field is then 

calculated and streamlines are traced based on the velocity field; (3) the mass balance 

equation for phase saturations (convective equation) are then mapped along 1D streamlines 

using a property called “time of flight”; and (4) ultimately the calculated 1D convective 

solver outputs are mapped back onto the underlying 3D grids. For more mathematical 

details of streamline simulation, see Batycky et al (1997) and Datta-Gupta and King (2005).   

The streamline class of simulations for incompressible fluid displacement problems exhibits 

much faster simulation times than conventional finite difference simulators (10 to 100 times 

faster than FD methods (Batycky et al., 1997) due to the reduced number of pressure solves 

required and larger time steps allowed). The usual workarounds in conventional FD or finite 

volume (FV) simulation techniques such as fully implicit or adaptive-implicit methods 

become prohibitively expensive in terms of CPU load for large problems with non-linear 

flow characteristics. Also in FD’s finely gridded models (with large number of cells), not only 

smaller grid blocks cause very small time steps (the Courant-Friedrich-Levy or CFL 

condition) but also increased heterogeneity causes additional increase in CPU time since 

finer models tend to have wider permeability and porosity distributions, and the sparse 

matrix system converges very slowly when the Jacobian terms are not similar (due to 

heterogeneity). Streamline simulations (in frequency of streamline updates) scale 

independently of the size and heterogeneity contrast of the 3D model.  

The key factor that differentiates streamline class of simulations from conventional reservoir 

simulators is the streamline-based time steps. Time stepping in streamline simulation is very 

different than conventional flow simulators. Conventional FD and FV simulators have one 

single time step deployed for solution of both pressure and saturation equations. In 

streamline simulation, however, there are two different time steps: (1) one for update of 

pressures (global time step) and (2) a second time step for solution of saturation convective 

equation along streamlines (convective time step). If gravity or capillary physics also come 
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into play, there are additional time steps, which are the operator splitting time steps. For 

every pressure time step, there is an equivalent saturation time step. However, saturation 

time steps may be smaller than the estimated pressure update time step, as saturation 

transport equation is limited due to stability purposes.  If the system is incompressible then 

there is no time step size in the pressure equation, and accordingly there is no limit on the 

pressure time step.  If the system is compressible, both saturation and pressure are moved 

forward during the saturation time step, meaning that at the end of the saturation time step, 

pressure and the saturation are the same time step level.   

Coupling Strategies 
In order to embed geomechanics into a streamline simulation workflow and perform 

coupling at a large (e.g. field) scale or a less CPU intensive manner, different approaches can 

be used. A brief description of the five coupling techniques developed and implemented in 

order to assess the problem of “scale” and “time” in coupled flow-geomechanics techniques 

is provided below. Appendix 8-A explains the software that is developed to link the physics 

of streamline simulation to geomechanics by implementing all the following strategies.  The 

key difference between streamline-based reservoir geomechanics coupling and conventional 

coupling schemes lies with the streamline time stepping where pressure updates are different 

than saturation time steps and the coupling scheme can be performed either on saturation 

time steps or pressure time steps or both.  

Approach 1: One Way Coupling 

One way coupling, or loose coupling, is the simplest coupling technique where fluid flow 

effects on the geomechanical solution are taken into account, but the impact of 

geomechanical responses of the reservoir (e.g. rock deformation) on fluid flow are neglected. 

The flow simulator is run only once and the outputs (pressure and saturation) are fed into 

geomechanical simulator at user defined time steps, and the geomechanical simulator runs 

sequentially based on the input data received from the flow simulator. For cases with notable 

geomechanical impacts on reservoir, such as 8.5 meters of subsidence in Ekofisk, one way 

streamline-based coupling is a good approach for quick assessment of potential 

geomechanical risks of the reservoir, but for cases with small displacements where 1-5 

centimeters vertical displacements are important, one way coupling is not the accurate 
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technique to use. Comparison of displacement history of simulation test case 2 through one 

way coupling with the other coupling strategies supports this statement.  

One way coupling in a streamline-geomechanics workflow does not differ from 

conventional finite-difference simulators, except that the coupling time step can occur on 

either the pressure global time steps or on the saturation convective time steps (Figure 8-1). 

Use of this streamline-based reservoir geomechanics coupling technique is particularly suited 

to the applications that are mechanically highly non-linear and need to run the 

geomechanical problem many times successively, since the flow simulation part is quite fast 

even for reservoirs with large number of grid blocks, and hence the dynamic solution 

variables can be calculated rapidly and fed into geomechanics problem frequently. In terms 

of computational speed, one way streamline based flow-geomechanics coupling is obviously 

much faster than conventional one way coupling techniques. The reason is that the flow 

simulator for both approaches runs only once (not sequentially or iteratively), and the 

computational load involved with the sequential solution of the mechanical problem is 

identical in both class of simulations, and a significantly faster forward flow simulation (SLs) 

result in faster one way coupled system. Consequently, for large heterogeneous reservoirs 

where only geomechanical impacts of the reservoir are important and fluid flow 

displacement problem is assumed incompressible or linear (e.g. single phase tracer flow with 

fixed well rates), this approach is the most suitable one, and has accordingly significant CPU 

efficiency gain compared to conventional FD simulators. The more linear the flow problem 

is the larger the global time step sizes are allowed to be, and therefore even more CPU 

efficiency gain is achieved. This approach was constructed and implemented on two 

numerical cases (see numerical example section). It must be noted that the coupling time 

steps can be larger (constant time step size) if the mechanical problem is linear elastic, and 

the final mechanical solution of the problem is a function of final pore pressure field only. 

The coupling time steps can also be adaptive for compressible cases where the time step 

sizes are determined by convective time steps.  
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Figure 8-1-Schematic of coupling strategy for one-way streamline-based hydromechanical 
coupling with constant user-forced time steps. (P = pressure, S = saturation, t = time, Δε = 

volume change). 

As opposed to conventional finite difference reservoir flow-geomechanics sequential 

coupling (either one way or two way sequential coupling), where both flow simulation 

variables (pressure and saturation) have to be solved simultaneously and then be transferred 

to the mechanical run cycle*, streamline-based reservoir geomechanics coupling mechanism 

functions differently in terms of time and in domain size (grid-cells). In one way sequential 

coupling, on flow simulation side, pressure is solved explicit from saturation equation, on the 

reservoir 3D grids. Then, saturation is solved explicitly along the streamlines and thus allows 

for larger coupling time steps compared to FD simulators for both compressible and 

incompressible problems (as CFL condition is based on larger TOF grids).  

Approach 2: Sequential Coupling (IMPESG) 

At first glance the technique may appear to be identical as the conventional sequential one-

way coupling techniques; however it is not. As opposed to the conventional reservoir flow-

geomechanics sequential coupling where all dynamic solution variables (pressure, saturation, 

etc.) are solved at one time level and then are transferred to the geomechanics problem on a 

certain interval, IMPESG coupling is performed only on 3D global pressure updates that are 

different and larger than saturation 1D time steps. The other difference between our 

coupling scheme and conventional schemes is that in FD or FV coupled systems, 

geomechanics is coupled to flow problem (pressure) in a certain time interval (which might 

be ten or hundred times larger than numerical pressure updates in fully implicit or IMPES 

                                                 
*
 The time span for coupling of the two physics is called a (coupling) cycle. Cycles are shown by blue dashed 

squares in the figures.  
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scheme) but in the presented streamline-based coupling strategy, coupling time steps are 

exactly the same as frequency of pressure field solutions when streamline patterns are 

recalculated. The only input variable that mechanical problem requires for stress field 

solution is “pressure” to update effective stresses in the reservoir. Since global pressure time 

steps are different than saturation convective time steps (frequency of pressure field updates 

is not bound to frequency of saturation updates and grid block sizes) the coupling time steps 

between fluid flow and mechanical problem can be much larger than FD or FV simulators.  

The more incompressible and linear the displacement problem is and the higher the level of 

geological heterogeneity of the reservoir is, the larger the coupling time step can be which 

obtaining an identical result to the conventional coupling techniques. Figure 8-2 illustrates 

an overview of this coupling strategy. 

Figure 8-2 shows that on path  1  pressure is solved on global time step in a fully implicit 

approach on 3D grids, and updated from P (n) (pressure at time level n) to P (n+1), then in the 

next step saturation is moving forward along streamlines with smaller time steps than 

pressure updated time step on 1D grids, and pressure is fed into geomechanics on path  2 .  

Due to induced volumetric strain induced on path  3 , porosity and permeability are updated 

and are input in the next step to the next coupled streamline-geomechanics cycle.  On 

path  4  a correction step for material balance errors might be needed (depending on the 

time step size and nature of mechanical problem) that will be discussed in detail in the next 

sections.  

To have an understanding of how streamline simulation can be used in lieu of conventional 

flow simulation techniques, (e.g. finite volume or finite difference) one needs to compare the 

coupling strength, speed and efficiency of classical coupling techniques with the new 

methodology. To do so we implemented a sequential coupling scheme between finite 

volume geomechanics code and finite-volume fluid flow code (Box method) and compared 

the results with the coupled streamline-based flow with the same geomechanical code, on 

the same coupling- cycle interval, and showed that the novel technique is computationally 

faster and more memory efficient than Box method coupled system. The comparative study 

was implemented on an incompressible underground CO2 storage scenario (Koohmareh et 

al., 2013).   
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Figure 8-2-Schematic of coupling strategy for sequential streamline-based hydromechanical 

coupling with constant user constrained time steps (☐ signifies paths followed during the 

time stepping). 

Approach 3: Staggered Coupling  

This technique signifies the importance of material balance and convergence. Since 

streamline simulation is an IMPES based approach, the saturations are solved explicitly after 

the pressure field is calculated. As discussed for isothermal elastic problems, the only input 

that geomechanics get from fluid flow simulator in all coupling strategies is “pressure” and 

not saturation. However for physically reasonable and robust flow simulation (e.g. high 

resolution production profiles) and to ensure the convergence in solution, the saturation 

profile needs to be obtained based on the physically corrected and simultaneously updated 

petrophysical properties mapped along streamlines. Therefore this technique attempts to 

ignore the saturations (of all grid-cells) at the first step (path  1  in Figure 8-3), and then 

transfer the calculated pressure field to geomechanical simulator and then the updated 

porosity and permeability (after geomechanical simulation was done on path  3  ) are fed 

back into beginning of time step for streamline simulation (on path  4  ), and then mapped 

along streamlines, and this time both pressure and saturations are solved at the same step but 

yet at different time steps. The reason porosity and permeability are given back to the 

beginning of time step to resolve the flow problem is not only having a converged value of 

porosity and permeability through iterative approach but is also due to material balance error 

reduction, and accurate solution of pressure wave equation. In the solution of diffusivity 
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equation permeability is between two gradient operators, showing that pressure and absolute 

permeability should get solved iteratively if they have mutual impact on each other and they 

both are entitled to change during physical displacement problem.  

∇ ∙ (𝑘∇𝑝) =
𝜇𝑐∅

𝑘𝑟

𝜕𝑝

𝜕𝑡
 

 (8-1)             

 

 

Figure 8-3-Schematic of coupling strategy for sequential streamline-based hydromechanical 
coupling with staggered approach; splitting pressure from saturation by embedding of 

geomechanics with constant time step. (P = pressure, S = saturation, t = time, 𝚫𝛆 = volume 

change, ☐ = time step path). 

As discussed previously, saturation time steps are either less than or equal to the global 

pressure update time steps.  Since the saturation solution is skipped in the iterative inner 

cycles, the computational load increases significantly. The number of streamlines and the 

solution of convective problems on a larger number of streamlines is computationally 

intensive in a streamline simulation workflow, particularly for reservoirs with large number 

of grid-blocks, the streamline-transport step represents 40% to 80 % of the total CPU run 

time (Batycky et al., 2011). Therefore, by skipping the solution step for the 1D saturation 

equation, significant CPU time will be saved, leading to improved solution speeds in the 

coupling workflow. The solution of the saturation equation would now occur at the last 

iteration inner-cycle stage of the coupling step and solved on a larger number of streamlines 

with smaller time-of-flight grids (larger resolutions along streamlines). Figure 8-4 shows the 

evolution of the properties in time steps and the sequence of problem solution. Although 

Forward flow (P) and geomech - simulation 

Iterative path-streamline simulation output are 

fed into geomech-simulation 

Geomechanical outputs are fed into flow simulation 

Forward streamline simulations (pressure & saturation) 
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the schematic of the coupling strategy looks like classical two way sequential coupling, as 

shown in Figure 8-3, the solution strategy is quite different. Apart from skipping the 

saturation equation, the other speed up factor and advantage of this coupling technique over 

the conventional two-way coupling technique is that forward flow simulations are faster than 

conventional FD or FV flow simulations.  For incompressible problems, the forward 

simulations are much faster in comparison to FD schemes on an equal coupling time step. 

For reservoirs with coarse meshes, the technique can be utilized without skipping the 

convective saturation solution in each inner-cycle, and the numerical results showed that the 

convergence in volumetric strain and pressure (porosity and permeability) in each cycle is 

usually achieved within the solution of two successive inner cycles.   

 

Figure 8-4- Numerical time steps evolution for semi-fully coupling of streamline simulation-
geomechanics. 

As geomechanics is embedded within the flow chart of streamline simulation and saturations 

are solved after pressure recalculation in a different stage, we alternatively entitled the 

technique as semi-fully coupling of streamlines with geomechanics. However, as shown in 

Figure 8-4, the solution of the mechanical problem (three displacement vectors) can be 

performed on the same Jacobian assembly along with pressure equation (in a fully implicit 

fashion) for more robust results, and then trace streamlines based on the converged velocity 

field and solve the saturation equation with updated and physically more realistic time of 

flights.  For this situation, however, three more primary solution variables are added into the 

mapping matrix (two horizontal and one vertical displacement vectors), which make the 
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computational load of solving the non-linear system quite expensive. When dynamic flow 

parameters are stress-sensitive (e.g. density, pressure, relative permeability), a rigorous 

convergence criterion is needed and the solution may not converge easily. It must be noted 

that streamline class of simulations are an IMPES scheme by nature and one variable 

(pressure) is solved decoupled from the other (saturation), and also the corrector steps on 

3D grids are performed separately and explicitly from (and after) explicit solution of 

saturation. Inclusion of geomechanics into streamline simulation has to abide by streamline 

workflow, and has to be done either explicitly or semi-fully implicitly. As such there is not 

such a technique as fully coupled or monolithic streamline-based reservoir geomechanics.  

By use of this technique the saturation results are expected to be more exact and the material 

balance errors are also expected to be mitigated. Development of a mapping technique and 

pressure corrector step can be quite helpful and in some cases essential in reduction of the 

material balance error involved with this approach. The technique was developed on the 

same QT C++ based platform and two numerical examples were solved by use of this 

technique. 

Approach 4: Full Flight Streamline-Geomechanics Coupling 

Figure 8-5 shows Approach 4, a potential coupling strategy for streamline-based 

hydromechanical coupling. The scheme allows the flow simulator to run from the beginning 

of the simulation rather than the current interactive time step. Since geomechanical 

processes within the reservoir can increase petrophysical property heterogeneity (i.e., 

through induced volume changes from stress changes), streamlines are therefore expected to 

remain unchanged for a longer time-step, and therefore long time-steps are allowed for 

streamline simulator and streamline simulation (only) can be run from time zero to the 

current time-step to improve the value of the pressure update to be given to the 

geomechanical simulator in the subsequent step.  

If dynamic properties of the reservoir model are not updated at the end of each cycle and 

the beginning of the next cycle, the flow simulator will generally encounter a material balance 

error, since a new porosity (pore volume) is provided in the middle of the simulation but the 

pressure field remains unchanged. Significant errors will be encountered for problems of 

increasing compressibility and problems involving larger time steps. Figure 8-5 schematically 
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illustrates the overall procedure of the technique. The reason that permeability and porosity 

are fed into the initial coupling cycle is to reduce the material balance error, so each time a 

cycle run is over, the next coupling cycles act as an independent forward simulation from 

previous cycles with new initial conditions and boundary conditions. However, to account 

for dynamic changes of porosity and permeability in the course of the hydromechanical 

simulation time steps, an averaged value of porosity and permeability over all coupling cycles 

must be calculated and fed into the flow simulator (on yellow off-diagonal line. Therefore 

porosity at the end of explicit mechanical run of cycle n is: 

 ∅𝑛
∗ =

∑(∅0+∅1+∅2+⋯∅𝑛)

𝑛+1
      (8-2) 

 

𝐾𝑛
∗ =

∑(𝑘0+𝑘1+𝑘2+⋯𝑘𝑛)

𝑛+1
 ,      (8-3) 

where ∅𝑛
∗  and 𝐾𝑛

∗ are porosity and permeability values that are fed into the flow simulator at 

the end of each cycle (yellow line), and 𝑛 shows the number of the last cycle where 

streamlines and geomechanics have been coupled. 

 
Figure 8-5-Schematic of full flight coupling scheme for sequential streamline-based 
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hydromechanical coupling; at the end of each cycle fluid flow start time is from day 0. 

Since after each cycle-end, a long forward streamline simulation is performed with a long 

jump on geomechanics from cycle 0th to cycle (n), we called this strategy “full flight coupling”. 

This coupling strategy has been also implemented on a QT platform with C++ 

programming language, and has been tested on two numerical cases and compared with the 

other approaches discussed above.  

Approach 5: Adaptive Global Timestep Coupling 

All coupling techniques described above are based on a constant forced time step set by the 

user. However coupling can be performed on the longer and adaptive time steps. In 

incompressible problems coupling can be performed on very large time steps, and if the 

stability condition developed in next section is honored, the velocity field remain unchanged 

and therefore the long step can remain constant as well. But if the condition (on the velocity 

vectors between two successive time steps) is not satisfied, we reduce the time steps to three 

fourth or half of the original time steps, and continue the simulation with new suggested 

stability-based time steps.  

For compressible displacement problems however the time steps are auto time-steps for 

both pressure and saturation evolutions, and are dictated either by saturation equation based 

on the CFL condition on the TOF grids or by compressibility of the system (fluid volume 

changes at previous time level), and the pressure and saturation on previous streamline-

based time steps.  

 

Figure 8-6-Schematic of adaptive long time step coupling scheme for streamline-based 
geomechanical coupling- example on staggered technique.  
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The coupling time step should not necessarily obey the pressure update time steps. The 

pressure time steps could be on the automated time step (for compressible cases), but the 

user can fix the coupling time step. Results of Approach 5 were not included in the 

simulation results and comparative studies on the run time with the other approaches. 

Results and Discussion  
Numerical simulations of coupling approaches 1, 2, 3 and 4 were performed on two test 

cases:  

Case 1: A multi-well compressible back oil model with four injection wells and five 

production wells. The in situ fluid phases are compressible oil and gas and slightly 

compressible water. The model is a black-oil (live-oil) compressible model, and the driving 

mechanism of production is by waterflooding. The model dimensions are 5 km in lateral 

directions and 120 m in vertical direction with 10000 active grid cells. The number of cells in 

Cartesian coordinates are Nx=100, Ny=100, Nz=1. The initial geological model of the 

reservoir (before inclusion of geomechanics) is highly heterogeneous. Average permeability 

of the reservoir is 91.8 mD (minimum =0.3720, maximum=2808, variance = 35400) and 

porosity was considered constant and equal to 0.2. The injection wells 1, 2 ,3 , 4 are 

operating at water injection rates of 1600, 1000, 3000, and 1600 stb/day respectively. The 

control rates for production wells 1, 2, 3, 4, and 5 are SGRAT (surface gas production rate) 

=3000 Mscf/day, SORAT (surface oil production rate)=1200 stb/day, SGRAT=900 Mscf/day, 

SORAT=800 stb/day and SGRAT=500 Mscf/day respectively.  Table 8-1  below summarizes 

the input data for the model:  

Table 8-1- Reservoir fluid and rock properties of Case 1 

Parameter value 
Geomechanical properties  

𝝑 0.2 

𝑬, MPa 500 

𝐎𝐯𝐞𝐫𝐛𝐮𝐫𝐝𝐞𝐧 (𝛔𝒗
′), MPa -4.5  

𝝆𝒔, kg/m3 2500 

Hydraulic properties  

∅𝟎 0.2 

𝒌 (average), mD 91.8 
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Po initial (bottom of the reservoir), MPa  5.2 

𝝆𝒐,𝒈,𝒘 (kg/m3) standard  721, 1.12, 1010 

𝝁 oil  cP 0.89-1.2 

𝛍 gas  cP 0.0125-0.0195  

𝝁 water  cP at P=24.8 MPa  0.2998  

Pinjection , MPa 27.6  

𝒄𝒘 water, kPa-1 at P=24.8 MPa 1.45e-7  

𝒄𝒐 oil, kPa-1 1.00e-5 

Rs (Mscf/stb) 0.006-1.81 

Bg (Rbbl/Mscf) 0.41-2.95  

Bo (Rbbl/stb) 1.012-1.155  
 

 

Case 2: CO2 injection into a saline aquifer that is originally saturated with brine with one 

single well located in the middle of the reservoir, with constant head boundary conditions. 

The model is three-dimensional and the problem is incompressible. The model dimensions 

are 2km in each lateral direction and 200 m in vertical direction. The initial geology of the 

model (before inclusion of geomechanics) is assumed homogenous in order to observe the 

impact of inclusion of geomechanics on static model distribution. Table 8-2 summarizes the 

input data for case 2:  

Table 8-2- Reservoir fluid and rock properties of Case 2  

Parameter value 

Geomechanical properties  

𝝑 0.25 

𝑬, MPa 1000 

𝐎𝐯𝐞𝐫𝐛𝐮𝐫𝐝𝐞𝐧 (𝛔𝒗
′) MPa -7.74  

𝝆𝒔, kg/m3 2188.5 

Hydraulic properties  

∅𝟎 0.2 

𝒌 , mD 100 

Po initial (bottom of the model), MPa   8.5 

𝝆𝒈𝒂𝒔 (kg/m3) standard 

𝝆𝒘𝒂𝒕𝒆𝒓 (kg/m3) standard 

850 

1100 

𝝁 gas  cP 0.06  

𝝁 water   1  
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Pinjection (bottom hole), MPa 40.0  

 

Case 1– Simulation Results 

Inclusion of geomechanics into streamline simulation workflow on model case 1 leads to 

significant changes in petrophysical distribution and dynamic responses of the reservoir. As 

discussed below, these results help to demonstrate the significance of “full-field “ inclusion 

of geomechanics where the mutual impacts of source-sink regions are taken into account for 

prediction of hydromechanical responses of reservoir in a conventional water flood scenario.  

Figure 8-7 illustrates how streamlines (dominant flow directionality) as well as time of 

flights along streamline will change in a streamline-based geomechanics coupled system 

within 700 days of production (with coupling time step of 100 days). Since the well or 

boundary conditions did not change throughout the simulation the changes in streamlines 

pattern (pressure gradient field) is primarily due to the impact of geomechanical processes.  

a) b)  

Figure 8-7- Comparison of streamline configurations along with mapped time of flights on 
streamlines at two different cycles: a) cycle 2 and b) cycle 9. While the well conditions have 
remained intact geomechanics have changed the streamline configurations within 700 days 

of production (see red ellipse in 7b). Production and injection wells are shown with “P” and 
“I” respectively. 

Figure 8-8 and Figure 8-9 illustrate the difference between a coupled and uncoupled 

system in terms of streamline configurations, TOF distribution, well allocation factors and 

field production data. FPmaps show the percentage of the flow at reservoir conditions along 

a connection. They determine how much of an individual well’s production is due to various 
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injectors and conversely, how much support an individual injector is giving to various 

producers.  

As illustrated in Figure 8-9 consideration of geomechanical effects into the workflow on a 

multi-wells full-field case study can be quite important in terms of ultimate reservoir 

production data. In all cases the cumulative productions out of coupled streamline-

geomechanics model have been less than SL-standalone case. The reason is mainly because 

in the course of production the overall reservoir pressure has dropped down and accordingly 

the effective stress in the reservoir (particularly in high permeability regions) has increased, 

which leads to decrease in porosity and permeability values (contraction).  

Figure 8-10 shows the petrophysical changes (permeability difference map after 1600 days 

of production) in the reservoir due to inclusion of geomechanics physics into streamline 

simulation workflow. Permeability changes have been mainly the same all over the reservoir 

except in the zones with initially high permeability values and higher flow activities, where 

the change in permeability has reached to 1000 mD.  

On a single cycle coupling time step (100 days) Approach 3 and Approach 2 showed slightly 

different responses in terms of production data. Figure 8-11 shows the oil production rate at 

cycle 5, and compares the results of Approach 2 with Approach 3, at five inner cycles. 

Approach 2 shows slightly lower oil production (yellow line) between day 400 and day 500 

after production, than the inner cycle 1 (green line). Inner cycle 1 also reports a different 

production rate than the other inner cycle, but after inner cycle 2 the coupled problem 

converges to a unique solution (inner cycles 3, 4, 5). This emphasizes the use of staggered 

technique for physically more robust solution of very stress sensitive problems, and also 

shows that only two inner cycles in each global cycle are required for the problem to 

converge. 
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(a) Coupled  

 

(b) Uncoupled  
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(c ) Coupled (d ) Uncoupled 

Figure 8-8- Comparison of streamline configurations: a) coupled and b) uncoupled (colors represent TOF – 
blue is low from 0 days and red is high TOF values up to 4000 days) and well allocation factor maps: c) 

coupled and d) uncoupled after 4000 days. 

 

Figure 8-9- Impact of inclusion of geomechanics (through Approach 2) into streamline 
simulation on cumulative production data within 4000 days of production (x axis represents 

time in days). 
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Figure 8-10- Initial permeability distribution of the reservoir and well configuration (left), 
and updated permeability difference map (K[cycle_0]- K[cycle_9]) due to reservoir 

geomechanical effects (right). 

 

Figure 8-11-Left picture compares field oil rate by use of Approach 2 versus Approach 3 and 
right picture shows the top view of pressure field ratio of Approach 2 over Approach 3, at 

cycle 5 (400-500 days).  

On the large scale and long injection production time, however there was not a noticeable 

difference between Approach 2 and Approach 3 in terms of production data. The problem 

of convergence was experienced for smaller coupling time steps in Approach 3 (staggered) 

than in Approach 2.  
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Figure 8-12-Comparison of production data in coupled system from Approach 2 vs. 
Approach 3. Left figure shows cumulative field oil production and right figure shows field 

water cut rate. 

It must also be noted that even though Approach 3 can allow the user to undertake longer 

coupling time step (expecting faster coupled simulation run time) compared to Approach 2, 

the comparison on the total CPU run time over 1000 days of production shows that 

Approach 2 (2832 milliseconds) is ultimately faster than Approach 3 (3202 milliseconds). 

Therefore depending on the problem size and problem compressibility one has to perform a 

comparison between Approach 2 and 3 on the run time and convergence before undertaking 

the simulation on the longer simulation time steps on the models with larger number of 

cells.  

Figure 8-13 shows that there was no significant difference between Approach 3 (staggered 

system) and semi-fully coupling approach in terms of dynamic responses of reservoir after 

1000 days. Simulation results also showed that geomechanically updated porosity and 

permeability fields were almost identical by use of either of approaches.  

Figure 8-14 illustrates that the cumulative responses of the reservoir are very similar as well. 

Cumulative oil production rates were almost identical and Gas-Oil-Ratio cumulative curves 

are slightly different. The comparisons are performed on a 100 days coupling time step with 

3 numbers of inner cycles/iteration in each cycle.  
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Figure 8-13- Left figure shows pressure ratio and right figure shows saturation field ratio of 
Semi-fully coupled approach over Staggered approach (3). 

 

 

  

Figure 8-14- Comparison of production data between Staggered Approach (3) vs. semi-fully 
coupled Approach. Left picture shows cumulative surface oil production and right picture 

shows cumulative surface gas-oil-ratio. 
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As such semi-fully coupling approach can be used in lieu of staggered coupling approach for 

large systems, and ultimately with higher CPU efficiency, identical reservoir dynamic 

responses are expected. Figure 8-15 shows that use of semi-fully coupled system on the 

same model, reduces the total CPU run time by 65 %. It must be noted as the geomechanical 

run time remains almost the same in both approaches, the more the number of inner cycles 

are (i.e. 5 than 3) the less the CPU efficiency gain is expected by use of semi-fully coupling 

system. Therefore, the number of inner cycles is suggested not to exceed two or three. 

 

Figure 8-15- Comparison of total CPU run time of Staggered Approach (3) vs semi-fully 
coupled approach in model 1 within 1000 days of coupled simulation run with 10 cycles and 

3 inner-cycles. 

 

Figure 8-16 illustrates how the convergence (on field oil production rate and water cut rate) 

occurs through full flight cycles of Approach 4. As it can be seen each cycle is longer in 

time-length compared to the previous cycle and reports slightly different production rate due 

to geomechanical updates. 
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Figure 8-16- Convergence of field oil production and water cut rates by use of Approach 4 
at 10 full flight cycles over 4000 days of coupled simulation. Each single cycle is illustrated 

by different color. 

Case 2 – Simulation Results  

Case 2 is a problem of CO2 injection into a saline reservoir under the assumption of an 

incompressible fluid. The numerical simulations were performed for an injection time of 

2000 days. All different coupling strategies were tested on the case 2. Figure 8-17 illustrates 

the geomechanical responses of reservoir using Approach 1 (one way coupling). As shown in 

Figure 8-17, through constant injection of CO2 in underground reservoir with stress sensitive 

rocks pore pressure builds up (mainly around injection well in early time and propagates to 

far field in the course of injection) and therefore effective stress reduces and displacements 

increase in all three directions. As a result total stresses increases in horizontal directions, 

however the stress change and distribution in each direction is different (Poisson ratio’s 

effect), leading to development of deviatoric stress components that are potential for 

inducement of shear failure at high injection rates. The negative sign for stress values means 

that the stress regime in the reservoir (and around injection point) is compressive. The stress 

and displacements on the 3D model show only the reservoir portion of our geomechanical 

model. The model boundary conditions were roller boundaries at the side burdens and 

constant vertical stress at the top of the reservoir (over burden) and zero displacements at 
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the bottom. The base case model number of cells is 20x20x10 in x, y, and z directions 

respectively. 

  
 

 

    

 
   

 
(t=100 days) 

 
(t=1000 days) 

 
(t=1500 days) 

 
(t=2000 days) 

Figure 8-17- Illustration of off-diagonal stress tensor component σxy (top) and horizontal 

displacement along x axis (bottom) at four different time steps. Results are obtained through 
Approach 1 at SL-geomechanics coupling time step of 100 days. 

These results show that for one-way simulation results, reservoir rock deformations are 

significant in response to pressure and therefore coupling strategies can play a role in the 

ultimate flow regime and mechanical responses of the reservoir. 

The stress paths at top, middle and bottom of the reservoir were plotted for three different 

coupling strategies: Approach 2, Approach 3 and one way coupling, all at the coupling time 

steps of 100 days. The comparisons showed that the stress paths calculated at the end of day 

2000 day (after injection) is very similar from Approach 2 and Approach 3, but Approach 4 

shows slightly different stress path. Also the stress paths of Approach 3, and 4 were 

compared at two different coupling time steps (100 versus 200 days); the stress paths were 

almost identical through both approaches and on time step sizes. The vertical displacements 

in the middle of the reservoir from day 0 to the end of 2000th day were plotted, and the 
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maximum value reported in one way coupling system was 48 cm (Figure 8-18) and 66 cm 

through Approaches 2, 3, and 4. These findings signify the use of coupling in simulation 

workflow where reservoir rocks are stress sensitive and reservoir main drive mechanism is by 

convection.  

Figure 8-19 compares the dynamic responses of the reservoir where the coupling 

approaches 2 and 3 were used. The comparison shows that the average reservoir pressure 

and gas injection rate in the reservoir (with constant bottom hole pressure) calculated by 

Approach 2 do not differ significantly with Approach 3. Also for incompressible systems the 

increase of time step size from 100 days to 400 days do not affect the final simulation results. 

This was not the case however for the compressible problem described in case 1.  

 
Figure 8-18-Vertical displacement history in the middle of the reservoir out of one way 
coupling. Vertical axis shows vertical displacement in meter and horizontal axis shows 

mechanical problem time steps (from day 0 to 2000). 
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Figure 8-19- Comparison of two different Approaches (2 and 3) at a coupling time step of 

400 days (left) and 100 days (right). Representation of average reservoir pressure and 
reservoir gas injection rate. 

Computational Efficiency  

The CPU load analyses were performed on an Intel core™ i7 chip running at 2.7 GHZ, with 

16 GB of RAM, and both mechanical and streamline calculations were performed on a 

single thread. Figure 8-20 shows the CPU time (computational load) for each coupling 

strategy and shows how the CPU time will change in each individual cycle of each strategy in 

the course of coupling.  
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Figure 8-20- Individual cyclic CPU run time of streamline versus geomechanics for different 

coupling strategies. 

And Figure 8-21 shows the total CPU run time of four different coupling strategies on 

incompressible model with 20x20x10 number of grid cells.  
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Figure 8-21- Comparison of computational load involved in each coupling strategy on the 
3D model with 2000 active cells on 20 cycles with coupling time step of 100 days. Each cycle 

of Approach 3 includes 5 inner cycles. 

As shown in Figure 8-21, Approach 3 (staggered approach) carries the largest computation 

load compared to the other approaches. However it must be noted that the computational 

load reduces significantly if number of inner cycles are reduced (from 5 in the present 

analysis to 2) and if staggered approach is carried on the semi-fully coupled system that was 

discussed (resolving only pressure field in each inner cycle).  

Figure 8-22 and Figure 8-23 show the computational loads efficiency gained through use 

of semi-fully coupled approach over staggered technique. As shown in Figure 8-23 the total 

computational load for a model with 2000 gridblocks ( 5 inner cycles and 20 cycles) is 

alomost 25% less than the staggered technique. However by reducing the number of inner 

cycles (i.e to 2) the CPU efficiency gain can increased significantly as successive 

geomechanical runs are avoided.  

Figure 8-22 shows that streamline-based simulations (forward cycles and inner cycles) in the 

semi-fully coupled are significantly faster (involved with less CPU time) than Appraoch 3 

(staggered system).  

 

Figure 8-22-Comparison of streamline simulation CPU run-time in Approach 3 (staggered) 
vs. Semi-fully coupled approach, with 20 cycles and 5 inner cycles (model size 20x20x10).  
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Figure 8-23-Comparison of computational load of Approach 3 (staggered) with Semi-fully 
coupled, on the 3D model with 2000 active cells on 20 cycles and 5 inner-cycles with 

coupling time step of 100 days.  

Figure 8-24 illustrates the scaling behavior of coupling Approach 2 at a coupling time step 

of 100 days. The findings of this figure are very important in terms of full-field inclusion of 

geomechanics. Streamline-based reservoir geomechanics simulation exhibits a near linear 

scaling in run times as a function of active cells. The linear scaling behavior means the 

computational load for larger number of grid cells (e.g. multimillion cells) can be 

extrapolated from CPU run time of the coarse model with small number of cells. The other 

important conclusion derived from the results shown in Figure 8-24 is that the 

computational load is much less than the computational load of FD simulators that increase 

in a polynomial behavior with increasing number of active cells like 𝑁2→3 where N is the 

number of active grid blocks. Scaling behavior of uncoupled standalone finite difference 

flow simulations from SPE 71596 (Gorell, S. and Bassett, R., 2001) was shown to be 

quadratic as a function of active grid cells. By inclusion of mechanical problem and adding 

three more set of equations (three displacements vectors) into the problem, the scaling 

behavior of FD coupling technique will be even more crucial in term of CPU run time as a 

function of active cells. However, Figure 8-24 shows that by increasing the number of grid 

cells from 2000 cells (base case) to 256000 and 512000 grid cells, the CPU time increases 

proportional to the number of grid blocks by use of Approach 2.  
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Figure 8-24-Example of linear scaling of coupled streamline-geomechanics run time 
(Approach 2, ΔT=100 days) versus number of active grid-blocks for an incompressible CO2 

injection scenario. 

Conclusions  
Inclusion of geomechanics in streamline simulation workflow was shown to be effective in 

performing large-scale hydromechanical simulation of reservoirs within long simulation time 

windows. Several different coupling strategies were proposed and designed and advantage of 

each coupling strategy, its potential added value versus conventional coupling schemes and 

its application in petroleum engineering were discussed. All the proposed coupling 

approaches were developed on a QT platform (C++ based programming language) to 

sequentially or semi-fully implicitly couple 3DSL (streamline simulation tool) to FLAC3D 

(geomechanical tool). The developed schemes were tested and performed on two numerical 

cases of compressible and incompressible scenarios. 

The simulation results on a full-field case showed that inclusion of geomechanics into fluid 

flow physics processes changes the flow directionality (streamline configuration) and 
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consequently may lead to a significant change in final cumulative produced oil (six million 

barrels of oil within 4000 days of production in the presented simulation case).  

In order to mitigate the material balance and enhancement of problem convergence, 

development of corrector steps within the streamline-geomechanics coupling framework for 

updating of pressure field at each coupling strategy is recommended.  

Approach 3 (staggered semi-fully coupling scheme) exhibited the largest CPU run time 

compared to the other approaches, but resulted always in the converged solution. In both 

compressible and incompressible test cases, Approach 3 showed a converged solution after 

second inner cycle; therefore to avoid large CPU run time, increasing number of inner cycles 

(more than two or three) is not suggested. Approach 3 (with five inner cycles) and Approach 

2 showed approximately close simulation results within 4000 days of coupled simulation, at a 

small coupling time step size of 100 days. All the coupling strategies showed almost the same 

reservoir stress path and displacement profile in time in the middle of the reservoir, but 

Approach 1 (one way coupling) exhibited slightly different stress path, but significant 

displacement profile. The latter conclusion signifies the use of coupled hydromechanical 

systems for prediction of dynamic and mechanical responses of the reservoir.  

The scaling behavior of streamline-based reservoir geomechanics (strategy1) CPU run time 

as a function of active grid blocks is close to linear. Therefore streamline-based 

geomechanics coupling is the method of choice for prediction of hydromechanical responses 

of large heterogeneous reservoirs with large number of cells (more than 250,000).   
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Chapter 9: On Stability and Material Balance of 

Full-Field Streamline-Based Reservoir 

Geomechanics Couplings  
 

Introduction 
For prediction of ultimate reservoir production and dynamic field responses, inclusion of 

geomechanics is an important step in the simulation framework, which has classically been 

missed in most simulation studies. For stress-sensitive reservoirs geomechanics plays even a 

greater role in changing the reservoir pressure field as well as dynamic update of reservoir 

petrophysical properties (porosity and permeability). Geometrical complexity or irregular 

distribution of mechanical properties of large reservoirs makes a call for numerical 

simulation of the reservoir. The numerical inclusion of geomechanics in dynamic modeling 

of reservoir is called coupling. The mathematical expression describing the mutual impacts 

of stress (geomechanical effects) and pore pressure (fluid flow effects) on each other and its 

implementation in numerical simulators core code is called “reservoir-geomechanics 

coupling”. It must be noted that geomechanics can be included into modeling workflow 

through “uncoupled” system as well, but where inclusion of geomechanics has a significant 

impact on fluid flow production rate, coupling is essential. However the detailed high 

precision simulation of these effects requires a huge CPU load, and is not possible by 

conventional coupling schemes. In the recent work a new coupling workflow was introduced 

as streamline-based reservoir geomechanics coupling which takes advantages of streamline 

time stepping (Koohmareh Hosseini and Chalaturnyk, 2014). In the previous work we 

introduced five different SL-based coupling strategies and discussed the limitations and 

powers of each approach. However the selection of the proper time step size as well as 

problem convergence was not studied previously. This work is the continuation of the 

previous work on SL-based reservoir-geomechanics class of coupling. In this work the 

emphasis is put on the fact that even though SL-based coupling gained lots of CPU 

efficiency compared to the previous techniques, the coupling time step cannot be infinitely 

long, and is limited to the physics of the problem.   
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To account for influence of geomechanics into reservoir simulations, rock compressibility 

(and accordingly total compressibility) of the system used to be adjusted in the transient 

form of pressure diffusivity equation. This approach was the most simplistic one to account 

for geomechanical changes, as it neglects the impact of fluid flow on geomechanics (in both 

explicit and fully implicit approaches). This technique, however, may involve convergence 

issues, particularly where the reservoir rock is significantly compressible. Settari and Mourits 

(1998) deployed a compressibility corrector for linear elastic mechanical problem to enhance 

the solution convergence. Mainguy and Longuemare (2002) used a pore volume (porosity) 

corrector (in between mechanical and flow problems communication) to improve the 

stability and convergence of the coupled system.  

As opposed to previous classical techniques, in this study the correctors that we developed 

and used were applied on the pressure field in both sequentially and semi-fully coupled 

SL_based coupling strategies. The use of the correctors is highly dependent on the physics 

of the problem (drained vs. undrained and compressible fluid vs. incompressible). The 

mathematical formulations obtained are exact and are developed based on the fundamental 

geomechanical equations in porous medium.  

Material balance analysis is quite essential in the coupled system simulation for two main 

reasons. The first reason is to account for accurate and correct physics. If some mass is 

(synthetically and mathematically) lost and the conservation of mass and momentum rules 

are not well honored during the simulation, the proper and accurate results (close to 

reservoir dynamic history) cannot be expected. Reservoir simulators therefore should 

consider the changes in mass fluids in a representative volume derived from two parts: 1) 

contraction or expansion of pore fluid due to pressure changes (compressibility effect), and 

2) the change of pore volume itself mainly due to changes in effective stress. The second 

reason is that an improper and incomplete material balance analysis or ignoring of that, will 

lead to problem solution divergence in both fully implicit and sequentially coupled reservoir-

geomechanics simulation. An obvious outcome of material balance negligence can often be 

seen in the crash of coupled flow-geomechanics forward simulations during sequential 

coupled system, as the flow simulator at the end of each time step has to deal with a new 

pore volume at each REV but the pressure is re-started from the previous time step 
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(reservoir dynamic state). Different types of material balance errors in the coupled 

streamline-geomechanics system are explained in the subsequent sections.  

For various coupling SL-based reservoir geomechanics strategies discussed in the previous 

chapters, a mathematical stability analysis (based on CFL criterion and streamline global 

pressure updates) was performed in this work. In addition, progressive increase of coupling 

time steps for various coupling strategies (for a constant SL simulation global time step) 

provide a guideline for selection of proper time step for each individual compressible and 

incompressible system to ensure problem stability.  

A fully coupled (monolithic or fully implicit) flow-mechanical problem is unconditionally 

stable. However a sequential coupling scheme does not succeed unless a proper stability 

criterion is developed and applied within the framework of explicit coupling. In the previous 

work it was demonstrated that streamline-based reservoir geomechanics coupling cannot be 

performed on a fully implicitly approach (due to explicit/IMPES nature of SL simulation), 

but can be performed on a semi-fully coupled framework. Therefore stability analysis is an 

important component of the coupling strategies, in order to ensure the simulation results are 

both convergent and reliable.  

The simulation results demonstrated in this work showed that for SL-based reservoir 

geomechanics class of couplings, the stability of both drained and undrained splits is 

dependent on the (coupling) time evolution. The mathematical analysis and simulation 

results also showed that an incompressible problem is more stable than compressible and 

undrained mechanical problem is also more stable than drained one. Even though the 

selection of coupling time steps are limited by the stability criterion, the SL-based reservoir 

geomechanics are still fast, robust and are the method of choice for hydromechanical 

modeling of large heterogonous reservoirs with large number of grid-cells.  

The simulation results in this work for linear poroelasticity showed that the developed 

mathematical formulation and guideline for stability of the coupled system have robust 

stability and convergence properties.  
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Stability and Convergence Study  
Changes in porosity and permeability due to inclusion of geomechanics into streamline 

simulation lead to the changes in the velocity fields and therefore streamlines need to be 

recalculated. Changes in velocity field, during pressure global time steps is a challenge in 

streamline standalone simulations, as the assumption of treating total fluid velocity as 

constant on the global time steps is not physically accurate. Even if the porosity and 

permeability do not change between two sequences of pressure updates, solution of the 

saturation equation along streamlines leads to a change in relative permeability values (e.g. in 

Corey functions) and accordingly, changes in velocity field. However, large pressure time 

steps can still be chosen depending on the magnitude of change in velocity field and on the 

linearity of the displacement problem.  Particularly for cases with incompressible and slightly 

compressible fluids these changes are considered negligible.   

The stability of an IMPES 1D Buckley-Leverett equation is governed by the CFL condition:  

𝜆 =
𝑢

∅

∆𝑡

∆𝑥
𝑓𝑤
′  .       (9-1) 

The CFL criterion states that a necessary condition for an explicit FD scheme to solve a 

hyperbolic PDE to be stable is that, for each mesh point, the domain of dependence of the 

discretization (i.e. FD) approximation contains the domain of dependence of the PDE 

(Piero and Sherwin, 2005).  

Spivak and Coats (1970), suggested the same formulation in 3D where distances and 

velocities are replaced with cell volumes and influx rate of each cell as below: 

𝜆 =
∆𝑡

𝑃𝑉
∑ [𝑀𝑎𝑥(𝑓𝑠𝑤

′ )(�⃗� 𝑓 . �⃗� 𝑓)];𝑎𝑙𝑙 𝑐𝑒𝑙𝑙 𝑓𝑎𝑐𝑒𝑠     (9-2) 

where 𝑀𝑎𝑥(𝑓𝑠𝑤
′ ) shows the maximum slope of the tangent to the fractional flow curve, and 

contributes in the formulation of the fastest wave speed, which is the wave speed that plays a 

key role in the stability solution. In the 1D equation, ∅ represents porosity, ∆𝑥 shows cell 

length, and in the 3D equation 𝑃𝑉 shows cell volume, 𝑢𝑓 shows velocity and 𝑛𝑓 represents 

cell face area, and in both equations ∆𝑡 and 𝑢 represent simulation time step and velocity 

respectively.  
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In both cases the limit of stability is 𝜆 = 1.  Beyond this limit, the solution for the 

convective solution will be unstable, which will lead to oscillation in the solution results of 

production rates or water cut profiles as well as non-monotonic contours of saturation that 

cut across with streamlines (Osako et al., 2004).  

By inclusion of geomechanics into streamline simulation, porosity and permeability fields 

change in the reservoir (particularly in the zones with high pressure gradients), leading to a 

more significant velocity field changes. Therefore a limit on the pressure time step is needed 

to ensure a convergent solution. To ensure numerically stable streamline-based 

geomechanics coupling results, we adopt the same approach as King and Gupta (2005) to 

deploy a corrector step when there are transport mechanisms transverse to the streamlines. 

Instead we introduce the geomechanical effects into the formulation. Modified CFL 

condition is required to account for the inclusion of geomechanics and assessment of choice 

of time step selection for pressure updates. It must be noted that the stability is performed 

on the saturation transport equation, as the pressure equation is solved implicitly and 

therefore is unconditionally stable.  

For a two-phase incompressible water flood problem, where porous medium is considered 

as deformable and geomechanics plays a role in fluid flow displacement problem, Darcy’s 

law is expresses as fluid velocity relative to the moving solid (Geresevanov, 1934, cited by 

Biot) as below: 

∅(�⃗� − 𝑣 𝑠) =
−𝑘

𝜇
∇𝑝;      (9-3) 

where �⃗�  shows the fluid bulk velocity and 𝑣 𝑠 shows the solid bulk velocity, and are the 

intrinsic (interstitial) velocity. It must be noted that a fluid particle moves along streamlines 

with interstitial velocity (not Darcy’s velocity).   

 To account for unsteady state effects of geomechanics, the initial fluid and solid velocities 

(�⃗� 0, 𝑣 𝑠0) are distinguished from instantaneous fluid velocity field (�⃗� ,𝑣 𝑠) during the long 

global time steps (pressure updates).  Therefore the numerical instability criterion can be 

developed as below:  
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∅
𝜕𝑆𝑤
𝜕𝑡

+ �⃗� . 𝛻𝐹𝑤 = 0 
(9-4) 

 

Streamline simulations are a dual-grid system of simulation, and therefore we have two set of 

system coordinates: (τ,ψ,χ) where time-of-flight is defined and saturation transport problem 

gets solved, and a normal Cartesian coordinate system (x, y, z) where pressure diffusivity 

equation is solved decoupled from saturation equations. Time of flight (TOF) along a 

streamline is defined as:  

𝜏 = ∫
∅

�⃗� 0
𝑑𝜉 

(9-5) 

 

The key roles that geomechanics plays in fluid flow processes is mainly update of porosity 

and permeability during production or injection from a representative volume, as well as the 

changes in the Darcy velocity due to solid velocity changes. And in most extreme cases 

geomechanics can also be a source of transverse flux due to the induced changes of end-

point relative permeability curves and fractional flow functions.  

For simplicity, it is assumed that the changes in porosity are linearly related to pressure 

changes and therefore the equivalent effective porosity in forward coupled transport 

equation with presence of geomechanics can be written as 
∅+∅0

2
.  Also, the bulk velocity  

term multiplied by the fractional flow function is the modified velocity accounting for solid 

bulk velocity as well. Therefore, where source and sink terms are dropped Equations (9-4) 

and (9-5) are required to be modified to account for geomechanical influences. Definition of 

time of flight changes as below:  

𝜏 = ∫
∅+∅0

2(�⃗⃗� 0−�⃗� 𝑠0 )
𝑑𝜉,      (9-6) 

and accordingly:  

𝛻𝜏. ( �⃗� 0 − 𝑣 𝑠𝑜 ) =
∅ + ∅0
2

, 
     (9-7) 

 

and forward saturation equation changes as below: 

∅+∅0

2

𝜕𝑆𝑤

𝜕𝑡
+ (�⃗� − 𝑣 𝑠   ). 𝛻𝐹𝑤 = 0;  

  (9-8) 
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where �⃗�  and 𝑣 𝑠  are Darcy velocity (not interstitial velocity), and represent bulk fluid velocity 

of fluid and solid respectively. The second term in above equation can be rearranged in 

terms of initial velocity and the corrector velocity:  

(�⃗� − 𝑣 𝑠  ). 𝛻𝐹𝑤 = (�⃗� 0 − 𝑣 𝑠0 ). 𝛻𝐹𝑤 + (�⃗� − �⃗� 0 − 𝑣 𝑠  + 𝑣 𝑠0 ). 𝛻𝐹𝑤.    (9-9) 

Combining Equation  (9-8) and    (9-9) applying the chain rule on the first term of the above 

equation in 1D, we will have: 

  (�⃗� 0 − 𝑣 𝑠0 ). 𝛻𝐹𝑤 = (�⃗� 0 − 𝑣 𝑠0 ).
𝜕𝐹𝑤
𝜕𝑥

= (�⃗� 0 − 𝑣 𝑠0 ).
𝜕𝜏

𝜕𝑥
.
𝜕𝐹𝑤
𝜕𝜏

 
    (9-10) 

Based on Equation     (9-7) the latter term can be written as:  

(�⃗� 0 − 𝑣 𝑠0 ). 𝛻𝐹𝑤 =
∅ + ∅0
2

𝜕𝐹𝑤
𝜕𝜏
. 

 (9-11) 

Now we can apply an operator splitting approach on Equation   (9-8) and decompose the 

time evolution to two parts of “convective time step” where saturation equations are solved 

along the geomechanically modified time of flights (TOF) and the “corrector time steps” 

where saturations are corrected due to geomechanical induced transverse flux on grid-blocks 

level:   

∅𝑛+1 + ∅0
𝑛

2

𝜕𝑆𝑤
𝜕𝑡

+
∅𝑛+1 + ∅0

𝑛

2

𝜕𝐹𝑤
𝜕𝜏

+ (�⃗� − �⃗� 0 − 𝑣 𝑠 + 𝑣 𝑠0 ) ∙ 𝛻𝐹𝑤 = 0 
         (9-12) 

 

One can split the above equation in terms of two time-steps discussed:  

𝜕𝑆𝑤
𝜕𝑡1

+
𝜕𝐹𝑤
𝜕τ

= 0  

𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟  𝑡𝑖𝑚𝑒 𝑠𝑡𝑒𝑝 

                                                          

(9-13) 

 

∅𝑛+1 + ∅0
𝑛

2

𝜕𝑆𝑤
𝜕𝑡2

+ (�⃗� − �⃗� 0 − 𝑣 𝑠 + 𝑣 𝑠0 ) ∙ ∇𝐹𝑤 = 0    

                                           𝑔𝑒𝑜𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑜𝑟 𝑠𝑡𝑒𝑝 

(9-14) 

 

The solution of the predictor part of the equation generally leads to stable results; however 

on grid-level the problem needs further stability analysis. For stability analysis of the 

corrector step of coupled streamline-based reservoir-geomechanics problem, and 

understanding the proper size of allowed coupling time steps, a CFL is constructed based on 



186 |  

 

Equation (9-15) as below. As it can be seen from Equation (9-15) pore volumes and velocity 

terms are different than conventional finite difference CFL formulations:  

𝛾 =
∆𝑡

∅𝑛+1+∅0
𝑛

2

(∑[(�⃗� − �⃗� 0) ∙ 𝑛𝑓⃗⃗⃗⃗ − (𝑣 𝑠 − 𝑣 𝑠0 ) ∙ 𝑛𝑓⃗⃗⃗⃗ ] ∙ 𝑀𝑎𝑥(𝑓𝑠𝑤
′ ) ).      (9-15) 

    

In 1D the stability parameter formulation changes to: 

           𝛾 =
1

∅𝑛+1+∅0
𝑛

2

[(�⃗� − �⃗� 0) − (𝑣 𝑠 − 𝑣 𝑠0)]
∆𝑡

∆𝑥
𝑓𝑠𝑤.
′           (9-16) 

The limit of stability on 𝛾 is one; beyond this value the transport solution on corrector step 

of streamline-based hydromechanical problem is unstable, leading to oscillatory production 

results. Equation (9-14) shows that for undrained scenarios the stability parameter is time-

dependent unlike to findings of Kim et al. (2010) for undrained split coupling stability 

parameter, where the stability parameter (for conventional sequential coupling problems) 

was time-independent.  

Taking the solid bulk velocity out of Equation (9-15), and approximating it on 1D scale:  

−(�⃗� 𝑠 −�⃗� 𝑠0 ).�⃗� 𝑓

𝑃𝑉
≅

−(�⃗� 𝑠 −�⃗� 𝑠0 )

∆𝑥
= −∇𝑣 𝑠     (9-17) 

On the other hand,  

𝛻. 𝑣 𝑠  =
1

𝑉𝑏

𝜕𝑉𝑏

𝜕𝑡
=

𝜕𝜀𝑣

𝜕𝑡
 ;      (9-18) 

where 𝑉𝑏 is the bulk volume and 𝜕𝜀𝑣 is the instantaneous changes in volumetric strain of the 

bulk volume due to geomechanical effects during global pressure time steps.  

Defining  𝛾∗ as the parameter that reflects the changes during pressure update leading to the 

stability/instability of the solution, one can write:  

𝛾∗ = 𝑓 (
𝐾𝑛+1

∅𝑛+1
, 𝛻. 𝑣 𝑠),      (9-19) 

since, �⃗�  is proportional to K (absolute permeability of porous medium). Equation (9-15) 

shows that the factors that lead to instability on the grid-block level during forward coupled 

streamline-based flow-geomechanics simulations are the changes in Darcy velocities, the 
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changes in pore volumes (interchangeably porosity) , and the changes in solid bulk velocities. 

Therefore 𝛾∗ can be reformulated as below: 

𝛾∗ =
𝐾 − 𝐾0
∅+∅0

2

− ∆𝜀𝑣 ; 
 (9-20) 

 

where K, ∅ are the cycle-end permeability and porosity and 𝐾0 and ∅0 represent initial 

permeability and porosity. Adopting the correlation for update of absolute permeability 

suggested by Rutqvist and Tsang (2002), and correlation for update of porosity proposed by 

Touhidi-Baghini (1998): 

∅ =
∅0 + ∆𝜀𝑣
1 + ∆𝜀𝑣

 
(9-21) 

and replacing the above mentioned equations in Equation (9-20) leads to: 

𝛾∗ =
2𝐾0[𝑒𝑥𝑝 (22.2 (

∅

∅0
− 1) − 1]

∅0(
∅

∅0
+ 1)

− ∆𝜀𝑣 

(9-23) 

 

By rearranging Equation (9-21) in term of 𝜀𝑣, and defining 𝑛∗ =
∅

∅0
 as the ratio of updated 

porosity to initial porosity and replace in the equation (9-23), we have:  

𝛾∗ =

[exp(22.2(𝑛∗ − 1) − 1] −
(𝑛∗−1)

(
1

∅0
−𝑛∗)

(𝑛∗ + 1)
. 

(9-24) 

Since the term 
𝐾0

∅0
 is constant, it was omitted from the final form of formulation. Therefore 

γ∗ is an instability parameter in coupled streamline-geomechanics problems which is only a 

function of t (time -from time step (n) to time step (n+1)) and 𝑛∗( porosity changes ratio) 

.Porosity changes are also a parabolic function of volumetric strain, as such the instability 

parameter is a function of coupling time-step (∆𝑡𝑐𝑜𝑢𝑝𝑙𝑖𝑛𝑔)  as well as volumetric strain 

changes  during ∆𝑡𝑐𝑜𝑢𝑝𝑙𝑖𝑛𝑔. 

However as mentioned before, Equation (9-15) is only a guidance for selection of the 

pressure time steps. But the calculation of velocity fields at the end and beginning of each 

𝐾 = 𝐾0 exp (22.2 (
∅

∅0
− 1)), 

 (9-22) 
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coupling cycle as well as checking on the corrector step stability (Equation (9-15)), are both 

involved with additional computational costs, particularly for reservoirs with large number of 

grid cells. Therefore another approach suggested to check on the stability of the coupled 

system is to run different simulation cases with progressively increased coupling time-step 

sizes, and check on the convergence and stability of the solution, and come up with a general 

rule of thumb for selection of time step sizes (in terms of injected pore volume) at each 

coupling strategy. 

A flow-geomechanical limiting parameter (stability criterion) on the time step sizes can still 

be designed to check on the velocity field updates at the end of large global coupling time 

steps (based on Equation (9-15), ∆𝜆). For instance if the global time steps are more than 400 

days, and the reservoir rock is very stress sensitive (with low bulk and shear modulus) where 

a significant induced volumetric strain field is expected, a velocity field checking based on 

the Equation (9-15) is required. In this work, changes in gradient of solid bulk velocity have 

been neglected, as with reference to our work on large-scale streamline-based 

hydrogeomechanical problem of CO2 storage (Koohmareh et al, 2013), it was shown that 

they are negligible compared to gradient of bulk fluid velocity. However for some wellbore 

vicinity class of scenarios such as sand production, the solid bulk velocity parameter cannot 

be neglected.  

It is interesting to note that the velocity field in CFL condition for conventional simulation, 

is replaced with the change in velocity fields induced (cycle-end velocity minus initial velocity 

at the beginning of the cycle) , which means that the global time steps limits are much larger 

than conventional simulators. It must also be noted that where the value of ((�⃗� − �⃗� 0) −

(𝑣 𝑠 − 𝑣 𝑠0)) is small, the CFL limit gives even greater computational benefits for increase in 

coupling time steps (compared to the scenario where solid bulk velocity is neglected). These 

processes occur when there is only very slight transverse flux (e.g. no capillary, no gravity), 

or for simulation of reservoir with incompressible fluid and the problems with a very small 

gradient of solid velocity (cemented rocks with a very small sand production tendency or 

solid velocity gradient). If the problem is highly compressible, the pressure time step is at the 

same level with saturation time steps. In streamline alone class of simulations, the saturation 

time steps can be much larger than time steps in conventional flow simulations because in 

streamline simulations, the CFL is defined on 1D the streamline grids, allowing larger time 
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steps compared to conventional simulation where the time steps are defined on 3D cell 

volumes. But it must be noted that in coupled streamline-geomechanics simulations, the 

modified developed CFL is defined on the underlying 3D grid cells (cell volumes), therefore 

the time steps are bound with number of grid cells. And the key factor that plays a role in 

the coupled simulation speed up is the change in velocity fields instead of the velocity alone 

(which can be 10-folds smaller than the initial or instantaneous velocities, leading to 10-folds 

reduction in CFL number). Therefore even for compressible class of problems, the 

workflow computational load will still be less compared to conventional flow-geomechanics 

coupling techniques.  

On the geomechanical side, when the rock behavior is elastic, and geomechanics is 

implemented on a finite-difference approach (FLAC 3D, 2013), the stability parameter is 

only dependent on the cell-size and reservoir rock stiffness (bulk and shear moduli) : 

∆𝑡 <
𝛼∆𝑥𝑚𝑖𝑛(𝐾+

4𝐺

3
)∆𝑥2𝑚𝑎𝑥

3𝐴
  ,     (9-25) 

where ∆𝑥𝑚𝑖𝑛 shows the minimum and maximum cell size, K and G show the bulk and shear 

modulus of the rock, and A represent the surface area of the grid block. Equation (9-15) 

shows that stiffer rock material will ensure more stable solutions. If the constitutive model 

of the reservoir is non-linear elastic where rock moduli will change with effective stress 

changes (in a power law fashion), the stable time step sizes will change in the course of 

sequentially coupled problem, and the convergence may occur faster in subsequent steps as 

we move forward along the cycles. In FLAC 3D the stability and convergence is controlled 

by a parameter called “mechanical ratio”. 

The geomechanical processes in our workflow are stationary (time-independent) in each 

cycle interval, and therefore the solution is independent of the physical time step (i.e. global 

pressure updates of streamline simulation). However the parameter ∆𝑡 (time) in the 

formulation is a pseudo-time parameter, which is mainly the numerical time steps required 

for converged mechanical solution, and should not be mistaken with real time. The optimum 

speed of convergence is when ∆𝑡 = 1in Equation (9-25). In Streamline simulation however 

the parameter ∆𝑡 is the real forward flow simulation time (global pressure time steps). 
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Material Balance Error  
Streamline simulations by their own are involved with material balance errors, mainly 

because of the remapping step when saturations are remapped from streamlines (after 

solution of Equation (9-13)) back to the underlying grid. This occurs because saturations of 

all the stream-tubes passing through the grid block are averaged and assigned to the 

underlying grid block. However, the volume of all stream-tubes passing through the grid 

block does not equal to the volume of the grid block and as such, some mass is expected to 

be gained or lost. To mitigate this type of material balance error, the grid blocks must be 

finer, and more streamlines must be launched and the number of TOF grids should be 

increased along each streamline.  

In addition to the material balance error due to remapping, there is another source of 

material balance error that is due to dependence of mass on absolute pressure. When 

geomechanics is embedded into the streamline simulation workflow as a source of changing 

permeability and porosity, the pressure field will be even more disturbed, and therefore the 

material balance error will increase even more, leading to problems in the resolution of 

absolute pressure values. To mitigate this type of material balance error during forward time 

steps of coupling, the following workflow is proposed. 

From a physical point of view, the total fluid volume responses (due to increase in 

volumetric strain) can be decomposed to two parts:  

∆𝑉𝑓 = ∆𝑉𝑓
𝐼 + ∆𝑉𝑓

𝐼𝐼
 ,     (9-26) 

where ∆𝑉𝑓 is the total change in fluid volume (mass gained or loss), ∆𝑉𝑓
𝐼
 is the volume of 

fluid changed due to compressibility effect (geomechanical effects on fluid flow), and ∆𝑉𝑓
𝐼𝐼

 

is the fluid volume change due to induced volumetric strain, and fluid exchange of a grid 

block with neighboring grid blocks (fluid flow effects on geomechanics), and are defined: 

{
 
 

 
 

∆𝑉𝑓
𝐼

𝑉𝑓
= −

𝑝

𝐾𝑓
 

∆𝑉𝑓
𝐼𝐼

𝑉𝑓
= −

∆𝑉𝑓
𝐼𝐼

∅𝑉
=
𝜁

∅

 

                                                                    

(9-27) 

, 
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where 𝑝 is the pore pressure changes, 𝐾𝑓 shows the bulk modulus of fluid (
1

𝐶𝑓
) , 𝜉 is the 

volume of fluid gained or lost in a material element , ∅ is porosity of the material element, 

and 𝑉𝑓 is the total changes of pore space or fluid volume. The assumption for all the formula 

is that the entire pore volume is filled with fluid, and therefore ∆𝑉𝑓 = ∆𝑉𝑝.  

Two different correctors are suggested to mitigate the material balance issues involved with 

two different physical inconsistencies that form each part of Equation          (9-27). Both 

correctors that are embedded in the streamline-based coupling technique (Figure 9-1) are 

focused on the updating and remapping of the pressure field. As discussed previously, in the 

course of sequential coupling porosity field changes. In a compressible system, the changes 

in pore volume of  the porous rock lead to expansion or shrinkage of the compressible 

phase , and accordingly different phase density in a REV. Change in density ( in each REV) 

calls for a different pressure field during/at the end of coupled forward simulation. 

Consequently, a fluid flow simulator will have difficulty with the new porosity and 

permeability values whereas the pressure used to re-initiate the next cycle is based on the old 

porosity and permeability (without inclusion of geomechanics). The material balance error is 

inevitable under these conditions.  

Based on Ács et al. (1985) we have:  

(𝐶𝑓𝑉𝑓 + 𝐶𝑟𝑉𝑝)
𝑛(𝑃𝑛+1 − 𝑃𝑛)∆𝑡 = 0;  (9-28) 

where 𝑛 shows time step, 𝑃 shows pressure, 𝐶𝑓 shows the mixed fluid compressibility, 𝐶𝑟 

represents rock compressibility, and ∆𝑡 shows the physical time step length. For the 

staggered approach when new porosity and permeability fields are updated before they are 

transferred to a fluid flow simulator to be resolved (path [4]) in Figure 9-1), a pressure field 

corrector should be used. The correctors are used to remove the material balance error and 

truncations committed by compressibility effects.  
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Figure 9-1-Representation of material balance error correction paths. 

Corrector 1 

Assuming a multiphase fluid flow system, where one phase is compressible but the other 

phases are incompressible or slightly compressible, there must be a conservation of mass for 

the incompressible system. Equation  (9-28) is derived from Equation  (9-28) where 𝑉𝑓 = 𝑉𝑝 

and 𝐶𝑟 is constant.  

 𝜌1
𝑛∅𝑛 = 𝜌2

𝑛∅∗ (9-29) 

Therefore in Figure 9-1 on path [4], where porosity and permeability is transferred to the 

beginning of the flow simulation run cycle, the pressure must be updated. Note that 

“corrector 1” is applied on time level (n) at this step. To update pressure, we need to update 

phase density of the compressible phase as below:  

 𝜌2
𝑛 =

𝜌1
𝑛∅𝑛

∅∗
;      (9-30) 

where 𝜌1
𝑛 and ∅𝑛 are phase density and porosity before deformation of porous medium 

through geomechanical simulation, and ∅∗ is the updated porosity after considering the 

geomechanical impacts into account. The adapted relation between density and pore 

pressure is as below, where density and pore pressure are calculated based on the reference 

values of density (𝜌0) and pressure (𝑃0) . 

 𝜌2
𝑛 = 𝜌0exp [−𝑐𝑜(𝑃∗

𝑛 − 𝑃0)]                                                  (9-31) 
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Therefore from Equation  (9-31), the updated pressure field, 𝑃∗
𝑛, which is computed before 

carrying out streamline simulation on path [1] for the next inner cycle, is defined as: 

𝑃∗
𝑛 = 𝑃0 +

1

𝑐𝑜
𝑙𝑛 (

𝜌0

𝜌2
𝑛) .                                              

 (9-32) 

As such, each time we go through path [4] to provide the flow simulator with new porosity 

and permeability we should change the pressure field from 𝑃𝑛 to 𝑃∗
𝑛. Similarly when we go 

through path [4* ], the pressure field requires to be updated with the same concept but at 

time step (n+1), by use of corrector [1].  

It must be noted if convergence (in porosity, permeability, and pressure values) was 

achieved, there is no need to go through path [4*]. But if there were no inner cycles carried 

out (staggered technique) or the convergence was not fully achieved, corrector [1] must be 

carried over on path [4*] from the end of the geomechanical run to the beginning of the 

next cycle’s streamline forward flow simulation. The use of developed corrector technique 

(pressure-remapping) not only leads to an increased convergence rate (less number of inner 

cycles to ensure convergence) but also must be applied in the coupling techniques to result 

in physically correct and consistent production rates.  

Corrector 2  

As discussed corrector [2] was developed to account for the material balance errors resulting 

from geomechanical responses of the reservoir and the expulsion of fluid out of each 

material representative bulk volume. From two sets of equations below, which are basis of 

poroelasticity at each location in the reservoir and at a certain time we can write:  

𝜀𝑣 =
−1

𝐾
(𝜎𝑡 − 𝛼𝑝) 

 (9-33) 

   𝜁 =
−𝛼

𝐾
(𝜎𝑡 −

𝑝

𝐵
)  (9-34) 

where α is the Biot’s coefficient ,  𝐾 is the bulk modulus of medium , 𝜎𝑡 shows the total 

stress , p is pore pressure , 𝐵 is Skempton factor, 𝜀𝑣 shows the volumetric strain, and 𝜁 

shows the volume of fluid gained or lost. We can derive the equation below based on 

Equations  (9-33) and (9-34),  

𝑝 = 𝑀(𝜁 − 𝛼𝜀𝑣),     (9-35) 
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where 𝑀 is the storage coefficient or Biot modulus, and under п-loading (where porosity 

remains constant) for a two phase system of fluid and rock can be defined as below:  

1

𝑀
= ∅0𝑐𝑓 + (𝛼 − ∅0)𝑐𝑟 .    (9-36) 

If we write the equation for one location in the reservoir but at two different time steps, 

where there is no volume of fluid lost or gained we can have: 

𝑝𝑛+1 − 𝑝𝑛 = −𝑀𝛼(𝜀𝑣
𝑛+1 − 𝜀𝑣

𝑛)     (9-37) 

𝑝∗
𝑛+1 = 𝑝𝑛 −𝑀𝛼(𝜀𝑣

𝑛+1 − 𝜀𝑣
𝑛);    (9-38) 

where 𝑝∗
𝑛+1 is the corrected updated pressure, and 𝑝𝑛 is the pressure field at the beginning 

of cycle. The above-mentioned formulation could alternatively be obtained from Coussy 

(1995) poroelasticity equations, where the change in mass is considered zero (𝑚 −𝑚0 = 0).  

The above corrector technique is deployed on path [4*] where porosity and permeability 

from mechanical problem are fed to the next cycle (𝑛 + 1 to  𝑛 + 2). It must be noted that 

both correctors (1 and 2) are applied on all reservoir grid-blocks and therefore each time the 

correction is applied, volumetric strain and storage coefficient should be calculated for all 

cells. A test on a synthetic case showed that the pressure corrections can be slightly different 

if 𝑀 is assumed constant compared to the case where 𝑀 is calculated based on the average 

cycle porosity, as long as the correction on pressure field along path [4*] is an average of the 

pressure values out of combined application of corrector [1] and corrector [2]. When the 

workflow is not iterative between streamline pressure updates and permeability updates and 

Approach 2 is carried out for forward streamline-geomechanics coupling, both pressure 

correctors [1 and 2] have to apply along path [4*] before moving to the next cycle. Material 

balance error reduction helps also to achieve greater stability and convergence.  

Drained vs. Undrained  
From a lab measurement perspective, a drained test is one where no excess pore pressure, 

∆𝑝 = 0 , develops within a specimen under the application of a deviatoric stress change ∆𝜎𝑑 

(i.e., the pore pressure remains at its initial condition). An initial consolidation stage under 

isotropic loading may induce some pore pressure in the rock (undrained), but in the course 
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of time, the pore pressure is dissipated and comes into equilibrium with the boundary. The 

undrained condition however, is the condition where no fluid is allowed to leave or enter the 

sample (∆𝑚𝑓 = 0), and accordingly the pore pressure changes in a test specimen  when 

subjected to loading whether isotropic or shear loading. Undrained condition in the reservoir 

generally occurs when porosity and permeability are too low (allowing no space for fluid to 

be exchanged with neighboring material elements), and drained responses occur when pore 

pressure can dissipate easily in the reservoir, usually due to high porosity and permeability of 

the reservoir rock.  

Biot and Willis (1957), Brown (1975), Geertsma (1957), have shown that in a rock sample 

with homogenous mechanical properties, porosity remains constant during undrained 

responses of the rock (or reservoir). In such a reservoir rock response, compressibility of 

solid, pore and bulk are all the same, which means they all shrink or expand in size equally in 

a fashion, where porosity remains constant. Based on Equation (9-24) when porosity ratio 

remains constant and equal to one (∅𝑛+1 = ∅𝑛) during inclusion of geomechanics into 

streamline-geomechanics workflow (from beginning of cycle (n) to the beginning of (n+1)), 

the coupled problem remains stable, meaning that there is no transverse flux due to changes 

in void spaces in reservoir. Adapting equation (9-22) for permeability updates, there will also 

be no changes in absolute permeability values, since the porosity ratio has remained 

unchanged.  

Hence, in the undrained split coupling processes of streamlines with geomechanics, 

Approach 2 is a sufficient approach to ensure converged solution and numerically stable 

coupled system, and there is no need to utilize Approach 3 any longer to ensure more stable 

results. In terms of material balance errors reduction, in undrained conditions where porosity 

and permeabilities are assumed constant in the course of each cycle interval (path [3] in 

Figure 9-1), there is no need to deploy corrector [1] (path [4] in Figure 9-1). However since 

the excess pore pressure has increased during explicit mechanical problem (in addition to the 

pore pressure changes from 𝑃𝑛 to 𝑃𝑛+1  in forward streamline solution), it has to be adjusted 

along path [4*]. Based on Zienkiewicz (1999), the alternative form of poroelastic equation 

can be written as below, and as such the local changes in pore pressure due to mechanical 

solution of the problem, can be obtained from below equation where ∅𝑛+1 = ∅𝑛 .  
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∅𝑛+1 = ∅𝑛 + 𝛼(𝜀𝑣
𝑛+1 − 𝜀𝑣

𝑛) +
1

𝑀
(𝑃𝑛+1 − 𝑃𝑛) 

(9-39) 

 

In Drained condition, on the other hand, since porosity and permeability values change in 

the coupling process, to reduce the material balance error undertaking path [4] on Figure 9-1 

is recommended, but as mentioned before convective saturation equation can be skipped 

and be solved only once, and at a different level when the coupling between pressure and 

displacement solution variables are achieved. However for computational cost reductions, 

Approach 2 can be undertaken, provided that both pressure corrector-splitting steps are 

taken on path [4*].  Since the reservoir condition can hardly be totally undrained or drained, 

the pressure corrector [2] can be interchangeably used for drained condition as well.  

Therefore the closer the reservoir rock volumetric responses are to “undrained” responses, 

the faster and numerically more stable the streamline-geomechanics coupling will be. The 

minimum changes in porosity and permeability values allow longer coupling time steps, and 

no (computationally) expensive iterative inner cycles are required for solution convergence. 

The other condition that the reservoir volumetric response is undrained is when the 

reservoir rock experiences an instant loading where pore pressure does not have the time to 

be dissipated to neighboring material elements in the reservoir. The convective fluid flow in 

the reservoir is also a condition that the time scale characteristic of the loading (of fluid on 

the reservoir rock skeleton in each grid block) is very short, and therefore denotes an 

undrained condition. The diffusive mass transport from a reservoir rock element to the 

neighboring elements in a long time period, on the other hand denotes a drained condition. 

Streamline simulations scale well for flow processes dominated by convective displacement, 

and as such undrained conditions with high instantaneous loading (due to large pressure 

gradients) are better suited for streamline class of simulations.  

Figure 9-2 shows the suggested optimized interactive coupled streamline-geomechanics 

system for both drained and undrained reservoir volumetric responses.  
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Figure 9-2-Representation of streamline-geomechanics coupling workflows; comparison of 
optimized coupling scheme for drained (left) versus undrained (right) split methods. 

Compressible vs. Incompressible  
In streamline simulations, the more incompressible the fluid phases are the more linear the 

problem is, and the faster and more robust the solution of the problem is. Obviously for 

incompressible problems, the numerical solution to the pressure diffusivity equation in its 

matrix algebraic form (∆𝑝 = 0 ) converges harder (due to singularity of matrix of Laplacian 

of pressure). However, when in place and injected fluids are incompressible, the velocity 

field remains almost constant due to problem linearity and as such there is no need to update 

streamline configuration nor to resolve pressure equation often. Therefore incompressible 

problem avoids excessive coupling time steps, allowing faster coupling system. And the 

solution of the pressure equation is independent of the absolute value of pressure, but only 

changes in pressure matters and also the flow rate along the streamline is constant, leading to 

a more efficient solution of the transport equation.  In compressible problems however, 

streamlines can start or end in any grid blocks that have the nature of a volume source (fluid 

density decrease with pressure changes) or sink (fluid density increase with pressure increase) 

because of the compressible nature of the model. And since the fluid parameters (densities, 
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viscosities, etc.) are pressure dependent the problem is non-linear and successive update of 

streamlines pattern are required, leading to smaller global time steps.  

The most ideal case is a one phase incompressible problem where the well configurations do 

not change in the course of streamline-geomechanics coupling, where pressure field needs to 

be solved only once, hence the coupling scheme is very fast. For streamline based 

compressible flow problems, both pressure and saturations time steps are at the same level. 

Even though still the problem is faster compared to FD or FEV flow simulations, the long 

global pressure time steps are not allowed and pressure field (in 3DSL) has to be resolved on 

the same frequency with saturation equation. Therefore, the coupled system is slower in a 

compressible case than an incompressible one where the coupling time steps (when pressure 

fields require to be updated) are large.  

In terms of material balance error, standalone streamline simulations exhibit a larger material 

balance error in compressible problems than the incompressible ones, due to mass 

dependency on the absolute value of pressure. In streamline-geomechanics coupled system 

(either explicit or semi-fully coupled schemes), problem incompressibility does not allow 

undertaking path [4] in Figure 9-1. Therefore for incompressible problems Approach 3 

(iterative inner cycles) is not allowed as Equation (9-29) cannot be satisfied in an 

incompressible problem (𝑑𝜌 = 0). Therefore streamline-based hydromechanical coupling 

can be alternatively performed through Approach 2, with application of corrector [2]. 

Skipping the iterative coupling inner cycles (coupling between decoupled pressure with 

displacements) as well as application of only one corrector (along path [4*]) leads to a faster 

coupling scheme in incompressible problems than compressible ones. When reservoir rock 

is very stiff and reservoir fluid is incompressible, the hydromechanical parameters are on 

their upper bounds (based on poroelasticity equations):  

𝐵 → 1 

𝐾𝑢 → ∞ 

𝑀 → ∞ , 

where 𝐵 is the Skempton pore pressure coefficient, 𝐾𝑢 is the undrained bulk modulus of the 

rock. Skempton coefficient of unity means that if the reservoir volumetric response is 
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undrained, the change in pore pressure in each representative element is equal to the total 

stress exerted on the material element. Under condition of undrained system with 

incompressible flow, volumetric strain is almost zero based on definition of volumetric strain 

as below: 

𝜀𝑣 =
−𝜎𝑡

𝐾𝑢
      (9-40) 

Also, based on Equation (9-39), both portions of pore volume changes (due to pore pressure 

changes and volumetric strain changes) are zero, and consequently there is no change in 

porosity of porous medium. As such, based on what was discussed in the stability analysis 

section, the coupled streamline-geomechanics workflow is more robust and stable and better 

suited for incompressible displacement problems.  

Homogenous vs. Heterogeneous 
Streamlines do a great job in capturing the effects due to geological heterogeneity. For 

strongly heterogeneous systems the streamlines pattern are dictated by the geology rather 

than by the displacement, and the more heterogeneous the geology of reservoir is, the less 

dependent the system nonlinearity will affect the streamlines. Therefore reservoirs with high 

level of geological heterogeneity (in porosity and permeability) mitigate the effect of problem 

non-linearity (e.g. capillary, gravity, transverse flux). From physical point of view the reason 

is that reservoirs dominated by heterogeneity (and unchanged well conditions) will allow 

streamline paths that change slightly over time. Therefore the negative effect of porosity and 

permeability updates (in inducement of transverse flux) during streamlines-geomechanics 

coupling cycles can be minimized by the increased time that global time steps (and 

accordingly coupling time steps) can have due to increased problem heterogeneity.  

It must be noted that with fixed coupling time steps (e.g. 100 days), a homogeneous coupled 

system may (or may not) exhibit a lower computational efficiency than a heterogeneous one. 

However since the coupling time steps and hence the cycle lengths can be larger in highly 

heterogonous domains, the overall CPU efficiency of the system is expected to increase. The 

reason that coupled streamline-geomechanics strategies are best suited for highly 

heterogeneous reservoirs, is that longer coupling time steps are allowed and therefore 

excessive small time steps (to ensure a constant velocity field during inclusion of 
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geomechanics) are avoided. In the contrary, heterogeneities in FD or FV simulations of fluid 

flow and coupled flow-geomechanics result in lower CPU efficiency and excessive 

simulation run times.  

Convergence of poroelastic problems and CPU time however are not affected by porosity 

and permeability heterogeneities. The only input parameters heterogeneity that are influential 

on solution convergence rate and simulation speed as well as final stress and strain field 

values in  (elastic) mechanical problems, are the heterogeneity of MEM properties (e.g. 

Poisson’s ratio, Young Modulus, etc.). In plastic rock constitutive behavior however, 

porosity is an input parameter and is decisive on reservoir loading path (Roscoe, 1958). 

Therefore based on the discussion above, increased heterogeneity leads to a faster coupled 

streamline-geomechanics system, since larger coupling time steps are allowed in all discussed 

coupling strategies.   

Results and discussions  
The simulation models are identical as the ones discussed in Chapter 8 (Case 1 and 2).  

Case 1 

It must be noted that the suggested coupling time step is to ensure full convergence 

throughout production time (both early and late times after production); however the 

problem converges for late production times, even at time step sizes of more than 400 days 

(0.15 PVI).  
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Figure 9-3-Rate surface GOR gas oil ratio (top), surface oil rate (middle), cumulative 

reservoir gas production (bottom). Convergence of the coupled system solution through 
Approach 2 appears to occur at around Δt_coupling=100 days (0.036 PVI). 

 

 

Figure 9-4-Convergence of the coupled system solution through Approach 3 appears to 
occur at around Δt_coupling=150 days (0.05 PVI). Representation of field GOR (left) and 

field oil rate (right). 

It must also be noted that even though Approach 3 can allow the user to undertake longer 

coupling time step (expecting faster simulation run time) compared to Approach 2, the 
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comparison on the total CPU run time over 1000 days of production shows that Approach 2 

by 2832 millisecond of run time is ultimately faster than Approach 3 with 3202 millisecond CPU 

run time. Therefore depending on the problem size and problem compressibility one has to 

perform a comparison between Approach 2 and 3 on the run time and convergence before 

undertaking the simulation on the longer simulation time steps on the models with larger 

number of cells.  

Figure 9-5 illustrates how the convergence (on field oil production rate and water cut rate) 

occur through full flight cycles of Approach 4. Each cycle is longer in time-length compared 

to the previous cycle and predicts slightly different production rates due to geomechanical 

updates. 

 

Figure 9-5-Convergence of field oil production and water cut rates by use of Approach 4 at 
10 full flight cycles over 4000 days of coupled simulation. Each single cycle is illustrated by 

different color. 

Case 2  

Solution Stability and Convergence  

Similar to case 1, the coupling time step sizes are progressively increased from 50 days to 400 

days while the internal streamline global time steps (frequency of pressure updates) were 

kept constant and equal to 0.1 PVI.  
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Figure 9-6- Convergence of Approach 2 (left) at DT=100, 200, 400 days and convergence 
behavior of Approach 3 (right) at DT=50,100,200,400 on average reservoir pressure. Each 

color illustrates a coupling cycle. 

Figure 9-6 shows that Approach 2 and Approach 3 represent similar convergence on 

average reservoir pressure. Both show a converged solution at coupling time step size of 200 

and 400 days. This time step is a very large time step size, which shows for incompressible 

problems the coupling time step can be larger (10 fold times) than streamline global time 

steps, and the computational efficiency loss due to inclusion of mechanical problem be 

mitigated significantly by large time step size of coupling that streamline-based reservoir 

geomechanics system offers. 

Comparison of the stable coupling time step size for incompressible problems (0.6-4 PVI) 

with converged time step sizes of compressible problems such as case 1 (0.05 PVI), shows 

that the more incompressible the problem is the more stable the streamline-based 

geomechanics coupled  system is.  

Problem solution (average pressure) on coupling time step of 200 days was considered as an 

acceptable time step, since the uncoupled standalone streamline simulations shows a range 

of convergence tolerance on different time step sizes. Figure 9-7 illustrates that even on 

streamline alone side of simulation the problem does not show a full convergence and similar 

behavior with only a small increase in time step (from 0.01 PVI to 0.05 PVI and 0.1) at even late 

stages of simulation (1000 days). 
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a) b)  

Figure 9-7-Uncoupled problem convergence study of model 2 on streamline standalone 
mode. a) in-place reservoir gas in time and b) average reservoir pressure. The comparison is 
performed on three progressive time steps equivalent to 0.01, 0.05 and 0.1 reservoir pore 

volume. 

 

Impact of Streamline Global Time Steps on Solution Stability and Convergence  

By decreasing the global time step sizes on streamline side from 0.1 pore volume 

(Figure 9-8) to 0.05 pore volume (Figure 9-9), the convergence was attained at larger 

coupling time step sizes. That simply means that SL-based reservoir geomechanics coupling 

can be conducted through larger time steps when streamline global time steps (frequency of 

pressure updates) are well tunes and are chosen smaller which leads to avoiding excessive 

smaller coupling time steps, and yet ensure robust results. It must be noted that the added 

CPU run time of coupling by tuning the streamline time step is computationally much less 

crucial than performing the mechanical simulation runs more frequently (each time 

mechanical problem is solved three independent solution variables are solved, but streamline 

simulations solve only one solution variable which is pressure). 
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Figure 9-8-Convergence study of Approach 3 at progressive coupling time steps of 50, 100, 
200 and 400 days when streamline global time steps are 0.1 pore volumes. Representation of 

reservoir gas injection rate (left) and average reservoir pressure (right).  

 

Figure 9-9-Convergence study of Approach 3 at progressive coupling time steps of 200, 400 
and 1000 days when streamline global time steps are 0.05 pore volumes. Representation of 

average in place reservoir pressure and cumulative mass water production at the model 
boundaries due to injection of supercritical CO2. Different colors illustrate each coupling 

cycle. 

The dynamic responses of reservoir when the reservoir rock was very stress sensitive 

(E=50 MPa) through Approach 2 were very different than the results through Approach 3. 

The problem solutions (average reservoir pressure and cumulative gas injection rate) did not 
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converge through either of approaches at even very small coupling time steps of 80 days. 

Figure 9-10 shows also how the problem converges in full flight coupling strategy from day 

200 (first cycle) to the 2000th day (10th cycle). 

 

Figure 9-10-Convergence of reservoir gas injection rate by use of Approach 4 in 10 full flight 
cycles. 

Conclusions  
The simulation results showed that for reservoirs with incompressible flow and undrained 

and linear elastic mechanical problems, there are almost no constraints on the coupling time 

step, and the coupled flow and geomechanical solutions of the problem can be output at 

desired user time step. Therefore if a reservoir has low permeability and porosity (undrained 

split) with an incompressible fluid dominated by convective displacement, the reservoir rock 

behavior is assumed linear elastic, and the flow displacement problem scales close to linear 

(such as tracer or immiscible water flood problem) only one cycle of coupling (between 

initial condition and simulation end time) is sufficient to ensure the converged solution.  For 

the problem of incompressible injection of CO2 the coupling time step of 1000 days 

provided almost the same results as 200 and 100 days.  

Conducting large number of simulations at progressively increased time steps on both 

compressible and incompressible fluid flow problems showed that by use of strategy 1, 

compressible problems report stable behavior and converged solutions at coupling time step 

of 0.05 PVI and incompressible problems converge at time steps of 0.6-4 PVI. Sensitivity on 
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the streamline global time steps showed that smaller streamline global time steps (around 0.1 

PVI for incompressible problems) lead to larger coupling time step and faster coupled 

simulation.  

A mathematical formulation was developed to provide a guideline for selection of proper 

SL-based geomechanics coupling time step to ensure solution stability. The mathematical 

developments showed that in coupled streamline-geomechanics simulations, incompressible 

undrained problems are unconditionally stable and for compressible drained problems the 

stability of the system is time dependent and it also depends on the stiffness of the rock 

matrix (changes in volumetric strain due to pressure changes).  

Two different corrector steps within the streamline-geomechanics coupling framework for 

updating of pressure were developed to mitigate the material balance and enhancement of 

problem convergence at each coupling strategy. The use of corrector steps depend on the 

level of compressibility of the problem as well as proximity of reservoir behavior to 

undrained situation.  
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Chapter 10 : Conclusion and Recommendations for 

Future Studies  
 

Conclusion  

The main goal of this research was investigating the development of methodologies to 

include geomechanics on a full field scale into reservoir simulation studies of large fields. To 

meet this objective, three different potential approaches were utilized: 1) Development and 

use of analytical proxies 2) Development and application of numerical proxies 3) Inclusion 

of geomechanics into streamline simulation workflow. All three methodologies were 

developed and tested synthetically or on some case studies. The overall summary for the 

potential use of each technique in research and practice is as below:  

1. Analytical Proxy  

i. An analytical relation was found between temperature front and saturation front in 

three different scenarios. As saturation front position (or radius of saturated zone by 

hot water) was known from Buckley-Leverett equation, distance of heated zone was 

estimated. A numerical simulation of a hot water displacement (core flood) of oil was 

done and the result of which was in agreement with the developed analytical model. 

ii. As Equation (3-16) suggests, in a downward convective fluid flow ( e.g. hot water 

flooding in an inclined reservoir), a larger discrepancy between hot water saturation 

front and temperature front is expected; similarly in an upward convective flow of 

heat and hot water, the distance between these two fronts is less. 

iii. A domain decomposition approach was used to develop an analytical proxy for full-

field geomechanical assessment of reservoir. The domain splitting technique was 

based on temperature front movement. Effect of geomechanics on frontal 

movements was assessed and it was shown that inclusion of geomechanics into the 

model simulation causes the discrepancy between temperature front and saturation 

front to increase. The mathematical model is exact, and a numerical flow-

geomechanics model was made to show that the stress and strain field, out of 

analytical model is in close agreement with the numerical model. The output of 

proxy model is stress and strain field prediction in near field and far field as well as 

prediction of an approximate shape of steamed zone.  
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iv. The main concepts behind the analytical model were: domain decomposition, and 

temperature and saturation frontal discrepancies. As far as to the knowledge of 

author, there has been no analytical model in literature to obtain the temperature 

shock frontal velocity and location, purely from heat transport equation, such as 

Buckley-Leverett for saturation forward convective transport equation. Instead, the 

temperature front from saturation front at each time during steam injection was 

obtained.  

v. The analytical model developed can also perform a failure analysis. The model can 

predict if for instance in ten years of injection with a suggested MOP, there will be 

any potential for failure in the reservoir or in the caprock or anywhere else (far field 

or near field in the reservoir).  

vi. The key advantages of the technique can be outlined as follow: the solution of the 

analytical model is space dependent and as opposed to the previous conventional 

analytical model (for prediction of geomechanical responses of the reservoir in 

thermal recovery techniques) , pressure and temperature are not inserted into the 

model as a domain bulk average value , but are space variant. The analytical model 

also can be applied to time sensitive scenarios (e.g. no-stationary dynamic models), 

and therefore can be applied in the cases where the well configuration or well rates 

and pressure change in time, or to the cases where the non-linear displacement 

process dictates finer resolution of (geomechanical) results in time.  The model can 

also address the problem of caprock integrity in time and space. The same analytical 

model that was developed here, can be discretized and used in the development of 

numerical simulation codes in a three-dimensional space, in order to reduce the 

computational load and increase memory efficiency.  

vii. In this work, application of domain decomposition technique in the geomechanical 

domain, provided us the chance to predict displacement and stresses everywhere in 

the reservoir, based on the sensitive time-varying temperature and pressure fronts. 

Application of domain decomposition was in good agreement with the physics of the 

problem, as in reality at each domain different physical processes happen. The use of 

domain decomposition must be dynamic as the splitting interface moves in space 

with time. 
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2. Numerical Proxy  

i. A new reduced-order linear localized model (streamline-based proxy) was presented 

for a highly nonlinear multi-phase flow in underground formations. The proposed 

model took advantage of streamlines by using information gleaned from streamline 

trajectories. 

ii. In this work localization method was used to split and categorize the output (state 

variables) vector of reservoir model. Streamlines were used as an alternative to 

mathematical techniques to identify the effective region of each local model. A novel 

linearization method in reservoir modeling was presented based on the density of 

number of streamlines per grid cell. It was shown that the model which is highly 

nonlinear in Cartesian or Radial coordinates is linear in streamline-based coordinates, 

due to the linearity of local models along streamlines. The results of simulation on a 

synthetic case and comparison with a reference simulator verified the robustness of 

the method.  

iii. A workflow was suggested to embed geomechanics into the proxy workflow and 

reduce the order of reservoir-geomechanics coupled system. It was shown that 

localization can be applied when geomechanics exist, but wave advanced model 

cannot be applied on geomechanical part of the problem. However the use of 

localization in the coupled system can be quite helpful in rapid prediction of 

reservoir dynamic responses. The technique is most suited for the workflows that 

require successive forward flow and geomechanics simulation such as optimization, 

ranking, and history matching, or where the dimensions of the model are large.  

iv. Use of the developed proxy allowed to calculate the solution state vectors (pressure 

and saturation) of the full field reservoir by lunching only one streamline per time 

step, and as such the method had significant computational cost reduction compared 

to current reservoir simulators.  

3. Inclusion of Geomechanics in Streamline Simulation Workflow  

i. Reservoir-geomechanics simulation of underground CO2 injection in saline aquifers 

was studied. Geomechanics was introduced as an important piece of physics that is 

influential in the storage mechanism.  Different existing strategies of coupling were 

introduced. Above that, a novel hydro-mechanical strategy was introduced. Initially 

we investigated the feasibility of the approach and if the coupling is doable. For that 
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purpose, a geomechanical code was developed (based on an existing research open 

source code) and was linked to a FORTRAN based tool for streamline simulation. 

Streamline simulation was coupled to an elastic geomechanical code and was shown 

to be computationally robust and efficient especially for larger reservoirs.  

ii. The main disadvantages associated with streamline-based hydromechanical coupling, 

are the disadvantages in the streamline simulation, as they are approximate methods. 

For highly nonlinear systems such as compositional miscible flood simulations, 

gravity dominant systems, systems with rigorous capillary pressure effects, etc., 

streamline-based hydromechanical techniques are not expected to provide accurate 

results. It is expected that the CPU efficiencies achieved by inclusion of 

geomechanics in streamline simulation, would be reduced by increasing model non-

linearity. Furthermore, since streamline simulation deals with a dual-grid system 

(Cartesian grids to solve pressure and streamline grid to solve saturation equation), 

the mapping in the streamline workflow between these two grids is associated with 

some material balance error. However the technique is not associated with numerical 

solution divergence during iterative simulation, in contrary to traditional coupling 

techniques. When porosity is significantly updated in traditional coupling schemes, 

the solution diverges, (forward simulation will be interrupted) and a divergence 

criterion must be defined for the simulation.  

iii. The developed SL_based reservoir geomechanics coupling technique was compared 

to the sequentially coupled and fully coupled FV-FEM (Box method) technique. All 

three coupling schemes were tested on an underground CO2 injection case. The 

comparisons were based on the precision and computational efficiency. 

iv. Streamline-based hydromechanical coupling showed to be faster (in orders of 

magnitude) compared to the hydromechanical coupling technique we used for 

comparison for a model with 1000 grid-cells. The conventional reference approach 

for comparative study was a finite volume-finite element based hydromechanical 

technique. An approximate comparative study was performed to check on the 

robustness of the presented coupling technique. The comparisons showed the results 

are exact to a good acceptable extent.  To generalize the results with respect to 

performance, one should of course, pursue a systematic investigation of different 
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conventional coupling schemes in comparison with the streamline-based approach as 

proposed here. In either case, this paper showed that it is worth doing it. 

v. The authors expect that the new coupling technique provides even larger 

computational benefits and more efficient hydromechanical coupling, for larger 

models with larger number of grid-cells. Also for models with high heterogeneity in 

petrophysical properties (e.g. porosity and permeability), SL-based hydromechanical 

coupling is expected to be even more robust compared to conventional coupling 

approaches. Future sensitivity analysis on these two is required.  

vi. Inclusion of geomechanics in streamline simulation workflow was shown to be 

effective in performing large-scale hydromechanical simulation of reservoirs within 

long simulation time windows. Several different coupling strategies were proposed 

and designed and advantage of each coupling strategy, its potential added value 

versus conventional coupling schemes and its application in petroleum engineering 

were discussed. All the proposed coupling approaches were developed on a QT 

platform (C++ based programming language) to sequentially or semi-fully implicitly 

couple 3DSL (streamline simulation tool) to FLAC3D (geomechanical tool). The 

developed schemes were tested and performed on two numerical cases of 

compressible and incompressible scenarios. 

vii. The simulation results on a full-field case showed that inclusion of geomechanics 

into fluid flow physics processes changes the flow directionality (streamline 

configuration) as well as local and global stress tensor orientations and consequently 

may lead to a significant change in final cumulative produced oil (six million barrels 

of oil within 4000 days of production in the presented simulation case).  

viii. In order to mitigate the material balance and enhancement of problem convergence, 

development of corrector steps within the streamline-geomechanics coupling 

framework for updating of pressure field at each coupling strategy was suggested. 

The use of corrector steps depend on the level of compressibility of the problem. 

Also, conducting large number of simulations at progressively increased coupling 

time steps was required to suggest a guideline for selection of time step sizes to 

ensure a converged and stable coupled solution on both compressible and 

incompressible fluid flow problems. 



214 |  

 

ix. Approach 3 (staggered scheme) presented in Chapter 8 exhibited the largest CPU 

run time compared to the other approaches, but resulted always in the converged 

solution. In both compressible and incompressible test cases, Approach 3 showed a 

converged solution after second inner cycle; therefore to avoid large CPU run time, 

increasing number of inner cycles (more than two or three) is not suggested. 

Approach 3 (with five inner cycles) and Approach 2 showed approximately close 

simulation results within 4000 days of coupled simulation, at a small coupling time 

step size of 100 days.  

x. All the coupling strategies showed almost the same reservoir stress path and 

displacement profile in time in the middle of the reservoir, but Approach 1 (one way 

coupling) exhibited slightly different stress path, but significant displacement profile. 

The latter conclusion signifies the use of coupled hydromechanical systems for 

prediction of dynamic and mechanical responses of the reservoir.  

xi. The scaling behavior of streamline-based reservoir geomechanics (Approach 2) CPU 

run time as a function of active grid blocks is close to linear. Therefore streamline-

based geomechanics coupling is the method of choice for prediction of 

hydromechanical responses of large heterogeneous reservoirs with large number of 

cells (more than 250,000).  The linear scaling behavior means the computational load 

for larger number of grid cells (e.g. multimillion cells) can be extrapolated from CPU 

run time of the coarse model with small number of cells. The other important 

conclusion is that the computational load is much less than the computational load 

of FD simulators that increase in a polynomial behavior with increasing number of 

active cells like 𝑁2→3 where N is the number of active grid blocks. 

xii. The simulation results showed that for reservoirs with incompressible flow and 

undrained and linear elastic mechanical problems, there are almost no constraints on 

the coupling time step, and the coupled flow and geomechanical solutions of the 

problem can be output at desired user time step. Therefore if a reservoir has low 

permeability and porosity (undrained split) with an incompressible fluid dominated 

by convective displacement, the reservoir rock behavior is assumed linear elastic, and 

the flow displacement problem scales close to linear (such as tracer or immiscible 

water flood problem) only one cycle of coupling (between initial condition and 

simulation end time) is sufficient to ensure the converged solution.  For the problem 
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of incompressible injection of CO2 the coupling time step of 1000 days provided 

almost the same coupling results as 200 and 100 days.  

xiii. Conducting large number of simulations at progressively increased time steps on 

both compressible and incompressible fluid flow problems showed that Approach 2, 

for compressible problems exhibits stable behavior and converged solution at the 

coupling time step of 0.05 PVI and for incompressible problems Approach 2 shows 

a converging time step of 0.6-4 PVI. Sensitivity on the standalone streamline global 

time steps showed that smaller global time steps on streamline side (around 0.1 PVI 

for incompressible problems) allows using larger coupling time steps and faster 

coupled simulation.  

xiv. A mathematical formulation was developed to provide a guideline for selection of 

proper SL-based geomechanics coupling time step to ensure solution stability. The 

mathematical developments showed that in coupled streamline-geomechanics 

simulations, incompressible undrained problems are unconditionally stable and in 

compressible drained problems the stability of the system is time dependent. The 

stability of drained split SL-based coupling also depends on the stiffness of the rock 

matrix (leading to changes in volumetric strain due to pore pressure changes).  

xv. Two different corrector steps within the streamline-geomechanics coupling 

framework for updating of pressure were developed to mitigate the material balance 

and enhancement of problem convergence at each coupling strategy. The use of 

corrector steps depend on the level of compressibility of the problem as well as 

proximity of the reservoir behavior to undrained situation. 

Suggestions for Future Studies  

In this research, the scaling behaviour of the coupling system was assessed by increasing the 

number of grid cells for Approach 2 (described in Chapter 8) and was shown to be linear. 

However, the large and computationally crucial simulation runs could not be performed with 

increased number of cells (up to 2 millions) for other four coupling strategies. We therefore 

suggest doing investigation on the scaling behaviour of other coupled systems for future 

studies.  

In Chapter 4, the analytical proxy was developed for a uniaxial geometry (with PDEs 

defined in a one-dimensional Cartesian coordinate), and the model was developed for rocks 
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with linear elastic constitutive rock behavior. To obtain the reservoir geomechanical 

responses with more precisions for more challenging scenarios, we suggest extending the 

model for plastic constitutive behaviors in radial geometry.  

The findings of Chapter 8 and Chapter 9 can be used to develop a “geomechanical 

approach for streamline-based history matching problem”. This is a smart automated 

assisted history matching workflow for reservoirs with large number of cells and stress 

sensitive rocks. We suggest continuing the work of Caers (2004), and Wang and Kovscek 

(2000) to update petrophysical properties of the reservoir locally to match the observed data 

with history on both field and well level. The suggested workflow however suggests updating 

of reservoir MEM properties (stiffness and Poisson’s ratio) as well, to have a physically more 

meaningful history matching with more retainable predictive power. 
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Appendix 3-A: Development of Equation (3-15), and (3-16) for Gravitational Flow of 

Heat and Hot Water  

Transport equation in gravitational form is as follow: 

𝜕𝑆𝑤

𝜕𝑡
+ 𝑈𝑤

𝜕𝐺(𝑆𝑤)

𝜕𝑧
= 0                                                 (3-33) 

where z is the distance and 𝐺(𝑆𝑤) is the gravitational fractional flow function. The equation 

of fractional flow when gravity is included in the model can be written as:  

𝐺(𝑠𝑤) = 𝐹(𝑠𝑤) + 𝛽𝑅(𝑠𝑤) = 𝐹(𝑠𝑤)(1 + 𝛽𝑘𝑟0),                             (3-34) 

where 𝐹(𝑠𝑤) is the same as Equation (2-12) for fractional flow for horizontal case, 𝑘𝑟0 is oil 

relative permeability and 𝛽 is the gravity number which can be defined as : 

𝛽 =
𝑔𝑘(𝜌𝑤−𝜌𝑜)𝑠𝑖𝑛𝛼

𝜇𝑜𝑉
,                                              (3-35) 

and 𝑅(𝑠𝑤) is a function which represent the contribution of gravity to flow and is expressed 

as:  

𝑅(𝑠𝑤) = 𝐹(𝑠𝑤)𝑘𝑜                                               (3-36) 

The (+) sign in Equation (2-35) is applied for descending flow and (-) is for ascending flow. 

By writing the mass balance at the hot water saturation front and imposing Hugoniot-Rankin 

condition, the water front velocity can be obtained and is written as:  

𝑈𝑓𝑠𝑤 = 𝑈𝑓𝐹
′(𝑠𝑤)(1 ± 𝛽𝑘𝑜)                                       (3-37) 

Appendix 3-B: Development of Equation (2-14) for a Radial Geometry  

For a radial, horizontal system where the wetting phase is displacing non-wetting fluid 

towards the periphery of the system, we can write the equation of Buckley-Leverett as: 

∅𝜋ℎ[𝑟2(𝑡) − 𝑟2(0)] = [𝑄(𝑡) − 𝑄(0)]
𝑑𝐹𝑤

𝑑𝑠𝑤
,                               (3-38) 

where 

r(t) : radius of saturated zone by hot water at time t 

Q(t) : the cumulative injected volume into the reservoir at time t .Assuming: 
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𝑟(0) = 𝑟𝑤                                                          (3-39) 

                                                            𝑄(0) = 0,  

then 

𝑟2(𝑡) = 𝑟𝑤
2 +

𝑄(𝑡)

∅𝜋ℎ

𝑑𝐹𝑤

𝑑𝑠𝑤
                                               (3-40) 

Combining Equation (3-40) and Equation (3-8) leads to the following relation: 

(𝑟2(𝑡)−𝑟𝑤
2)𝜉

𝑟2(𝑡)𝐹′(𝑠𝑤)
= 𝑈𝑇                                                (3-41) 

Appendix 3-C: More Detailed Calculation of Temperature Front (Extension to (3-7)) 

The more detailed version of Equation (3-7) can be written as follow:  

𝜕[𝜌𝑤𝐸𝑤∅𝑆𝑤+𝜌𝑜𝐸𝑜∅𝑆𝑜+𝜌𝑠𝐸𝑠(1−∅)]

𝜕𝑡
= −

1

𝐴

𝜕

𝜕𝑥
(𝜌𝑤𝐸𝑤𝑞𝑇𝐹𝑤 + 𝜌𝑜𝐸𝑜𝑞𝑇𝐹𝑜)   (3-42) 

Under the assumption of no-dispersion and incompressible linear displacement (ρ, qT =

cte), and assuming enthalpy is linear in temperature, Equation (3-42) can be rearranged to :  

[ρwEw∅Sw + ρoEo∅So + ρsEs(1 − ∅)] (
𝑑𝐿𝑇

𝑑𝑡
) = −

qT

A
(FwEw + FoEo) (3-43) 

; and 

𝑑𝐿𝑇

𝑑𝑉
=

∅(Fw𝐶𝑝𝑤+Fo𝐶𝑝𝑜)

∅(𝐶𝑝𝑤Sw+𝐶𝑝𝑜So)+𝐶𝑝𝑠(1−∅)
    (3-44) 

; where 𝑉 is the volume injected and L(X) is the pore volume (travelled by fluid) and are 

defined as follow :  

V(t) = ∫ qTdt    ,  X(x) = ∫A∅dx.    (3-45) 

Therefore with uniform initial condition and water injection at 𝑥 = 0 (wellbore): 

𝑋(𝑥) = V(t)F𝑤
′ (𝑆𝑤).       (3-46) 

By treating 𝑆𝑤 as the independent variable and taking derivation of  Equation (3-46) with 

respect to 𝑉(𝑡) , we can obtain the solution to Equation (3-44) (considering that 𝑋 =

𝐿𝑇(𝑉), which is the distance travelled by injected volume 𝑉) :  
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𝑑𝐿𝑇

𝑑𝑉
= F𝑤

′ (𝑆𝑤) + 𝑉(𝑡)F𝑤
" (𝑆𝑤)

𝑑𝑆𝑤

𝑑𝑉
=

∅(Fw𝐶𝑝𝑤+Fo𝐶𝑝𝑜)

∅(𝐶𝑝𝑤Sw+𝐶𝑝𝑜So)+𝐶𝑝𝑠(1−∅)
  (3-47) 

And alternatively:  

𝑑𝑆𝑤

𝑑(𝑙𝑛𝑉)
F𝑤
" = −F𝑤

′ +
∅(Fw𝐶𝑝𝑤+Fo𝐶𝑝𝑜)

∅(𝐶𝑝𝑤Sw+𝐶𝑝𝑜So)+𝐶𝑝𝑠(1−∅)
.   (3-48) 

For the case of two-phase convective tracer equation, (where concentration 𝐶(𝑥, 𝑡) is 

replaced with 𝑇(𝑥, 𝑡) in the general form of transport equation), the form of the solution to 

Equation (3-48) is as below:  

𝑑𝑆𝑤

𝑑(𝑙𝑛𝑉)
F𝑤
" = −F𝑤

′ +
Fw

Sw
           (3-49) 

; where 
Fw

Sw
 is the derivation of the fractional flow at saturation shock front. If tracer is 

introduced late in the flood (where −F𝑤
′  is small) , then tracer jump moves faster than 

saturation front, and when tracer is introduced with initial water, derivation of fractional 

flow is large and F𝑤
′ >

Fw

Sw
 , and therefore tracer front falls back from the saturation shock 

front.  

With the same analogy to temperature equation, when the change in temperature is 

introduced in the early stage of flooding with the hot water injection ( as it is the case in hot 

waterflooding), then temperature front falls back from the saturation front as the right-hand-

side of Equation (3-48) is negative.  

Appendix 4-A: Why ε (if 𝛆 → 𝟎) Can Be Omitted from an Equation? 

Consider the following equation:   

𝜀𝑥2 + 𝑥 + 1 = 0;   (4-50) 

where ε is a very small number close to zero. The general form of the solution is: 

𝑥1,2 =
−1±√1−4𝜀

2𝜀
.   (4-51) 

One of the roots of the equation is 𝑥 = −1, if 𝜀 is a very small number can be neglected 

under square root of the term (1 − 4𝜀) .Obviously if we had omitted 𝜀 form the original 
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form of the equation, the solution to the problem of 𝑥 + 1 = 0 would have been  𝑥 = −1. 

Now one can replace 𝜀 back into the equation, and obtain the second root of the equation as 

below: 

𝜀𝑥2+𝑥+1

(𝑥+1)
= (𝜀𝑥 − 𝜀 + 1) +

𝜀

𝑥+1
.    (4-52) 

Therefore another root of the problem is approximately (𝜀𝑥 − 𝜀 + 1) which was obtained 

by replacing 𝜀 back into the original form of the equation, even though it was initially an 

infinitesimal number and was omitted from the equation.  

Appendix 4-B: How Boundary and Initial Conditions Can be Applied after Solution 

of ODE?  

Consider an ordinary second order differential equation of the form below:  

𝑦" + 𝛼𝑦′ + 𝛽𝑦 = 𝑓;   (4-53) 

where 𝑓 is the boundary value of the equation( equivalent to body force in equilibrium 

equation), and the initial conditions of the problem are known :  

{
𝑦′(0)

𝑦(0)
.  (4-54) 

In order to solve the problem, the equation can be split to two parts: 1) where only 

boundary value is applied  

{
𝑦" + 𝛼𝑦′ + 𝛽𝑦 = 0

𝑦(0), 𝑦′(0) ≠ 0
 ≫ Solution to the problem is 𝑦1 , and  (4-55) 

2) where only initial conditions are applied, and based on superposition, the solution of the 

problem is the overall sum of the individual solutions  

{
𝑦" + 𝛼𝑦′ + 𝛽𝑦 = 𝑓

𝑦(0) = 0, 𝑦′(0) = 0
  ≫ Solution to the problem is 𝑦2   (4-56) 

By applying superposition we have:  

𝑦 = 𝑦1 + 𝑦2.    (4-57) 
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Therefore, 

𝑦"
1
+ 𝛼𝑦′

1
+ 𝛽𝑦1 + 𝑦

"
2
+ 𝛼𝑦′

2
+ 𝛽𝑦2 = 0 + 𝑓 = 𝑓.    (4-58) 

Applying the boundary condition on a superposition basis yields:  

𝑦(0) = 𝑦1(0) + 𝑦2(0) = 𝑦(0) + 0.   (4-59) 

𝑦′(0) = 𝑦′
1
(0) + 𝑦′

2
(0) = 𝑦′(0) + 0 = 𝑦′(0) .  (4-60) 

As it was shown, both boundary condition and initial values satisfy the overall solution of  

𝑦 = 𝑦1 + 𝑦2 , and therefore the solution to 𝑦 is equivalent to individual solutions of 𝑦1and 

𝑦2. As such the problem can be solved without the initial and/or boundary conditions and 

then the individual effects of boundary (𝑦2) and initial condition (𝑦1) be applied. 

Appendix 4-C: Failure Analysis Formulations Based on the Presented Analytical 

Model  

The yield function is defined as below:  

𝐹 = 𝑞′ −𝑀𝑝′ − 𝐶𝛽;    (4-61) 

where 𝑞′ is the deviatoric stress, and 𝑝′ shows the mean effective stress, and 𝑀 represents 

the slope of yield envelope (𝑞′ 𝑣𝑠 𝑝′), and 𝐶 is the cohesion factor. Both 𝛽 and 𝑀 are stress 

dependent parameters and 𝑞 and 𝑝′are defined as:  

𝑞 =
𝜎1
′−𝜎3

′

2
     (4-62) 

𝑝′ =
𝜎1
′+𝜎2

′+𝜎3
′

3
=

𝜎1+𝜎2+𝜎3

3
− 𝑝;   (4-63) 

where 𝜎1
′, 𝜎2

′ , 𝜎3
′  are the effective principal stresses, and 𝑝 is the pore pressure. For 

compression (𝜎1 > 𝜎2 − 𝜎3)  𝑀 and 𝛽 can be written as below: 

𝑀 =
3𝑠𝑖𝑛(𝜑)

3−𝑠𝑖𝑛 (𝜑)
  (4-64) 

𝛽 =
3𝑐𝑜𝑠(𝜑)

3−𝑐𝑜𝑠 (𝜑)
;  (4-65) 
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where 𝜑 is the rock internal friction angle.  

𝐹 < 0, denotes elastic rock behavior, and therefore is a safer margin for the reservoir or 

caprock to be during steam injection. With the same analogy for a two-dimensional model, 

the above equations can be written for our problem as below, assuming the initial stress state 

in the reservoir is close to a normal fault regime; initial stress field displays a greater vertical 

stress than horizontal stress:  

𝜎𝑧
′𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = 𝜎𝑧

𝑖𝑛𝑖𝑡𝑖𝑎𝑙
− 𝑝 = (𝜌𝑟−𝜌𝑤)𝑔ℎ    (4-66) 

𝜎𝑥
′𝑖𝑛𝑖𝑡𝑖𝑎𝑙 =

𝜗

1−𝜗
𝜎𝑧
′𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = (

𝜗

1−𝜗
)(𝜌𝑟−𝜌𝑤)𝑔ℎ;   (4-67) 

where ℎ is the depth of zone of study from surface. Obviously for sequence of lithologies, 

∑(𝜌𝑖 − 𝜌𝑤)ℎ𝑖 should be replaced with (𝜌𝑟−𝜌𝑤)ℎ  

𝑞 =
𝜎𝑥−𝜎𝑧

2
=

∆𝜎𝑥+𝜎𝑥
𝑖𝑛𝑖−(𝜎𝑧

𝑖𝑛𝑖+∆𝜎𝑧)

2
=

(
𝜗

1−𝜗
−1)∆𝜌𝑔ℎ+∆𝜎𝑥

2
.  (4-68) 

Depending on the location of temperature front, ∆𝜎𝑥 formulation will be different. Here, we 

write the deviatoric term for near field domain:  

𝑞 =
(
𝜗

1−𝜗
−1)∆𝜌𝑔ℎ−

𝛼𝑇𝐸∆𝑇
І

1−𝜗2
+
1+2𝜗

1−𝜗2
∆𝑃І

2
    (4-69) 

𝑝′ =
(1+𝜗)[(

𝜗

1−𝜗
+1)∆𝜌𝑔ℎ+∆𝜎𝑥]

3
− 𝑝. (4-70) 

It must be noted that 𝑝′ shows the mean effective stress (tensor) and p shows local reservoir 

pore pressure (scalar). Therefore, to check the failure and stress state at a certain time after 

start of steam injection and at a particular location in the reservoir, 𝑞 and 𝑝  need to be 

calculated from the formula above, and if the below condition is satisfied, the reservoir rock 

behavior is in elastic state, and the injection process can be safely continued with the same 

constraints on the injection well, and under the same operating pressure and temperature:  

𝑞′ < 𝑀𝑝′ + 𝐶𝛽.  (4-71) 
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Appendix 6-A: Development of Coupling Interface/Tool   

The main interface that was developed is a C++ based interface which links the decoupled 

geomechanical code (in Dumux and on the Dune platform) to the fluid flow code. This 

interface, unlike the interface between commercial software packages, does not work with 

“restart files” as an exchangeable file for initialization step of next sequential time steps. The 

interface exchanges properties between flow and geomechanics code by solution vectors 

within the frame of the code. Therefore a C++ routine has to be written in 

Dumux_Geomechanics to output the vectors for Dumux_Flow, and at the same time a 

routine was developed to read the solution vectors outputted by Dumux_Geomechanics (∅, 

𝐾). Figure 10-1 represent a snapshot of the interface developed for hydro mechanical 

purposes.   

 
Figure 10-1- Graphical User Interface developed by QT programming language for 
hydromechanical coupling of streamline simulation with C++ geomechanical code. 

The interactive structures of the sequentially coupled interface between streamline 

simulation and the C++ geomechanical codes, as well as the exchange parameters, are 

explained in the Figure 10-2. Figure 10-3 shows the structure of the interface between 

geomechanical code and fluid flow code that are all developed in C++ platform (based on 

Box-Method discretization scheme) and are linked by QT and Matlab programming 

language.  
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Figure 10-2-Schematic of interactive coupling between streamline simulation and 

geomechanical code. 

 
Figure 10-3-Schematic of interactive coupling between fluid flow simulation (FVE and 

FEM) and geomechanical code. 

Appendix 8-A: Development of Software for Reservoir-Geomechanics 

Coupling   

The software was developed by QT (C++ based programming language) with a source code 

of almost 7000 lines. The tool is designed to implement all the methodologies in Chapter 8 

and Chapter 9. The GUI in the software can help one visually link the streamline simulator 

(3DSL) to the geomechanical engine (FLAC 3D). The software has the capabilities of 

adding/saving projects, selection the model directory and running all the five individual 

strategies on any desired model, illustrating pressure and dynamical petrophysical properties 

on each grid-cell at each coupling time step, and outputting individual CPU run times. The 
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user only requires making a source folder (0) with data file for initialization of each 

simulator; the rest of the workflow is fully automated. Pressure field and petrophysical data 

are read/mapped on the grid cell centers. Below is a brief introduction and run procedure of 

the developed tool:  

1- Click on File > New Project   

2- Insert the project name and select path(directory) of project by Browse Button and 

Click OK. 

 
Figure 10-4-Illustration of step 1 and 2.  

3- In the toolbar click on Add Model icon  

4- Insert the name of the model and select path of 3DSL Data File and Flac Data 

File using Browse buttons and then click OK. 
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Figure 10-5- Illustration of steps 3 and 4. 

5- From The Toolbar click on one of the “Coupling Icons” to select a coupling 

strategy.            

 
Figure 10-6-Representation of Step 5. 

6- In the Coupling dialog box insert the values of run parameters and then click OK. 

7-  Double click on the name of coupling in Project panel to view/change the 

parameters in the Coupling Setting panel. 
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8- To perform the selected coupling strategy click on the Run Icon.    

 
Figure 10-7- Illustration of steps 6, 7, 8. 

9- If the path of *.exe files are not set yet an error message box will display. To resolve 

this go to the Tools > Settings  and select the path of simulator executives and 

then click OK.  

10- By clicking the Run button the Log tab will show the details (cycle directory, 

number, CPU time of each component of coupling, etc.) of coupling.  

 
Figure 10-8-Illustration of Step 10. 

11- One can select the View Porosity /View Permeability table by right click on the 

project , and displays all cell-based input output data (i.e. pressure, porosity , and 

permeability). 
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Figure 10-9-Illustration of Step 11. 

12- One can save the project by clicking on the Save Icon   

13- One can open the saved project through File > Open Project.  


