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## Abstract

This thesis is concerned with the ultrasonic heart image segmentation problem using parametric active contour model. Most of the existing parametric models consider only either the edge or the regional information. In this thesis, we propose a new parametric active contour model considering both the edge and regional information. The model is based on the vector field convolution (VFC) model and the Chan-Vese model and thus it is called as VFCCV model. The VFCCV not only has a large capture range and the ability to detect concavity, but is also robust to noise, cluttered image background, and weak boundary. Experiments on synthetic images, heart ultrasound images and MRI images show VFCCV has better performance than either VFC or Chan-Vese, and a state-of-the-art model combining edge and region information. In order to use VFCCV to segment the 3D ventricle ultrasound image, the 3D image is divided into 2D slices, and we segment each slice using VFCCV. However, the segmentation results of some slices may be inaccurate, while manual validation for every slice would be tedious. Therefore, we propose a novel automatic contour validation method, and introduce the validation step in the segmentation system. The validation step can judge whether the contour on each slice is accurate in order to make the whole process as automatic as possible while keeping a high segmentation accuracy. We extend an existing method that is based on the principal component analysis (PCA) for contour validation by performing the validation locally rather than globally in order to detect local errors. Experiments are conducted using the heart phantom ultrasound and human heart ultrasound images. Experimental results show that the VFCCV can generate correct segmentation results in most of the cases, and that the validation step can detect the errors when the contours are inaccurate. Also, the segmentation system is significantly faster than manual validation. For the heart phantom dataset, experiments show that the final ventricle volumes have high accuracy, and the system has high reproducibility.
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## Chapter 1

## Introduction

In this thesis, we deal with image segmentation using active contour models, especially for ultrasonic heart images. In Section 1.1, we will first introduce the importance of heart image segmentation using computer-aided techniques. In Section 1.2, we will give the motivation and objective of this thesis. The contribution of this thesis is given in Section 1.3 and the thesis organization is given in Section 1.4.

### 1.1 Heart Image Segmentation

Medicine has been revolutionized by the fast development of medical imaging technologies [46]. Imaging modalities like ultrasound imaging, magnetic resonance imaging (MRI), computed tomography (CT), positron emission tomography (PET), digital mammography, etc., provide an effective means for non-invasively mapping the anatomic structures [57]. Physicians and scientists can get information from medical images to diagnose and treat patients. Moreover, medical imaging is an important tool for structure visualization, treatment planning, surgical simulation, intra-operative navigation, and tracking the progress of disease [46]. With the rapid growth of the significance of medical imaging, the number and size of medical images are also increasing. This necessitates computer-assisted image processing technologies in order to facilitate and automate the analysis process and generate non-biased results.

Among all the computer-based technologies, medical image segmentation is an important task. In medical imaging, segmentation is important for image display, image measurements, feature extraction, etc. [59]. It is useful in applications like localization of pathology [84], study of anatomical structure [74], calculation of tissue volumes [35], disease diagnosis [66], treatment planing [28] and computer-integrated surgery [23] [57]. The principal goal of image segmentation is to partition an image into regions that have similar features [59], for example, partitioning an image into anatomical structures of bones, muscles, skin, or blood vessels. For another example, in cerebral images, the regions are partitioned into
white matter, grey matter and cerebrospinal fluid, fat and background. We can also use image segmentation techniques to delineate the anatomical structures and other regions of interest in order to, for example, detect the endocardium and segment the left ventricle.

Particularly, we only deal with heart images in this thesis, and mainly focus on the ultrasonic heart image segmentation problem. In cardiography, detecting the endocardium is significant for the estimation of left ventricle volume from which the ejection fraction ${ }^{1}$ is derived, and also for the assessment of the regional wall motion [53]. Moreover, ventricular volume is an important diagnostic indicator of disease like dilated cardiomyopathy, etc. [33, 34, 73]. Also, the heart wall thickness is a crucial indicator to disease like heart muscle injury, hypertension, etc. These cardiac functional estimations all require accurate ventricular boundary detection, which leads to the requirement of computer-aided cardiography segmentation. A typical human left ventricle echocardiography image ${ }^{2}$ is shown in Fig. 1.1. It is a 2D slice taken from a 3D echocardiography.


Figure 1.1: Left ventricle in human echocardiography

### 1.2 Thesis Motivation and Objective

As mentioned above, physicians and cardiologists need measurements like ventricle volume and ejection fraction to treat patients. Clearly, computer softwares can dramatically save their manual work. However, some of the existing softwares cannot generate satisfactory results in practise. This motivates us to design a robust ventricular segmentation method which will be helpful for physicians and cardiologists. Some of the image data we use is provided by the Echocardiography Laboratory, Mazankowski Alberta Heart Institute, and the scientists and cardiologists there need accurate ventricle volumes derived from these heart images.

[^0]Compared with 3D cardiography, 2D cardiography is easier to be displayed and observed, and certain 2D anatomical structures are better defined. Also, due to the practical reasons like lower memory requirements, reduced computational complexity, ease of implementation, 2 D segmentation methods are often applied sequentially to the slices of 3D images [57]. These observations motivate us to work on a 2 D segmentation method and apply it to the 3D images slice by slice. Our segmentation method is based on the active contour model for its popularity and potency in image segmentation. It can effectively find the object's boundary, and it has constraints on the shape of the contour in order to regularize the shape of the contour. Particularly, the parametric active contour model has strict topology control on the contour, which is extremely suitable for detecting the object with single topology, like the heart ventricle.

Instead of setting up the experiment for each slice separately, we want to make the process as automatic as possible. Since we want to segment the 3D image slice by slice, it is straightforward to use the segmentation result of the previous slice as the initialization for the next slice and then evolve the initialized contour in the new slice. The process should ideally be fully automatic. However, the segmentation method cannot be expected to be perfect. Neither do we want to check the result of every slice for this would be much manual work. Therefore, an automatic validation step is necessary. The validation step should have the ability to judge whether the segmentation result of each slice is accurate.

The first objective of the thesis is to design a robust 2D segmentation method based on the active contour model. Secondly, we apply this 2D segmentation method to 2D slice sequence in 3D image. During the segmentation process, a validation step is applied in order to automatically judge whether the segmentation on each slice is accurate.

### 1.3 Thesis Contribution

Two main contributions are made in this thesis.

1. First we propose a novel parametric active contour model that is robust to noise, cluttered image background, and weak boundary. The model is called as VFCCV. Both edge and regional information are considered in the evolution function of VFCCV. The edge information is taken into account within the vector field convolution (VFC) model, and the regional information within the Chan-Vese model. Although several active contour models considering both the edge and regional information have been studied, most of them are in the geometric framework and combining the VFC and Chan-Vese types of forces has never been studied.

The VFC model only considers edge information, and thus it is sensitive to noise and easily trapped in cluttered regions. The Chan-Vese model only considers regional
information and thus is easy to pass the weak boundary. However, our VFCCV model considers both edge and regional information and thus it overcomes the weaknesses of both VFC and Chan-Vese. The VFCCV model also has a large capture range and the ability to detect concavity. We use experimental results to show the superiority of this model.
2. We perform 3D heart image segmentation by dividing a 3D image into 2D slices. As has been done in the literature, the segmentation result of the previous slice is used as the initialization of the next slice. The contour on the new slice is evolved using VFCCV, and thus the segmentation propagates along the 2D slice sequence. We introduce a validation step in the propagation process to automatically judge whether the contour on each slice is accurate. We apply PCA-based snake validation method in our validation method. We extend the existing method by performing the validation locally instead of globally to detect local errors. Also, we propose to build the PCA training data in a location-specific manner in order to avoid the influence of dissimilar image features. By embedding the validation step in the segmentation system, we make the segmentation process as automatic as possible while keeping a high accuracy.

Experiments are conducted on heart phantom ultrasound images and human heart ultrasound images. The validation step can effectively detect the inaccurate contours. Also, the segmentation system is significantly faster than manual validation. The heart phantom dataset can provide the ground truth regarding the volume measurement with which we can compare. Experimental results show that the final 3D heart volumes have high accuracy. The segmentation system also has high reproducibility. A user interface is built for the convenient operation in practice.

### 1.4 Organization

In this thesis, we will first introduce the background and related work in Chapter 2. Then, we will introduce the proposed active contour model called VFCCV in Chapter 3. In Chapter 4, we will present the active contour automatic validation method. All the experimental results and analysis are given in Chapter 5. The conclusion and future work are given in Chapter 6.

## Chapter 2

## Background and Related Work

In this chapter, we will present the background and related work of this thesis. We will mainly focus on introducing different kinds of active contour models. A snake-like interactive segmentation technique is also introduced.

### 2.1 Introduction

Low-level image segmentation methods like thresholding, region growing, etc., are easy to generate wrong segmentation results, especially for the relatively complex medical images. As a result, those model-free methods require a large amount of manual intervention in order to get the correct results [46]. Model-based methods like deformable models [27], active shape models [69], active appearance model [49], Markov random filed models [47], artificial neural networks [24], atlas-guided approaches [1], etc., have better performance compared to those low-level techniques.

The deformable model is a vigorously studied and promising method to computer-aided medical image segmentation, and its widely recognized potency stems from its ability to segment and trace the anatomic structures [46]. In this thesis, we will mainly focus on the echocardiography segmentation using deformable models. The deformable model can effectively find the object's boundary, and it has constraints on the shape of the contour in order to regularize the shape of the contour. Both 2D and 3D deformable models have been studied in the literatures. We will only focus on the 2D models in this thesis.

The term "deformable models" stems primarily from the use of elasticity theory at the physical level [46]. In physics, the deformable model is regarded as an elastic body that can respond naturally to the internal constraints and external forces. In computer vision, the deformable model is also called the active contour model, that is, a curve that can move according to constraints and forces. In the following parts of this thesis, we will use the term "active contour model".

In this chapter, we will introduce the mathematical foundations of different kinds of the
active contour models. The active contour models can be categorized into two classes, the parametric active contour model and the geometric active contour model [76]. In this chapter, we will mainly introduce four kinds of parametric active contour models and three kinds of geometric active contour models, followed by the introduction of a snake-like technique called intelligent scissors. The summary is given in the last section.

### 2.2 Parametric Active Contour Models

The model is named as parametric active contour model because its evolution is associated with the contour's parameters. In this section, we will introduce four popular parametric active contour models. The first one is the traditional snake model [27], the most famous parametric active contour model. The second one is the balloon force model that enlarges the capture range of the traditional snake model. The third one is the gradient vector flow (GVF) model [77], which solves the main problems of the traditional snake model, followed by its variation, the generalized gradient vector flow (GGVF) model.

### 2.2.1 Snake Model

The snake model was first proposed by Kass et al. in 1988 [27]. A contour is first initialized within the image domain. The contour can evolve in the image domain according to the energy function associated with it. The process of evolution is the process of minimizing the energy function. When the active contour locates on the image boundary, the energy function reaches its minimum.

The active contour is represented parametrically by $\boldsymbol{v}(s)=(x(s), y(s)), s \in[0,1]$. Its energy functional is the integration along the contour, including both internal energy and external energy, which can be written as

$$
\begin{align*}
E_{\text {snake }} & =\int_{0}^{1} E_{\text {snake }}(\boldsymbol{v}(s)) \mathrm{d} s \\
& =\int_{0}^{1}\left[E_{\text {int }}(\boldsymbol{v}(s))+E_{\text {ext }}(\boldsymbol{v}(s))\right] \mathrm{d} s \tag{2.1}
\end{align*}
$$

where $E_{\text {int }}$ is the internal energy, and $E_{\text {ext }}$ is the external energy. The internal energy controls the first-order and second-order continuity of the contour, which can be defined as

$$
\begin{equation*}
E_{i n t}=\frac{1}{2}\left(\alpha(s)\left|\boldsymbol{v}^{\prime}(s)\right|^{2}+\beta(s)\left|\boldsymbol{v}^{\prime \prime}(s)\right|^{2}\right) \tag{2.2}
\end{equation*}
$$

The first-order derivative controls the tension of the contour. Minimizing the first-order derivative discourages ripples and loops, and the contour tends to be circular. The secondorder derivative controls the bending of the contour. Minimizing the second-order derivative discourages the bending rigidity, and the contour tends to be smoother. $\alpha(s)$ and $\beta(s)$ are
weights controlling the model's tension and rigidity respectively. They are often chosen as contents in practice.

The external energy takes the advantage of the image information and gets smaller values at object boundary or other regions of interest. For a binary image $I(x, y)$, the external energy can be defined as

$$
\begin{gather*}
E_{\text {ext }}^{1}=w_{\text {line }}[I(x, y)]  \tag{2.3}\\
E_{\text {ext }}^{2}=w_{\text {line }}\left[G_{\sigma}(x, y) * I(x, y)\right] \tag{2.4}
\end{gather*}
$$

where $w_{\text {line }}$ is the parameter. For black lines on white background, $w_{l i n e}$ should be positive. For white lines on black background, $w_{\text {line }}$ should be negative. $G_{\sigma}$ is the two dimensional Gaussian function with standard deviation $\sigma . *$ is the two-dimensional convolution operator. To be consistent with common representation of pixels on images, here we use $(x, y)$ instead of $\boldsymbol{v}(s)$ defined before to represent the point on the parametric contour.

For a greyscale image, the external energy can be defined as

$$
\begin{gather*}
E_{\text {ext }}^{3}=-w_{\text {edge }}|\nabla[I(x, y)]|^{2}  \tag{2.5}\\
E_{\text {ext }}^{4}=-w_{\text {edge }}\left|\nabla\left[G_{\sigma}(x, y) * I(x, y)\right]\right|^{2} \tag{2.6}
\end{gather*}
$$

where $w_{\text {edge }}$ is a positive parameter and by taking the gradient of the image, the external energy takes smaller values at object boundaries. Note that enlarging $\sigma$ broadens the capture range of the edge, however, at the same time blurs the edge and the segmentation may be shifted from the real boundary. A large capture range means the range of influence of the force is large, and thus even though the initialization is far away from the boundary, the method can still detect the object's boundary. Fig. 2.1(c) shows the edge map, $-E_{\text {ext }}^{4}$, of the original grey-level image in Fig. 2.1(a). The edge map has larger value near the object boundary, that is, the energy is small near the object boundary.

Kass et al. [27] also proposed the constraint energy, which includes the spring energy and volcano energy, and the termination energy. These energies can be added to the external energy. We will not include the details here.

By minimizing the total energy defined in Eq. 2.1, we can get the evolved snake. It is known as a variational problem [12] and the curve minimizing $E_{\text {snake }}$ should satisfy the Euler-Lagrange equation shown as follows [7, 27, 76]

$$
\begin{equation*}
\frac{\partial}{\partial s}\left(\alpha \frac{\partial \boldsymbol{v}}{\partial s}\right)-\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}}\right)-\nabla E_{e x t}=0 \tag{2.7}
\end{equation*}
$$

The detailed deduction of the internal energy part can be found in Appendix A. By regarding $v$ as a function of time $t$ as well as $s$, the active contour is dynamic and thus we can solve Eq. 2.7 by iteration. The partial derivative of $v$ with respect to $t$ is set to be equal
to the left-hand size of Eq. 2.7 as follows

$$
\begin{equation*}
\gamma \frac{\partial \boldsymbol{v}}{\partial t}=\frac{\partial}{\partial s}\left(\alpha \frac{\partial \boldsymbol{v}}{\partial s}\right)-\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}}\right)-\nabla E_{e x t} \tag{2.8}
\end{equation*}
$$

The parameter $\gamma$ is introduced to make the units on the left side consistent with the right side [76]. $\gamma$ is often set as 1 and thus been ignored in many applications [77, 36]. The contour is updated iteratively until it converges. When the contour stops moving, $\partial v / \partial t$ reaches 0 and at the same time, the right-hand side of Eq. 2.8 also reaches 0 , which satisfies the Euler-Lagrange equation in Eq. 2.7.

Fig. 2.1(b) shows a typical evolution process of a snake model. The initialization is a circle outside the elliptical object and contour can finally locates on the boundary.


Figure 2.1: (a) The original image (b) Typical snake evolution (c) $-E_{e x t}^{4}$ of the original image. $\sigma=5, w_{\text {edge }}=1$

### 2.2.2 Balloon Force Model

In the snake model introduced in the previous section, since the edge information is taken locally, and the Euler-Lagrange equation aims at finding the local minimum, the initialized contour needs to be close to the real boundary, or it will evolve to the wrong location. Also, the snake has difficulties in converging to concave regions. This is because in concave regions, the directions of the external force inside the concave region are in the opposite with each other, and thus the influences of the edge cancel out with each other. This effect can be illustrated in Fig. 2.2. The balloon force model [7] is a popular model to solve these problems.

Unlike the above snake model, which is in energy minimization formulation, the balloon force model is in dynamic force formulation. Before we introduce the balloon force model, we will first introduce the dynamic force formulation of the parametric active contour models. The dynamic force formulation is derived from the Newton's second law. The dynamics of a contour should satisfy the following equation [76]

$$
\begin{equation*}
\mu \frac{\partial^{2} \boldsymbol{v}}{\partial t^{2}}=F_{d a m p}(\boldsymbol{v})+F_{i n t}(\boldsymbol{v})+F_{e x t}(\boldsymbol{v}) \tag{2.9}
\end{equation*}
$$



Figure 2.2: (a) The U-shape image (b) The external force field of the snake model (c) The snake cannot evolve into the concave region
where $\mu$ is a parameter that can be regarded as the mass in Newton's second law. $F_{\text {damp }}$, the damping force, defined as $-\gamma \partial \boldsymbol{v} / \partial t$, where $\gamma$ is the damping coefficient. $F_{\text {int }}$ is the internal force and $F_{\text {ext }}$ is the external force. By setting $\mu$ as 0 , we can get the following equation

$$
\begin{equation*}
\gamma \frac{\partial \boldsymbol{v}}{\partial t}=F_{i n t}(\boldsymbol{v})+F_{\text {ext }}(\boldsymbol{v}) \tag{2.10}
\end{equation*}
$$

In fact, Eq. 2.10 is the same with Eq. 2.8, the evolution function derived in energy minimization formulation, by setting the internal force as follows

$$
\begin{equation*}
F_{\text {int }}=\frac{\partial}{\partial s}\left(\alpha \frac{\partial \boldsymbol{v}}{\partial s}\right)-\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}}\right) \tag{2.11}
\end{equation*}
$$

and the external force

$$
\begin{equation*}
F_{e x t}=-\nabla E_{e x t} \tag{2.12}
\end{equation*}
$$

So in fact the right side of the evolution function in Eq. 2.8 can be regarded as two forces. The contour will stop moving when the internal force and the external force reach the balance status.

Note that the external force in the energy minimization formulation in Eq. 2.8 has to be written as the negative gradient of a potential energy function. However, the external force in dynamic force formulation in Eq. 2.10 can be more general types of forces, and it can be either potential force or non-potential force. The ballon force model is just derived from the dynamic force formulation taking this convenient.

As mentioned above, the balloon force model is proposed to solve the problems of the snake model. This is done by changing the external force of snake. The external force of the balloon force model is the combination of the original external force and the pressure force. The pressure force which is defined as

$$
\begin{equation*}
F_{p}(\boldsymbol{v})=w_{p} \boldsymbol{N}(\boldsymbol{v}) \tag{2.13}
\end{equation*}
$$

where $\boldsymbol{N}(\boldsymbol{v})$ is the inward normal vector at point $\boldsymbol{v} . w_{p}$ is the weight, and the sign of it decides whether to enlarge or shrink the contour. With the pressure force, the contour can
evolve towards the object even when the initialization is far away from the object. Also, the pressure force can drag the contour into concave region. However, although the sign of $w_{p}$ is easy to choose, the magnitude of it is hard to decide. It should be smaller than the Gaussian potential force in order to stop at the true boundary, but large enough to pass through noise or spurious edges [76]. Either too small or too large pressure force will result in undesirable results $[37,82]$.

### 2.2.3 Gradient Vector Flow

Except for the balloon force model, many other models have also been proposed to solve the two main problems of snake model, for example, the multi-scale Gaussian potential force model [67], the distance potential force model [8], the dynamic distance force model [15, 41], the interactive force model [27], the control points model [14], etc. However, just like the balloon force model, they either generate new problems or only solve one of the two main problems [76]. The active contour model that will be introduced in this section solves these two problems and has good segmentation performance, which is called the gradient vector flow (GVF) model [77].

The GFV model is also formed in dynamic force formulation. It replaces the original external force field in Eq. 2.10 by the GVF force field. In the regions near the object boundary, the GVF field points toward the boundary as the original external force field does. However, the GVF field diffuses from the boundary regions to homogeneous regions in the image domain and finally gets a smooth force field. This is done by defining an energy functional of the GVF field and minimizing this functional.

The edge map $e(x, y)$ is first been derived from the image $I(x, y)$. The edge map has larger values near the object boundary. It can simply be the negative of the external energy

$$
\begin{equation*}
e(x, y)=-E_{e x t} \tag{2.14}
\end{equation*}
$$

The external energy is defined from Eq. 2.3 to Eq. 2.6. The original external force field is just $-\nabla E_{\text {ext }}$ which is taken locally and thus only has small capture range. There is no force field at all in homogeneous regions. The GVF field is defined to be the vector field $\boldsymbol{f}_{g v f}(x, y)=\left(u_{g v f}(x, y), v_{g v f}(x, y)\right)$ that minimizes the energy functional

$$
\begin{equation*}
E_{g v f}=\iint \mu\left(u_{x}^{2}+u_{y}^{2}+v_{x}^{2}+v_{y}^{2}\right)+|\nabla e|^{2}\left|\boldsymbol{f}_{g v f}-\nabla e\right|^{2} \mathrm{~d} x \mathrm{~d} y \tag{2.15}
\end{equation*}
$$

Different from the $E_{\text {snake }}$ introduced in the previous section, the $E_{g v f}$ here is not the energy of the GVF snake, but is the energy of the force field whose minimum is the GVF force field. $\mu$ is a parameter controlling the tradeoff between the first term and the second term. $e$ is the edge map of the image. When $|\nabla e|$ is large, that is, near the object boundary, the integral is dominated by the second term. Therefore, the GVF field is approximately equal to $\nabla e$.

When $|\nabla e|$ is small, the integral is dominated by the first term. By minimizing the partial differential in both $x$ and $y$ directions, the GVF field tends to be smoothly diffused from the boundaries to homogeneous regions.

In this way, the GVF field propagates from the boundary regions to the homogeneous regions and thus enlarge the capture range. Also, the force field can drag the contour to concave regions. The GVF field is shown in Fig. 2.3(b). The evolved snake is shown in Fig. 2.3(c) from which we can see that the GVF snake can detect the concave region.


Figure 2.3: (a) The U-shape image (b) The force field of the GVF model (c) The GVF snake can evolve into the concave region

The GVF field can be solved by Euler equation using the calculus of variations [12, 77]

$$
\begin{align*}
& \mu \nabla^{2} u-\left(u-e_{x}\right)\left(e_{x}^{2}+e_{y}^{2}\right)=0  \tag{2.16}\\
& \mu \nabla^{2} v-\left(v-e_{y}\right)\left(e_{x}^{2}+e_{y}^{2}\right)=0 \tag{2.17}
\end{align*}
$$

Here $\nabla^{2}$ is the Laplacian operator. Similar to treating the active contour as a function of time $t$ discussed before, the GVF field can also be solved in this way through iteration

$$
\begin{align*}
& \frac{\partial u}{\partial t}=\mu \nabla^{2} u-\left(u-e_{x}\right)\left(e_{x}^{2}+e_{y}^{2}\right)  \tag{2.18}\\
& \frac{\partial v}{\partial t}=\mu \nabla^{2} v-\left(v-e_{x}\right)\left(e_{x}^{2}+e_{y}^{2}\right) \tag{2.19}
\end{align*}
$$

By replacing the original external force field and set the $\gamma$ in Eq. 2.8 as 1, the final evolution function of GVF model is

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}=\frac{\partial}{\partial s}\left(\alpha \frac{\partial \boldsymbol{v}}{\partial s}\right)-\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}}\right)+\boldsymbol{f}_{g v f} \tag{2.20}
\end{equation*}
$$

In the next section, we will introduce the improved version of the GVF model which is called the generalized gradient vector flow(GGVF) model.

### 2.2.4 Generalized Gradient Vector Flow Model

We can rewrite Eq. 2.18 and Eq. 2.19, the evolution functional of the GVF model, in a simple form shown as follows

$$
\begin{equation*}
\frac{\partial \boldsymbol{f}_{g v f}}{\partial t}=\mu \nabla^{2} \boldsymbol{f}_{g v f}-|\nabla e|^{2}\left(\boldsymbol{f}_{g v f}-\nabla e\right) \tag{2.21}
\end{equation*}
$$

where $\boldsymbol{f}_{g v f}$ is the GVF force field. The first term can be regarded as the smoothing term. By minimizing the derivatives of the force field, the field is smoothed and thus the information near the boundary is propagated to far away homogeneous regions. The second term can be regarded as the data term. It forces the field close to $\nabla e$ especially when near the boundary. Although the GVF field can detect concave objects, it is still hard for the GVF snake to locate on thin and long indentations. It is because the constant weight $\mu$ smoothes the field everywhere including the regions inside the thin and long indentations. Therefore, the GVF model smoothes the nearby forces with opposite directions and thus the force is not strong enough to drag the contour inside the thin and long indentation.

To solve this problem, the generalized gradient vector flow (GGVF) [78] is proposed. The GGVF model replaces the two weights of the smoothing and data terms by weighting functions and generalizes the weighting functions. Then, we can get the generalized form of Eq. 2.21as follows

$$
\begin{equation*}
\frac{\partial \boldsymbol{f}_{g v f}}{\partial t}=g(\cdot) \nabla^{2} \boldsymbol{f}_{g v f}-h(\cdot)\left(\boldsymbol{f}_{g v f}-\nabla e\right) \tag{2.22}
\end{equation*}
$$

Here, $g(\cdot)$ and $h(\cdot)$ are the two weighting functions. In the original GVF model, we choose $g(\cdot)=\mu$ and $h(\cdot)=|\nabla e|^{2}$. However, in regions near the boundary, the force field should be close to $\nabla e$ and has small smoothing effect, which leads to a small $g(\cdot)$ and large $h(\cdot)$. In regions far away from boundary, we need more smoothing effect in order for the edge information to be propagated to homogenous regions, which leads to a large $g(\cdot)$ and small $h(\cdot)$. Based on the above analysis, $g(\cdot)$ and $h(\cdot)$ should be spatially varying functions because they depend on the magnitude of the gradient of the edge map which is spatially varying. Also, $g(\cdot)$ should be designed as monotonically non-increasing of $|\nabla e|$ and $f(\cdot)$ is monotonically non-decreasing of $|\nabla e|$. In the GGVF model, the original weight functions are replaced by the following new weight functions

$$
\begin{array}{r}
g(|\nabla e|)=\exp \left(-\frac{|\nabla e|}{K}\right)  \tag{2.23}\\
h(|\nabla e|)=1-g(|\nabla e|)
\end{array}
$$

where $K$ is the tuning parameter controlling the tradeoff between the smoothing term and the data term. We can see that $g(\cdot)$ gets smaller as close to the edges and $h(\cdot)$ gets larger as $g(\cdot)$ getting smaller.

Above all, the GGVF model solves the problem of detecting the thin and long indentations. However, although the GVF and GGVF have the flexibility for initialization and can
force the contour to concave regions or even thin and long indentations, they still have some disadvantages. For example, the sensitivity to noise, the high computational cost, the ambiguous relationship between parameters and capture range [36]. The vector field convolution (VFC) model is further proposed to solve the problems of GVF and GGVF while keeping their advantages. We will introduce the VFC model in detail in the next chapter.

### 2.2.5 Other Parametric Active Contour Models

Besides the above parametric active contour models, many other kinds of parametric active contour models are also been studied. For example, the probabilistic deformable model [65], models incorporating prior information [40, 81], models based on Markov Random Field [47], GICOV based snake solved by dynamic programming [3], etc. We will not introduce these models in this thesis.

### 2.3 Geometric Active Contours

In the previous section, we have introduced the first kind the active contour model, the parametric active contour model. In this section, we will introduce the second kind of active contour model, the geometric active contour model. Different from the parametric active contour model, the evolution of the geometric active contour is independent from the parameters of the contour. The contour is evolved using geometric measures.

The geometric active contour model is also called the level set model. The level set method was introduced by Osher and Sethian [55] in 1987. In image processing area, the level set model was introduced independently by Caselles et al. [4] and Malladi et al. [43] based on the curve evolution theory [62, 30, 31, 2] and the level set method [55, 63]. The level set of a 2 D scalar function is the set of the points that have the identical function value [76]. In the geometric active contour model, the contour is represented as the zero level set of a higher dimensional function, called the level set function (LSF). This leads to the advantage that the geometric active contour over the parametric active contour, that is, it can handle topological changes of the active contour automatically. For a parametric active contour, due to the limits of the first-order and second-order continuity, the topology of the contour cannot be changed.

In this section, we will first introduce the early geometric active contours that based on the curve evolution theory. Then, we will introduce the geodesic active contour model, followed by a famous geometric active model, called the Chan-Vese model.

### 2.3.1 Curve Evolution-based Model

The first geometric active contour is based on the curve evolution theory. Similar as before, we first denote a curve as a function of both the parameter $s$ and the time $t$, that is, $\boldsymbol{v}(s, t)$. The evolution of the curve can be expressed as

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}=F \boldsymbol{N} \tag{2.24}
\end{equation*}
$$

where $F$ is the speed function controlling the motion of the curve and $N$ is the inward normal vector of the curve. The intuition behind this fact is that the tangent deformation affects only the curve's parameterization, not its geometry and shape [76].

One formulation of $F$ is to design it as a function of the curvature, for example

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}=\alpha \kappa \boldsymbol{N} \tag{2.25}
\end{equation*}
$$

where $\alpha$ is a positive constant, and $\kappa$ is the curvature of the curve. The above function has large speed where the curvature of the curve is large so that it smoothes the curve and eventually shrinks it to a small circle [22].

Based on the above curve evolution theory, we further embed the dynamic curve as the zero level set of the 2D scalar level set function (LSF), $\phi(x, y, t)$. Here $x$ and $y$ are the coordinate on the image grid, and $t$ indicates the time index. In this way, the evolution of the active contour is transformed to the evolution of the LSF, and thus the topological changes of the active contour can be handled automatically. Even if the 2D curves split or merge, the LSF keeps a valid function.

Based on Eq. 2.24 and embedding the curve as the zero level set of $\phi(x, y, t)$, we have

$$
\begin{equation*}
\phi[\boldsymbol{v}(s, t), t]=0 \tag{2.26}
\end{equation*}
$$

Differentiating the above equation with respect to $t$, we can obtain

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\nabla \phi \frac{\partial v}{\partial t}=0 \tag{2.27}
\end{equation*}
$$

where $\nabla$ is the gradient operator [72]. Assume that the LSF has negative values inside the zero level set, and positive values outside. The inward normal vector can be written as [71]

$$
\begin{equation*}
\boldsymbol{N}=-\frac{\nabla \phi}{|\nabla \phi|} \tag{2.28}
\end{equation*}
$$

Based on the Eq. 2.24 and Eq. 2.28, Eq. 2.27 can be expressed as

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=F|\nabla \phi| \tag{2.29}
\end{equation*}
$$

which is the basic form of the level set evolution equation.
Fig. 2.4 and Fig. 2.5 show the evolution of the zero level set and the corresponding LSF. The contour can split to detect multiple objects. For a better view, the level set function
is displayed upside down and thus has positive values inside and negative values outside. The initialized LSF can also be the signed distance function towards the zero level set. Irregularities may appear during the evolution which would result in numerical errors and even destroy the stability of the LSF [39]. Therefore reinitialization is often required to periodically replace the evolved LSF as the signed distance function. We will not include the reinitialization details in this thesis.


Figure 2.4: The evolution of the zero level set. The contour can split and detect the two objects.

The basic idea of the geometric active contour is to design the speed function $F$ using the image data and thus the contour can stop at the object boundary. Inspired by the speed function in Eq. 2.25, the speed function can be designed based on both curvature and image information which is proposed by Caselles et al. [4] and Malladi et al. [43]. The speed function can be expressed as

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=g\left(\kappa+V_{0}\right)|\nabla \phi| \tag{2.30}
\end{equation*}
$$

where

$$
\begin{gather*}
g \triangleq \frac{1}{1+\left|\nabla\left(G_{\sigma} * I\right)\right|}  \tag{2.31}\\
\kappa=\operatorname{div}\left(\frac{\nabla \phi}{|\nabla \phi|}\right) \tag{2.32}
\end{gather*}
$$

Here $g$ incorporates the image information, and decreases the speed near the object boundary. $G_{\sigma} *$ is the 2D Gaussian convolution as defined before. $\kappa$ is the curvature for all the level sets, $\operatorname{div}(\cdot)$ is the divergence operator [70], and $\nabla$ is the gradient operator as usual. $V_{0}$ is a constant parameter. Based on the assumption that the level set function is negative inside the zero level set and positive outside, positive $V_{0}$ increase the value of LSF and thus shrink the zero level set, and negative $V_{0}$ enlarge the zero level set. The constant $V_{0}$ provides an extra speed that can accelerate the evolution. Also, it can prevent the curve stopping when the curvature is zero but the curve has not arrived at the boundary. For example, it can detect concave objects.

There are many other ways to design the speed function $F$ in Eq. 2.29 [5, 80, 29, 64]. We will not include the details in this thesis.

### 2.3.2 Geodesic Active Contours

The geodesic active contour was proposed by Caselles et al. in 1997 [5]. It is also a geometric active contour model that can naturally handle the topological changes and segment multiple objects simultaneously. It has the advantages of fewer parameters compared with many other geometric models, and the ability to detect weak boundary.

The geodesic active contour model can be regarded as the connection between the curve evolution based level set model and the classical energy minimization snake model. Mathematically, it is derived from the classical snake model, but the problem is transformed to computing the geodesics, or the minimal distance curve between two points on a chosen Riemannian space. So in this section, we will first introduce the geodesic active contour model based on the curve evolution based model introduced in the previous section. Then, we will introduce its mathematical formulation derived from the energy minimizing snake model.

The geodesic active contour model can be regarded as the variation of the curve evolution based model proposed in Eq. 2.30. The evolution function of the geodesic active contour is represented as follows

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=g\left(\kappa+V_{0}\right)|\nabla \phi|+\nabla \phi \cdot \nabla g \tag{2.33}
\end{equation*}
$$

Here the notations are the same as defined in Eq. 2.30. In the original evolution function proposed in Eq. 2.30, the evolution stops when $g$ is very small, which just holds for strong edges. So the original model is easy to pass weak boundary. However, with the term $\nabla \phi \cdot \nabla g$, which can make difference even near weak boundary, the model can detect object with a weak boundary. But it also makes the model sensitive to the noise and cluttered background.

In fact, the geodesic active contour can be derived from the snake model introduced before, whose energy function can be rewritten as

$$
\begin{equation*}
E_{\text {gac }}=\alpha \int_{0}^{1}\left|\boldsymbol{v}^{\prime}(s)\right|^{2} \mathrm{~d} s+\beta \int_{0}^{1}\left|\boldsymbol{v}^{\prime \prime}(s)\right|^{2} \mathrm{~d} s-w \int_{0}^{1}|\nabla I(\boldsymbol{v}(s))| \mathrm{d} s \tag{2.34}
\end{equation*}
$$

where $\alpha, \beta, w$ are positive parameters. It has been shown that we can get a smooth contour without the second term [4]. So $\beta$ is set to 0 and we get

$$
\begin{equation*}
E_{g a c}=\alpha \int_{0}^{1}\left|\boldsymbol{v}^{\prime}(s)\right|^{2} \mathrm{~d} s-w \int_{0}^{1}|\nabla I(\boldsymbol{v}(s))| \mathrm{d} s \tag{2.35}
\end{equation*}
$$

Define an edge detector function, $g:[0,+\infty) \rightarrow R^{+}$be a monotonically decreasing function, $g(r) \rightarrow 0$ as $r \rightarrow \infty$, and $g(0)=1$. For example, $g(|\nabla I(\boldsymbol{v}(s))|)=\frac{1}{1+|\nabla I|}$ or
$g(|\nabla I(\boldsymbol{v}(s))|)=\frac{1}{1+|\nabla I|^{2}}$, etc. Then $-|\nabla I(\boldsymbol{v}(s))|$ can be replaced by $g(|\nabla I(\boldsymbol{v}(s))|)^{2}$ without influencing the result. So we have

$$
\begin{equation*}
E_{g a c}=\alpha \int_{0}^{1}\left|\boldsymbol{v}^{\prime}(s)\right|^{2} \mathrm{~d} s+w \int_{0}^{1} g(|\nabla I(\boldsymbol{v}(s))|)^{2} \mathrm{~d} s \tag{2.36}
\end{equation*}
$$

Using theorems on Riemannian calculus, the problem of minimizing Eq. 2.36 is transformed to the problem of geodesic computation in a Riemannian space according to a new metric [5]. We will not include the mathematical details here. The new minimization problem is shown as follows

$$
\begin{equation*}
\operatorname{Min} E_{g a c}=\operatorname{Min} \int_{0}^{1} g(|\nabla I(\boldsymbol{v}(s))|)\left|\boldsymbol{v}^{\prime}(s)\right| \mathrm{d} s \tag{2.37}
\end{equation*}
$$

In the above equation, $s$, the contour's parameter, is the variable. Since the Euclidean length of the curve can be represented by

$$
\begin{equation*}
L=\int_{0}^{1}\left|\boldsymbol{v}^{\prime}(s)\right| \mathrm{d} s=\int_{0}^{L(\boldsymbol{v})} \mathrm{d} q \tag{2.38}
\end{equation*}
$$

where $\mathrm{d} q$ is the Euclidean arc-length. So Eq. 2.37 can be written as

$$
\begin{equation*}
\operatorname{Min} \int_{0}^{L(\boldsymbol{v})} g(|\nabla I(\boldsymbol{v}(s))|) \mathrm{d} q \tag{2.39}
\end{equation*}
$$

Based on the Euler-Lagrange equation, the above minimization problem can be solved by the steepest descent method [5]

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}=g \kappa \boldsymbol{N}-(\nabla g \cdot \boldsymbol{N}) \boldsymbol{N} \tag{2.40}
\end{equation*}
$$

where $\kappa$ is the curvature, and $N$ is the unit inward normal vector of the curve. Representing the curve as the zero level set of the level set function, we have the following level set evolution function

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=g \kappa|\nabla \phi|+\nabla \phi \cdot \nabla g \tag{2.41}
\end{equation*}
$$

We can add a constant $V_{0}$ following $\kappa$ in case we want to speed up the evolution or detect non-convex objects. Then we can get the same formulation as proposed in Eq. 2.33.

### 2.3.3 Chan-Vese Model

All the active contour models mentioned above are based on the edge information. However, the Chan-Vese model [6] is a region-based model implemented in geometric active contour framework. Instead of directly designing the evolution function in Eq. 2.29, the Chan-Vese model is formed in an energy minimization way.

Denote the active contour as $\boldsymbol{v}$, the original image as $I$, the region inside the contour in the image domain as $\operatorname{inside}(\boldsymbol{v})$, and the region outside as outside $(\boldsymbol{v})$. A region-based energy of the active contour is first defined as

$$
\begin{equation*}
F_{1}(\boldsymbol{v})+F_{2}(\boldsymbol{v})=\int_{\text {inside }(\boldsymbol{v})}\left|I(x, y)-c_{1}\right|^{2} \mathrm{~d} x \mathrm{~d} y+\int_{\text {outside }(\boldsymbol{v})}\left|I(x, y)-c_{2}\right|^{2} \mathrm{~d} x \mathrm{~d} y \tag{2.42}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are two constants. $c_{1}$ is the average greyscale inside $\boldsymbol{v}$, and $c_{2}$ is the average greyscale outside $\boldsymbol{v}$. We use $F$ instead of $E$ representing the energy to indicate they are the fitting energy, just like how other papers do. The energy gets its minimum when the contour locates on the object boundary. This can be illustrated by the toy example in Fig. 2.6. Assume the image $I$ is formed by two regions, and each region has approximately constant greyscale. The dark grey region is the object, and the light grey region is the background. When the contour is outside the object, $F_{1}(\boldsymbol{v})>0$ and $F_{2}(\boldsymbol{v}) \approx 0$. When the contour is inside the object, $F_{1}(\boldsymbol{v}) \approx 0$ and $F_{2}(\boldsymbol{v})>0$. When the contour goes across the object, $F_{1}(\boldsymbol{v})>0$ and $F_{2}(\boldsymbol{v})>0$. Only when the contour locates on the object boundary, we get $F_{1}(\boldsymbol{v}) \approx 0$ and $F_{2}(\boldsymbol{v}) \approx 0$ reaching the minimum of the region-based energy.

The Chan-Vese model also adds two regularization terms, the length term and the area term, in the energy function. The final energy function of the active contour is shown as follows

$$
\begin{align*}
E_{\text {Chan-Vese }}= & \mu \text { Length }(\boldsymbol{v})+\nu \operatorname{Area}(\text { inside }(\boldsymbol{v})) \\
& +\lambda_{1} \int_{\text {inside }(\boldsymbol{v})}\left|I(x, y)-c_{1}\right|^{2} \mathrm{~d} x \mathrm{~d} y+\lambda_{2} \int_{\text {outside }(\boldsymbol{v})}\left|I(x, y)-c_{2}\right|^{2} \mathrm{~d} x \mathrm{~d} y \tag{2.43}
\end{align*}
$$

where $\mu, \nu, \lambda 1, \lambda 2$ are positive parameters controlling the strength of each term. The contour tends to be smoothed by minimizing the length of the contour. The area term is introduced to accelerate the evolution of the zero level set, which is necessary when the contour is initialized far away from the object [39].

Then, the energy of the 2D contour can be transformed to the energy of the zero level set in the LSF. Before we introduce the transformation, we first introduce the Heaviside function $H$, and the Dirac function $\delta$ which are shown as follows

$$
\begin{gather*}
H(x)=\left\{\begin{array}{l}
1, \text { if } x \geq 0 \\
0, \text { if } x<0
\end{array}\right.  \tag{2.44}\\
\delta(x)=\frac{\mathrm{d}}{\mathrm{~d} x} H(x) \tag{2.45}
\end{gather*}
$$

We can then transform Eq. 2.43 into the level set formulation by replacing the contour $v$ into the LSF $\phi$. Denote the image domain as $\Omega$. Assume that the LSF has positive values inside the zero level set and negative outside. Then, we have

$$
\begin{align*}
& \begin{array}{l}
\operatorname{Length}(\phi=0)=\int_{\Omega}|\nabla H(\phi(x, y))| \mathrm{d} x \mathrm{~d} y \\
=\int_{\Omega} \delta(\phi(x, y))|\nabla \phi(x, y)| \mathrm{d} x \mathrm{~d} y \\
\operatorname{Area}(\phi \geq 0)=\int_{\Omega} H(\phi(x, y)) \mathrm{d} x \mathrm{~d} y
\end{array}  \tag{2.46}\\
& \begin{aligned}
F_{1}(\phi \geq 0) & =\int_{\phi \geq 0}\left|I(x, y)-c_{1}\right|^{2} \mathrm{~d} x \mathrm{~d} y \\
= & \int_{\phi}\left|I(x, y)-c_{1}\right|^{2} H(\phi(x, y)) \mathrm{d} x \mathrm{~d} y
\end{aligned}
\end{align*}
$$

$$
\begin{align*}
F_{2}(\phi<0) & =\int_{\phi<0}\left|I(x, y)-c_{2}\right|^{2} \mathrm{~d} x \mathrm{~d} y \\
& =\int_{\phi}\left|I(x, y)-c_{2}\right|^{2}(1-H(\phi(x, y))) \mathrm{d} x \mathrm{~d} y \tag{2.49}
\end{align*}
$$

Then, the energy in Eq. 2.43 can be expressed as

$$
\begin{align*}
E_{\text {Chan-Vese }}= & \mu \int_{\Omega} \delta(\phi(x, y))|\nabla \phi(x, y)| \mathrm{d} x \mathrm{~d} y+\nu \int_{\Omega} H(\phi(x, y)) \mathrm{d} x \mathrm{~d} y \\
& +\lambda_{1} \int_{\Omega}\left|I(x, y)-c_{1}\right|^{2} H(\phi(x, y)) \mathrm{d} x \mathrm{~d} y+\lambda_{2} \int_{\Omega}\left|I(x, y)-c_{2}\right|^{2}(1-H(\phi(x, y))) \mathrm{d} x \mathrm{~d} y \tag{2.50}
\end{align*}
$$

First keeping $c_{1}$ and $c_{2}$ fixed, based on the Euler-Lagrange equation, the energy $F$ can be minimized through the following evolution function

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\delta(\phi)\left[\mu \operatorname{div}\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\nu-\lambda_{1}\left(I-c_{1}\right)^{2}+\lambda_{2}\left(I-c_{2}\right)^{2}\right] \tag{2.51}
\end{equation*}
$$

where $\operatorname{div}(\cdot)$ is the divergence operator. $c_{1}$ and $c_{2}$ are updated every iteration as the zero level set evolving.

### 2.3.4 Other Geometric Active Contours

As mentioned before, reinitialization is often required to avoid irregularities during the evolution process. However, the reinitialization step will also generate problems in practice [39]. A distance regularized level set model is proposed in [39] which incorporates the shape regularization term in the energy function, and thus removes the need of reinitialization. Many other geometric active contour models have also been proposed. For example, a region-based model is proposed in [38]. The region size is scalable in order to deal with intensity inhomogeneities. We will not include the details of the other models in this thesis.

### 2.4 Intelligent Scissors

We have introduced different kinds of active contour models in the previous sections including both parametric and geometric models. In this section, we will introduce a snake-like interactive segmentation tool called intelligent scissors [50].

Softwares like Gimp and Photoshop have the lasso tool which is used for delineate the object boundary. It is an interactive segmentation method. The contour can snap to the boundary while the user clicks several points along the boundary to give hints to the lasso tool. A typical interface of the lasso tool is shown in Fig. 2.7. The fully-automatic or semiautomatic segmentation methods might be inaccurate, and usually they cannot be applied to all image contents. With the user guidance, the intelligent scissors can segment object from arbitrarily complex background. The reason we will introduce the intelligent scissors
is that it serves a perfect tool to segment the ultrasonic heart images, and we will use it in our future experiments.

Different from the active contour models whose results are obtained from minimizing the energy of all the points on the contour, the results of intelligent scissors are formulated stage by stage by finding the optimal path from the current mouse-clicked point to the previous mouse-clicked point. Each pixel in the image can be regarded as a node, and the pixel and its eight neighbours form the edges between nodes. The path is defined to be a series of connected edges, and the optimal path is the one with the minimum cumulative cost from the starting point to the end point. Here, the cumulative sum is the sum of the costs of edges along the path. To find the optimal path between the two points, the problem is formulated as a graph search problem solved by dynamic programming, for example, the Dijkstra algorithm [17].

In order to make the path along the object boundary has the minimum cost, pixels with strong edge information should have low costs. The cost for the directed edge from $p$ to its neighbour $\boldsymbol{q}$ is defined as

$$
\begin{equation*}
l(\boldsymbol{p}, \boldsymbol{q})=w_{Z} f_{Z}(\boldsymbol{q})+w_{G} f_{G}(\boldsymbol{q})+w_{D} f_{D}(\boldsymbol{p}, \boldsymbol{q}) \tag{2.52}
\end{equation*}
$$

where each $w$ is the corresponding weight to each term. $f_{Z}$ is the laplacian zero-crossing cost. The convolution result of an image and a laplacian kernel approximates the second order partial derivative of the image [50]. The zero crossing of the convoluted image corresponds to pixels with maximum or minimum gradient. So the zero crossing points should have small cost, and thus $f_{Z}$ is defined as

$$
f_{Z}(\boldsymbol{q})= \begin{cases}0, & I_{L}(\boldsymbol{q})=0  \tag{2.53}\\ 1, & I_{L}(\boldsymbol{q}) \neq 0\end{cases}
$$

where $I_{L}$ is the laplacian convoluted image. Note that $I_{L}(\boldsymbol{q})=0$ does not mean the point with zero value exactly since it rarely appears. Between two neighbouring pixels that goes from positive to negative, the one close to zero is regarded as the zero crossing point.

Since the zero laplacian cost cannot represent the strength of the gradient, the second cost is introduced. The second cost is defined based on the gradient of the image directly, shown as follows

$$
\begin{gather*}
f_{G}=\frac{\max (G)-G}{\max (G)}=1-\frac{G}{\max (G)}  \tag{2.54}\\
G=|\nabla I|=\sqrt{I_{x}^{2}+I_{y}^{2}} \tag{2.55}
\end{gather*}
$$

where $I_{x}$ and $I_{y}$ are the partial derivatives of image $I$ in $x$ and $y$ directions respectively. The gradient cost is further scaled by the Euclidean distance. If $\boldsymbol{q}$ is a diagonal neighbour to $\boldsymbol{p}, f_{G}$ is scaled by 1 . If $\boldsymbol{q}$ is a horizontal or vertical neighbour of $\boldsymbol{p}, f_{G}$ is scaled by $1 / \sqrt{2}$.

The last cost $f_{D}$ is the gradient direction cost [52]. Let $\boldsymbol{D}(\boldsymbol{p})$ be the unit vector with the gradient direction at point $\boldsymbol{p}$, and $\boldsymbol{D}^{\prime}(\boldsymbol{p})$ is the unit vector perpendicular to $\boldsymbol{D}(\boldsymbol{p})$. That is,
$\boldsymbol{D}(\boldsymbol{p})=\left[I_{x}(\boldsymbol{p}), I_{y}(\boldsymbol{p})\right], \boldsymbol{D}^{\prime}(\boldsymbol{p})=\left[I_{y}(\boldsymbol{p}),-I_{x}(\boldsymbol{p})\right]$. In fact, $\boldsymbol{D}^{\prime}(\boldsymbol{p})$ points along the boundary direction. The direction cost is defined as

$$
\begin{equation*}
f_{D}(\boldsymbol{p}, \boldsymbol{q})=\frac{2}{3 \pi}\left\{\operatorname{acos}\left[d_{\boldsymbol{p}}(\boldsymbol{p}, \boldsymbol{q})\right]+\operatorname{acos}\left[d_{\boldsymbol{q}}(\boldsymbol{p}, \boldsymbol{q})\right]\right\} \tag{2.56}
\end{equation*}
$$

where the vector dot products are

$$
\begin{align*}
d_{\boldsymbol{p}}(\boldsymbol{p}, \boldsymbol{q}) & =\boldsymbol{D}^{\prime}(\boldsymbol{p}) \cdot \boldsymbol{L}(\boldsymbol{p}, \boldsymbol{q}) \\
d_{\boldsymbol{q}}(\boldsymbol{p}, \boldsymbol{q}) & =\boldsymbol{D}^{\prime}(\boldsymbol{q}) \cdot \boldsymbol{L}(\boldsymbol{p}, \boldsymbol{q}) \tag{2.57}
\end{align*}
$$

and the unit link vector is

$$
\boldsymbol{L}(\boldsymbol{p}, \boldsymbol{q})=\frac{1}{\|\boldsymbol{p}-\boldsymbol{q}\|} \begin{cases}\boldsymbol{q}-\boldsymbol{p}, & \boldsymbol{D}^{\prime}(\boldsymbol{p}) \cdot(\boldsymbol{q}-\boldsymbol{p}) \geq 0  \tag{2.58}\\ \boldsymbol{p}-\boldsymbol{q}, & \boldsymbol{D}^{\prime}(\boldsymbol{p}) \cdot(\boldsymbol{q}-\boldsymbol{p})<0\end{cases}
$$

Here the unit link vector either points from $p$ to $q$, or points from $q$ to $p$, depending on the boundary direction at point $p$. By making the direction of the link vector approximately consistent with $\boldsymbol{D}^{\prime}(\boldsymbol{p})$, the $\operatorname{sum}\left\{\operatorname{acos}\left[d_{\boldsymbol{p}}(\boldsymbol{p}, \boldsymbol{q})\right]+\operatorname{acos}\left[d_{\boldsymbol{q}}(\boldsymbol{p}, \boldsymbol{q})\right]\right\}$ in Eq. 2.56 calculates the sum of the two angles, that is, the angle between the link vector and $\boldsymbol{D}^{\prime}(\boldsymbol{p})$, and the angle between the link vector and $\boldsymbol{D}^{\prime}(\boldsymbol{q})$.

When the boundary directions at neighbouring points are similar with the direction of the link vector between them, the direction cost of the edge between these two points is small because the two included angles are small. However, if the boundary direction at the two points goes across the link vector, the cost will be larger. If the three directions are all significantly different from each other, the cost reaches the largest. In this way, the gradient direction cost makes the contour go along the boundary direction, and adds a smooth constraint by giving high cost to sharp changes in gradient direction [50]. Since the maximum of the sum of the two angles mentioned above is $3 \pi / 2$, the gradient cost is normalized by $2 / 3 \pi$ to make the maximum unity.

The laplacian zero-crossing cost, the gradient cost, and the direction cost all range from 0 to 1 . Based on the above three kinds of cost, we can calculate the cost of every edge in the image. Given a starting point, we can get the optimal path from the starting point to every other points in the image using Dijkstra algorithm [17, 51]. The first starting point is just the first user-clicked point, and by clicking the second point, the intelligent scissors pick the optimal path from the first point to the second point from a large collection of the optimal paths. By using the next point as the new starting point, the paths are constructed stage by stage. Finally, we can get a close contour by finding the optimal path from the last clicked point to the first clicked point.

### 2.5 Summary

In this section, we mainly introduce the two categories of the active contour model, the parametric active contour model and the geometric active contour model. For paramet-
ric active contours, we have introduced the most popular snake model, the balloon force model, GVF model, and GGVF model. For geometric active contours, we have introduced the curve evolution-based model, the geodesic active contour model, and the Chan-Vese model. Although the geometric active contour model can handle topological changes, for noisy images, or images with the boundary gap, etc., the geometric models are easy to generate incorrect topology with respect to the real object. Therefore in these cases, it is better to choose parametric models due to their strict control in topology [76]. In the end of this chapter, we also introduce a snake-like technique called intelligent scissors. In the next chapter, we will introduce our proposed snake model called VFCCV.


Figure 2.5: The evolution of the level set function. The zero level set splits into two circles while the level set function is still a valid function. For a better view, the level set function is displayed upside down and thus has positive values inside and negative values outside. The zero level set is shown as the red curve.


Figure 2.6: The region-based energy is minimized when the contour locates on the object boundary.


Figure 2.7: A typical interface of the lasso tool, also called as intelligent scissors.

## Chapter 3

## VFCCV Snake: A Novel Snake Model Combining Edge and Regional Information

As presented in the previous chapter, the active contour models have been widely used for image segmentation. We have introduced different kinds of active contour models in the previous chapter. However, most of the models either only consider edge information, or only consider regional information. In this chapter, we will introduce a new active contour model called VFCCV that takes both edge and regional information into consideration.

### 3.1 Introduction

The active contour models have been widely used in image segmentation [27] and object tracking [58]. As mentioned before, active contour models can be categorized into parametric active contour and geometric active contour. The most popular snake model defines a parametric active contour that evolves under the influence of internal energy and the external energy [27]. However, the classic snake model is known to have certain limitations, e.g., close initialization requirement and difficulty of convergence into concavities. To overcome these limitations, the gradient vector flow (GVF) snake model was proposed [77]. GVF creates a vector force field by a spatial diffusion of the edge map of the image so that the active contour can be driven toward strong edges far away from the current contour location. However, GVF suffers from its own weaknesses such as high computational cost, susceptibility to noise, and sensitivity to parameter selection. The vector field convolution (VFC) snake model [36] was later proposed to tackle the problems of GVF. VFC is also a parametric active contour model. With the VFC model, the active contour is evolved within an edge map generated with a user-defined vector field kernel. Unfortunately, VFC remains sensitive to noise because it only considers the edge information and ignores the regional information, and the resulting contour can be easily distracted by noise or trapped in a clut-
tered environment. As illustrated in Fig 3.1(a), the VFC snake is easy to be influenced by a single noisy spot.

In addition to the edge information, regional information is also important in the formulation of an active contour model that is robust to both noise and to weak edges [79]. Among different kinds of active contour models using region information [60, 83], the model proposed by Chan and Vese [6] has been most widely used. Based on the model proposed by Chan and Vese, we propose a novel active contour model that incorporates regional information in VFC. We refer to our model as VFC Chan-Vese (VFCCV) in the rest of this paper.

As introduced before, the Chan-Vese model detects the object boundary by minimizing the region-based fitting energy and the shape regularization energy. However, it only considers regional information, which makes the model pass the weak boundary easily, as illustrated in Fig. 3.1(b). Therefore it is also natural to consider incorporating edge information into a region-based active contour model. The VFC model is implemented in the parametric active contour framework, while the Chan-Vese model is in the geometric framework. [79] suggests that the parametric active contour model and the geometric active contour model are mathematically equivalent. In fact, the use of parametric versus geometric active contour models largely depends on the application. If the application is to delineate a single object, then it is easy to use a parametric active contour model, since the contour never changes its topology. On the other hand, using geometric active contour model for such application is often troublesome, because the program needs to prevent the occurrence of topological changes that is often performed in an ad-hoc manner. The geometric active contour models may easily generate shapes that have an inconsistent topology with respect to the actual object, especially when applied to noisy images with significant boundary gaps [76]. Since the VFCCV model is mainly applied on heart images to segment the ventricle which is obvious a single object, to ensure a correct topology, we implement our VFCCV model in the parametric active contour framework. Also, computationally speaking, the parametric active contour evolution involves solving a sparse and positive definite linear system, which is extremely efficient to solve these days. On the contrary, the geometric active contour model solves a gradient descent method, often much more computationally demanding than a comparable parametric active contour model evolution equation.

Although the idea to combine edge and regional information is common in the active contour framework $[75,68]$, most of them are geometric active contours and, to the best of our knowledge, incorporating the fitting energy in the VFC active contour model has never been studied. Specifically, the region-aided geometric snake (RAGS) model [75], a widely used method using both edge and region information, first gets the region boundary


Figure 3.1: (a) VFC (b) Chan-Vese model implemented in parametric framework
map through the region segmentation map. The boundary gradient of this region map can be regarded as the region force, to be diffused using the same technique as GVF, and thus the region force has enlarged capture range. The final external force is the sum of this diffused region force and the original gaussian external force in the snake model. Obviously, since this method requires the region boundary map in the preprocessing step, its performance is largely dependent on the results of region segmentation. In contrast, our VFCCV seamlessly integrates regional and edge information consistently in a single parametric active contour framework.

The rest of this chapter is organized as follows. In Section 3.2, we introduce the VFC model on which the VFCCV model is based. Then, we introduce the RAGS model with which we will compare the VFCCV model. In Section 3.3, we propose our VFCCV model followed by its numerical implementation. The summary of the chapter is drawn in Section 3.4 .

### 3.2 Related Works

### 3.2.1 Vector Field Convolution

As introduced in Chapter 2, the energy functional of the snake model can be written as

$$
\begin{equation*}
E_{\text {snake }}=\int_{0}^{1}\left[\frac{1}{2}\left(\alpha\left|\boldsymbol{v}^{\prime}(s)\right|^{2}+\beta\left|\boldsymbol{v}^{\prime \prime}(s)\right|^{2}\right)+E_{\text {ext }}(\boldsymbol{v}(s))\right] \mathrm{d} s \tag{3.1}
\end{equation*}
$$

Here, the first two terms in the integral are internal energy that exerts control on the topology of the contour and regularizes its shape. The last term is the external energy that attracts the contour to the region of interests. To minimized the energy, the snake should satisfy the Euler-Lagrange equation

$$
\begin{equation*}
\frac{\partial}{\partial s}\left(\alpha \frac{\partial \boldsymbol{v}}{\partial s}\right)-\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}}\right)-\nabla E_{\text {ext }}=0 \tag{3.2}
\end{equation*}
$$

By treating the snake as a function time $t$, we can get the solution to the above equation by the following gradate descent equation

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}=\frac{\partial}{\partial s}\left(\alpha \frac{\partial \boldsymbol{v}}{\partial s}\right)-\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}}\right)-\nabla E_{\text {ext }} \tag{3.3}
\end{equation*}
$$

As introduced before, the two main problems of the above snake model, i.e., the close initialization requirement and the difficulty to converge into concavities, are solved by the gradient vector flow (GVF) model. However, GVF still has disadvantages, such as noise sensitivity, parameter sensitivity, high computational cost, and the ambiguous relationship between parameters and the capture range [36]. The vector filed convolution (VFC) model is proposed to solve the problems of GVF. Similar to the GVF model, the force field of VFC is also in the dynamic force formulation. The VFC field is calculated by convolving the edge image derived from the image with a vector field kernel. A user can define their own vector field kernels.

In the vector field kernel [36], all the vectors point to the centre of the kernel. The kernel can be defined as

$$
\begin{equation*}
\boldsymbol{k}(x, y)=m(x, y) \boldsymbol{n}(x, y) \tag{3.4}
\end{equation*}
$$

where $m(x, y)$ is the magnitude of the vector at point $(x, y) . \boldsymbol{n}(x, y)$ is the unit vector pointing to the kernel centre $(0,0)$

$$
\begin{equation*}
\boldsymbol{n}(x, y)=(-x /(r+\epsilon),-y /(r+\epsilon)) \tag{3.5}
\end{equation*}
$$

Here $r$ is the distance from point $(x, y)$ to the centre of the kernel, which can be defined as the Euclidean distance $r=\sqrt{x^{2}+y^{2}}$. $\epsilon$ is a small number to prevent dividing by zero at the centre point. Fig. 3.2.1 shows an example of the vector field kernel.

Figure 3.2: The vector field kernel. The centre point has the coordinate $(0,0)$

The VFC field is calculated by convoluting the above kernel with the edge map derived from the image. In this way, the edge information is also propagated from the boundary regions to the homogeneous regions. So both the GVF and VFC fields are propagated from the edge, however, they propagate in different ways. The VFC force field can be defined as

$$
\begin{align*}
\boldsymbol{f}_{v f c} & =\left(u_{v f c}(x, y), v_{v f c}(x, y)\right) \\
& =e(x, y) * \boldsymbol{k}(x, y)  \tag{3.6}\\
& =\left(e(x, y) * u_{k}(x, y), e(x, y) * v_{k}(x, y)\right)
\end{align*}
$$

Here $e(x, y)$ is the edge map.
[36] provides two options for the magnitude of the vector field. They are both decreasing positive functions of $r$, the distance from the centre of the kernel. The two kinds of magnitude functions are:

$$
\begin{gather*}
m^{1}(x, y)=(r+\epsilon)^{-\gamma}  \tag{3.7}\\
m^{2}(x, y)=\exp \left(-r^{2} / \zeta^{2}\right) \tag{3.8}
\end{gather*}
$$

where $\gamma$ and $\zeta$ are controlling parameters.
Replacing the GVF field in Eq. 3.3 by the VFC force field, we get the evolution function of the VFC model as follows

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}=\frac{\partial}{\partial s}\left(\alpha \frac{\partial \boldsymbol{v}}{\partial s}\right)-\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}}\right)+\boldsymbol{f}_{v f c}(\boldsymbol{v}) \tag{3.9}
\end{equation*}
$$

The VFC model not only has the large capture range and the ability to converge to concave regions, but also has reduced computational cost and the flexibility of tailoring the force field [36].

### 3.2.2 Region-aided Geometric Snake

In this section, we will introduce a model that also combines region information and edge information, called the region-aided geometric snake (RAGS) [75]. In the experiment section, we will compare our method with this method.

The RAGS is a geometric active contour that combines the original gaussian edge force and regional force. The regional force is diffused from the gradient of the region segmentation map using similar technique as how the GVF force field is diffused. The regional force gives a global view of the edge information, and the edge force helps to detect local edges. The traditional active contour models suffer from either leaking into a weak boundary or stopping at a fake boundary or noise. By incorporating regional information with edge information, the RAGS model attempts to solve both of these problems.

The RAGS model requires a region segmentation technique. The goal of the region segmentation technique is to partition the original image into regions, and each region corresponds to homogeneous area in the original image. Different from an edge-based segmentation technique, for example, the active contour model whose output are edges between regions, region segmentation methods identify regions directly. Many region segmentation methods have been proposed [54, 19, 9, 16]. We will not include the details of these techniques in this thesis.

Based on any of the region segmentation methods, an image can be split into several regions distinguished by, for example, their dominant grayscale. Then, the RAGS calculates the magnitude of the gradient of the region segmentation map, which is called the region
boundary map. The gradient of the region boundary map can be regarded as the region force. However, this region force only takes local gradient into consideration and thus has small capture range. Using similar techniques as proposed in GGVF introduced in Section 2.2.4, the region force of RAGS is diffused into homogenous regions. Denote the region boundary map as $R$, and the region force field as $\boldsymbol{f}_{\text {rags }}(x, y)=\left(u_{\text {rags }}(x, y), v_{\text {rags }}(x, y)\right)$. The RAGS regional force field is obtained by solving the following equations

$$
\begin{align*}
g(|\nabla R|) \nabla^{2} u_{\text {rags }}-h(|\nabla R|)\left(u_{\text {rags }}-\nabla R_{u}\right) & =0  \tag{3.10}\\
g(|\nabla R|) \nabla^{2} v_{\text {rags }}-h(|\nabla R|)\left(v_{\text {rags }}-\nabla R_{v}\right) & =0
\end{align*}
$$

Similar to the GGVF model, here the weighting functions $g(\cdot)$ and $h(\cdot)$ are defined as

$$
\begin{array}{r}
g(|\nabla R|)=\exp \left(-\frac{|\nabla R|}{K}\right)  \tag{3.11}\\
h(|\nabla R|)=1-g(|\nabla R|)
\end{array}
$$

where $K$ is a tuning parameter.
The RAGS model is constructed on the GAC model introduced in Section 2.3.2. The internal and external force of the snake formulation of the GAC model can be represented as

$$
\begin{align*}
& F_{i n t}=g \kappa \boldsymbol{N}  \tag{3.12}\\
& F_{e x t}=g c \boldsymbol{N}-\nabla g
\end{align*}
$$

The snake formulation of the RAGS model is built by adding the regional force in the original external force. So the internal force and external force of the snake formulation of RAGS can be represented as

$$
\begin{align*}
& F_{i n t}=g \kappa \boldsymbol{N} \\
& F_{e x t}=g c \boldsymbol{N}+\beta \boldsymbol{f}_{\text {rags }}-\nabla g \tag{3.13}
\end{align*}
$$

where $c$ and $\beta$ are the weights of the corresponding terms. Then, we can get the evolution function

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}=g(\kappa+c) \boldsymbol{N}-\nabla g+\beta \boldsymbol{f}_{\text {rags }} \tag{3.14}
\end{equation*}
$$

The model can be further transformed into level set representation. Since the performance of the RAGS model is largely influenced by the region force, the performance is highly dependent on the results of the region segmentation.

### 3.3 VFC Chan-Vese (VFCCV) Model

### 3.3.1 Propose the VFCCV Model

As mentioned before, VFC snake is still sensitive to noise as illustrated in Fig. 3.1(a) where the final contour could be influenced by just a single noisy spot. One way to overcome the sensitivity of the VFC snake to noise is to not only consider edge information, but also
regional information when it is available. This is the key insight that motivates our proposed VFCCV snake. As well, it is important to incorporate edge information into a region-based model in order to overcome the problem of passing through a weak boundary in the ChanVese model as shown in Fig. 3.1(b).

Our regional force is defined based on the fitting energy proposed in the Chan-Vese model. As introduced in Section 2.3.3, the Chan-Vese model [6] defines a fitting energy as follows:

$$
\begin{equation*}
F_{1}(\boldsymbol{v})+F_{2}(\boldsymbol{v})=\int_{\text {inside }(\boldsymbol{v})}\left|I(x, y)-c_{1}\right|^{2} \mathrm{~d} x \mathrm{~d} y+\int_{\text {outside }(\boldsymbol{v})}\left|I(x, y)-c_{2}\right|^{2} \mathrm{~d} x \mathrm{~d} y \tag{3.15}
\end{equation*}
$$

where $c 1$ and $c 2$ are the average intensities of the regions inside and outside contour $\boldsymbol{v}$ respectively. Inspired by this fitting energy, we define a region-information map as $-\lambda_{1}(I-$ $\left.c_{1}\right)^{2}+\lambda_{2}\left(I-c_{2}\right)^{2}$. For a point on the contour $\boldsymbol{v}$, we multiply its outward normal with the value of this map at this point to generate a valid force field in order to embed it into a parametric active contour model. We define the region force as follows.

$$
\begin{align*}
\boldsymbol{f}_{\text {region }}(x, y) & =\boldsymbol{n}(x, y)\left(f_{1}(x, y)+f_{2}(x, y)\right) \\
& =\boldsymbol{n}(x, y)\left(-\lambda_{1}\left(I(x, y)-c_{1}\right)^{2}+\lambda_{2}\left(I(x, y)-c_{2}\right)^{2}\right) \tag{3.16}
\end{align*}
$$

where $\boldsymbol{n}(x, y)$ is the outward normal vector at point $(x, y), f_{1}(x, y)=-\lambda_{1}\left(I(x, y)-c_{1}\right)^{2}$, and $f_{2}(x, y)=\lambda_{2}\left(I(x, y)-c_{2}\right)^{2}$. For a point $(x, y)$ within the image domain, if this point is inside the desired object, $I(x, y)$ is similar to $c_{1}$. In contrast, there is a relatively large difference between $I(x, y)$ and $c_{2}$. As a result, $f_{1}(x, y)$ is approximately 0 and $f_{2}(x, y)$ is larger than 0 assuming $\lambda_{1}=\lambda_{2}$. $f_{1}+f_{2}$ is positive, when multiplied by the outward normal, and the direction of the region force points outwards to pull this point toward the object boundary. Conversely, if the point is outside the object, $f_{2}(x, y)$ is approximately 0 and $f_{1}(x, y)$ is smaller than $0 . f_{1}+f_{2}$ is negative and the direction of the force points inwards. $\lambda_{1}$ and $\lambda_{2}$ are positive weighting parameters controlling the strength of shrinking or expanding the contour respectively. The introduction of $\lambda_{1}$ and $\lambda_{2}$ can improve the model's flexibility.

For us to compute Eq.3.16, we need to define $c_{1}$ and $c_{2}$. Generally, the background is often cluttered especially in medical images, while the intensity of the foreground object is distinct from the background and often homogeneous. Therefore, to implement our VFCCV snake, we use the average intensity inside the contour for $c_{1}$ as usual, while we use as $c_{2}$ the average intensity of the annular band immediately outside the contour. As in the ChanVese snake, both $c_{1}$ and $c_{2}$ are updated iteratively as the contour evolves. This is fine when the initialization is outside the object. When the initialization is inside the object, even though the annular band is not large enough to include a portion of the background, the diffused edge force, which enlarges the capture range, can still drag the contour outwards to the boundary until the annular band includes the background and allow the region force to take effect.

In the parametric active contour model, external forces can be expressed as the superposition of several different forces where each force is manageable [76]. In our case when we add the regional force with the VFC edge force to generate the final external force, the final evolution function becomes

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}=\frac{\partial}{\partial s}\left(\alpha \frac{\partial \boldsymbol{v}}{\partial s}\right)-\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}}\right)+\gamma \boldsymbol{f}_{v f c}(\boldsymbol{v})+\lambda \boldsymbol{f}_{\text {region }}(\boldsymbol{v}) \tag{3.17}
\end{equation*}
$$

where $\gamma$ and $\lambda$ are weighting parameters controlling the strength of VFC edge force and regional force.

### 3.3.2 Numerical Implementation

Eq.3.17 can be solved by the finite difference method [27]. We use the vector notation to represent a point, $\boldsymbol{v}_{i}^{n}=\left(x_{i}^{n}, y_{i}^{n}\right)=(x(i h, n \Delta t), y(i h, n \Delta t))$. Here $i$ indicates the index of the location of point on the contour and $n$ indicates the index of time. $h$ is the space step size, and $\Delta t$ is the time step size. By discretizing the active contour, we can represent Eq. 3.17 as

$$
\begin{align*}
\frac{\boldsymbol{v}_{i}^{n}-\boldsymbol{v}_{i}^{n-1}}{\Delta}= & \frac{\alpha}{h^{2}}\left[\left(\boldsymbol{v}_{i+1}^{n}-\boldsymbol{v}_{i}^{n}\right)-\left(\boldsymbol{v}_{i}^{n}-\boldsymbol{v}_{i-1}^{n}\right)\right] \\
& -\frac{\beta}{h^{4}}\left[\left(\boldsymbol{v}_{i-2}^{n}-2 \boldsymbol{v}_{i-1}^{n}+\boldsymbol{v}_{i}^{n}\right)-2\left(\boldsymbol{v}_{i-1}^{n}-2 \boldsymbol{v}_{i}^{n}+\boldsymbol{v}_{i+1}^{n}\right)+\left(\boldsymbol{v}_{i}^{n}-2 \boldsymbol{v}_{i+1}^{n}+\boldsymbol{v}_{i+2}^{n}\right)\right] \\
& +\gamma \boldsymbol{f}_{v f c}\left(\boldsymbol{v}_{i}^{n-1}\right)+\lambda \boldsymbol{f}_{\text {region }}\left(\boldsymbol{v}_{i}^{n-1}\right) \tag{3.18}
\end{align*}
$$

The detailed derivation of the above equation can be found in Appendix B. The external force $\boldsymbol{F}_{\text {ext }}=\gamma \boldsymbol{f}_{v f c}+\lambda \boldsymbol{f}_{\text {region }}$ can be stored as a height $\times$ width $\times 2$ vector field defined on the image domain, where height $\times$ width is the size of the image. The first layer records the force component in $x$ direction, and the second layer records the force component in $y$ direction. In this way, we can get the external force at any point in the image from the vector field map.

Eq. 3.18 can be written in a compact matrix form shown as follows [27, 76, 36]

$$
\begin{equation*}
\frac{\boldsymbol{v}^{n}-\boldsymbol{v}^{n-1}}{\tau}=\boldsymbol{A} \boldsymbol{v}^{\boldsymbol{n}}+\gamma \boldsymbol{f}_{v f c}\left(\boldsymbol{v}^{n-1}\right)+\lambda \boldsymbol{f}_{\text {region }}\left(\boldsymbol{v}^{n-1}\right) \tag{3.19}
\end{equation*}
$$

where $\tau=\Delta t . \boldsymbol{v}^{n}, \boldsymbol{v}^{n-1}$, and the external force $\boldsymbol{F}_{\text {ext }}\left(\boldsymbol{v}^{n-1}\right)=\gamma \boldsymbol{f}_{v f c}\left(\boldsymbol{v}^{n-1}\right)+\lambda \boldsymbol{f}_{\text {region }}\left(\boldsymbol{v}^{n-1}\right)$ are $m \times 2$ matrices, where $m$ is the number of points on the contour. $\boldsymbol{A}$ is an $m \times m$ pentadiagonal banded matrix used to compute the internal force [76, 36]. Based on Eq. 3.19, the contour can be solved iteratively through the following equation

$$
\begin{equation*}
\boldsymbol{v}^{n}=(\boldsymbol{I}-\tau \boldsymbol{A})^{-1}\left[\boldsymbol{v}^{n-1}+\tau\left(\gamma \boldsymbol{f}_{v f_{c}}\left(\boldsymbol{v}^{n-1}\right)+\lambda \boldsymbol{f}_{\text {region }}\left(\boldsymbol{v}^{n-1}\right)\right)\right] \tag{3.20}
\end{equation*}
$$

### 3.4 Summary

In this chapter, we have introduced a new active contour model called VFCCV snake, which adds Chan-Vese type regional information to the VFC active contour model. We have also introduced the numeral implementation of VFCCV. Also, we have reviewed a competitive model called RAGS which also considers both edge and regional information. We will provide experimental results comparing the performance of the VFCCV, VFC, RAGS, and Chan-Vese methods in Chapter 5. A system that segments the 3D ultrasonic image of the left heart ventricle using VFCCV will be presented in the next chapter.

## Chapter 4

## 3D Echocardiography Segmentation Embedded with Automatic Validation

In the previous chapter, we have introduced a new 2D active contour model. In this chapter, we will talk about how to use this model to segment 2D echocardiography slice sequence and finally get the 3D ventricle volume. A validation step is embedded in the segmentation system to automatically decide whether the segmentation result on each slice is correct.

### 4.1 Introduction

Currently, the left ventricle ejection fraction ${ }^{1}$ is one of the most validated and valuable measurements for determining a patient's health [32]. There is strong evidence showing that the decrease in ejection fraction is associated with an increase in mortality [13, 73]. Obviously, only an accurate ventricular volume calculation can generate an accurate ejection fraction. Also, the volume of ventricle is a significant diagnostic indicator of diseases like dilated cardiomyopathy, etc. [33, 34, 73]. The importance of volume calculation to these cardiac functional parameters leads to the requirement of computer-aided cardiography segmentation. In this chapter, we will only deal with the echocardiography segmentation for the reason that the echocardiography is relatively inexpensive and easy to obtain in practice.

Clinically speaking, there are three main methods used by physicians to obtain the 3D left ventricle volume from the echocardiography [73]. The first one is the Simpson's biplane method [33]. The echocardiography is first cut into several stacked discs and the final volume is the sum of these discs volumes. Each of the disc volumes is determined by manually delineated borders based on the assumption that the ventricle is an ellipsoid and the border is an ellipse. The Simpson's method is available on both 2D and 3D echocar-

[^1]diography. However, the assumption of an ellipsoid shaped ventricle makes the calculation insufficiently accurate. The second method is a manual method. Similar to the first method, the left ventricle is first sliced into several discs and the ventricle volume is also the sum of these disc volumes. Each disc volume is determined by direct manual area tracing, which requires lots of manual work. The result of this method is neither accurate nor reproducible as the third method, which is a semi-automatic method based on border identification. In the third method, the ventricle volume is calculated by the number of voxels inside the segmented ventricle. A user are required to input five landmarks, and the method can automatically detect the 3D ventricular border and calculate the volume. However, this method has problems delineating some abnormal left ventricle shapes, e.g., apical infarcts.

In medical imaging research, echocardiography segmentation methods have also been studied in both 2D and 3D. For example, 3D active appearance model [48], 3D level set model [10], etc. Compared with 3D echocardiography, the anatomic structure is more easily defined and displayed on a 2D slice. Also, due to practical reasons like lower memory requirements, reduced computational complexity, ease of implementation, it is an intuitive way to apply a 2D segmentation method sequentially to the slices of a 3D images [57]. Therefore it is a good way to segment the 3D image data through 2D slices.

The 3D echocardiography data is first divided into a sequence of 2D slices. Due to the spatial continuity between neighbouring slices, the segmentation result of the previous slice can be copied to the next slice serving as a reasonable initialization. Then, a contour is evolved in the new slice. In this way, the segmentation propagates along the 2D slice sequence. This propagation idea has also been mentioned in earlier papers [7, 57]. In this chapter, we will also use this propagation idea. Specifically, the propagation method is used in [42]. It segments 2D prostate ultrasound images slice by slice to obtain the 3D prostate volume. Initialized points are selected in the mid-gland slice which normally contains the largest and the most visible part of anatomic structure. The method uses a warped and tapered ellipse to fit each slice and an ellipsoid to fit the entire prostate. The ellipse is propagated from the middle to the base and apex slices in opposite directions. For our echocardiography case, it is not accurate to approximate each slice using an ellipse. However, we will also initialize from the middle slice and propagate the result upwards and downwards until the apex and base slices are reached. We will apply the VFCCV model proposed in the previous chapter as the 2D segmentation method.

The propagation approach, including contour initialization and evolution, should ideally be fully automatic. However, the 2D segmentation of a slice may not be accurate. If the segmentation of one slice deviates from the true boundary, the segmentation of the following slices is also most likely erroneous, as illustrated in Fig. 4.1(a), where the middle ellipse in solid blue is initialized manually, the hollow blue ellipse immediately below it is
segmented correctly but not the red ellipses thereafter. In this case, we could either tune the parameters or change the initialization and redo the experiments. However, such a process might never produce the correct final volume nor would it be automatic. One alternative would be to manually check the segmentation result of every slice. This however would be tedious and in fact unnecessary when most of the slices are correctly segmented. Therefore, we propose to introduce a validation step which aims at automatically judging whether the segmentation on each slice is correct. With the validation step, the system can detect the potentially wrong segmentation and stop to ask the user for a correction. The propagation continues after the correction is given, as illuminated in Fig. 4.1(b) where the green curve is the correction for the red curve and leads to correct segmentations of the subsequent slices below it due to the correct initialization.


Figure 4.1: (a) Without the validation step (b) With the validation step

In the literature, the active contour validation is often ignored and left for the application to decide [61]. A snake validation method is proposed in [61]. This method builds a classifier to classify the contours as desired objects and non-objects. The classifier is based on the principal component analysis (PCA). An annular band around the active contour is first constructed and each annular band is a pattern image for PCA. Then, the new pattern image is projected into the already trained PC space and the reconstruction error is computed. The contours with a low reconstruction error are identified as objects and others are identified as non-objects. We adapt this method to our case. Rather than classifying the entire contour, the validation is done locally to detect local errors. In addition, we choose the PCA training data based on the location of each slice, to take into account the spatial variance of PC's along the vertical axis of 3D image. Our method will be introduced in detail in the next section. For each newly evolved contour, the validation step is performed to automatically decide whether the contour is accurate. Therefore, the validation step is embedded in the propagation system to make the whole segmentation process as automatic as possible while maintaining a high accuracy.

A 3D left ventricle segmentation method is proposed in [11]. They provide a 3D initial-
ization method for the 3D ventricle. A few slices among the sequence are first selected. On each slice, an approximate polygon is drawn by the physician. Then, they use linear interpolation among these slices to fill up the whole ventricle. Although their method is performed in 3D directly and our method is in 2D, we both provide a way to prevent the segmentation from deviating from the true boundary. [11] does it by initializing the 3D shape close to the real boundary and we do it through propagation and validation. However, the linear interpolation in [11] is difficult to implement because they need to pair the corresponding points between slices.

Our overall system is introduced in Section 4.2. The discussion is given in Section 4.3 followed by a summary of the chapter.

### 4.2 2D Contour Propagation and Validation

### 4.2.1 Segmentation and Propagation

The 3D echocardiography data is first divided into a sequence of 2D slices. The process begins by the user to choose the base and apex slices between which the left ventricle is contained. Usually, the middle slice between the two extreme slices contains the largest and the most visible part of the ventricle. The segmentation process begins at the middle slice. It is selected as the initial slice which needs a manual initialization. In our system, we use intelligent scissors [50] introduced in Chapter 2 for the initial segmentation, which can trace the boundary intelligently. The segmentation propagates upwards and downwards from the middle slice. Due to the spatial continuity of the cross-sectional areas of neighbouring slices, the segmentation of the previous slice can be copied to the next slice to serve as a reasonable initialization. On each new slice, an active contour model is run to evolve the initialized contour.

Although the neighbouring slices look similar with each other, there can still be a large change in the ventricle boundaries of two neighbouring slices. So we need to choose an active contour model that has a large capture range. As mentioned in Section 2, many models have been proposed to enlarge the capture range. Among these models, the GVF [77] model can obtain better results than the other models. The VFC [36] model was later proposed to tackle the problems of the GVF model. Therefore, we choose to take advantage of the VFC model. Also, we need to take the region information into consideration to make the system more robust to noise and not easily trapped in cluttered regions. The Chan-Vese model is a widely-recognized model as a regional model. So we use the VFCCV model proposed in the previous chapter, which is a combination of the VFC and the Chan-Vese. The evolution function is defined as

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}=\frac{\partial}{\partial s}\left(\alpha \frac{\partial \boldsymbol{v}}{\partial s}\right)-\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}}\right)+\gamma \boldsymbol{f}_{v f c}(\boldsymbol{v})+\lambda \boldsymbol{f}_{\text {region }}(\boldsymbol{v}) \tag{4.1}
\end{equation*}
$$

All the symbols and parameters here are the same as have been introduced before. The propagation stops until the base or apex slices are reached.

### 4.2.2 Contour Validation

The validation step is in fact an image classification process classifying a contour as accurate and inaccurate based on the principal component analysis (PCA). If we construct an annular image band around the contour, as shown in Fig. 4.2(a), valid and invalid boundaries are visually distinct. For example, the greyscale inside the ventricle is darker, and the greyscale outside is brighter. So if we unfold the annular band, one side should be darker, and the other side should be brighter, as shown in the top image in Fig. 4.2(c). Even if only part of the contour deviates from the true boundary, the whole contour should be classified as inaccurate. Therefore, we should not use the annular band for the whole contour to detect this small error. Instead, the annular band is divided into local segments, and the validation is also performed locally for each segment. The local annular band segment is shown in Fig. 4.2(b). If a part of the contour is inaccurate and we just cut this part into two non-overlapping segments, the PCA reconstruction errors in both the left segment and the right segment might be too small for the validation to detect the mistake. Therefore, each segment is overlapped with its neighbours by, for example, 67\%, in order to be sensitive enough to detect all the local errors, as shown in Fig. 4.2(c). In our case, each annular band segment is considered as a pattern image.

The training pattern images should have the same format as the testing pattern images. To clearly introduce how to construct all the training pattern images, we will first introduce the format and characteristics of our dataset. From the end-diastolic status to the endsystolic status in each heart cycle, the image is 4D with dimensions $w \times h \times d \times t$. Here $t$ is the number of 3D images in the time series from the end-diastolic status to the endsystolic status. $w \times h \times d$ is the size of a 3D image of one heart. Due to the different imaging environments for different 4D images, each 4D image may look different from one another. Therefore, different 4D images should use different training data for PCA. In each 4D image, the $t$ 3D images look similar with each other because they are generated under the same imaging environment. So different 3D images in one 4D image can use the same set of training data. For example, in a certain 4D image, the training data for the 3D images from index two to index $t$ can all come from the 3D image with index one. However, in each 3D image, the top few slices may look very different from the bottom few slices. So different slices in one 3D image require different PCs. The observation - the slices at the same location across different 3D images look more similar than the slices at difference locations in the same 3D image - can be demonstrated in Section 4.3.

Based on the above analysis, for each 4D image, the training data for all the 3D images

(a)

(b)

(c)

Figure 4.2: (a) The annular band for the whole contour (b) The annular band segment (c) Construct local and overlap segments from the whole unfolded annular band
are taken from the first 3D image in the time series, which is shown in Fig 4.3. Since the heart volume of the left ventricle decreases from the end-diastolic status to the end-systolic status, for the current slice in a certain 3D image, we need to first find its mapped slice in the first 3D image. The mapped slice for the current slice $j$ is $i$, where

$$
\begin{equation*}
i=i_{1}+\left(i_{n}-i_{1}\right)\left(j-j_{1}\right) /\left(j_{n}-j_{1}\right) \tag{4.2}
\end{equation*}
$$

where $i_{1}$ and $i_{n}$ are the apex and base slices of the first 3D image respectively, $j_{1}$ and $j_{n}$ are the apex and base slices of the current 3D image, as shown in Fig. 4.4. The mapped slice $i$ is rounded to the nearest integer. We take the mapped slice together with its upper and lower slices to form the training set of the current slice. If the mapped slice is the apex slice, the top three slices are chosen as the training slices. If it is the base slice, the bottom three are chosen.

For the current slice in the current 3D image, the local and overlapped segments are constructed from the three training neighbouring slices in the first 3D image. Each segment in the training data is a pattern image in the training set. Each pattern image is a feature vector, and all the pattern images form the feature matrix. Assume we have $p$ pattern images in the training set for the current slice. Each pattern image, $I_{i}$, with size $m \times n$, is reshaped into a vector $f_{i}$, with size $M \times 1$, where $M=m n$. Then, the $p$ pattern images form a matrix, $\left[f_{1}, f_{2}, \cdots, f_{p}\right]$, with size $M \times p$. Then, this matrix is centred by subtracting


Figure 4.3: For a 4D image, the training data is taken from the first 3D image which is shown in red


Figure 4.4: Find the mapped slice and take the neighbouring two slices
their mean. That is,

$$
\begin{equation*}
F=\left[f_{1}-\bar{f}, f_{2}-\bar{f}, \cdots, f_{p}-\bar{f}\right] \tag{4.3}
\end{equation*}
$$

where $\bar{f}=(1 / p) \sum_{i=1}^{p} f_{i}$.
Then, we perform PCA on the centred feature matrix. Through singular value decomposition [21, 61], the matrix $F$ can be decomposed as

$$
\begin{equation*}
F_{M \times p}=U_{M \times M} \Sigma_{M \times p}\left(V_{p \times p}\right)^{T} \tag{4.4}
\end{equation*}
$$

Here $\Sigma$ is the diagonal matrix whose diagonal elements $s_{i}$ are the singular values of $F$. The $s_{i}$ are ordered so that $s_{i} \leq s_{i+1}, i=1,2, \cdots, p-1$. U's columns are eigenvectors of $F F^{T}$ and $V$ 's columns are eigenvectors of $F^{T} F$. Both $U$ and $V$ are unitary matrices. We perform PCA on the matrix by keeping the first $d$ columns of $U, d \ll M$.

There are several ways of choosing the number of components. For example, retaining the component with singular value greater than 1 (the value-one criterion), keeping the number of components to the number that account for a certain cumulative percentage (percentage of variance method), plotting the singular values and finding a break point after which the values begin to level off (the scree test), etc. [25, 26]. Since the value-one criterion may generate lots of problems [25] and the percentage of variance method needs an extra subjective parameter for the amount of the percentage, we choose the number $d$, that is, the number of PCs, based on the scree plot of the singular values. A typical
scree plot in our case is shown in Fig. 4.5(a). Normally the top few values are significantly larger than the others. Instead of choosing the numbers by simply visual observation, we calculate the derivative of each point in the scree plot, and the PCs are kept up until the one with the largest derivative. The derivative is calculated using both the left and right neighbours of each point. We duplicate the first and last points in order to calculate the derivative for the first and last points. Fig. $4.5(b)$ shows the derivative of each singular value in Fig. 4.5(a). In Fig. 4.5(b), the point with the maximum derivative is shown in red and its corresponding singular value is also shown in red in Fig. 4.5(a). In this case, the second singular value has the largest derivative and thus the number of PCs is chosen as two.


Figure 4.5: (a) The eigenvalues (b) The derivative of the eigenvalues

After PCA on the matrix $F$, the new reshaped pattern image $f$ on the testing contour is then projected into the PC-subspace composed of the first $d$ columns of $U_{M \times p}$. Note that the new reshaped pattern image is also constructed from the local and overlap segment on the testing contour. The projected result $\tilde{f}$, is calculated by

$$
\begin{equation*}
\tilde{f}=\bar{f}+U_{M \times d}\left(U_{M \times d}\right)^{T}(f-\bar{f}) \tag{4.5}
\end{equation*}
$$

Then, the PCA reconstruction error for the testing segment $f$ is computed, which is defined as

$$
\begin{equation*}
\epsilon=\|f-\tilde{f}\|^{2} \tag{4.6}
\end{equation*}
$$

where $\|\cdot\|$ is the Euclidean distance. If the reconstruction error is small, e.g., lower than a threshold, the contour segment is classified as an accurate contour segment. Otherwise the segment is classified as an inaccurate one.

If all the local and overlap pattern images on the contour are accurate, the whole contour is judged as accurate and passes the validation. The propagation and validation process
continues. If one or some of the pattern images are inaccurate, the contour fails the validation and the propagation process pauses to ask the user to decide. The flowchart of the above validation step is shown in Fig. 4.6. If the contour fails the validation, the user can choose to accept the current result or reject it. If it is been accepted, the propagation and validation process continues. If it is rejected by the user, the user needs to give a correction. The correction can be a reinitialization for either the whole contour or just the failed segments. We also use intelligent scissors [50] here for reinitialization. After the system produces a satisfactory contour, the propagation and validation process continues. The segmentation result first propagates from the middle slice to the apex slice, and then propagates from the middle slice to the base slice. The ventricle volume can be computed after we get all the 2D segmentations.


Figure 4.6: Flowchart of the validation step

### 4.3 Discussion

As mentioned above, we choose three neighbouring slices to form the training set, as shown in Fig. 4.4. In the experiments, we also test the performance of choosing just one
slice or five or more slices. However, the performance is not better than choosing three slices. The experiments and analysis will be given in the next chapter.

The observation mentioned above - the slices at the same location across different 3D images look more similar than the slices at difference locations in the same 3D image - can be demonstrated in Fig. 4.7. The red curves show the intra-3D image difference, and the blue curves show the inter-3D image difference. The difference is measured based on the local and overlap pattern images, and each group contains three neighbouring slices. The eight points on the red curves show the differences between the three slices at the relatively top location in a certain 3D image (called as "the standard three slices") and the eight following groups of slices until the relatively bottom location in the same 3D image. The eight points on the blue curves show the differences between "the standard three slices" and the three mapped slices at the same location in the following 3D images. Fig. 4.7(a) measures the difference between the means of each group of pattern images. Since the length of the PC is normalized, the difference can be measured by the angle between the hyperplanes defined by each group of PCs. Fig. $4.7(b)$ shows the angles between the hyperplanes. The number of PCs is chosen as two.


Figure 4.7: Red curves: intra-3D image difference. Blue curves: inter-3D image difference. (a) Difference between the means of each group of pattern images. (b) Angle between the hyperplanes defined by each group of PCs

The PCA validation step is in fact building a classifier to classify the contour as accurate or inaccurate. We can also use other techniques to build the classifier, for example, AdaBoost [20]. However, AdaBoost is a supervised binary classifier. In our propagation process, we can easily generate accurate contours. However, the inaccurate contour is difficult to obtain. Also, we cannot arbitrarily draw the inaccurate contours because they should be similar enough to the real inaccurate segmentations in order to simulate them. So it is difficult for us to build a balanced training data to train the AdaBoost classifier. Even
if we have a balanced training data, how to choose the images features is another problem, just like other one-class classifiers. For example, classifiers based on the difference between the grayscale outside the annular band and inside, entropy, gradient of the middle line of the annular band, GICOV [18], etc. They would all lead to the problem of how to choose image features to have a better performance. Also, if we need several features to perform the classification, we need to extract every feature from the images which would be time-consuming. However, the PCA validation provides a uniform and less complex way to perform the classification.

### 4.4 Summary

In this chapter, we introduce an automatic validation step in the segmentation system to segment the 2D slice sequence. The validation step can judge whether the contour on each slice is accurate in order to make the whole process as automatic as possible while keeping a high segmentation accuracy. We use the VFCCV model introduced before to preform the segmentation. The validation is based on PCA. The pattern images are local and overlap to detect local segmentation errors. We also propose to choose the training data for each slice based on their location. Experimental results are shown in the next chapter.

## Chapter 5

## Experimental Results

Experimental results are shown in this chapter. The experiments are composed of two parts. The first part shows the performance of the VFCCV model introduced in Chapter 3. The second part investigates the performance of the propagation and validation algorithm introduced in Chapter 4.

### 5.1 Performance of VFCCV Model

Experimental results on both synthetic and real images are shown in this section, to establish the superiority of our method in comparison with the VFC snake, Chan-Vese snake and the RAGS model.

We first show in Fig. 5.1 the results on a toy example, a contrived image with a Ushaped gradient object and a single noisy spot. Using the red dashed curve as the initialization, Fig. 5.1(a) is the result of VFC. We can see that without region force, VFC is easy affected by noise. Note that the original Chan-Vese model uses the geometric active contour framework and is thus not directly comparable with parametric active contour models. In this example, the original Chan-Vese model would over-segment the U-shaped object. Specifically, Fig. $5.1(b)$ is the result of the Chan-Vese snake implemented in the parametric contour framework, which only considers the region force. Its evolution function is

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}=\frac{\partial}{\partial s}\left(\alpha \frac{\partial \boldsymbol{v}}{\partial s}\right)-\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}}\right)+\lambda \boldsymbol{f}_{\text {region }}(\boldsymbol{v}) \tag{5.1}
\end{equation*}
$$

We can see in Fig. 5.1(b) that without the help of edge information, the contour leaks through the right side with weak boundary information. Fig. 5.1(c) is the result of the RAGS model [75] which is also implemented in the parametric contour framework for a fair comparison. This method would not be influenced by the noisy spot because in the region segmentation map, the noise is so small that it is merged into the background. However the contour fails to converge into the concavity even when the weight of the region force increases, in which case the contour would first leak through the right side of the $U$ shape.

Fig. $5.1(\mathrm{~d})$ is the result of our VFCCV method which converges to the correct U-shape boundary and is robust to the noise. In this experiment, we set $\alpha=1.5, \beta=0, \gamma=1, \tau=$ $0.5, \lambda=1.5, \lambda_{1}=\lambda_{2}=1$. These parameters remain largely unchanged for the other experiments that we have conducted and described in the rest of this section. $\gamma$ and $\lambda$ are two key parameters in our method in Eq. 3.17. For the edge force to dominate the evolution, we need a larger $\gamma$ and a smaller $\lambda$. Conversely, for the region force to dominate, we need a smaller $\gamma$ and a larger $\lambda$. To be fair, all the parameters are optimized for all the competing algorithms separately in all the experiments.


Figure 5.1: Comparison using image with U-shaped gradient object (a) VFC (b) Chan-Vese Snake (c) RAGS and (d) VFCCV

Fig. 5.2 shows the segmentation results on an ultrasound image of the left ventricle of the heart. ${ }^{1}$ The initialization is a circle inside the ventricle. Fig. $5.2(a)$ is the segmentation result of the VFC which is degraded by nearby stronger edges in cluttered regions. Fig. $5.2(b)$ is the result of the Chan-Vese snake, which leaks near the weak boundary. Fig. 5.2 $(c)$ is the result of RAGS, which also leaks through weak boundaries. Fig. 5.2 $(d)$ is the result of our VFCCV method, which in contrast produces a more accurate contour near the weak boundaries. This difference in performance is largely due to the manner in which the region information is expressed in the energy functions of RAGS and VFCCV. Even though the boundary information is weak, there is still a sufficiently strong VFC force field which our method is able to exploit to determine the contour and prevent the contour from leaking outward.

Experiments are also done on human echocardiography with results shown Fig. 5.3. The initialization for the four cases is the contour slightly larger than the real boundary. Fig. 5.3(a) is the result of VFC which is again caught in cluttered regions. It is because the VFC model only considers edge information and the edge force traps the boundary in the cluttered regions. Fig. $5.3(b)$ is the result of Chan-Vese snake which leaks through weak boundary. Fig. 5.3(c) is the result of the RAGS model. Since the weak boundary and the background are merged into one region in the region segmentation map, the region force is inaccurate and thus unable to drag the contour to the true boundary. Fig. 5.3(d) is the result of VFCCV which converges to the correct boundary.

[^2]

Figure 5.2: Comparison on left ventricle of ultrasound image (a) VFC (b) Chan-Vese snake (c)RAGS and (d) VFCCV


Figure 5.3: Comparison on human echocardiography (a) VFC (b) Chan-Vese snake $(c)$ RAGS and (d) VFCCV

We have also done the experiments using another heart phantom ultrasound images. The detailed description of the heart phantom will be introduced in the next section. The comparative results are shown in Fig. 5.4. The initialization for the four cases is a contour slightly larger than the real boundary. Similar to the previous comparative results, the performance of VFC, Chan-Vese snake and RAGS are worse than that of VFCCV.


Figure 5.4: Comparison on heart phantom images on ultrasound (a) VFC (b) Chan-Vese snake (c) RAGS and (d) VFCCV

Finally, we have compared our VFCCV snake model with the competing algorithms in

[^3]an experiment on both left and right ventricles of an MRI image. The results of the various competing algorithms on one MRI image are shown in Fig. 5.5. The red and green curves are two separate independently evolved active contours but shown in the same figure to save space. The image is taken from MICCAI 2012 Right Ventricle Challenge (RVSC) [56]. The manual initializations of both the left ventricle (green contour on the right side) and the right ventricle (red contour on the left side) are slightly larger than the true boundaries. Fig. 5.5(a) is the result of using VFC where the contour is attracted incorrectly to the nearby strong edges as the VFC snake is designed to do. Fig. $5.5(b)$ shows the result of the Chan-Vese snake. Both contours experience leakage problems because the Chan-Vese model ignores edge information. Fig. 5.5(c) is the result of RAGS. The right ventricle on the left side is distracted by nearby strong edges. The bottom-left of this ventricle region in the region segmentation map is merged with nearby muscle tissues that influence the segmentation result. The left ventricle on the right side leaks through the weak edge which is a direct result of the initial region segmentation. Fig. 5.5(d) is the result of our VFCCV which converges to the object boundary correctly.


Figure 5.5: Comparison on left and right ventricles of MRI (a) VFC (b) Chan-Vese snake (c) RAGS and (d) VFCCV

Using the right ventricle dataset and the provided ground truth segmentation in RVSC [56], the quantitative comparison among different competing algorithms is made and the result is shown in Tab. 5.1 in terms of Pratt's Figure of Merit (FOM), Dice's coefficient (DC) and Hausdorff Distance (HD). In the case of FOM and DC, the larger the value, the better the performance of an algorithm is, whereas with HD, the smaller the value, the superior the algorithm. FOM is a common metric used for evaluating the accuracy of an edge detection algorithm whereas DC and HD are metrics used in the RVSC [56]. Both the averages of the three metrics, computed over a set of 21 images that have ground truth segmentation and their standard deviations are shown in Tab. 5.1. We can see that for all the three metrics, our method is superior to the competing methods.

|  | FOM | DC | HD |
| :---: | :---: | :---: | :---: |
| VFC | $0.66 \pm 0.12$ | $0.92 \pm 0.03$ | $8.34 \pm 3.41$ |
| Chan-Vese Snake | $0.63 \pm 0.10$ | $0.89 \pm 0.05$ | $9.02 \pm 3.61$ |
| RAGS | $0.70 \pm 0.08$ | $0.92 \pm 0.03$ | $7.82 \pm 2.68$ |
| VFCCV | $\mathbf{0 . 7 9} \pm \mathbf{0 . 0 6}$ | $\mathbf{0 . 9 5} \pm \mathbf{0 . 0 2}$ | $\mathbf{5 . 1 1} \pm \mathbf{1 . 3 1}$ |

Table 5.1: Quantitative Comparison of the Competing Algorithms in Terms of Pratt's Figure of Merit (FOM), Dice's coefficient (DC), and Hausdorff Distance (HD). Note that the higher the FOM or DC value is, the better the performance, and that the smaller the HD value, the better the performance. Each metric value is an average computed over 21 images that have ground truth segmentation and the metric values are followed by the respective standard deviations.

### 5.2 Performance of the Propagation and Validation Algorithm

In this section, we will give the experimental results and analysis of the segmentation algorithm proposed in Chapter 4. The dataset we will mainly use in this chapter is comprised of the ultrasonic heart phantom images, which will be described first. Then, we will show the performance of VFCCV in this segmentation system when all the contours are judged as accurate by the validation step. However, the contours may be inaccurate in some cases. We will also show that the validation step can truly detect these inaccurate contours. Using the propagation and validation algorithm, we can obtain the final volumes of the 3D ventricle. The accuracy of those volumes compared with the ground truth is given. To verify the reproducibility of the segmentation system, we compute the intra-person variance and inter-person variance. The specificity and sensitivity, which are the two metrics to measure the performance of the system, are also calculated. Then, we will briefly introduce the interface we build. In Section 5.2.8, we will show the performance of the system on the human heart dataset.

### 5.2.1 Dataset

The dataset we will use in this part is the heart phantom dataset ${ }^{2}$. A heart phantom is an artificial mechanical heart that can mimic the performance of a real human heart. The shape of the heart phantom is similar to a human heart, and it also allows the assessment of ultrasound techniques [73]. The image quality of the heart phantom is higher than the quality of the human heart echocardiography, and thus it contains less noise. The reason that we choose to use the heart phantom dataset is that it comes with the ground truth regarding the volume measurement. The true volume of the phantom ventricle is measured by a physical method. The "ground truth" of human or animal ventricle can only be esti-

[^4]mated by physicians using clinical methods which are subjective and inaccurate. Using the heart phantom is a common practice in medical research [11].

The heart phantom dataset consists of five 4D images, as shown in Fig. 5.6. Each 4D image contains nine 3D images corresponding to the time sequence from the end-diastolic status to the end-systolic status, as shown in Fig. 5.7. Each 3D image contains a ventricle to be segmented, and each 3D image can be divided into a sequence of 2D slices. A typical sequence is shown in Fig. 5.8. Experiments are conducted on the five 4D images. The five 4D images are generated using the same heart phantom, and thus they share the same ground truth regarding the volume measurement. The training data for each 4D data is taken from the first 3D image in the time sequence. We manually check that all the contours in the training set are accurate. Most of the contours in the training set are generated automatically, and the inaccurate ones are redrawn manually.


Figure 5.6: Our dataset consists of five 4D images


Figure 5.7: One 4D image consists of nine 3D images indexed from two to ten

### 5.2.2 Performance of VFCCV in the Segmentation System

Using the heart phantom ultrasound images, we first show in Fig. 5.8 a segmented 3D ventricle which is displayed as a sequence of 2D slices. In this sequence, all the contours are judged as accurate by the validation step. Here all the slices are from one 3D image in one heart cycle. Since all the contours are accepted by the validation, besides the initial manual initialization of the middle slice, the remaining segmentation is fully-automatic. We can see that the segmentation model can detect the boundary accurately. Also, the validation step can accept the accurate segmentation results correctly.


Figure 5.8: Segmentation results on the heart phantom using VFCCV when all the contours are accepted by the validation step. Every five slice from the 54th slice to the 119th slice

For most of the 2D slices, the VFCCV model can generate accurate segmentation results. However, some slices are difficult for VFCCV to handle. Some examples of wrong cases are shown in the next section, which can be detected by the validation step.

### 5.2.3 Inaccurate Contours Detected by the Validation Step

Fig. 5.9 shows several typical cases when the contours are inaccurate, and the validation is able to detect the errors. The red curves are the segments that fail the validation which are truly wrong, for example, when the curve does not fully evolve to the true boundary, or it goes across the heart tissues. A user can manually reinitialize the contour as shown in the images labeled After. As mentioned in Section 4.2.2, we can either reinitialize the whole contour, or just reinitialize the failed segment on the contour. Note that after reinitialization, we smooth and refine the contour by running only a few iterations of VFCCV to prevent it from returning to the same wrong boundary as before. In the experiments, the reconstruction error threshold for acceptance decision is chosen experimentally. All the slices in one 4D image use the same threshold.

Generally, the validation step can detect all the inaccurate contours. However, some accurate contours may also be judged as inaccurate. This would lead to some extra manual work from the user, e.g., to manually accept the current results. The evaluation of this part is shown in Section 5.2.6.

### 5.2.4 Accuracy of the Final Volume

With the propagation and validation algorithm, we can segment all the slices in one 3D image to obtain the final volume. The original volume in our segmentation system is in voxels. To transform it to ml , we use one of the five 4D images in turn to calculate a constant conversion scaler. Then, we use this constant to scale the other four images.


Figure 5.9: Before: the red curves show the inaccurate curves detected by the validation step. After: the contours after user correction

Based on each constant scaler, we can get the results of the five 4D images, and each one contains nine volumes.

Tab. 5.2 shows the accuracy of our method. The number in bold in each row corresponds to the 4D image that is used to calculated the constant scaler. Each column shows the accuracy of the five 4D images based on the corresponding constant scaler. $a_{x y}$ means the accuracy of the $x$ th 4D image using the constant scalar calculated using the $y$ th 4D image, $x=1, \cdots, 5, y=1, \cdots, 5$. Denote $v_{i j}$ as the volume of the $j$ th 3D image in the $i$ th 4D image, $i=1, \cdots, 5, j=1, \cdots, 9$. Each value in row $i, i=1, \cdots, 5$, is the average accuracy of $v_{i j}, j=1, \cdots, 9$. The second column shows the accuracy of the five 4D images based on the constant scaler calculated using the first 4D image. The highest accuracy is $98.9 \%$ which is obtained from the first 4D image, and the lowest accuracy is $97.7 \%$ which is obtained from the fourth 4D image. To remove the bias using the scaler calculated using the first 4D image, we also use the scalers calculated from the other four 4D images. The results are shown in the remaining columns. We can see that no mater which image is used for calculating the constant scaler, our method achieves a high accuracy for all the five images.

Fig. 5.10(a) shows the volume curves. The blue curve is the ground truth, and the red

| Image | Accuracy based on the five constant scalers respectively |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $a_{11}=98.9 \%$ | $a_{12}=98.3 \%$ | $a_{13}=98.1 \%$ | $a_{14}=97.7 \%$ | $a_{15}=98.8 \%$ |
| 2 | $a_{21}=98.0 \%$ | $a_{22}=98.5 \%$ | $a_{23}=96.4 \%$ | $a_{24}=96.0 \%$ | $a_{25}=98.4 \%$ |
| 3 | $a_{31}=98.1 \%$ | $a_{32}=96.5 \%$ | $a_{33}=99.3 \%$ | $a_{34}=99.2 \%$ | $a_{35}=97.2 \%$ |
| 4 | $a_{41}=97.7 \%$ | $a_{42}=96.1 \%$ | $a_{43}=98.6 \%$ | $a_{44}=98.5 \%$ | $a_{45}=96.9 \%$ |
| 5 | $a_{51}=98.8 \%$ | $a_{52}=98.9 \%$ | $a_{53}=97.1 \%$ | $a_{54}=96.7 \%$ | $a_{55}=99.1 \%$ |

Table 5.2: Average accuracy of the volume for the five 4D images based on the five constant scalers respectively
curves are the results for the five images respectively. Each curve is composed of nine points. The red curves are scaled based on the constant scaler calculated using the first image data. Note that different constant scalers only influence the shift in $y$-axis of the five curves instead of their shapes. Fig. 5.10(a) is the one with the minimum cumulative error among the five constant scalers. Fig. 5.10(b) is the one with the maximum cumulative error, which is based on the constant scaler calculated from the fourth image. We can see that in both Fig. 5.10(a) and Fig. 5.10(b), all the red curves have similar shapes and locations with the ground truth.


Figure 5.10: The red curves show the volumes of the five image data respectively. The blue curve is the ground truth. The $x$-axis is the time sequence, and the $y$-axis shows the corresponding volumes. (a) The volumes are scaled based on the constant calculated using the first image. It obtains the minimum cumulative error among the five constants. (b) The scaler is calculated using the fourth image, which obtains the maximum cumulative error

To obtain the volumes from the end-diastolic status to the end-systolic status, we can also only segment the two extreme 3D images, i.e., the end-systolic status and enddiastolic status, and estimate the intermediate volumes by linear interpolation. However, this may lead to a relatively low average accuracy.

### 5.2.5 Reproducibility: Intra-Person Variability and Inter-Person Variability

In this section, we will investigate the reproducibility of our segmentation system. Higher reproducibility, e.g, lower variability, means higher stability of the system. The reproducibility can be measured by the coefficient of variability (CV, defined as the ratio of the standard deviation to the mean), the Bland-Altman plot (BA, defined as the mean of the differences between two sets of data $\pm 2 \times$ standard deviation of the differences) [44], the percentage difference of the mean (MD, defined as the difference between two means divided by the average of the two means) [45], etc. [73].

We have two users. Denote the first user's data as $v_{i j}^{1}$, the second one's as $v_{i j}^{2}, i=$ $1, \cdots, 5, j=1, \cdots, 9$. Here $i$ indicates the index of the 4D image, and $j$ indicates the index of the 3D image in the 4D image. Since BA and MD are normally performed on two sets of data, they are better for measuring the inter-person variability than the intra-person variability in our case. So we use CV to measure the intra-person variability and the other two to measure inter-person variability.

As mentioned before, the five 4D images share the same ground truth. So the first user's data on the five 4D images can be used to measure CV. That is, we use $v_{i j}^{1}, i=1, \cdots, 5$, $j=1, \cdots, 9$ to measure CV. The nine CVs, corresponding to the nine time points from the end-diastolic status to the end-systolic status, are calculated based on $v_{i 1}^{1}, v_{i 2}^{1}, \cdots, v_{i 9}^{1}$ respectively, $i=1, \cdots, 5$. We can obtain the CV through $C V_{t}=\operatorname{std}\left(v_{i t}^{1}\right) / \operatorname{mean}\left(v_{i t}^{1}\right), i=$ $1, \cdots, 5, t=1, \cdots, 9$. The CVs of the nine volumes are shown in Tab. 5.3. The average CV is $2 \%$. We obtain a smaller CV compared with other common clinical results [73]. Note that CV is irrelevant to the constant scaler transforming from voxel to ml that we have had to deal with in the previous subsection.

| 3D image | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CV | $1.0 \%$ | $1.1 \%$ | $1.6 \%$ | $1.4 \%$ | $2.1 \%$ | $3.0 \%$ | $3.3 \%$ | $3.0 \%$ | $1.6 \%$ |

Table 5.3: Coefficient of variability (CV) of the nine 3D images
The BA is calculated based on the 45 pairs of data composed of five 4D images with nine volumes in each. That is, the difference $d_{i j}=v_{i j}^{1}-v_{i j}^{2}$, and we have 45 differences in total. We can obtain the BA through $B A=\operatorname{mean}\left(d_{i j}\right) \pm 2 \operatorname{std}\left(d_{i j}\right)$. The BA of the two users' data is $39.7 \pm 1988$ voxel. The BA plot is shown in Fig. 5.11. Transforming from voxel to ml using the constant scaler calculated using the first image of the first user's results, we can get a BA of $0.04 \pm 2.02 \mathrm{ml}$, which is narrower than the clinical results using the same dataset [73].

In the calculation of MD, the nine means of the first user's are calculated using $v_{i 1}^{1}, v_{i 2}^{1}, \cdots, v_{i 9}^{1}$ respectively, $i=1, \cdots, 5$, and the nine means of the second user's are calculated us-


Figure 5.11: Bland-Altman Plot
ing $v_{i 1}^{2}, v_{i 2}^{2}, \cdots, v_{i 9}^{2}$ respectively, $i=1, \cdots, 5$. We have $M D_{t}=\frac{\left|\operatorname{mean}\left(v_{i t}^{1}\right)-\operatorname{mean}\left(v_{i t}^{2}\right)\right|}{\left(\operatorname{mean}\left(v_{i t}^{1}\right)+\operatorname{mean}\left(v_{i t}^{2}\right)\right) / 2}$, $i=1, \cdots, 5, t=1, \cdots, 9$. The MDs between the two users' data of the nine 3D ventricles respectively are shown in Tab. 5.4. The MD ranges from zero to one, and the smaller the MD, the better the performance. We obtain a very small MD. We also obtain a smaller MD compared with other common clinical results [73]. Note that the MD is also irrelevant to the constant scaler.

| 3D image | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MD | $0.76 \%$ | $0.47 \%$ | $0.73 \%$ | $0.12 \%$ | $0.13 \%$ | $0.09 \%$ | $0.32 \%$ | $0.46 \%$ | $0.74 \%$ |

Table 5.4: Percentage of difference of mean (MD) of the nine 3D images

The above intra-person variability and inter-person variability represent that our segmentation system has high reproducibility and high stability.

### 5.2.6 Specificity and Sensitivity

In our segmentation system, a contour either passes or fails the validation. In all the contours that pass the validation, they can be either accurate or inaccurate. In all the contours that fail the validation, they can also be truly inaccurate or accurate in fact. This is a classical binary classification problem, and the performance of our validation system can therefore be measured in terms of the common metrics of specificity and sensitivity. In this section, we will measure the performance of the system by investigating among all the inaccurate contours, the percentage of contours that are detected by the validation, i.e., the sensitivity,
and among all the accurate contours, the percentage of contours that pass the validation, i.e., the specificity.

Tab. 5.5 shows the average number of automatic acceptances, manual acceptances, manual corrections, and inaccurate contours passing the validation of the five 4D images. Here, the automatic acceptance indicates the accurate contours passing the validation. Manual acceptance indicates the contours that fail the validation, but in fact they are accurate, so we need manually accept the contours. Manual correction indicates that the contour is detected by the validation, and it is truly inaccurate, and thus we need to manually correct the result. A few slices in the five 4D images are so unclear that it is difficult to define where the true boundary is. For these few slices, we judge the segmentation as accurate if it is acceptable, and judge it as inaccurate if it is obviously wrong. So we use an approximately equal sign in Tab. 5.5 instead of an exactly equal sign. These numbers are obtained by a trained operator with all the parameters carefully tuned.

| average \# of <br> auto acceptances | average \# of <br> manual acceptances | average \# of <br> manual corrections | average \# of inaccurate <br> contours passing the validation |
| :---: | :---: | :---: | :---: |
| $\approx 450$ | $\approx 15$ | $\approx 48$ | $\approx 0$ |

Table 5.5: Average number of auto acceptances, manual acceptances, manual corrections, and inaccurate contours passing the validation of the five 4D images

In our case, a true positive (TP) is defined as an inaccurate segmentation that is detected. A false positive (FP) is defined as an accurate segmentation that is mistakenly detected. A true negative (TN) is defined as an accurate segmentation that pass the validation. A false negative (FN) is defined as an inaccurate segmentation that passes the validation. The sensitivity is defined as Sensitivity $=T P /(T P+F N)$, which indicates among all the inaccurate segmentations, how many of them are detected. The specificity is defined as Specificity $=T N /(T N+F P)$, which indicates among all the accurate segmentations, how many of them are accepted by the validation. For both the sensitivity and specificity, the higher they are, the better the performance. The sensitivity and specificity for the five 4D images are shown in the Tab. 5.6. As mentioned above, we can only say the average sensitivity and specificity are approximately equal to some values because the true boundary is difficult to define in a few unclear slices. A sensitivity of almost 1 indicates that the PCA validation step can detect almost all the inaccurate segmentations. A user has the chance to correct those correctly detected inaccurate segmentations to obtain an accurate final volume. The average specificity is approximately equal to 0.965 . Without the PCA validation step, we need to manually accept or revise the segmentation result in every slice. However, with the validation step, we only need to accept or revise the contours that are detected to be inaccurate, that is, those that fail the PCA validation. The 0.965 specificity
indicates that among all the accurate segmentations, about $96.5 \%$ of them can be passed automatically, which represents a significantly saving compared with manual validation.

| Image | Sensitivity | Specificity |
| :---: | :---: | :---: |
| 1 | $\approx 1$ | $\approx 0.998$ |
| 2 | $\approx 1$ | $\approx 0.95$ |
| 3 | $\approx 1$ | $\approx 0.974$ |
| 4 | $\approx 1$ | $\approx 0.994$ |
| 5 | $\approx 1$ | $\approx 0.911$ |
| Avg | $\approx 1$ | $\approx 0.965$ |

Table 5.6: Sensitivity and specificity of the five image data and their average
As discussed in Chapter 4, we choose three slices in the training set for each new slice. If we choose only one slice, that is, the corresponding mapped slice, the number of manual acceptances will be significantly increased resulting in a low specificity. This is because the amount of the training data is too small to cover the features of the new pattern images. The top PCs are not so significant as when the training set is large and thus not representative enough. We have also conducted experiments using five or more neighbouring slices, and the results are similar with using just three slices. So the number of slices for PCA is chosen as three in our experiments.

### 5.2.7 User Interface

In this section, we will briefly introduce the user interface we built for the above system. The interface can be used in practice for the convenient operation. The interface is shown in Fig. 5.12. A user can open a 4D image and select the 3D image to be segmented. Then, a user can select to segment along either $x$ or $y$ or $z$ direction of the 3D image. The top, bottom, and middle slice number indicate the range of slices to segment and the slice to initialize. These can be left empty, and a user can stop the propagation anytime by pressing key $s$. The scale is the calibration constant transforming a volume measurement from voxels to ml . The system also has a default scaler. After the image data is loaded, a user can zoom-in or zoom-out the image and change the position of the display.

The segmentation and propagation continue if the segmentation passes the PCA validation. If it does not pass, a user can either correct it or accept it. When a segmentation needs to be corrected, a user can either press key $r$ to reinitialize the whole contour or press key $d$ to just reinitialize the failed segments detected by the validation. The interface when a contour fails the validation is shown in Fig. 5.13.

The contour first propagates from the middle slice to the top slice, and then from the middle slice to the bottom slice. After one 3D image is segmented, the volume is shown in the Final Volume field. After all the 3D images are segmented, a user can store these


Figure 5.12: Interface
numbers to a file and visualize those 3D ventricles. A typical 3D visualization result is shown in Fig. 5.14.

### 5.2.8 Performance on Human Echocardiography

Besides the heart phantom dataset, we have also evaluated our system on a human echocardiography dataset. The human ultrasonic heart images are less clear than the ultrasonic heart phantom images. For many unclear slices, it is difficult to define where the true boundary is even for an expert. Typical segmentation results are shown in Fig. 5.15. The first row shows the segmentation results along the long-axis direction of the 3D heart, and the second row shows the results along the short-axis direction. The contour can trace the ventricle boundary in most of the cases. Also, the validation step can detect most of the inaccurate segmentations. Typical results are shown in Fig. 5.16. For example, the validation step can detect the cases when the contour does not fully evolve to the true boundary, or it goes across the tissue structure. Fig. 5.16 Before shows the cases detected by the validation step. Fig. 5.16 After shows the segmentation results after the user correction. The training data is taken from the first 3D image in the heart cycle, and the number of slices in each training set is also chosen as three. The parameters used for the human echocardiography dataset are different from the parameters used for the heart phantom dataset. We also measure the sensitivity and specificity of the system using the human echocardiography dataset. Due to the lack of clinical expertise, these numbers can only be roughly estimated. The average sensitivity is about 0.82 and the average specificity is about 0.92 . Both of the two numbers are lower than the numbers obtained using the heart phantom dataset. This is because some of the images are noisy, and the gradient inside


Figure 5.13: Interface when the contour fails the validation
the true boundary may be as bright as the gradient outside the contour. So the PCs may cover the feature of a non-ideal boundary, and thus the validation is not sensitive enough to detect the inaccurate contour that goes across the true boundary, which leads to a low sensitivity. On the other hand, the validation can still detect most of the contours with both bright gradient inside and outside. However, some of the bright gradient inside the contour is noise, and the contour should pass the validation, which leads to a low specificity.

### 5.3 Summary

In this chapter, we first give the performance of the VFCCV model. We have shown the experimental results on synthetic images, heart phantom ultrasound images, real heart ultrasound images and MRI images. Experimental results show that the VFCCV model not only has a large capture range and the ability to converge into concavities, but is also robust to noise, cluttered image background, and weak boundary. The results demonstrate that our method is effective and superior to VFC snake, Chan-Vese snake model, and another state-of-the-art method combining the edge and region information.

We then show the performance of the segmentation system. We use heart phantom ultrasound images and human heart ultrasound images to conduct the experiments. The segmentation system can generate correct segmentation results in most of the cases, and it can detect the errors when the contours are inaccurate. We also demonstrate that the segmentation system significantly saves manual work. For the heart phantom dataset, the final volumes have high accuracy compared with the ground truth, and our system has high reproducibility. A user interface is also built for the convenient operation in practice.


Figure 5.14: A typical 3D visualization result

The experiments on human heart echocardiography are presented in the end, which also demonstrate the effectiveness of our method.


Figure 5.15: Segmentation results on human ultrasonic heart images. The first row: along long-axis direction. The second row: along short-axis direction


Figure 5.16: Before: the red curves show the inaccurate curves detected by the validation step. After: the contour after user correction

## Chapter 6

## Conclusion and future work

### 6.1 Conclusion

In this thesis, we first propose an active contour model called VFCCV. It considers both the edge and regional information. The VCFCV not only has large capture range and the ability to detect concavity, but is also robust to noise, cluttered image background, and weak boundary. Experiments on synthetic images, heart ultrasound and MRI images show VFCCV has better performance over either the original VFC model or the Chan-Vese model, and the RAGS model combining edge and region information.

The VFCCV is further used to segment the 2D slice sequence in the 3D ultrasound image in order to segment the 3D ventricle. We propose to embed an automatic validation step in the segmentation system. The validation step can judge whether the contour on each slice is accurate in order to make the whole process as automatic as possible while keeping a high segmentation accuracy. The validation is based on the PCA. We extend the existing method by constructing local and overlap pattern images in order to detect local errors. Also, we propose to build the training data in a location-specific manner. We mainly use the heart phantom ultrasound images as the dataset in this part for it comes with the ground truth regarding the volume measurement. The VFCCV can generate correct segmentation results in most of the cases, and the validation step can detect the errors when the contours are inaccurate. The final ventricle volumes have high accuracy. Experiments also show that the segmentation system has high reproducibility, and it is significantly faster than manual validation. A user interface is built for the convenient operation in practice. Experiments are also done on human echocardiography, which also demonstrates the effectiveness of our method.

### 6.2 Future work

In the propagation and validation section, now we segment the ventricle along either x or $y$ or $z$ direction of the 3D image. Future work includes to segment the ventricle along the longest axis of the heart. This will lead to a more accurate ventricle volume. It is because we can get the maximum number of slices if we divide the ventricle along its longest axis, and thus the error caused by selecting the range of the slices to segment would be minimized. Also, normally the apex few slices become unclear. Dividing along the longest direction reduces the number of unclear slices to the smallest, and thus the influence of the unclear slices is minimized.

Future work also includes the improvement of the validation on human ultrasonic heart images, which would be more useful for the clinical application. Since the quality of the human ultrasonic heart image is worse than the quality of the phantom ultrasonic heart image, the sensitivity and specificity on the human heart dataset we get are relatively low. To improve the performance may need the validation step to be more intelligent, for example, take the prior information given by the physicians and scientists into consideration.
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## Appendix A

The below shows the minimization process of Eq. 2.1, and we can finally get Eq. 2.7. Denote a functional as

$$
\begin{equation*}
I[f]=\int_{x 0}^{x 1} L\left(x, f, f^{\prime}, f^{\prime \prime}, \cdots, f^{(n)}\right) \mathrm{d} x ; f^{\prime}=\frac{\mathrm{d} f}{\mathrm{~d} x}, f^{\prime \prime}=\frac{\mathrm{d}^{2} f}{\mathrm{~d} x^{2}}, f^{(n)}=\frac{\mathrm{d}^{n} f}{\mathrm{~d} x^{n}} \tag{A.1}
\end{equation*}
$$

Based on the Euler-Lagrange equation, the solution that minimizes the above functional should satisfy the following equation

$$
\begin{equation*}
\frac{\partial L}{\partial f}-\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{\partial L}{\partial f^{\prime}}\right)+\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}\left(\frac{\partial L}{\partial f^{\prime \prime}}\right)-\cdots+(-1)^{n} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}}\left(\frac{\partial L}{\partial f^{(n)}}\right)=0 \tag{A.2}
\end{equation*}
$$

Based on Eq. 2.2, the integral of the internal energy can be written as

$$
\begin{equation*}
E(\boldsymbol{v})=\frac{1}{2} \int_{0}^{1}\left(\alpha\left|\boldsymbol{v}^{\prime}\right|^{2}+\beta\left|\boldsymbol{v}^{\prime \prime}\right|^{2}\right) \mathrm{d} s \tag{A.3}
\end{equation*}
$$

To be consistent withe Euler-Lagrange equation mentioned above, we rewrite the variables as $E=I, \boldsymbol{v}(s)=f(x), s=x$. Therefore, we have

$$
\begin{equation*}
I(f)=\frac{1}{2} \int_{0}^{1} \alpha\left|f^{\prime}\right|^{2}+\beta\left|f^{\prime \prime}\right|^{2} \mathrm{~d} x \tag{A.4}
\end{equation*}
$$

$L$ can be expressed as

$$
\begin{equation*}
L=\alpha\left|f^{\prime}\right|^{2}+\beta\left|f^{\prime \prime}\right|^{2}+0 f \tag{A.5}
\end{equation*}
$$

Then, we can get

$$
\begin{align*}
\frac{\partial L}{\partial f} & =0 \\
-\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{\partial L}{\partial f^{\prime}}\right) & =-\frac{\partial}{\partial x}\left(\frac{\partial L}{\partial f^{\prime}}\right)=-\frac{\partial}{\partial x}\left(2 \alpha f^{\prime}\right)  \tag{A.6}\\
\frac{\mathrm{d}}{\mathrm{~d} x^{2}}\left(\frac{\partial L}{\partial f^{\prime \prime}}\right) & =-\frac{\partial}{\partial x^{2}}\left(\frac{\partial L}{\partial f^{\prime \prime}}\right)=\frac{\partial}{\partial x^{2}}\left(2 \beta f^{\prime \prime}\right)
\end{align*}
$$

Therefore, the solution should satisfy

$$
\begin{equation*}
0-\frac{\partial}{\partial x}\left(2 \alpha f^{\prime}\right)+\frac{\partial}{\partial x^{2}}\left(2 \beta f^{\prime \prime}\right)=0 \tag{A.7}
\end{equation*}
$$

which is equal to the following function after we transform the variables back

$$
\begin{equation*}
\frac{\partial}{\partial s}\left(\alpha \frac{\partial \boldsymbol{v}}{\partial s}\right)-\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}}\right)=0 \tag{A.8}
\end{equation*}
$$

## Appendix B

The below shows the detailed derivation regarding the internal force of Eq. 3.18. Based on Eq. 3.17, the internal force can be written as

$$
\begin{equation*}
F_{\text {int }}=\frac{\partial}{\partial s}\left(\alpha \frac{\partial \boldsymbol{v}}{\partial s}\right)-\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}}\right) \tag{B.1}
\end{equation*}
$$

We have

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial s}=\frac{\boldsymbol{v}_{i+1}-\boldsymbol{v}_{i}}{h} \tag{B.2}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}} & =\frac{\partial\left(\frac{\partial \boldsymbol{v}}{\partial s}\right)}{\partial s}=\frac{\partial\left(\frac{\boldsymbol{v}_{i}-\boldsymbol{v}_{i-1}}{h}\right)}{\partial s}=\frac{1}{h}\left(\frac{\partial \boldsymbol{v}_{i}}{\partial s}-\frac{\partial \boldsymbol{v}_{i-1}}{\partial s}\right)=\frac{1}{h}\left(\frac{\boldsymbol{v}_{i+1}-\boldsymbol{v}_{i}}{h}-\frac{\boldsymbol{v}_{i}-\boldsymbol{v}_{i-1}}{h}\right)  \tag{B.3}\\
& =\frac{\boldsymbol{v}_{i+1}-2 \boldsymbol{v}_{i}+\boldsymbol{v}_{i-1}}{h^{2}}
\end{align*}
$$

Based on the above two equations, we can get

$$
\begin{align*}
\frac{\partial}{\partial s}\left(\alpha \frac{\partial \boldsymbol{v}}{\partial s}\right) & =\frac{\partial}{\partial s}\left(\alpha \frac{\boldsymbol{v}_{i+1}-\boldsymbol{v}_{i}}{h}\right)=\frac{\alpha}{h}\left(\frac{\partial \boldsymbol{v}_{i+1}}{\partial s}-\frac{\boldsymbol{v}_{i}}{\partial s}\right)=\frac{\alpha}{h}\left(\frac{\boldsymbol{v}_{i+1}-\boldsymbol{v}_{i}}{h}-\frac{\boldsymbol{v}_{i}-\boldsymbol{v}_{i-1}}{h}\right)  \tag{B.4}\\
& =\frac{\alpha}{h^{2}}\left[\left(\boldsymbol{v}_{i+1}-\boldsymbol{v}_{i}\right)-\left(\boldsymbol{v}_{i}-\boldsymbol{v}_{i-1}\right)\right] \\
\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}}\right) & =\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\boldsymbol{v}_{i+1}-2 \boldsymbol{v}_{i}+\boldsymbol{v}_{i-1}}{h^{2}}\right)=\frac{\beta}{h^{2}}\left[\frac{\partial^{2}}{\partial s^{2}}\left(\boldsymbol{v}_{i+1}\right)-\frac{\partial^{2}}{\partial s^{2}}\left(2 \boldsymbol{v}_{i}\right)+\frac{\partial^{2}}{\partial s^{2}}\left(\boldsymbol{v}_{i-1}\right)\right] \\
& =\frac{\beta}{h^{2}}\left[\left(\frac{\boldsymbol{v}_{i+2}-2 \boldsymbol{v}_{i+1}+\boldsymbol{v}_{i}}{h^{2}}\right)-2\left(\frac{\boldsymbol{v}_{i+1}-2 \boldsymbol{v}_{i}+\boldsymbol{v}_{i-1}}{h^{2}}\right)+\frac{\boldsymbol{v}_{i}-2 \boldsymbol{v}_{i-1}+\boldsymbol{v}_{i-2}}{h^{2}}\right]  \tag{B.5}\\
& =\frac{\beta}{h^{4}}\left[\left(\boldsymbol{v}_{i+2}-2 \boldsymbol{v}_{i+1}+\boldsymbol{v}_{i}\right)-2\left(\boldsymbol{v}_{i+1}-2 \boldsymbol{v}_{i}+\boldsymbol{v}_{i-1}\right)+\left(\boldsymbol{v}_{i}-2 \boldsymbol{v}_{i-1}+\boldsymbol{v}_{i-2}\right)\right]
\end{align*}
$$

So the numerical implementation of the Eq. B. 1 can be represented as

$$
\begin{align*}
F_{i n t}= & \frac{\partial}{\partial s}\left(\alpha \frac{\partial \boldsymbol{v}}{\partial s}\right)-\frac{\partial^{2}}{\partial s^{2}}\left(\beta \frac{\partial^{2} \boldsymbol{v}}{\partial s^{2}}\right) \\
= & \frac{\alpha}{h^{2}}\left[\left(\boldsymbol{v}_{i+1}-\boldsymbol{v}_{i}\right)-\left(\boldsymbol{v}_{i}-\boldsymbol{v}_{i-1}\right)\right]  \tag{B.6}\\
& -\frac{\beta}{h^{4}}\left[\left(\boldsymbol{v}_{i+2}-2 \boldsymbol{v}_{i+1}+\boldsymbol{v}_{i}\right)-2\left(\boldsymbol{v}_{i+1}-2 \boldsymbol{v}_{i}+\boldsymbol{v}_{i-1}\right)+\left(\boldsymbol{v}_{i}-2 \boldsymbol{v}_{i-1}+\boldsymbol{v}_{i-2}\right)\right]
\end{align*}
$$


[^0]:    ${ }^{1}$ ejection fraction $=\frac{\text { end-diastolic volume } \text { - end-systolic volume }}{\text { end-diastolic volume }} \times 100$
    ${ }^{2}$ The image is provided by Dr. Harold Becher of Echocardiography Laboratory, Mazankowski Alberta Heart Institute

[^1]:    ${ }^{1}$ ejection fraction $=\frac{\text { end-diastolic volume }- \text { end-systolic volume }}{\text { end-diastolic volume }} \times 100$

[^2]:    ${ }^{1}$ Cropped from a ultrasonic heart phantom image provided by Dr. Harold Becher of Echocardiography Labora-

[^3]:    tory, Mazankowski Alberta Heart Institute

[^4]:    ${ }^{2}$ The heart phantom dataset is provided by Dr. Harold Becher of Echocardiography Laboratory, Mazankowski Alberta Heart Institute

