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Abstract

The difficult and multidisciplinary process of automatically creating accurate
and logical textual descriptions for photographs is known as automatic image
captioning [1]. Modern Neural Networks excel in tasks like Computer Vision
and Natural Language Processing, but their memory and compute appetite hin-
der deployment on resource-limited edge devices. Researchers have developed
pruning and quantization algorithms to compress networks without compromis-
ing efficacy. The process typically involves two main steps: Image understand-
ing and Caption generation. This work presents an unconventional end-to-end
compression pipeline for a CNN(Convolutional neural network)-LSTM(Long
short-term memory)-based Image Captioning model, achieving a 73.1percent-
age reduction in model size, 71.3percentage reduction in inference time, and
7.7percentage increase in BLEU(bilingual evaluation understudy) score com-
pared to uncompressed models [9]. By comparing generated captions with
reference captions created by humans, evaluation metrics like BLEU (bilingual
evaluation understudy) and METEOR (metric for evaluation of translation
with explicit ordering) are used to evaluate the quality of generated captions
[16]. The purpose of Automatic image processing is to extract useful infor-
mation from photos, making analysis, interpretation, and manipulation faster,
precise, and effective in various fields, using computational algorithms.

Keywords: Image understanding, Caption generation, Computer vision, Nat-
ural language processing, Deep learning, Convolutional neural networks (CNNs),
Recurrent neural networks (RNNs), Long short-term memory (LSTM), Evalu-
ation metrics.
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1 Introduction
Deep neural networks have been extremely popular in recent years thanks to their
ability to produce cutting-edge results on tasks like classification, recognition, and
prediction. Such complicated networks can’t be easily transferred to low power mo-
bile devices because of the massive computational footprint they have. Due to their
light weight and sleek design, modern mobile devices’ power and thermal capacity
are further limited [12].

The process of creating a natural-language response that accurately captures the
visual content of an image is known as automatic image description. Starting with
the 2015 COCO challenge winners and continuing with a range of enhancements for
a review, there has been an explosion of deep learning architecture-based solutions
that have been presented for this purpose [15]. Utilising descriptions for picture
indexing or retrieval is one of the practical uses of autonomous image description
systems. Another is to assist people with visual impairments by converting visual
signals into information that can be spoken aloud using text-to-speech technology
[1]. Aligning, using, and advancing the most recent advancements at the nexus of
computer vision and natural language processing is viewed as the scientific challenge.

Automatic image captioning has received a lot of research attention; it may be divided
into three categories: template-based image captioning, retrieval-based image cap-
tioning, and novel image caption generation. Template-based image captioning finds
the objects, attributes, and actions first, then fills in the spaces in a pre-determined
template. The image caption is chosen from a group of visually comparable im-
ages with captions that are found using retrieval-based algorithms after the training
dataset. These techniques can provide captions that are syntactically valid, but they
cannot produce captions that are semantically or image-specific [17]. The novel tech-
niques for creating image captions analyse the image’s visual content before utilising
a language model to create descriptions for the images. For a given image, novel cap-
tion generation can produce new captions that are semantically more correct than
prior methods, as opposed to the first two categories. The majority of papers in
this area use deep learning and machine learning, which is also the strategy used in
this paper. Encoder-decoder frameworks are frequently used in this area for picture
captioning [16]. This framework was first presented by Kiros et al. to explain a
multimodal log-bilinear Wireless Communications and Mobile Computing model for
image captioning with a fixed context window. Recent studies have employed deep
recurrent neural networks (RNN) as the decoder and deep convolutional neural net-
works (CNN) as the encoder, which has shown to be promising [8, 10, 11]. It is still
difficult to choose the appropriate CNN and RNN models for image captioning [15].
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In order to sparsify the network’s encoder and decoder components, we used magnitude-
based pruning. Additionally, we put into practise and tested two different quantiza-
tion schemes: post-training and quantization conscious training. The encoder used
post-training quantization, while the decoder experimented with both quantization
methods [17]. In this study, we provide the results of applying several compression
architectures to the captioning model. It’s interesting to note that several of them
even outperformed the complete uncompressed model [19]. We fervently recommend
a certain compression architecture to compress the captioning model in light of the
results given. The compressed model delivers acceptable time savings during infer-
ence in addition to excellent storage efficiency.

2 Objectives / Research Questions
(1) Accurate and meaningful descriptions: Aims to provide accurate, meaningful de-
scriptions of visual content, capturing key objects, actions, relationships, and context
[12].

(2) Bridging vision and language: Integrates computer vision and natural language
processing, transforming visual information into coherent textual descriptions [15].

(3) Contextual and coherent captions: Aims for grammatically correct, fluent, and
human-aware captions that accurately represent images [1].

(4) Handling ambiguity and diversity: Aims to capture diverse perspectives and
interpretations of images with multiple valid interpretations or ambiguous elements
[12].

(5) Capturing fine-grained details: Captures high-level objects, actions, and finer
details, generating descriptive, descriptive captions that highlight the scene’s char-
acteristics and attributes [16].

(6) Human-like captioning: Aims to create high-quality, styled, and linguistically
fluent captions by developing algorithms that mimic human understanding [4].

(7) Real-time and scalable captioning: Develops efficient, scalable algorithms for
real-time caption generation in large image volumes [3].

(8) Evaluation and benchmarking: Assesses quality and performance using metrics
and benchmarks for fair comparison and progress measurement [12].
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3 Literature review (and theoretical framework)

3.1 Mobile Intelligence Assisted by Data Analytics and Cog-
nitive Computing 2020

The AICRL model is an automatic image captioning system using ResNet50 and
LSTM with software attention. It generates description sentences using a CNN and
RNN architecture, extracting visual features using ResNet50 networks. The decoder
uses LSTM for sentence generation, and soft attention in the decoder allows the
model to selectively focus attention on specific image parts for better prediction. The
model is fully trainable using stochastic gradient descent. Extensive experiments and
empirical determinations demonstrate its effectiveness [1].

3.1.1 Attention Mechanism

The soft attention mechanism is used to isolate image content in image classification
problems, as it doesn’t require processing all pixels. This approach is more efficient
than convolutional neural networks, which spend computational resources on all
parts of the image. It is implemented by adding an additional input of attention
gate into LSTM that helps to concentrate selective attention. The main drawback
of the model without attention is that it tries to decode the full image from the last
hidden layer of in Figure 1. It is like an analogy with machine translation in the
whole process. To do a translation of the whole text is just from the “last word.” So
it will lose a lot of useful information from the beginning of the text.

Figure 1: Model without attention[1]
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The attention gate can be represented as an addition input for LSTM in Figure 2.
The soft attention depends on the previous output of LSTM and extracted features
of input image. Soft attention is differentiable and can be trained by the standard
method of the backpropagation algorithm [1].

Figure 2: Model with attention[1]

The task of describing images with sentences has also been explored. A number of
approaches pose the task as a retrieval problem, where the most compatible annota-
tion in the training set is transferred to a test image or where training annotations
are broken up and stitched together [8]. Several approaches generate image captions
based on fixed templates that are filled based on the content of the image or gener-
ative grammars, but this approach limits the variety of possible outputs.

Most closely related to a log bilinear model that can generate full sentence descrip-
tions for images, but their model uses a fixed window context while our Recurrent
Neural Network (RNN) model conditions the probability distribution over the next
word in a sentence on all previously generated words [10].

Multiple closely related preprints appeared on Arxiv during the submission of this
work, some of which also use RNNs to generate image descriptions [8]. Our RNN is
simpler than most of these approaches but also suffers in performance. We quantify
this comparison in our experiments.
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3.2 Efficient CNN-LSTM based Image Captioning using Neu-
ral Network Compression

The AICRL model is an automatic image captioning system using ResNet50 and
LSTM with software attention. Its encoder-decoder architecture combines CNN and
RNN, extracting visual features using ResNet50 networks [7]. The LSTM language
model is used for decoding the vector into sentences, while soft attention is employed
to selectively focus attention on specific image parts. The model is fully trainable
using stochastic gradient descent and undergoes extensive experiments to determine
its structure and fine-tune hyperparameters.

In the encoder-decoder method, the most likely description of the image is deter-
mined by maximizing the log-likelihood function of the expression S, considering the
corresponding image I and the parameters of the model θ. where θ is the parameter
of our model, I is the input image, and S is the correct description. Since S represents
a sentence of any length, therefore, a chain rule is usually used to model the joint
probability S1, ..., SN , where N is the length of this particular example.Where the
dependence on θ is omitted for convenience. The network training is represented by
the pair of (S,I), and we optimize the sum of the log likelihood functions. Over the
entire training set using stochastic gradient descent.

ht+1 = f(ht, xt)[6]
The likelihood log p(St|I, S0, ..., St−1) is modelled by a recurrent neural network,
where there is a variable number of words that we define up to t-1. The hidden state
of RNN (latent memory) ht is updated after the new input xt with the nonlinear
function f [6].

3.3 Improving Image Captioning with well-known metrics

The model is evaluated using a number of well-known measures, including BLEU,
METEOR, and CIDEr. An algorithm called BLEU (Bilingual Evaluation Under-
study) measures the accuracy of an n-gramme between generated and reference
captions. The length of the reference sentence, the generated word, the uniform
weights, and the adjusted n-gramme precisions can all be used for calculating BLEU-
N (N=1,2,3,4) scores [2]. The evaluation metric METEOR (Metric for Evaluation of
Translation with Explicit Ordering) was first applied to machine translation. ME-
TEOR focuses on memory between the generated and ground truth captions in ad-
dition to measuring precision [17]. For the purpose of analysing image captioning,
CIDEr (Consensus-based Image Description Evaluation) compares created captions
to their source texts. This evaluation considers grammaticality and accuracy [6].
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We first investigate how the soft attention mechanism affects AICRL. As shown in
Table 1, implementing the soft attention method considerably enhances the model
performances [5]. Performance in all metrics, including BLEU-4, METEOR, and
CIDEr, is improved by the soft attention mechanism.

Table 1: Comparison for AICRL with and without attention[13]

Model BLEU-4 METEOR CIDEr
With attention 0.326 0.261 0.872

Without attention 0.262 0.209 0.803

There are also two questions following the generator model’s training. The first is
whether the model actually creates new descriptions, and the second is whether or
not those descriptions are varied, qualitative, and easy for people to understand. In
order to include people in the performance evaluation, we also ran another series of
studies.

Twenty photographs and the resultant descriptions from the two distinct models are
used to create a questionnaire. Participants are asked to assess how well the auto-
matically generated caption describes the photos [2]. The outcomes are shown in
Table 2 based on the description that was created from the MS COCO 2014 dataset.
The results show that 71 percent of the captions for the model with soft attention are
well generated, compared to 54 percent for the model without soft attention. Based
on this, we will conduct the following experiments using AICRL and soft attention.

Table 2: Comparison for AICRL with and without attention[2]

Model Right choosing of generated description
With attention 71 percent

Without attention 54 percent

The study compares AICRL with existing image captioning algorithms and AICRL-
VGA16, using VGA16 as a CNN network. Results show that AICRL outperforms
other systems in metrics such as BLEU-4, METOER, and CIDEr. The proposed
model generates efficient captions and fluent language, while ResNet50 outperforms
the VGA16 network, indicating its ability to capture image features well. AICRL
achieves good performance by integrating ResNet50, LSTM, and soft attention into
a joint model [17].
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Tables 3 and 4 show the results based on the Flick8K dataset and MS COCO 2014
dataset.

Table 3: The performance comparison in the Flick8K dataset [14].

Model BLEU-4 METEOR CIDEr
Log bilinear[11] 0.177 0.173 —

DVS[20] 0.16 — —
AICRL-ResNet50 0.262 0.209 0.803
AICRL-VGA16 0.225 0.186 0.743

Table 4: The performance comparison in the MS COCO 2014 dataset [7].

Model BLEU-4 METEOR CIDEr
Log bilinear[11] 0.243 0.2 —

DVS[20] 0.23 0.195 0.66
AICRL-ResNet50 0.326 0.261 0.872
AICRL-VGA16 0.295 0.236 0.857

4 Project Design
The model structure presented in the paper is a CNN-LSTM-based image captioning
model. As shown in Figure 3, The process typically involves two main steps: Image
understanding and Caption generation.

Figure 3: Model Architecture [15]

(1) Image understanding: Convolutional neural networks (CNNs), one type of deep
learning model, are used to extract high-level visual information from the input image
during the image understanding phase. Understanding the image’s content, objects,
and relationships relies on these characteristics [1].
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(2) Caption generation: Recurrent neural networks (RNNs), in particular long short-
term memory (LSTM) networks, are frequently employed to construct captions based
on the extracted visual data during the caption creation phase. Based on the pre-
viously created words, the RNN models successively predict the following word in
the caption, creating a phrase that makes sense and is appropriate for the context [8].

The proposed model consists of two main components: an encoder and a decoder [15].

(1) Encoder: The encoder is in charge of sifting through input photos and identify-
ing significant visual cues. The encoder is based on well-known CNN architectures,
such as ResNet50 or VGG16, according to the authors. These CNNs can recognise
complex visual elements since they have been pre-trained on large-scale picture classi-
fication tasks. The encoder transforms the input image into a feature representation
that captures the visual information in the image.

(2) Decoder: The decoder makes captions or textual descriptions for the input im-
ages using the visual features produced by the encoder. The decoder was created by
the authors utilising LSTM networks (Long Short-Term Memory). Recurrent neural
networks (RNNs) of the LSTM type can handle sequential data and can recognise
context and dependencies over time. The decoder LSTM creates a string of words
that make up the image description using the visual attributes as input.

The encoder and decoder are trained independently during training. The VGG16
or ResNet50 architecture is used to pretrain the encoder, while the LSTM network
is used to train the decoder from scratch. In order to train the decoder to produce
accurate captions, images are fed into the encoder, which subsequently extracts their
visual properties and uses them in conjunction with the appropriate captions [16].
The authors use pruning and quantization approaches to condense the model. While
quantization lessens the precision of the weights, pruning includes deleting connec-
tions or weights from the network that are not as crucial. Without considerably
compromising performance, these compression strategies aid in reducing the model
size and computational needs.

Overall, the model combines the power of a pretrained CNN encoder (VGG16 or
ResNet50) for visual feature extraction and an LSTM decoder for generating cap-
tions, providing an end-to-end image captioning system. The compression techniques
applied to the model aim to make it more efficient for deployment on resource-limited
edge devices.
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Here, Figure 4 and Figure 5 demonstrate the use interface of develop system. Figure
4 shows home page of the system which allows users to upload image from their
system while Figure 5 shows the result of an uploaded image with a suitable caption.

Figure 4: Demo Model

Figure 5: Demo Model

9



5 Body

5.1 Working of Model

Here, Figure 6 represents the working model of the developed system. There are dif-
ferent components of working model like, Encoder, Decoder, Embedding layer which
are explain below.

Figure 6: Working Model [4]

(1) Encoder: Image encoder to obtain features from images, Contains pretrained
Resnet50 with last layer removed and a linear layer as final classifier, Final output
dimension of features is (IMAGE-EMB-DIM)

(2) Embedding layer: Used to obtain embedded representation (as a dense vector) of
captions of dimension (WORD-EMB-DIM), When training the model, the embed-
ding layer is updated to learn better word representation through the optimization
process.
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(3) Decoder: Contains LSTM layer and a linear layer as final classifier whose output
is of dimension (VOCAB-SIZE), The input for the LSTM layer is the concatenation
of features from the encoder and the embedded captions from the embedding layer,
Hidden and cell states are zero initialized.

LSTM generates each word of the caption on at a time, based on the previous word
(index), image features and hidden and cell states. It can potentially result in more
diverse and interesting captions. However, this approach can be slower and more
computationally expensive, especially if the length of the captions is long.

There are different parameters used to develop this system, which are mentioned
below in Figure 7 and Figure 8. Figure 7 represents parameters of Encoder, Em-
bedding layer and Decoder. While, Figure 8 is representation of hyper-parameters
which used to predict captions.

Figure 7: Other parameters for training the model

Figure 8: Word generation (LSTM output)
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The hyperparameters are defined below:

1. ‘DEVICE‘: This hyperparameter specifies the device on which the model will be
trained. In this case, it is set to ‘"cpu"‘, indicating that the model will be trained
on the CPU. However, it can be changed to ‘"cuda"‘ to train on a GPU if available.

2. ‘BATCH‘: This hyperparameter determines the batch size used during training.
The batch size is set to 32, meaning that 32 samples will be processed together in
each training iteration.

3. ‘EPOCHS‘: The number of training epochs. Each epoch represents one full pass
of the training data through the model. In this case, the model will be trained for 5
epochs.

4. ‘VOCAB-FILE‘: The filename of the file containing the vocabulary, which maps
words to their corresponding indices. The file is expected to be in the same directory
as the script.

5. ‘VOCAB-SIZE‘: The size of the vocabulary, which is set to 5000. This indicates
that the model will work with the 5000 most frequent words in the dataset.

6. ‘NUM-LAYER‘: The number of layers in the decoder. The value is set to 1,
meaning there is only one LSTM layer in the decoder.

7. ‘IMAGE-EMB-DIM‘: The dimension of the image embeddings. The value is set
to 512, meaning that images will be encoded into 512-dimensional vectors.

8. ‘HIDDEN-DIM‘: The dimension of the hidden state in the LSTM layers. The
value is set to 1024, indicating that the LSTM will have 1024 hidden units.

9. ‘LR‘: The learning rate used during training. The value is set to 0.001, which
controls the step size at which the model’s parameters are updated.

10. ‘EMBEDDING-WEIGHT-FILE‘, ‘ENCODER-WEIGHT-FILE‘, ‘DECODER-
WEIGHT-FILE‘: These parameters specify the filenames of the pre-trained weights
for the embedding layer, encoder, and decoder, respectively. These weights will be
loaded if ‘LOAD-WEIGHTS‘ is set to ‘True‘ in the main script.

11. ‘ROOT‘: The root directory path where the images are located. The script will
look for the specified ‘image-file‘ (from the command-line argument) in this directory.

12



5.2 Datasets

Image captioning methods are trained, tested, and evaluated using various datasets.
Three popular datasets are Flickr8K, Flickr30K, and MS COCO [18]. Sample im-
ages with captions generated by these methods are shown, and evaluation metrics
are used to measure their quality compared to the ground truth.

5.2.1 MS COCO Dataset

The Microsoft COCO Dataset is a large dataset for image recognition, segmentation,
and captioning, featuring object segmentation, context recognition, multiple objects
per class, over 300,000 images, 2 million instances, 80 object categories, and five
captions per image [7]. It is used in image captioning methods, as shown in Figure
9.

Figure 9: sample images from the MS COCO dataset[7]
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5.2.2 Flickr30K Dataset

Flickr30K is a dataset for automatic image description and grounded language un-
derstanding, containing 30K images and 158K captions from human annotators.
Researchers can choose their own training, testing, and validation numbers. The
dataset includes detectors for common objects, a color classifier, and a bias towards
larger objects [14]. Which is used in image captioning methods, as shown in Figure
10.

Figure 10: sample images from the Flickr30K dataset[14]

5.3 Predict Sample Images

In Experiments, We tried different images to examine developed system. Figure
11,12,13,14 are the result of predicted images by the system. Figure 12 and Figure
13 are pretested images from known datasets. While Figure 14 and Figure 15 are
random images from the user’s system.

We can observe that Images from the dataset are captioned well by the developed
system with good BLEU score. For Figure 11 (Bleu Score: 0.25) and for Figure 12
(Bleu score: 0.33), that means captions are generated by the system are closed to
real captions. Although, In the case of random images as shown in Figure 13 and
Figure 14, system generate good captions with low accuracy. In the future we are
planning make it more accurate by doing necessary changes in hyper-parameters.
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Figure 11: Sample Image-1 [7] Figure 12: Sample Image-2 [14]

Figure 13: Sample Image-3 Figure 14: Sample Image-4
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5.4 Experiments Results

Here, Figure 15 shows the training and validation loss.

The left graph is comparing the accuracy of prediction on training vs validation data.
We can see that the accuracy are increasing with every next epoch until 4th epoch
after which the accuracy of the validation data is constant.

The right graph is comparing the Losses of prediction on training vs validation data.
We can see that the loss decreases with every epoch until 3,4 epochs after which the
loss increases for the validation data. Using these graphs, we can know the ideal
epoch number to be used in the model i.e. 3,4.

Figure 15: Comparison Graph [4]
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5.5 Future Scope

Although the predicted captions were relevant for the majority of the photographs,
they sometimes did not reflect the content of the picture. By training the model on a
larger dataset, this problem can be resolved.This was a basic project and is capable
of a lot of improvements. Some of the modifications that can improve the model are
as follows:

Hyper parameter tuning ( for example, batch size, dropout rate, number of layers,
learning rate, batch normalization etc.).

Use of cross validation set to check overfitting

6 Conclusions
In this research, we have introduced a single joint model based on ResNet50 and
LSTM with software attention for automatic image captioning. One encoder-decoder
architecture was used for creating the suggested model. To compress an image into
a small representation that can be represented graphically, we used ResNet50, a
convolutional neural network. The decoder for the descriptive sentence was then
chosen as a language model LSTM. In the meanwhile, we combined the LSTM with
the soft attention model so that learning may be targeted at a specific area of the
image to enhance performance. Using stochastic gradient descent, which facilitates
training, the entire model is fully trainable. The results of the experimental assess-
ments show that the suggested model is capable of producing quality image captions
automatically.
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