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ABSTRACT

The purpose of this study was to compare tiirce well-established approaches,
classical (CTT), geneializability (GT), and multifaceted Rasch (MFRM) on their relative
abilities to address the problem of rater variability that exists in large scale performance
assessments. These approaches were compared on iheir abilities to detect rater variation
in severity, consistency, and agreement. Corrections for rater variability were carried out
and compared. The comparisons were made for actual data that consisted of raters’
gradings of 4930 examinees’ responses (o three writing tasks. The examinee responses
were marked on a total of 9 scales with each cxaminee paper graded by 3 raters drawn

from a pool of 70 raters. The resulting data matrix was 96% empty.

All three procedures identified rater variation as a problem. The numbers of raters
that were identified as different varied greatly between the CTT and Rasch approaches
empldyed. The G T variance component for raters suggested GT agreed with the Rasch
All Facet Summary but not with the analytic approaches. However, there was a 90%
agreement between CTT and MFRM identification of the 10 most extreme raters but only

a 50%-60% agreement when consistency was compared.

The correction procedures for CTT and MFRM produced very similar results.
For both procedures a difference between corrected and uncorrected score of one or more
points resulted for over 50% of the population. The conditional root mean square was
0.8. When corrections were compared, 75% of the examinees received the same mark

for either correction; the correlation between corrections was 1.00 while CRMS was 0.5.

In summary, the practitioner cannot assume that all or any of the three detection
approaches will produce similar results. The approach or combination of approaches taken

to assess rater variation must be carefully chosen based on the characteristics of interest to



the practitioner. While variation among raters is expected to continue to oceur, rater
training and monitoring should continue to be carried out. Once the rating has taken place,

practitioners should employ a mathematical correction to redress inequities that resuit due to

rater variability.
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CHAPTERT INTRODUCTION

There has been a resurgence of interest by the measurement community in
performance assessments. While the first and second editions of Educational
Measurement, released in 1951 and 1971 respectively, devoted entire chapters to the
problems posed by performance assessments and essay questions, the third edition of
Educational Measurement, released in 1989, contains no such chapters. The absence of
discussion might be construed as a lack of interest in these topics as the related
measurement problems have been solved. However, contrary to this impression, both
the 1992 and 1993 National Council on Measurement in Education (NCME) and
American Educational Research Association (AERA) Annual Meeting programs tncluded
a large number of sessions in which the analyses of performance assessment responses
were discussed and debated. The two most common analytical methods employed in the
papers presented were generalizability theory and multifaceted Rasch item response
models. Interest in these methods has not abated; comparisons and contrasts of the
relative merits of these two analyses continue to be made as evidenced by the number of

papers presented at the 1994 and 1995 NCME and AERA Annual Meetings.

In spite of the discussions related to performance assessments in the earlier
editions of Educational Measurement, there is currently a popular assumption found
within educational policy debates that "the new ‘authentic' forms of assessment, sicch as
performance assessment [italics added] and portfolio assessment, are inherently superior
to traditional standardized multiple choice tests ... yet little empirical evidence [exists]" to
indicate whether or not this assumption is valid (Reardon, Scott, & Verre, 1994, p. 5).
"Concerns about subjectivity versus objectivity in evaluating student work" have not been

resolved (Darling-Hammond, 1994, p. 7).



The title "performance assessment" suggests that these tests are fundamentally
different from other tests that require the use of judges to score the responses. Contrary
to this assumption, Fitzpatrick and Morrison (1971) asserted “there is no absolute
distinction between performance tests and other tests" (p. 238). In their view, any
distinction is merely the degree to which the criterion situation is simulated. They go on

to describe performance assessment as an assessment of either a performance or a

product.

Physical performances such as operating an airplane flight simulator, taking an
autom.obile driver's road test, and teaching in the classroom are typical performance tasks
in which the perfformance itself is judged. Other tasks are judged by the finished product.
Whether the product be a cake, a pair of bookends, or a chemical sample, the quality of
the product is judged, and, by implication, the producer of the product is evaluated. The
product that is assessed need not be a material product judged on its physical or chemical
properties. A journalism student's column in the university newspaper, a mathematics
student's prbblem set, and a graduate student's thesis are all judged on non material
aspects of the product. It is the intellectual content of the product as much as the physical
product that is of interest. For these students and for many others, the most appropriate
task for evaluation purposes is a written response. Each of these written responses is the

product of a performance and thus these written responses and all essay writing must be

regarded as performance assessment tasks.

While others may debate the claim that written responses in the form of essays
should be included as performance assessment data (e.g., Coffman, 1971), there is a
clear similarity in thc way examinee responses are judged and scored. Stalnaker (1951),
speaking directly about essay questions, described the situation as "of a nature that no
single response or pattern of responses can be listed as correct, and the accuracy and

quality of which can be judged subjectively only by one skilled or informed in the



subject” (p. 495). Stalnaker's description of essay marking in conjunction with Sti geins
(1991) description of performance assessment, "In performance assessment, evaluations
of student achievement are based on the professional judgment of the assessor" (p. 265),
provides a clear indication that writing assessment should be viewed as performance
assessment. Adding further support for the view that essays are: performance assessment
tasks, Aschbacher (1991), of the Center on Evaluation, Standards, and Student Testin e
(CRESST), reported that CRESST defines performance assessment to include "direct
writing assessments, open-ended questions, hands-on experiments, performances or

exhibits, and portfolios of work" (p. 277).

These descriptions and definitions clearly link essay questions, performance
assessment tasks, and other subjectively scored questions through a common feature. All

share the necessity for scoring by judges and the inevitable variation in the responses of

the judges!.

The Nature of Variation Among Judges

Variation among raters is expected. As Zegers (1991) described the situation,
"Judges generally will not agree completely, unless the judgment task is trivial" (p. 32)).
Judges' ratings must necessarily place examinees in categories whether the rating system
allows for whole points or tenths of a point to be awarded. Examinee responses on the
other hand can be considered to form a continuum. If for example, categories of 2 and 3
are established, then it is plausible that some examinee responses will occur that will be
borderline between these categories. Since the raters have only the option of awarding a
2 ora 3, some will award 2s while others will award 3s. Variation may also occur within
raters. An essay that is borderline may receive a 2 from a rater in one marking session
but receive a 3 from the same rater in another session. All of this variability among raters

or within raters may be described as error since it is a function of the rater rather than the

IThe terms rater, judge, and marker will be used interchangeably throughout this dissertation.




examinee. Further, this variability can be described as random error since there is no

predictability as to whether a 2 or a3 would be awarded in the situations like those just

described.

There are several other sources of judge or rater variation that are not random.
Some variability among raters is the result of bias, that is, systematic error. Alliger and

Williams (1992) described these errors in the following way:

Rating scale ‘errors', such as leniency, central tendency, halo ... are recognized
as pervasive problems in many areas of applied psychology.... Considerable
time and effort have been expended on trying to control or reduce the effects of
these rater tendencies. It cannot be said that these efforts have met with much

success. (p. 337)

Rater leniency is a tendency to overrate phenomena, while rater severity is a bias
that leads to lower scores than warranted (Popham, 1990, p. 300). The second rater bias
that affects awarded scores is central tendency bias. Central tendency bias is the
preference for marks in the middle of the scale (Popham, 1990, p. 300). A third rater
bias that will influence rater variability is the halo effect. A halo effect occurs when a
rater uses a general impression of the examinee or the product to affect the ratings given
on a variety of separate characteristics (Gronlund & Linn, 1990, p. 225; Popham, 1990,
p. 301). The halo effect may occur because of rater bias toward or against a feature of
the product itself, for example, a messy handwritten essay versus a laser printed copy on
high quality paper. The bias may be from an external source if characteristics of the
examinee are known to the rater, for example, ethnic group, gender, past work habits, or
attituce. While Gronlund and Lirn (1990) and Popham (1990) discuss halo in terms of
an interaction between the rater and the examinee's paper, Engelhard Jr. (1994) describes
halo as occurning when raters score holistically rather than analytically. Context effects,
not discussed by Alliger and Williams (1992), make up a fourth, more elusive bias.
Context effects are the result of a reaction to the preceding performances (Hughes and

Keeling, 1984). Typically a performance is rated higher by a rater if preceded by a poor



performance and lower if preceded by a good performance. As neither halo effects nor
context effects are constant across examinees or procedures, unlike the first two biases. it

is not possible to mathematically correct for these forms of bias.

While the goal of training is to develop a pool of interchangeable raters, this goal
is rarely if ever achieved (Welch & Miller, 1995, p-3). The very fact that multiple raters
are required to score a performance task is an admission that rater variation. both
unsystematic and systematic, does occur. Furthermore, this "vanation among raters
increases with increased complexity" (Miller & Legg, 1993, p. 11). tnfortunately,
rating designs in which not all raters rate all examinees are common as "practical
constraints usually prevent the use of large numbers of raters" (Raymond, Webb, &
Houston, 1991, p. 102). In this situation, as Guilford realized 40 years earlier, "Ratees
[examinees] may benefit or be discriminated against unduly because they happen to be in
a certain group" (1954, p. 289). "The random assignment of raters to candidates
[examinees] can only decrease, not eliminate, the bias" (Raymond, Webb, & Houston,

1991, p. 102).

It appears rater variation cannot be directly eliminated. Some even fear sacrificin e
validity for reliability in attempts to do so. However, mathematical adjustments of the
rating scores awarded by judges may offer an alternative. Houston, Raymond, and Svec
(1991), aware of these procedures and the problems associated with them, still suggested
that "because performance ratings are both pervasive and generally unreliabie, any
method that shows some promise in improving the quality of rating data is worthy of
careful consideration" (p. 420). According to Braun (1988) " a systematic study of the
effects of different kinds of calibration has yet to be carried out" (p. 3); tater, Lunz and
Stahl (1990) suggested that corrections have not been routinely applied in the past
"because reasonable tools for dealing with the problem were not available" (p. 443). As

different methods of detection and correction have recently become feasible, the purpose



of this study was to provide an in-depth comparison of the methods of detection of rater

variation and the correction for this vanation when these methods are applied to a data set

consisting of large scale performance assessment ratings.
Methods of Detection and Correction

There are three main approaches to the detection and correction of the variation
among judgments made by raters who score examinee responses to a performance task.
These are: the classical test score theory reliability approach, the generalizability theory
approach, and the multifaceted Rasch approach. The theory behind each of these

approaches is briefly outlined below; a more detailed discussion is presentea :n Chapter

Three.

Classical Test Score Theory

The first approach for detecting variation among raters, and perhaps the most
commonly used approach, involves the use of classical test score theory. In clzssical test
score theory (CTT) an examinee's observed score is considered to consist of two
components. The first component, a "true score”, is defined as the mean observed score
over an infinite number of testings for a given examinee. The second component, a
“random error”, is the discrepancy between the observed scorc and :he true score
(Crocker & Algina, 1986, p. 107). Given the postulated random nature of the error, it
follows that the variance of observed scores equals the sum of the variance of the true
scores and the variance of the random error. The ratio of true score variance to observed
scorc variance is defined as reliability. This reliability coefficient is used to generate a

standard error of measurement which in turn allows a confidence band to be constructed

around the observed score (Crocker & Algina, 1986).



When examination items? require subjective scoring. variations among raters and
the lack of consistency within raters contribute to the error component. Interrater
reliability coefticients are typically used to describe the amount of disagreement due to
random erroz. The interrater reliability coefficient, however, is not sensitive to any
systematic difference. Therefore a consistent difference between two raters would aot be

detected with the use of this coefficient.

The reliability coefficients are not the only indices of rater cohesiveness. A
second type of index, observer agreement, is "statistically relatcd but conceptually
different" (Frick & Semmel, 1978, p. 159). Crocker & Algina (1986) suggest that these
"other indices of agreement ... although informative, ... should not be considered

substitutes for reliability estimates” (p. 143). Therefore, only reliability estimates will be

examined in the present study.

Although a mathematical correction for rater variability could be employed within
- aclassical framework, it is not usually done. Instead the emphasis is placed on the
achievement of a satisfactory rater agreement through training, and if needed, retrainin [
procedures. When the satisfactory level of agreement is reached, each examinee receives
the mean or median of the scores given by the raters to that examinee. An extra rater may

be employed on a case by case basis to replace raters who disagree by an amount that is

considered unacceptably large.

While a classical mathematical correction for rater differences, linear scalin g, had
been predicted to become a useful tool (Guilford, 1954), there appears to be little or no
evidence of its use in the literature in the 1980s or 1990s; Nyberg (1987) is one
exception. However, regression procedures (de Grujter, 1984; Houston, Raymond, &

Svec, 1991; Julian & Searcy, 1995; Raymond & Houston, 1990; Raymond & Roberts,

2For the data in this dissertation, the terms item and scale will be used interchangeably.



1987; Raymond & Viswesvaran, 1993; Raymond, Webb, & Houston, 1991; Wilsoa,

1988) are often employed to make corrections when the need to do so is shown.

The classical approach, although not a topic of major research interest at the 1992
-1995 NCME and AERA conferences, continues to be the method of choice for a number
of educational organizations that emplcy performance tasks as part of their assessment
and testing programs. The Student Evaluation Branch of Alberta Education, for example,
routinely uses performance questions as part of its provincial school leaving diploma
cxaminations. In scoring these questions, rater variation is controlled through rater
training and retraining. Interrater reliability reviews are done, but these serve as an
indication of the effect of retraining rather than as a measure of rater reliability. While
recommendations suggesting mathematical correction to further control effects of rater

variance within this classical approach have been made (Nyberg, 1987), this organization

has chosen not to employ them.

Gereralizability Theory

A second approach for detecting interrater variation involves the use of
gencralizability theory (Cronbach, Rajaratnam, & Gleser, 1963). "Generalizability
theory has an important role in all forms of educational assessment, including direct
writing assessments and performance assessments in other content areas" (Ferrara, 1993,
p- 2). "Generalizability theory can be viewed as an extension and l:beralization of
classical theory that is achieved primariiy through the application of analysis of variance
procedures to measurement data" (Feldt & Brennan, 1989, p. 127-128). In contiast to
classical reliability in which the error is undifferentiated, generalizabitity theory (G
theory) allows the separation of the error component of CTT into multiple sources of
error (Cronbach, Rajaratnam, & Gleser, 1963; Cronbach, Gleser, Nanda, & Rajaratnam,
1972). In generalizability theory, the term "true score" is often replaced by the term

"universe score" to reflect its dependence on the researcher's conception of the universe
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of generalization. G theory aliows different sources of variability (e.g.. raters,
examination forms, items, and persons) to all be estimated within one analysis. The data
can be analyzed from a relative or absolute frame of reference. Factors can be interpreted
as either fixed or random. A generalizability coefficient, analogous to CTT's reliability
coefficient, can be calculated. Because of generalizability theory's ability to separate the
error into multiple sources, the generalizability coefficient can be defined to match the
researcher's conception of universe score. Rater variance, the interaction between rater
and examinee, or whatever other source of variance the researcher is able to identify may

be specified as part of the true score variance or error variance as appropriate.

Whilz G theory's emphasis is on the estimation of variance components for
groups, for example, raters or persons, G theory does produce information about
individual raters. For instance, if raters are found to be a large source of variance, then
the mean scores of the raters will provide an indication of who the overly lenicnt or
severe raters are. Likewise, if the examinee-rater interaction is large, the appropriate cell

means will clarify which combinations of raters and examinees are most troublesome.

G theory has been utilized in a variety of educational performance assessments. It
was employed in the British Assessment of Performance Unit's Science study, 1980-
1984 (Johnson, 1989), essay writing (Lane and Sabers, 1989), reading, writing, and
language skills (Candell & Ercikan, 1992), foreign language speech performance
(Kromrey, Bullock, Chason, Du Bose, & Harrison, 1992), science achievement (Baxter,
Shavelson, Goldman, & Pine, 1992; Ruiz-Primo, Baxter, & Shavelson, 1993:
Shavelson, Baxter, & Pine, 1991), portfolio assessment (Koretz, Stecher, Kiein, &

McCaffrey 1994), and teacher competency (Chauvin, Ellet, Loup, & Naik, 1992).

The information from a generalizability analysis can be used to pinpoint sources
of unreliability and produce confidence intervals around observed scores, but it cannot

correct for inequities in ratings. Classical mathematical corrections, previously



mentioned, or even IRT solutions could be employed if the generalizability analysis

reveals large differences in rater behaviour.

ftem Response Theory

The third approach to detecting and correcting rater variation involves the use of a
multifaceted one parameter item response model to address the problems of variability in
raters and task or item difficulty. The multifaceted one parameter item response model is
onc of a series of item response models. The collective descriptions of these models is
commonly referred to as item response theory (IRT). IRT originally consisted of a two
paramicter normal ogive model for dichotomous data; the two parameters are item
difﬁculty and item discrimination (Lord, 1952). Currently one-, two-, and three-
parameter logistic models for dichotomous data exist (Hambleton, 1989). In the case of
the one parameter model only item difficulty is considered, while the three parameter
model includes a pseudo-guessing parameter. All three models produce item
characteristic(s) for the items and ability estimates for the examinees. The term ability is
uscd in item response models to distinguish the IRT score from the observed score.

However, the term "proficiency level” might be a more appsopriate term (Hambleton,

1989, p.79).

In addition to the dichotomous models, one and two parameter models for various
forms of polychotomous data have been developed (Andrich, 1978; Bock, 1972;
Masters 1982; Rasch, 1960/ 1972; Samejima, 1969; 1973). A multifaceted Rasch3
model (MFRM) has been developed by Linacre and Wright (1987). While the first two
facets are item difficulty and examinee ability, the other facets are chosen by the

researcher much as factors are chosen in generalizability studies. Raters, tasks (groups

 The onc parameter logistic model was developed independently of the two and three parameter models by
Rasch (1960 / 1972). This model is commonly referred to as the Rasch model.



of items), occasions, or even gender can be desi gnated as facets if the research questions

so dictate.

The problems of detection and correction, treated as separate problems when CTT
or G theory are employed, are dealt with simultaneously within the multifaceted Rasch
model. The Rasch model will produce an ability estimate corrected for the other facets
that were specified in the model. If a model is specified such that rater is a facet, then
raters as a group and as individuals are analyzed. It can be quickly seen whether the
raters as a group contribute significantly to the differences in ability levels assigned to
examinees. At the same time, differences among individual raters are determined. An
ability score that accounts for rater differences is then produced. The production of an
ability score that is free from task difficulty or rater severity is a feature that has obvious

applications for performance assessment data analyses.

The multifaceted Rasch model (Linacre, 1987) has been used for the analysis of
performance assessments in a variety of areas including English written expression
(Becker, Hess, & Gibney, 1993; Engelhard Jr., 1992; Engelhard Jr., 1994; Hess &
Olsen, 1993; Twing & Williams, 1992; Welch & Miller, 1995; Du, 1995), foreign
language speaking ability (Kenyon & Stansfield, 1992), public speaking ability (Tatum,
1992), visual arts (Myford, 1992), mathematics problem solving (Brooks & Twing,
1992), and motor skills (Fischer, 1993).

Comparisons of Methods of Detection and Correction

The analyses of intcrrater variability appear to have coalesced into three camps: the
classical approacti, the generalizability approach, and the multifaceted Rasch approach.

However, little in the way of comparison among the three approaches has bc2n done.
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Comparisons of Detection of Rater Variance

The 1993 NCME and AERA conventions contained presentations consisting of
comparisons between the ability of G theory analysis and the ability of a multifaceted
Rasch analysis to detect rater variation (Marcoulides & Linacre, 1993; Stahl & Lunz
1993). In both presentations data taken from Generalizability Theory (Shavelson &
Webb, 1991) were analyzed. The comparisons focused on the different emphases that
each approach places on various aspects of analysis. Although both presentations gave
comparisons of the two approaches, neither data set could be considered representative of
real life educational achievement data. Within the generalizability approach, no attempt
was made to adjust the observed scores for rater severity. In contrast, Stahl and Lunz
provided the observed score and an expected score derived in the Rasch analysis — the
“score predicted by the model given the judge's severity and the teacher's ability" (1993,
p. 24), but no statistics that summarized the frequency or magnitude of the differences
between these scores were provided. This descriptive and sometimes superficial level of

analysis has continued to be the norm at the 1994 and 1995 NCME and AERA

conventions.

Comparisons of Correction of Rater Variance

A series of three studies that focused on comparing linear regression approaches
1o correction for rater variation with other methods of correction were carried out in the
late 1980s and early 1990s. In these three studies simulated data sets were created and
various proporticns of the data sets, ranging from 2% to 75%, were eliminated. The

correction procedures were then rated on their abilities to recreate the original data set.

In the first study, Raymond and Roberts (1987) compared four procedures:
elimination of cases with incomplete data, substitution of the mean for missing data,

simple regression, and iterated multiple regression. Three samples with 2%, 6%, and
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10% of the data deleted were employed. The two regression procedures outperformed
the other procedures; the simple regression performed about as well as the iterated

multiple regression (p. 24).

In the second study, Raymond and Houston (1990) compared four mathematical
correction methods: ordinary least squares (OLS), weighted least squares (WLS), the
multifaceted Rasch model, and data imputation via the E-M algorithm, with the usual
procedure of taking the average (or sum) of the ratings across judges. These procedures
were applied to a small simulated data set. For this study, 67% of the original data were
eliminated in order to create the sample. The results of the corrections were compared to
the classical uncorrected estimates. The most important finding of the study was that
more accurate estimates of true levels of performance were produced by any of the four
methods than when the traditional approach of summing, or averaging, observed ratings
was used. Also of interest were the findings that: WLS offered no increase in accuracy
over OLS, the correlation between the OLS estimates and Rasch estimates was .986, and

the variability of the imputed ratings was quite restricted (p. 15).

In the third study, Houston, Raymond, and Svec (1991) compared OLS, WLS,
and imputation employing EM procedures with the usual method of averaging observed
ratings. In this study, 50% and 75% of the original data were eliminated in order to
create two samples. Again, the three corrections produced more accurate results than the
averaging option. In this study the EM impute procedure slightly but consistently
outperformed the OLS and WLS procedures. Houston, Raymond, and Svec (1991)
cautioned that this relative superiority may not hold if the data vary markedly from
multivariate normal. In addition they described the impute procedure as being known for
its slow convergence (p. 419). It is noteworthy that in a later non-experimental study in
which two of the previous authors took part, when a correction was actually applied, the

OLS procedure was employed (Raymond, Webb, & Houston, 1991).
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More research needs to be done. Analyses have typically dealt with small
numbers of suhjects and often a limited number of selected tasks. Often the data were
created strictly for the analysis at hand. In contrast, typical large scale performance
assessment data sets can be 95% empty and consist of tens of thousands of examinees
and in excess of a hundred judges. Comparisons between methods of detection and
correction have been relatively few in such cases. Comparisons on typical existing data
sets should be done. Many American states are moving to performance assessment at a
state-wide level (Aschbacher, 1991). Many Canadian provinces already use performance
type tasks in province-wide assessments of students. Alberta Education's Student
Evaluation Branch, as an example, routinely rates the responses of tens of thousands of
students on a variety of tasks using large numbers of raters. If the use of performance
tasks within large scale assessments of performance is again increasing in popularity,

then it is reasonable to expect that estimates of performance be made as accurately as is

now technically feasible.

The Problem

Given the variety of methods of detection and correction of rater variance

employed in performance assessment, and given the relative lack of comparison between

these methods, two questions arise:

1. Do Generalizability theory and a multifaceted Rasch analysis produce
importantly different indications of rater variability than the indications provided by
the classical approach when these analyses are applied to a typical data set produced

by students being assessed on a performance assessment task administered on a

province-wide basis?



2. Do either a linear scaling, a linear regression, or a multifaceted Rasch analysis
produce importantly different indications of examinee ability than those of the
uncorrected classical approach when these analyses are applied to a typical data

set produced by students assessed on a performance assessment task administered

on a province-wide basis?

In the first question "importantly different" will refer to results that would yield
different conclusions to be drawn based on the results yielded by the analysis used.
Different estimates of the rater variability result in different estimates of the overall
reliability of an examination. This is of concern to the examination producer who must
have confidence in the instrument and to the examinee who must feel the score is
accurate. Different estimates of the rater variability result in different estimates of the size
of the confidence intervals to be placed around student scores. This in turn leads to
differing decisions made about examinees near a pass or fail cut point. Importantly
different also refers to the inability to identify the same raters as aberrant when dif! fering
detection methods are employed. Raters who are sufficiently aberrant may be retrained,
removed from a rating session, or not allowed to participate in future rating sessions.

Essays of those raters may have to be rescored by other raters.

In the second question "importantly different" will refer to results that would yield
a one mark variation in a total score of forty five marks. The one mark difference was
chosen to maintain a situation consistent with that of an objectively marked (multiple
choice) section. In this situation a single flawed item, worth only one point, would not
be retained on a provincial examination. It is reasonable that scores for subjectively
marked sections should not have a larger tolerance. While it is recognized that a one
point multiple choice item and a one point difference on a rating scale may not share the
same psychometric meaning, the net worth is the same. If the examinee score is a simple

sum of objectively marked and subjectively marked portions of the examination, then the
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examinces suffer or benefit equally from a one point change in total score whatever the

source of the point.

Selection of the Data Set

The province of Alberta requires its high school students to write province-wide
final examinations in a variety of grade 12 subjects. The examinations consist of both
objectively scored and subjectively scored portions. Itis the subjectively scored portion
of an English 3% examination that forms the data set chosen for this study. The particular
data set consists of approximately 5000 examinee papers with each paper marked
completely by three of the 70 raters employed to score the full set of papers. A more

detailed description of the data is provided in Chapter Two, Description of the Data.
Outline of the Thesis

Chapter Two consists of a detailed description of the data set us- in this study,
including the writing tasks, the data scoring procedures, and the procedures employed to
control rater variance and rater bias. Chapter Three begins with a brief discussion of
problems involved in essay grading. The approaches to analysis and correction that may
be employed in addressing these problems are then described. The major focus of the
chapter is on the approaches employed in this study and their relation to the problems in
essay grading. Chapter Four contains: a description of the classical analysis, the
preliminary analysis, the main analyses, and the results of this analysis. Chapter Five
contains the corresponding sections for the generalizability analysis, and Chapter Six, the
corresponding sections for the multifaceted Rasch analysis. Chapter Seven consists of a
comparison of the results of the three analyses. A summary of the study, conclusions,

implications for practice, and implications for future research are presented and discussed

in Chapter Eight.
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CHAPTER Il DESCRIPTION OF DATA

The data used in the present study are described in this chapter. The data consist
of judgments by trained raters of examinee responses to the written response portion of
the January 1993 English 33 diploma examination. The reasons for the choice of this
particular data set are presented first, followed by a detailed description of the written
response portion of the examination itself. This is then followed by a description of the

rater training procedures and rating procedures employed in the marking of this portion of

the examination.

The Data Set

The Choice of the Data Set

Appropriateness

Alberta Education English 33 diploma examination written response data are an
appropriate sample for the proposed analyses. Alberta Education reinstated diploma
examinations in January 1983. Thereisa large scale, stable, government funded
program for evaluating written response items in place. The procedures employed are
likely to reflect accepted theory and common practice employed elsewhere within
organizations that assess written response from a classical test score theory perspective.
Itis recognized that other organizations employing classical analysis techniques may vary
in some practices from Alberta Education and from each other, but it is assumed that
Alberta Education's procedures are typical of organizations employing classical analysis

techniques, and so the results are generalizable to other similar large scale assessments of

written response.

The January 1993 English 33 diploma examination data were chosen for this

study for several reasons. First, written response has a long history as a performance
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task and is still of current interest. Second, the written response portion of the English
33 examination consists of three discrete writing tasks. The written response portion is
graded using nine separate but related rating scales. As such, this examination provides a
mecaningful test of the approaches taken to examine inter-rater reliability. Third, each
written response paper is graded in its entirety by three separate raters, thus allowing
comparisons among raters and among tasks. Fourth, the English 33 data are typical of a
large scale high stakes performance assessment, thereby increasing the likelihood that the

findings and the conclusions of this study will be applicable in many other similar

situations.

The Context of the Data

The relationship of the English 33 course mark to the English 33 examination
marks is outlined in Figure 1. As shown, the English 33 examination total mark
accounted for half of the English 33 course mark. In turn, the English 33 examination
total mark was formed from two marks, one for the multiple choice portion, the other for

the written response portion. It is the written response portion that is of interest in the

present study.

As English 33 is a required course designed for students who wish to graduate
from high school but who do not plan to enter university, the writing tasks included in
the written portion and subsequent scoring of these tasks reflect an emphasis on simple
writing competency. As shown in Figure 1, three modes of writing were considered in
the January 1993 examination. Each mode resulted in one task, referred to as a section in
the examination booklet. The three sections were "Personal Response to Literature",

"Functional Writing", and "Response to Visual Communication".



English 33 Diploma Examination

accounts for one-half of the English 33 course mark

Multiple Choice Portion

Written Response Portion

weighted at 50% of total examination weighted at 50% of total examination

Section I (25% of total)
Personal Response to Literature

Thought and Detail
Organization

Matters of Choice
Matters of Convention

Section I (15% of total)
Functional Writing

Thought and Detail
Writing Skills

Section Il (10% of total)
Response to Visual Communication

Thought and Detail
Organization
Writing Skills

Figure 1. January 1993 English 33 diploma examination including the written response

scales.

Description of the Sections and Scales

The first section, Personal Response to Literature, required the examinees to
respond to a one page piece of literature given on the examination. The examinees were

expected to relate the protagonist's thoughts and feelings to the their own experience.

19
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The second section, Functional Writing, required the examinees to produce a formal letter
inviting a past pupil to be a guest speaker during Education Week. The final section
required the examinees to respond to a colour reproduction of a photograph. The

examinees were to explain what the photograph communicated with their opinions

supported by use of the details of the photograph.

The examinees' responses were scored using a series of nine 5-point (1—poor ...
S-excellent) rating scales, presented in Table 1. Each point on each scale, referred to as a

scoring category , was defined according to a set of previously established, clearly

defined criteria. The January 1993 Marker's Manuai: English 33 Diploma Examinations
Program (Alberta Education, 1993) also prescribed a procedure for cases ir: which an
exarninee's response was so scanty or so off topic that the marker judged it to be
insufficient for marking (p. 10). In this situation a paper containing the "insufficient"
section was referred to a marking supervisor for consideration. If the marking supervisor
concurred with the marker, the examinee was awarded a O (insufficien:). A copy of the
portions of the January 1993 Marker's Manual: English 33 Diploma Examinations

Program (Alberta Education, 1993) that contain section assignments and score category

guidelines is located in Appendix A.

As shown in Table 1, the nine 5-point rating scales were weighted to give greater

emphasis to some scales than to others. For example, the three Thought and Detail scales

accounted for 25 of the possible 50 marks, while the six other scales accounted for the

other 25 marks. These 50 marks formed 50% of the total examination score.4

*The 1994-95 School Year English 33 Information Bulletin reports that as of January 1995, the
"Organization” scalc was dropped from the third section and that the "Writing SKkills" scale weighting was
increased to 5% (p. 3). The number of raters per paper was reduced to two from three (p-4)



Table 1
Scales and Total Examination Weightings for Enelish 33 Sections

Section and Scale Scale Points Scale Weigiit

Section I Personal Response to Literature

Thought and Detail 5 10.0%
Organization 5 5.0%
Matters of Choice 5 5.0%
Matters of Convention 5 5.0%
Section II Functional Writing

Thought and Detail 5 10.0%
Writing Skills 5 5.0%
Section III Response to Visual Communicatiori

Thought and Detail 5 5.0%
Organization 5 2.5%
Writing Skills 5 2.5%

In Section I, Personal Response to Literature, the scale topics were Thought and

Detail, Organization, Matters of Choice, and Matters of Convention. Two scales,

Thought and Detail and Writing Skills were used for Section 11, Functional Writing,

while Thought and Detail, Organization, and Writing Skills were used for Section I,

Response to Visual Communication.
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The common name of a scale across sections suggests that the same characteristic
is being evaluated across sections. Consider for example, the descriptions for scale point
5 (excellent) for the Thought and Detail scales across the three separate sections (Alberta

Education, 1992):

Section I Personal Response to Literature

An insightful understanding of the reading selection(s) is effectively
demonstrated. The student's opinion, whether directly stated or implied, is
perceplive and is appropriately supported by specific details. Support is precise

and thoughtfully selected. (p. 5)

Section !l Functional Writing

A precise awareness of audience is effectively sustained. Development of topic or
function is clearly focused and effective. Significant information is presented,
and this information is enhanced by precise and appropriate details that effectively

fulfill the purpose. (p. 9)

Section 111 Response to Visual Communication

Interpretation o the photograph is insightful and is in the form of an effective
generalized idea or theme. Specific details used for support are purposefully

chosen and enhance clarity. (p. 11)

As evident in the descriptions for scale point 5 (excellent) across the three
sections, different prompts were employed with the three scales that shared a commion
name. The descriptions for the other four categories of these three Thought and Detail
scales paralleled the similarities and differences noted for scale point 5. It is apparent that

this scale measured a characteristic that differed across the three sections in spite of the

common name, Thought and Detail.

Rater Selection, Training, and Retraining

Selection. The written portion of the English 33 examination was marked by 70
practicing school teachers selected from throughout the province. In order to qualify as a
rater, a teacher had to be recommended by his or her superintendent. Further, as
required, each selected teacher had taught English 33 for a period of two years, was

currently teaching the course, and held a Permanent Professional Certificate. Experience



23

as a marker, regional representation, and size of student population in the teacher's resion
g p

were additional factors that were considered when choosing the raters (Alberta Eduzation,

1992, p. 4).

Once selected, teachers were grouped into tables of six with one teacher appointed
group leader. Group leaders were experienced markers who attended to minor
administrative tasks for their table. They provided some extra advice or guidance but
their major role was the marking of papers. As most markers had previous marking

experience, the group leaders did not differ greatly from the markers in their groups.

Training. Alberta Education conducted rater training occurred over a two day

period immediately preceding the marking period. The first day was spent training group
leaders. The training began with reading, but not marking, twelve selected papers
bundled in two sets of six. Then the first section of the scoring guide (sce Table 1) was
introduced, the group leaders' general impressions of student responses to the first
section were sought, and the four scoring scales were reviewed. The group leaders then
reviewed all of the previously selected example papers on the first section. Following
completion of this scoring, each paper was discussed. This process required a full
momning. The same sequence was then repeated for the second and third sections during
the afternoon. The group leader training concluded with an explanation of organizational

details that the group leaders were required to attend to during the marking.

The training of all raters, including the group leaders, took place during the first
morning of the following day. The process paralleled that of the group lcader training

although discussion of the thre: ::ctions was shortened so that it could he completed in

the morning.
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The full marking then began in the afternoon. During the marking, as was the
case during the training, a copy of all score categories, referred to as a bed sheet, and the

marker's manual were kept with each rater at all times.

Retraining. After the first linur of marking, the marking was halted and a
"reliability review" was held. The pu.ose of the reliability review, s described in the
marker's manual, was "to promat e inter-marker reliability and consistent application of
the scoring guides" (p. 17). During the reliability review procedure, all markers were
given a common paper that had been selected for its particular characteristics. Usnally the
reliability review papers were problem papers. These papers were chosen to train
markers to correctly apply scale scoring criteria. All raters marked the common paper and
gave their marks to the group leader. The group leader then compiled the raters’
markings and lead a group discussion in which the reasons for the marks awarded were
identified and discussed. After discussion, the markers were invited to alter any of their

marks if they wished to. The group then returned to regular marking.

The marks were centrally collected. These marks together with a group summary
were posted where all raters could see the results and hopefully draw conclusions that

would lead to more uniformity among raters.

Marking Procedure

Prior to the marking session, papers were assembled and put in bundles of six.
During marking, a bundle was selected haphazardly by the rater from a designated pickup
location, marked, and returned to the designated deposit location where clerks removed
the scoring information and returned the bundle to the pickup location. In selecting a
bundle the raters checked the bundle for previous marker numbers, if any, so that a
bundle was not marked more than once by the same rater. Whgn the bundle had been

marked three times the bundle was removed from the marking table.
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A total of 4, 930 examination papers for the January 1993 English 33
administration were marked by three raters drawn from the pool of 70 raters. Each rater
marked an average of 35 bundles during the marking session. This is slightly in excess
of 200 papers, although the number of papers each rater actually marked varied from
approximately 100 to 400. Given the number of possible rater combinations of three
raters chosen from a pool of 70 raters is 54, 740, the likelihood of a triplet of raters

marking more than one bundle in common is relatively low.

The intact bundles of six were broken in approximately 20% of the cases. The
two common breaks resulted in either a five and one split or a three and three spiit.
Reasons for breaks varied: the five-one split occurred when a paper was removed for
further scrutiny, while the three-three split occurred near the end of the marking sessions
when bundles were split and the two halves given to different raters so that all markers

finished the marking at approximately the same time.

Each rater scored all three sections of each paper in a bundle. Although the
marker manual is silent on this issue, raters tended to score each paper in its entirety, cach
section in sequence, before moving onto another paper. Since there was no organized
reshuffling of papers within a bundle, papers were likely to be marked in the same order
by all three raters within a marking triplet. There appeared to be no discussion of context

effects nor any attempt to control for context during the actual marking session.

In contrast, Nyberg (1987) has provided a lengthy discussion of halo effects
problems found in her previous analysis of English 33 data. Alberta Education's

reliability review papers are carefully selected to remind markers of this effect.
The Data Matrix

The number of examinees, the use of three raters from a pool of seventy raters,

and an examination with nine scales results in a large, 4, 930 x 70 x 9, relatively empty
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(96% cmpty) matrix. The rating scores normally range from one to five. As explained
carlier (sce p. 20), in special cases a series of zeros may be given for an entire section by
arater. This results in the matrix consisting of mainly of scores 1 to 5 with occasional

blocks of four, two, or three consecutive Os.

As a result of the practice of marking papers in bundles, the full matrix can be
viewed as made up a series of small sub matrices. In approximately 80% of the cases,
six examinees are marked by the same three raters on all nine scales. In the remaining

20%, the sub matrices contain a varying number of examinees, five or threc examinees

being the most common size for the broken bundles.

tigure 2 <ilustrates the examinees grouped by bundle. The columns represent
examinces while the raters are placed on the rows. To represent all nine scales for the
examination, the 1::odel would also be nine sheets deep. Reading across any column
(examinee) illustrates that an examinee is marked by 3 of the 70 raters. The horizontal
bars represent the 6 examinees all marked by a triplet of raters. It is clear that the triplet of

raters that marked one bundle were unlikely to mark another bundle as a triplet.
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CHAPTER HI DISCUSSION OF A PROBLEM AND PROPOSED
SOLUTIONS

There are types of examinee responses that require the subjective judgment of a
rater at or after the time of response. Experience has revealed that when a common
response is rated by more than one rater, variability is found among the raters. This is
undesirable as an examinee's score should reflect only the examinee's performance and
not the characteristics of those who rated the performance. This is of special concern
when examinees are not all rated by the same raters. When this situation occurs,
vanations due to the raters differentially affect examinee scores. Some examinees will be
rated by very severe raters, others by more lenient raters. Some examinees will be razed
by very consistent raters, others by more inconsistent raters. Attempts to control for this
confounding of the scoring of examinee performance by rater characteristics may employ

rater management solutions, mathematical corrections, or a combination of these

strategies.

This chapter begins with examples that illustrate that the variance problems
associated with the necessary subjectivity of raters have not been eliminated. The
examples focus on problems relating to essay questions in particular and performance
tasks in general. Next, the methods of detection and mathematical correction of
variability of scores due to rater effects are described from within a classical test score
framework. Because Alberta Education uses a classical approach to test score analysis,
references to Alberta Education practices will be found within this description. Linear
scaling and linear regression approaches to correction are then discussed. Following
this, a description of a generalizability theory analysis applied to the problem of detection
of rater variation is provided. The multifaceted Rasch approach to detection and
correction is then presented. Due to its relative newness, the presentation of the

multifaceted Rasch analysis includes a discussion of the Rasch statistics that are



employed with this approach. The chapter concludes with a discussion of studies in

which the three methods of detection have been compared, and the two methods of

correction have been compared.

Variability of Performance Assessment Raters

Problems in scoring performance assessments revolve around rater subjectivity.
Given this subjectivity, unwanted variability among raters contributes to error of
measurement and low reliability. A review of essay reliability studies, the earliest study
cited from the year 1912, the latest from the year 1985, is found in Nyberg (1987,
pp. 37-38). One might expect an improvement in reliability with the passage of time,
this improvement implying a reduction in rater variability, but there is no evidence of this
trend. In Nyberg's (1987) own study of teachers marking Grade 12 English 33 essay
examinations, 24 of the 75 raters used in the January 1986 administration had
"unsatisfactory correlations, below .8" (p. 118); for the June 1986 marking session, 45
of the 64 raters had unsatisfactory correlations, with some of the interrater correlations as
low as .6 (p. 123). Nyberg's findings are of particular interest to this study as both the
data for Nyberg's study and the data for this study are samples taken from the marking of
the written response section of the English 33 diploma examination. Further, the essay
marking procedures described by Nyberg in 1987 have not been altered between that time
and the time of the collection of the data employed in the present study (Nyberg, personal

communication January 27, 1993), thereby increasing the comparability of the data sets

from these three occasions.

Other studies throughout the years 1980 -1990 also suggest a lack of elimination
of rater variation in marking essay questions. For example, Michael, Cooper, Shaffer,
and Wallis (1980) conducted a study comparing the essay marking of professors in
English departments to the marking of the same essays by professors outside the English

department. They found estimated correlations for the composite rating of two raters for
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the expert English department readers to range between .65 and .93, while the
corresponding correlations for non-English department readers ranged between -.79 and
.95. Blok (1985) studied the consistency of rating behaviour between two different
occasions. In this study, 16 elementary teachers first marked 105 essays on a scale of 1
to 10 and then repeated the process three months later. The intercorrelations among pairs
of scores varied from .42 to .91 (p. 49). Braun (1988) found "a single reading reliability
for one essay score to typically be less than .5" when the English Literature and
Composition Examination of the Advanced Placement Program data were analyzed (p. 2)
and cited Modu and Bleistein (1982) who had obtained results of .47, .54, and .49 for
the same examination (p. 13). Findings similar to these were also reported by Littlefield,
Harrington, Anthracite, and Garman (1981), Cason and Cason (1984), de Grujter

(1984), Lunz and Stahl (1990), and Lunz, Wright, and Linacre (1990).

In apparent contrast to these studies, Hieronymus and Hoover (1987), r = .91,
and Mullis (1984), r = .92, found good agreeinent. However, in the case described by
Mullis (1984) the high interrater reliability was not obtained without a high cost: the use
of a combination of five topics and five raters (p. 16). A five topic writing assessment
would require an excessive amount of examination writing time. The use of five raters
per paper in a large scale assessment would not only be time consuming for the raters

involved but also be prohibitively expensive in many situations unless it could be shown

to be warranted.

Researchers in the 1990s continue to show evidence of rater variability.
Engelhard Jr. (1992) reported an interrater reliability of .82 in his study of a large scale
writing assessment (p. 177), while Becker, Hess, and Gibney (1993) reported an
interrater reliability of .73 for a large scale writing assessment (p. 12). As Raymond,

Webb, and Houston (1991) described the situation, "the literature on the effectiveness of
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rater training is mixed" (p. 102). Apparently, attempts to eliminate rater variation

continue to be unsuccessful.

Correction Rather than Reduction

The presence of rater variation has been documented; this does not imply attempts
to reduce rater variation were not made. Rater variation has been controlled to some
degree through the training and management of :he raters. The control or reduction of
rater variability is seen as a necessary part of the rater training process. Otherwise,
"when there is a large amount of discrepancy the value of the judgment procedure will be
doubtful” (Zegers, 1991, p. 321). Or, as stated by Engelhard Jr. (cited in Hess & Olsen,
1993), ".... if two independent raters provide similar ratings, then this provides support

for the quality of the ratings" (p. 9).

Even though the drive toward uniform raters appears reasonable and desirable
from a measurement perspective, Huot (1990), in summarizing the influences on rater
Jjudgment of writing quality, cited several researchers who express alternate concerns:

Hake (1986) contended that we are losing valuable responses to student writin gin

the name of interrater reliability. Barritt et al. (1986) also postulated that the nced

to agree can work against the rater's urge to respond to student writing. Stock
and Robinson (1987) stated that the insight available ir variant readings is often
lost because different readings are treated ‘as if they were either incorrect or

inaccurate ones'. (p. 105)

As methods of mathematical correction become more feasible, variance among
raters is coming to be viewed differently. Lunz and Stahl (1992) have suggested we
must "accept that variance among raters ... occurs and must be accounted for before

candidate measures are calculated" (p. 17). The solution to rater variation does not lie in

the elimination of rater variation but in the correction of scores for rater variation.
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Classical Test Theory Analysis

Users of classical test score theory must rely heavily on multiple raters and the
management of those raters in order to produce a score that is viewed as accurate and
reliable. The amount of error variance is monitored through the calculation of an

interrater reliability coefficient, and is reduced through the training of raters.

Monitoring of Rater Variation

One method of monitoring raters is to use a recalibration round in which raters are
required to achieve a specified proportion of correct ratings (Meredith & Williams, 1984,
p- 13). These recalibration sessions are carried out regularly during the marking session.
These sessions, referred to as reliability reviews by Alberta Education, are not reliability
studies based on the marking that has taken place during a session, but are sessions in
which raters are retrained. First, all raters are asked to mark a common set of papers,
then groups of raters compare and discuss their scores. Raters that vary from the group
consensus are invited to give their reasons for the scores that they gave. Following this
discussion, raters return to the regular marking. The scores from the common review
papers are used to calculate an “interrater reliability” coefficient. The use of this process
can serve to refocus the raters on the scoring criteria to be followed. However, since
raters are aware that the reliability reviews are taking place and that the papers being
marked were selected for their usefulness in this retraining exercise, the reliability

estimates may not reflect the actual variability among raters during the regular marking.

Other indicators of rater agreement are also employed. Criteria such as percentage
of exact score matches or percentage of accurate pass or fail classifications are used in
rater training and monitoring (Meredith & Williams, 1984, p. 13). A procedure used by
Alberta Education to help control the variability among raters is the daily tabulation of

each rater's percent frequency of each scale point awarded along with percent frequency



of each scale point awarded for the entire group of raters. In addition, scale by scale
percent frequencies of rater variation from the median scale mark awarded are also
calculated and given to each rater on the Individual Marker Daily Summary Sheet (Alberta
Education, 1993, p.23). The procedure is intended give raters a sense of whether they
are marking too severely or leniently or whether they award the same mark as the median
mark for each scale on the papers they have marked in conjunction with two other raters.
The percentage of a rater’s papers that require rescoring due to scale point discrepancies
is also preseated to each rater. The Alberta Education belief is that raters will self correct

in order to become more like other raters.

Resolving Discrepant Ratings

Procedures that resolve rater differences of greater than onc point are frequently
used (Meredith & Williams, 1984, p. 14). To iilustrate using the Alberta Education
situation, if three raters marking a scale produce scores such that one rater differs from
soth other raters by two or more points, for example (2,2,4) or (2,4,4), the scoring is
considered discrepant. In these situations an extra, generally more experienced rater is
brought in to rate the paper for that scale. The extra rater is only allowed to assign a mark
that falls within the range of marks given by the original three raters. In this example the
extra rater would be told that the assigned mark could be 2, 3, or 4. The score given by
this fourth rater then becomes the mark for the scale on the paper; the scores of the three
initial raters are ignored. Experience at Alberta Education suggests that a fourth reader is

required for approximately 5% of the ratings.

Formation of Total Test Score

Once the rating process is complete, the examinee scores are aggregated. Alberta
Education uses the examinee's median scale score for the examinee's mark for the scale

score. The median scale marks are then weighted (see Table 1) and summed to form a
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total score for the written response portion of the examination. The written response
portion and the multiple choice portion of the examination are weighted equally and
summed to give an examination total score. The combination of multiple choice item
scores and weighted median scale scores is employed in the calculation of an estimate of
reliability, a coefficient alpha calculated using the SPSS Reliability program (SPSS
Reference Guide, 1990, p. 605). Alberta Education carries out the calculation of this

coefficient for internal use; its value is not part of any external report.

As described, the variability of the rating process is neglected and the vanability
of the written portion itself is likely underestimated when computing the total score for
the written portion of the examination. Variability among raters on a common paper or
variability of raters from occasion to occasion does not enter into the calculation of
exarnination reliability. Consequently it mayv be that this overestimation of test reliability.
and subsequent overestimation of the precision of the examinee score, results in decisions
being made that perhaps would not be made given a more accurate estimate of the
reliability and standard error of measurement. This overestimation of reliability is at odds
with Feldt and Brennan's (1989) advice that "one should gather reliability data in a
manner that allows acknowledged error sources to reflect their effects in the
intraindividual vanation” {p. 107). This inflation of a reliability estimate is not
uncommon; Feldt and Brennan (1989) go on to state that due to less than ideal research
conditions "reported reliability coefficients tend to overestimate the trustworthiness of

educational measures, and standard errors underestimate within-person variability"

(p. 108).
Median versus Mean

Within classical test theory, either the median or the mean could be used to
summarize the examinee's performance across the judges. Alberta Education uses the

median of the three scale scores given by each of the three raters as the score for that
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scale. While it may be employed for ease of calculation, the median may also be
employed for theoretical reasons. If the categories within a scale are viewed as discrete
categories, then a score representing a category in between two categories is undesirable.
If an odd number of raters per examinee is used, the median will always be a defined
scale score. Mathematically, the median has the advantage over the mean of being

resistant to shifts caused by extreme scores by a single rater.

However, the median has the disadvantage of the loss of some information. A
median mark of 3 on a five point scale could result from any of the following
combinations of marks on three different papers marked by three different raters: (2.3,3),
(3.3.3),(3,3,4). A mean mark from the same three raters would be 2.7, 3.0, and 3.3
respectively. If the variation in scores is seen as unwanted variation on papers for which
the true score is 3 then the median appears to solve the problem. If the variation in scores
is seen as acceptable variation on papers for which the true scores are 2.7, 3.0, and 3.3,
then the median hides these differences. The variation would be viewed as acceptable in
that categories, while appearing to be discrete, represent a continuum. For example, one
might categorize one essay as a 2 or a 3, but itis likely that another essay exists that is of

a quality somewhere in between these two categories.

In addition, the median is a terminal statistic. Its usefulness in advanced
descriptive and inferential procedures is very limited (Kirk, 1990, p. 117). In contrast,
the mean has useful mathematical properties. It is the measure of central tendency that is
employed in a variety of interrelated mathematical coefficients such as variances, stancard
errors, and regression coefficients. The use of the mean would allow comparisons
between uncorrected mean scores and the corrected mean scores produced as a result of
Hull's linear scaling (Angoff, 1971), linear regression, and the scores produced by the
multifaceted Rasch model (Linacre, 1989). The use of the mean so predominates

measurement literature that the mean, or a sum of scores, is the only procedure described
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in Meredith and Williams' (1984) accounting of identification and control of problems in
direct writing assessment. Therefore, to facilitate the comparison made later in this

dissertation and with other studies, the mean was used in the present study.

Unweighted Total Score versus Weighted Total Score

While the agreement among raters on individual scales may be of interest to the
organization that does the rating, it is the total score that is reported. It is the score upon
which decisions are based. Consequently, it is the score of most interest to an examinee.
When an examinee's examination performance is summarized by single score, a sum of
individual item scores is commonly used. This sum of scores may be simply the addition
of all item scores, in which case it is referred to as unweighted. However, a decision
may be made to weight a priori the various items. The decision to weight might result for
a variety of theoretical or practical reasons. As displayed in Table 1, Alberta Education
weighted the scales used for the January 1993 English 33 examination in such a way that

the total score was 50 rather than 45, the simple sum of nine.S—point scales.>.

In the present study, if weighted scores are used, the results will be more easily
interpreted by those who wish to judge the results of this study in relation to the actual
practices of the organization to whom the data belong. It would be argued that this score
is more valid as it is the score that was intended to be used by those who developed the
tasks, collected the data, analyzed the data, and interpreted the results. Conversely, if the
unweighted score is used, the results could be seen as more generalizable as they are less
likely to be due to an artifact of an organization's weighting scheme. However, the
possibility exists that the weighted total score may be simply a linear transformation of
the unweighted score; in this case the choice of score becomes trivial. Consequently the

choice of total score will be made after a set of preliminary analyses designed to

3 Asof January 1995, the number of scales was reduced to cight. The weighting was adjusted to maintain
a total of fifty marks (Alberta Education, 1994, p. 3)
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determine this relationship have been carried out; the results of these analyses are

presented in Chapter V.

Detection of Severity of Rating and the Central Tendency of Ratings

Variation among raters may be due to systematic differences among raters in
terms of severity of their ratings, their tendency to consistently award the same mark to
examinees (the notion of central tendency), and halo. The first two of these unwanted
sources of variability among ratings can be detected using classical test score theory. The
detection procedures are described next. The third, halo, can be detected using
generalizability theory which is an extension of classical test score theory as initially

postulated. Consequently, the detection of halo effects will be presented as part of the

discussion of generalizability theory.

Raterseverity. Using CTT, rater severity is operationally defined as the mean
total score taken across examinees. Using this mean, raters are ranked and then
compared for severity. Low mean scores are an indication of severity, while high mean
scores are an indication of leniency. First, an omnibus test of differences among raters is
employed to establish whether significant differences in severity do exist. If significant
differences are found, an appropriate multiple comparison test will be selected. Its

application will result in the identification of raters that are either too severe or too lenient.

If homogeneity of variance can be assumed, a one way ANOVA would serve as
the omnibus test, but as there are varying numbers of papers marked by each rater, “o
may be seriously affected” if there is heterogeneity of variances (Glass & Hopkins, 1984,
p- 352). Given Nyberg’s (1987) study of the English 33 marking procedures in which
the 75 raters had standard deviations that ranged from 10.09% to 26.85% (p. 114-115),
a procedure that did not require homogeneity of variances was sought. The Alexander

and Govern (1994) procedure was selected. In this procedure, a normalized t-score is
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employed to produce an omnibus A statistic, which is then used to decide as to whether
or not there are significant differences among the raters. If a significant omnibus A is
found, the normalized t-score will be used to identify individual raters as being of

significantly different severity than the mean rater. The Alexander and Govern (1994 test

will be described in detail in Chapter ['V.

Central tendency. Popham’s (1990) definition of central tendency, the preference

for marks in the middle of the scale, if literally applied, would characterize raters
according to the proportion of 3s on a series of five point scales that are used to assess
the examinee. However, if the intent is to identify raters who gave th.: same score
regardless of examinees, then Popham's (1990) central tendency definition confounds
this measure of rater variatios “vith rater severity. To illustrate, a rater who awarded
nothing but 3s on a series of five point scales would have the greatest possible central
tendency error. Another rater who awarded only 2s would have the same invariance in
awarded scores, but because he or she did not use 3s would not be perceived as having a
central tendency error. Further to this, both of these two raters would also be identified
as possessing halo as defined by Engelhard Jr. (1994). A new definition for central
tendency is needed, one that accurately reflects the degree to which a rater consistently

awards the same mark, or very similar marks, regardless of that position on the score

scale.

Central Tendency Deviation (CTL). Ia keeping with the notion of central

tendency being the consistent use by a rater of that rater’s mean mark, a rater’s central
tendency deviation (CTD)) was defined in this study as the square root of tke mean of the

nine scale variances across the examinees marked by a rater:

(1

CTD, =



where o7 is the variance of rater j on scalei. The “9” in the equation reflects the nine
scales that were used to rate examinee responses. Values of the CT D, index smaller than
the mean CTD are an indication of a central tendency error. Values of the CT D, index

larger than the mean CTD are also indicative of a systematic error.

Ramsey (1994) suggested the use of two procedures for an omnibus test, with the
selection of the procedure dependent on the degree of kurtosis of the distribution of
variances. If the distribution is leptokurtic, the Brown and Forsythe (1974) procedure
was recommended while the O’Brien (1981) procedure was recommended for normal
and platykurtic distributions. The procedure chosen after examination of the distribution
of the scores and the application of Ramsey’s (1994) recommendation is described in
detail in Chapter IV. If the results of this procedure indicates significant differences in
CTDs exist, a procedure to produce confidence intervals that allow raters to be classified

will be described.

Correction for Differences in Rater Variance

Linear Scaling

Within the classical test score theory framework, Nyberg (1987) suggested a
procedure for correcting for rater severity and a procedure for correcting for rater central
tendency. The first correction adjusts for rater severity, while the second adjusts for
central tendency deviation effects. To correct for rater severity, she recommended that
the difference between a rater's mean total score and the group of raters' mean total score
be subtracted from each of the individual total scores the rater has given (pp. 141-142).
This first correction, a simple addition or subtraction of an amount equal to a known bias
was used by Braun (1988) who examined bias corre. . ~as for day-of-marking variation

as well as rater severity. Nyberg’s second suggested correction involves adjusting the



standard deviation of a rater's scores based on the standard deviation of the entire group

(Nyberg, 1987, p. 142).

Earlier, Guilford (1954) suggested, "Linear transformations taking care of
differences in means as well as differences in standard deviations would become
important in this kind of situation [each rater rating only some ratees]" (p. 289). Angoff

(1971) credits the process that Guiliord described to Hull, 1922, (p. 513). This linear

transformation is:

where ,\7,y. is the adjusted total score for examinee n given by rater j,
Mcm  is the mean central tendency deviation of the group of raters,
X, refers to the score given by rater j to examinee n,
Ms.j  isthe mean of rater j,

CTD; is the central tendency deviation of rater j given in equation (1) and

M. refers to the mean score given by all raters.

With this scaling the examinee's observed score is transformed into a z score for
cach rater and then transformed according to the characteristics of the group of all raters.
Consequently, the adjusted score for an examinee is the score the examinee would receive
had he or she been rated by a rater who displayed neither a severity bias nor a CTD bias.
The mean of the three adjusted scores taken from the three markings then becomes the
examinee’s adjusted score, just as the mean of the three unadjusted scores takes:: from the
three markings is taken as the examinee’s unadjusted score This process for adjusting the
score is directly analogous to Angoff's (1971) linear equating of examinations. Braun
(1988) suggested, "such adjustments are akin to an equating process” (p. 2); in a similar
vein, Engelhard Jr. (1994) referred to "an equating mode! with raters analogous to test

forms that may vary in difficulty” (p. 95).
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Scale by scale or total score. The scaling described in Equation 2 is to be applied

to an examinee's total score. An alternative would be to apply it to each scale. While the
scale by scale approach would appear to lead to more accurate resulits as the rater
characteristics would be corrected for each scale, this solution has a source of inaccuracy
builtintoit. The determination of rater characteristics from a2 mean across all nine scales
would give more stable estimaies of rater bias for correction purposes. Again drawing on
the analogy of equating raters rather than equating test forms, test forms are more

commonly equated on the basis of total scores rather than on an item by item basis.

Linear Regression

A second approach within CTT is to use a linear regression correction. A
regression model that postulates the observed score consists of a true rating and a severity

bias can be expressed by the following equation:
Xnj=Xn+ Xj + &, 3)

where Xp;  isthe total score given to examinee n by rater j,
Xn  isthe adjusted score for person n,
X b is the rater severity correction for rater j , and

Enj is the random error (Raymond & Viswesvaran, 1993, p. 255).

While this particular correction provides examinee scores corrected for rater severity, it

does not correct for any differences in rater central tendency deviation bias.

The linear regression transformation can be readily applied on a rater by rater
basis when the data matrix is full or relatively full. However, it becomes problematic
with a large relatively empty data matrix. The missing—data studies described in Chapter
I and that involved a regression sclution employed relatively small data sets. While

Raymond and Houston (1990) report analyzing large data sets on an IBM mainframe, the



42

large data set was a 120 x 40 matrix. Other regression studies also employed smail data
sets: Raymond and Roberts (1987) "sample sizes of 50, 100, 200" (p. 13); Wilson
(1988) "20 papers, 19 graders, 76 scores" (p. 80); Houston, Raymond, and Svec
(1991) "N=50, N=100" (p. 409); Raymond and Viswesvaran (1993) “40 raters,

approximately 115 candidates” (p. 253).

Most recently, Julian and Searcy (1995) managed to apply Raymond and
Viswesvaran’s (1993) techniques to “a sample of 2678 student papers, each graded by
two raters from a pool of 93 operational raters” (p. 10). This sample consisted of 4 four-
point scales applied to one two page essay (Julian & Searcy, 1995, p. 8). Julian and
Searcy commented that 2770 dummy coded variables were required for the analysis and
suggested that “regression models in a fully operational data set may be prohibitive given

space and memory boundaries of many computer systems” (p. 15).

The large data matrix considered in the present study — 4930 examinees with 27
scores awarded by 3 raters from a pool of 70 raters — is approximétely six times larger
than the Julian and Searcy (1995) data set. Its size is such that the use of a linear

regression was considered not feasible.
Generalizability Theory Analysis

The appeal of generalizability theory lies in the capability to b< able to differentiate
various sources of error variance in contrast to classical test score theory where the error
is undifferentiated (Smith & Leucht, 1992, p. 229). Miller and Legg (1993) recently
commented that "Generalizability theory provides a more complete framework for
examining the multiple factors and levels required in alternative [performance]
assessment” (p. 11). In a similar vein, Crowley, Thompson, and Worchel (1994)

described generalizability theory as subsuming and extending classical test score theory

(p. 706).
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Generalizability theory has been employed for many years. In 1976 Cardinet,
Tourneur, and Allal suggested that times of test administration, scorers, and topics of
essay writing are important facets to consider when examining influences upon examinee
scores (p. 123). Ferrara (1993) added, "The ... number of ratings necessary to achieve
adequate writing score reliability has been a popular facet for generalizability studies”

{p- £). Yet Ferrara (1993) concluded that “generalizability theory and scaling are tools
that have not been used often enough in writing assessments" (p. 14). It would seem
reasonable to apply generalizability theory to the task of assessing large scale writing
assessments. However, large scale assessments do not always lend themsclves to

routine generalizability analyses. The data set considered in this study is one such case.

Definition of Variance Components

Using generalizability theory notation, the full design of the data set of the present
study can be described as a (n x j): b x (i: t) (examinees crossed with raters nested within
bundles of papers crossed with scales nested within sections) design. However this
design is unbalanced in that the number of scales within each section varies across
sections and the total number of papers marked by each rater differs. Unbalanced
designs present problems in estimation of variance components (Scarle, 1971 cited in
Shavelson & Webb, 1991, p. 73). "Most computer programs (c.g., BMDP 8V and
MIVQUEOQ in the VARCOMP procedure of SAS) do not have sufficient storage
capacities to analyze typical unbalanced designs" (Brennan, Jarjoura, & Deaton, 1980
cited in Shavelson & Webb, 1991, p. 73). A good summary of problems of estimating

variance in unbalanced designs is found in Elder (1991).

Shavelson and Webb (1991) suggested that in such situations the design be
simplified. There are three approaches: sampling elements to achieve a balanced design,
collapsing across levels of a facet, or conducting the analyses within one of the nesting

facets. In a discussion of a similar situation involving the decision of whether to average
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across facets or report separately, Shavelson and Webb (1991) advised that "the decision
to choose between approaches be made primarily on conceptual grounds. The decision

maker should decide what kind of information will be needed and analyze the data

accordingly" (p. 67).

The first approach is not appropriate since it is not possible to meaningfully
sample scales to achieve the same number of scales per section. The second approach is
more feasible. The analyses could be completed within each section usinga(jxn): bx i
design. However, with this approach, the design is still unbalanced due to the varying
numbers of examinees rated by each rater. Altematively, and the approach taken here, is
to conduct the analysis within each bundle and aggregate the results across bundles. The

basic design analyzed is a fully crossed n x j x i (examinees-by—raters—by—scale) design.

Estimation of Variance Components

The advantage cf employing a fully crossed design is that it yields a complete set
of variance components for each facet. It is necessary, though, to take into account
whether a tacet is fixed or random. If the various members of a facet are considered to be
only a sample of many possible members, then a facet is said to be random. If the
members of the facet either consist of all possible members of a facet, or if the researcher

is only interested in generalizing to those members of the facet, then the facet is said to be

fixed (Shaveison & Webb, 1991, pp. 65-66).

If, for example, all facets are considered to be random facets, then the variance
components can be determined from the following expressions for the mean squares

(MS) yielded in a random effects analysis of variance:
EMS, = njni0%, + Nj0%gj + NjOZpi+ Opijc
EMS; = nnniozj + nio?'nj + nnozji + Oznji'c

. - v2- .. ¥ - D .
EMS! - nnn}O", + nnc"Jl -+ nJO"m + O“n_"'c



EMSyj = njo%nj+ o%njic
EMSy = njoy; + O%gjic
EMS;; = nnozji + oznj,"c

EMSyijc = O%jic (Shavelson & Webb, 1991, p. 41).

The variance components can then be calculated from these expressions. For example,
the variance component for the rater-scale interaction, ozji, is given by Ozji = (EMS;; -
Cznji,c) / np. Substitution of the unbiased estimates for the expected mean square
estimates oznji'c = EMSpjj c and EMS;; yields an unbiased estimate for 0311. This

equation and the equations for the remaining variance components are provided in

Appendix B.

If, on the other hand, one of the facets is fixed, say scale, then the variance terms

0%y , 0%, and 0%y o will be changed as follows:

O = 0% + 0% /
", — 2. .. .
O-J* - 0"'-' + o-" / nl

O%njcr = O%j + O2yji ¢ / nj (Shavelson & Webb, 1991, p. 68).

As shown the variance components altered by the presence of a fixed facet can be

computed from the variance components of a fully random effects analysis.

Sampling error. The estimatio:. of variance components has been called the
Achilles heel of generalizability analyses (Shavelson & Webb, 1981, p. 138). One
reason is the complexity of some of the designs employed by necessity. A second reason
is the variability in the variance component estimate. Sampling errors for variance
components have been found to be intolerably large for most practical purposes. Smith

(1978) suggested that in order to obtain estimates with acceptable stability, the total



number of observations (npn;jn;) needs to be at least 800 (p. 336). However, Lane and

Sabers (1989) reported seemingly reasonable results with only 480 total observations.

In the present study, the analysis of one bundle of six papers marked by three
judges on nine scales yields only 162 observations. To compensate for this small sample
size, the variance component estimates were set equal to the mean of the variance
component estimates obtained across replications of bundles. For example, the variance

component estimates for raters, 0;, equaled

I~

B
&°
=1

B

)
oj=

where 6?, is the variance component estimate for raters within bundle b, and B is the

total number of bundles (sub matrices) analyzed. From sampling theory, the error of the
mean of these estimates was expected to be small enough to give a variance component

estimate with an acceptable level of accuracy.

Detection of Types of Rater Varniation

Rater variance, 07, is an indicator of rater severity differences. However, there

is no variance component calculated from a crossed n x j x i design that functions as

indicator of rater central tendency. An indicator of halo effect, not identifiable in the CTT

analysis, is provided by the interaction between examinees and raters,0%. Lastly, rater

agreement can be determined within a G theory approach, taking into more full account

the nature of the design, the facets and the universe of generalization.

Desirable size of variance components. Desirable outcomes of a fully crossed

n x j X i G-study analysis would be as follows. The variance due to examinees, o3,
should be large, accounting for a large percentage of the total variance. This would

indicate that the ranking of examinees would be due to reliable differences among the
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.aminees. In contrast, the rater variance, o}, should be small. This would indicate that
the raters' variability had little influence on the ranking of examinees, i.e., rater severity
was not present. The variance due to scales, o7, should also be small. A large variance
component for scales would mean the difficulty of scales differed greatly; that is, the
amount of proficiency needed to score a 3 on a difficult scale would be greater than the
amount of proficiency needed to score a 3 on an easy scale. The implication a large scale
variance would be that multiple scales must be used. The interaction between examinces

and raters,o,z,,- , should be small. A large interaction would mean that the examinees were

marked differently by different raters, i.e., there were halo effects, as defined by Popham
(1990). A large rater-scale interaction, 3 , would imply scales were marked dif ferently
by different raters. Such a finding would suggest that the number of scales shouid be
increased. The interaction between examinees and scales, 0%, need not be small as a
large examinee-scale interaction would indicate that the examinees vary across scales. An
examinee who does not display a uniform amount of proficiency on all traits is not a
symptom of rater problems. However, where a composite score is used, small scale
variance and examinee-scale interaction would support the use of the composite score.
The error term, 03 ., should be small, indicating that examinee-rater-scale interactions,
and random error had little effect on the ranking of the examinees. A large error value

might be indicative of misspecification of the model such as the omission of a relevant

facet.

Generalizability and Dependability Coefficients

A variety of reliability-like coefficients may be calculated using G theory. If the
system being studied only requires the reliable ranking of examinees, then the decision is
said to be a relative one; if the examinees are to be reliably sorted into categories, such as

pass or fail, then the decision is said to be absolute. Coefficients for relative decisions



are referred to as generalizability coefficients while coefficients for absolute decisions are

referred to as dependability coefficients (Shavelson & Webb, 1991, p. 84).

Generalizability coefficients. The general form of the generalizability coefficient

2
T

2 =
Pt 2 2
g, +0Rcl

g

*

where E . is the generalizability coefficient,
e t

2 . . .
o, 1s the universe score variance, and

2 . . . . .
Op.; I1sthe variance for the error term for a relative decision.

The variance components that contribute to universe score variance and relative error

variance are dependent on the nature of a facet, that is whether a facet is random or fixed.

Index of dependability coefficients. The index of dependability, ¢, (Brennan &

Kane, 1977), is given by the following equation:

where ¢ is the index of dependability,

o,2 is the universe score variance,

n is the mean score for the object of measurement,

< is the cut score for the object of measurement, and
oi,,, is the variance for the error term for an absolute decision.

Again, the variance components included within o? and o?,, are dependent on the

nature of the facet.

The nature of the scale and rater facets. In the present study, the scale facet was

considered to be a random facet. This view was taken for three reasons. First, Alberta

48
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Education would claim that the successful examinees were competent in their use of the
English language, not merely that the examinees had a requisite score on a series of nine
scales for which there was no meaning beyond those nine scales. Contrary to Shavelson
and Webb’s (1991) description of the decision that leads to the fixed facet interpretation,
the decision maker is interested in generalizing beyond these scales (p. 65). Further, in
the Achievement-Over-Time studies conducted by Alberta Education across yearsin
which the number of scales has changed from 10 to 9 to 8, the nature of the
generalization has not. This provides evidence that Alberta Education views scale as a
random facet. Second, outside agencies interested in the examinees who have passed
prerequisite English courses, for example the University of Alberta, are quite willing to
accept provincial English 12 examination marks from various provinces as an indication
of English competency in spite of different scales being employed for the various
examinations in these provinces. Third, a survey of other writing competency studies
discussed in the present study reveals a consistent random facet interpretation of scale.

Conséquently, the scaie facet was treated as a random facet.

The raters facet was also considered a random facet. In the case of this facet, the
raters that marked any one bundle represented the set of 70 raters. The 70 raters in turn,
represented the population of eligible teachers. The number in this population is much

greater than 70. Thus raters must also be treated as a random facet.

Presented within Table 2 are the expressions for the relative and absolute variance
errors in terms of the variance components forann x j x i (examinee—by-rater-by-
scale) design. The definitions of symbols for the variance components have already been
given and so will not be repeated. The “n"” notation is used to indicate that the values of
n’,, n’;, and n"; may be chosen to be different than the values of n_, n,, and n; in the

original generalizability study.



Shown in the first row are the appropriate expressions for a situation in which

possible rater variation is ignored. These are included for the purpose of comparison as

the relative decision is equivalent to the classical Hoyt’s (1941) n x i (examinees-by-

items (scales)) analysis of approach. Shown in the second row are the expressions

taking into account rater variation. Thus it would seem that the error terms shown in the

second row are appropriate for the design of the data matrix for a single bundle.

However, there is another source of unwanted or error variance. While the same 3 raters

rate all examinees in a given bundle, raters varied across bundles. Thus the formulas as

presented in the sccond row of Table 2 do not reflect the total error variation. What is

missing is the variance source attributable to raters. Incorporating this term leads to the

full analysis expressions in the third row of Table 2.

Table 2
Generalizability and Dependability Error Terms
Generalizability Dependability
(relative decision) (absolute decision)
Hoyt's o> e i
2 nji.e 2 Oi nji.e
ANOVA Op = — ol ==+
n, n, n,
Bundle 2 2 2 2 2 2 2 2
¢ . O, O, 2 g O, O . o
analysis oh = 4+ —L 425 Oppe=—— 4L —L g0l DR
n, n, nn n, n nn. n.ononn
Full 02 2 2 2 2 2 2 a 2 2
. a O, U o . ” o O, 0. o o. O.
analysis f|Op, =—F+—2+—L+—2) o, =—F+—Lr L2 A2
. on,ononn; n, n nn, nononn

Multifaceted Rasch Analysis

While classical test score theory and its extension, generalizability theory, have

been usefully applied to examine achievement and aptitude test performance, there are

shortcomings with these models. In particular, classical item difficulties and item



discrimination indices are group-dependent (Hambleton, 1989). Likewise, the person
scores are item dependent and when raters are required, the person scores and item
difficulties are also dependent on the severity of the raters who rate the examinees. In
response to these concerns an alternative framework, item response theory (IRT), was
proposed by Lord (1952). Item response theory’s item parameters and proficiency
paramelers are invariant, given that the model fits the data (Hambleton, Swaminathan, &

Rogers, 1991, p. 8). IRT applications have been shown to be successful in educational

measurcment (Hambleton, 1987, p. 132).

From Two Faceted Dichotomous to Multifaceted Polychotomous Models

Early item response models — Lord’s (1952) two parameter normal ogive,
Rasch’s (1960) one parameter logistic, Bimbaum’s (1968) two parameter logistic and
three parameter logistic (1968) — were all dichotomous models. Recognizing the
limitations of dichotomous models, researchers set out to develop polychotomous
models. Rasch extended his one parameter logistic model to include a Poisson counts
model (Rasch, 1961) and later a binomial trials model (Rasch, 1972). Andrich (1978)
and Masters (1982) developed Rasch rating scale and partial credit models respectively.
Samejima’s (1969) work resulted in the extension of both the two parameter normal
ogive model and the two parameter logistic to the ordered category polychotomously
scored model. Following this, a nominal response model for unordered categories
(Bock, 1972), a continuous response model (Samejima, 1973), and partial credit models
(Muraki, 1992) were developed for the two parameter logistic model. These
polychotomous models not only allow test items to be scored in ordered polychotomous

fashion, but also offer substantial gains in information over the dichotomous counterparts

(Donoghue, 1994; Koch, 1983).

All the models just described are two faceted models. They can simultaneously

estimate only two parameters. These two parameters are usually examinee proficiency
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and item difficulty. The polychotomous models, although improvements over
dichotomous models, are still two parameter models. They do not have the ability to
simultaneously estimate parameters for examinees, raters, and items on the scores
produced in a writing assessmca!, or in any other rated assessment. In response to this
deficiency Linacre (1987) developed what is called the muultifaceted Rasci model
(MFRM), and the associated computer program. Facets. To date, multifaceted

polychotomous two parameter mod-!s and multifaceted polychotomous three parameter

models do not exist.

Given the relative recency of the multifaceted Rasch model, this section begins
with a discussion of assumptions followed by a review of the dichotomous Rasch model,
the polychotomous Rasch model, and the multifaceted Rasch model. The description of

these models is followed by a descriptior: of the statistics common'y employed in a

multifaceted Rasch analysis.

IRT Assumptions

‘The grading plan in multifaceted Rasch terms. Even before the assumptions
vreler.ying '¥i7 are tested, the data to be analyzed must be inspected to ensure that
sufficiew. linkage is found among the data to enabie estimation ot parameters of all
members i{ all facets. This is of particuiar concem in the present study given the
relatively empty data matrix to be analyzed. The selective missing grading plan of the
present data set has the necessary linkage for estimation of the Rasch parameters for the
various facets (Lunz, 1993). A selective missing grading plan has the following
distinguishing characteristics: two or more raters grade each candidate, all raters grade all
items, but not all raters grade all candidates. In the present study, 3 raters rated each

examinee using a common set of scales, but not all raters graded all examinees.



Assumptions. The data analyzed in this study were collected with the intent of
producing one score per examinee. The purpose of this single score was to represent a
single trait, an examinee’s writing proficiency. Since the score purportedly represents
one trait, a unidimensional model was considered. If the assnmptions underlying a
unidimensional model are met by the data to be analyzed, then the use of a
unidimensional model is warranted. Otherwise, a multivariate model would be needed.
Assumptions that underlie the unidimensional IRT models are: the items measure only
one trait in common and the regression of item scores on latent trait scores follows a
normal ogive function or a logistic function. The function is determined by onc
(difficulty), two (difficulty, discrimination), or three (difficulty, discrimination, pseudo
guessing) parameters. In addition to the first two ~~wumpt - ns. it is further assumed that
the test in question is non-speeded. The two and one paramcter models have the
additional assumption of no guessing, while the one parameter model has yet another

assumption of equal item discrimination parameters.

As the multifaceted Rasch model employed in this study is a unidimensional
mcel, all the assumptions of the one parameter model were tested. As reported in

Chapter VI, the assumptions were met.

One Parameter (Rasch) Item Respon... Models

The Dichotomous Rasch Model

The original dichotomous Rasch model, expressed in the logarithmic odds on

success form, is givern by the equation,

|22 _p_p @)
l_Pnu'

where P,;  isthe probability cf examinee r correctly answering item i ,

1-Py; isthe probability ¢ examinee n incorrectly answering item i



B, is the proficiency level of examinee n, and

D; is the difficulty level foritem i .

The original dichotomous model can also be described as a two faceted model with

examinee proficiency and item difficulty as the facets.

The Polychotomous Rasch Model

The polychotomous Rasch model may be written as,

(_Pu
i = _ _F
M P) ~ 7T *

where Ppjic  is the probability of examinee n scoring at level k on scale i,

Phick-1) is the probability of examinee n scoring at level k-1 on scale i,

By, is the proficiency level of examinee n,
D; is the difficulty level for scale i, and
Fi is the difficulty of the step from level k-1 to level k.

The term, Fy, is equal to the negative of the natural logarithm of the ratio of the
probability of an examinee of proficiency ( scoring k& on an item of difficulty O to the
probability of an examinee of proficiency O scoring k-7 on an item of difficulty 0. Since
the step difficulty is not considered a facet, this polychotomous model is still described as

being two faceted in spite of the inclusion o1 three terms on the right hand side of

equation 5.

The dichotomous Rasch model can easily be seen to be a special case of the

polychotomous model when the equation for the polychotomous model is rewritten for a

dichotomous item:

ln(%) =B, -D,-F,, ()

ni)



where P,i; isthe probability of examinee n scoring a | rather than a O on item i,
Puip  is the probability of examinee n scoring a O rather than a 1 on item i,
that is, Pyig = I-Pyij.
By is the proficiency level of examinee n,
D; is the difficulty level foritem i, and

F, is the difficulty level of the step from category O to category 1.

The term, F}, is equal to the negative of the natural logarithm of the ratio of the
probability of an examinee of proficiency O scoring 1 on an item of difficulty O to the

probability of an examinee of proficiency 0 scoring O on an item of difficulty 0. Fora

dicbotomzcus item, this ratio is equal to 1. Consequently F; is equal to 0 and equation 6

reduces to equation 4.

The Multifaceted Rasch Model

A multifaceted Rasch model that includes both a rating scale and a rater severity
facet in addition to the scale difficulty facet and the examince proficiency facet is given by
the equation:

P,
ln(——"'é‘—-) =B,-D,-C,-F, , (7)

nif(k -1)

where Ppiji  is the probability of examinee n being rated at level k by judge j on scale i,

Prijk-1)  is the probability of examinee n being rated at level k-1 by judge j
on scale i,
B, is the proficiency level of examinee n,
D; is the difficulty level for scale 1,
Gj is the severity of rater j, and

Fy is the difficulty of the step from category k-1 to category k.



A brief description of Linacre's (1989) derivation of this model from the axioms of

specific objectivity is provided in Appendix C.

Estimation of Parameters

Derivation of the equations used to obtain unconditional maximum likelihood
estimates of the parameters in equation 7 are provided by Linacre (1989). These

equations are solved using the Newton-Raphson iteration procedure (Linacre, 1989,

p. 95).

Multifaceted Rasch Statistics

A multifaceted Rasch model analysis provides information about individual facet
members (examinees, raters, scales) within any facet and information about the facet
members as a group. All measures on all members within all facets are placed on one
metric, of which the units are logits (Wright & Stone, 1978). In addition, if a rating scale
is employed, rating scale points themselves are also placed on the same metric. A variety
of statistics are employed to quantify model fit, characteristics of individual facet

members, and the facets themselves. A description of these statistics, organized in terms

of their use, follows.

Fit of the Data to the Model

Two fit mean square (FitMS) statistics are used to assess the fit of the data to the
model before the results of the main analyses are examined. These two related statistics
are referred to as ontfit and infit statistics. The proportion of misfitting responses to total
responses is examined. If this proportion is within an acceptable value, as described
below, then the misfitting responses may be examined for relevant pa. ms that would

indicate a misfit for some particular aspect of the model.



Outfit. The outfit statistic is the "usual unweighted mean square residual” with
expected value of 1.0 and approximate standard error, ,fz' ! df , where df is one less
than the number of independent replications on which the mean square is based (Lunz,

Wright, & Linacre, 1990, p. 336).

For example, the formula for the outfit statistic for rater j is:

N, 1, W2
U = — 8)
’ E E (N, +1)
where y; is the unweighted mean square for rater j,

2 is the squared standardized residual for person n on scale i and rater j,
Nj is the number of persons scored by rater j, and

is the number of scales scored by rater j (Engelhard Jr., 1994, p. 97).

Infit. A disadvantage of the outfit statistic is that it is sensitive to the unexpected
responses for a member of the facet under consideration. For example, if the facet of
interest is persons in a person-by-item analysis, the cutfit statistic is particularly sensitive
to unexpected responses made by persons on an item that is far too easy or far too
difficult (Wright & Masters, 1982, p. 99). An alternative procedure erzploys weighted
squared residuals so that this undue sensitivity is reduced. Like the outfit, the infit
statistic is a "mean square statistic with expectation I, and range O to infinity" but the infit
statistic is also an "information-weighted mean-square fit statistic™ (Linacre & Wright,
1992, p. 62). The formula for the infit statistic:, the weighted mean square, is:

II
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where vj is the weighted mean square for rater j,

znijz is the squared standardized residual, and



Wyij isthe variance of the observed responses of rater j

(Engelhard Jr., 1994, p. 97).

Values of either the outfit or the infit statistics of much less than one indicate a
lack of independence among ratings awarded by a rater, while FitMS values much more

than one indicate noise, and / or unmodelled variation (Linacre & Wright, 1992, p. 62).

In order to make comparisons between different values of a fit statistic, the mean
squares are standardized to form a 7 statistic with mean near zero and standard deviation
near one (Wright & Masters, 1982, p. 100). This 1 statistic only approximates the

t-distribution. The formula for this statistic, 7, , defined for the outfit statistic for rater |

is:

t,,=(u;n_1)(-3-) 2, (10)
Pj

where uj  is the unv:zighted mean square for rater }, and

pj  isstandard deviation of the unweighted mean square.

The infit 7; statistic is defined similarly:

3 .
t,~=(v']3—l)(—-) A (11)
q;/ 3
where v; is the weighted mean square for rater j and
qj is standard deviation of the weighted mean square.

The 1 statistic, whether formed from the weighted or unweighted mean square, is
seen by some researchers a: being excessively sensitive to misfit with relatively large
sample sizes (Fischer, 1993, p. 327). Consequently, guidelines have been developed for
the mean squares. For exampie, the interval 0.6 < FirMS < 1.5 for acceptable mean

square fit has recently found acceptance (Lunz, Wright, & Linacre, 1990, p. 336; Lunz &
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Stahl, 1990, p. 433; Engelhard Jr., 1992, p. 176); Hess & Olsen, 1993, p-13). Fischer
(1993) employed a similar interval, 0.6 < FitMS < 1.4, but added the requirement of the
1 statistic be in the interval, -2 <t < +2 for acceptance of fit (p. 328). Wright and
Linacre (1994) more recently suggested the interval, 0.4 < FitMS < 1.2, for judged
ratings in a system in which judge agreement has been encouraged (p. 370). However,
more recently, Smith (1995) cautioned that the use of FitMS guidelines rather than the

t statistic guidelines can result in excessive Type | error.

Detection of Types of Rater Variation

Rater Severity

Variation among raters’ severities in the multifaceted Rasch analysis is assessed
through a variety of statistics. Commonly used statistics include: the logit severities, rater
model error, and chi square tests for overall differences among raters (Linacre & Wright,
1992, pp. 59-63). Graphical presentations are also employed. One particularly useful
presentation is an all-facet summary graph which allows the easy identification of raters

who vary from the main group as well as a comparison of rater severities to relevant

characteristics of other facets.

In addition to these indices, reliability-like indices that give specific information
about the facet, for example, raters as a group are used. Included in the analysis is the
calculation of: a reliability of facet separation estimate analogous to a KR-20, a separation
index, and a significance test for differences among individuals. In addition, the number
of facet strata, that is, the statistically distinct levels within the facet, can be calculated.
An interrater reliability measure ha“ also been suggested. Although these indices are
calculated from rater severity values and are used to assess rater severity differences, the

use of these indices are reliability-like in nature and so they are discussed under the

heading “Rater Greup Indices”.



Rater logit severity. Severity is the name given to the parameter estimated for

raters from the raters’ raw scores. The rater logit severity measure, gives an indication of
variation among raters, particularly when these differences are compared to the model

error. The mean and standard deviation of the logit severities are useful in identifying a

rater as being different from other raters.

Chi-square tests. Standard multifaceted Rasch analysis practice produces

additional information about raters as a group through the use of two chi-square, x?2,
tests. The normal chi-square test, with J-3 degrees of freedom, tests the hypothesis: the
raters can be thought of as a random sample from a normally distributed population
(Linacre & Wright, 1992, p. 63). The fixed chi-square test , with J-7 degrees of
freedom, tests the hypothesis: the raters are all equally severe (Linacre & Wright, 1992,
p. 63). The normal chi-square test will yield an insignificant result if the distribution of

the rater severities follows a normal distribution. The fixed chi-square test will give a

non significant result if all raters are similar.

Rater Consistency

In a multifaceted Rasch analysis, an index describing the consistency of the rater
is provided. Consistency refers to the degrec to which a rater’s awarded scores match
the scores predicted for the rater by the multi:aceted Rasch model. Consistency is

monitored through the infit and outfit statistics.

However, a comparison of the definitions of central tendency and consistency,
suggests that the two concepts are similar. Engelhard Jr. (1994) stated, “Central
tendency ... as with halo ... introduces an artificial dependency in the rating that leads to
overly consistent response patterns that can be detected with rater fit statistics™ ( p. 99).
Y et the respective equations for CTD and infit indicate that these indices are not

equivalen: In spite of this non equivalence, empirical evidence exists to support the
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claim that low values of the infit statistic can be used to identify central tendency, as
defined by Popham (1990). In studies conducted by Engelhard Jr. (1994) and Du
(1995), raters that were identified by their low infit and outfit statistics, < .S, displayed
scoring patterns consistent with the definition of central tendency. For example, one rater
in Yi’s (1995) study, with an infit statistic of 0.3, awarded the mark pattern “4444" 63%
of the time when marking examinees on four 6-point scales. Engelhard Jr. (1994)
reported that a rater awarded the scoring pattern “33333” or “22222" 47% of the time
when marking examines on five 4-point scales. The suggested relationship between the

seemingly different statistics, CTD, and rater mean square fit will be examined further in

Chapter VII.

Halo. Halo as described by Gronlund and Linn (1990) and Popham (1990) ,
(also see Chapter I, is an interaction between a rater and an individual paper. However,
Engelhard Jr. (1994) described the halo effect as being produced when holistic marking
was present when analytic was required. He suggested this sequence of scoring would
lead to over-consistency, which he described as halo. The examples just presented from
the studies of Engelhard Jr. (1994) and Du (1995) were chosen to illustrate the use of the
infit statistic in identifying raters that exhibit central tendency as defined by Popham
(1990). Other examples reported in these studies demonstrate that the uniform rating
patterns need not occur for score points in center of the score point range. Engelhard Jr.
(1994) reported that another rater awarded the scoring patterns “44444”,“33333” or
“22222” 67% of the time when marking examines on five 4-point scales. He described
this pattern as halo. Du (1995) reported two raters with infit of .7 and .6 who awarded
“5555” 29% and 33% respectively on a 6-point scale. The rater behaviour, that is,
awarding a series of identical marks, may be called central tendency when the marks are
3s on a series of 5-point scales but the term “central tendency” hardly suits if the rater

awards a series of 5s ¢n the same S-point scales.
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Rater Agreement

The Rasch rater agreement index that appears most closely relate s classical

interrater reliability is the Rasch point biserial. The Rasch point biserial is discussed in

this subsection.

‘The formula for the Rasch rater point-biserial is:
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where PB;  isthe Rasch rater point-biserial ,
j P
znji?  is the squared residual scores for judge ratings,

Nj is the number of examinees scored by rater j,

J is the number of raters, and

Ij is the number of items scored by rater j.

The numerator of the fraction is the squared standardized residual while the denominator
is the expression for the degrees of freedom (Wright and Stone, 1979). This point
biserial statistic indicates the degree to which a rater grades in the same manner as other
raters just as an item point-biserial indicates the degree to which the item functions in the
same manner as the other items on the test. There appears to be no previous attempt to
establish any minimum acceptable values that would aid in the interpretation of this

statistic; the Rasch literature does not address any interpretation of the rater point biserial.

Rater Group Indices

There are a series of indices that describe groups rather than individual members
and that are based on the reliability of facet separation index which in turn is based on

facet logit measures, for example, rater severities for the rater facet. Assuch thereisa
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certain redundancy to these measures. The application of each of these statistics will be

described following the presentation of the full set.

Reliability of rater separation. The reliability of separation index, R jv 1S an

indication of the degree to which the members of a facet can be reliably separated. For

raters, a low value of the index is desirable. The formula for the reliability statistic is:

2 5
R‘ = l - -L# *
! SD;
where R; is the reliability of separation for raters,

Si2  isthe rater model error variance,

J is the number of raters, and

SDj? isthe observed variance among raters.

The numerator of the fraction is the mean square measurement error, MSE; (Wright &

Masters, 1982, p. 105-106).

Rater separation index. The separation index, G; , is a measure of the spread of

the measures relative to the precision of the measures (Linacre & Wright, 1992, p. 63).
It is calculated using the formula:
J 52
SD; - 2—7
G, =——l
J 7 2 N
z i
= J
The numerator of the fraction is referred to as the adjusted standard deviation and
the denominator is referred to as the root mean square error, RMSE (Wrigh' & Masters,

1982, p. 106). The separation index is a ratio measure of separation in RMSE units.



The separation index is related to the reliability of rater separation as illustrated by the

formulae,

8 -G 1(1+) G -&,/(1-r)
(Wright & Linacre, 1992, p. 68).

Number of strata. The strata index, H;  is the number of statistically distinct

levels of the measure found within the facet (Wright & Masters, 1982, p. 106). Wright
and Masters defined statistically distinct levels as having centers three RMSE apart. If the
strata index is calculated for raters, this would indicate the number of distinct levels of

raters. The strata index is related to the separation index as illustrated by the formula:

(46, 1)

i =" 3 ’

(Wrig..t & Linacre, 1992, p. 68).

Interraterreliability (IRR Linacre and Wright (1992) suggest the use of the

interrater reliability (IRR) as a measure of the similarity of the elements in the rater facet.
Aninterrater reliability can be calculated by subtracting the reliability of rater separation

(Rj), a measure of how different the raters are, from unity; this is expressed in equation

formas IRR=1-R,.

Interpretation of group indices. As reliability measures are more familiarto

researchers than the separation index or strata index, a series of separation index values,
strata index values, and IRR values were calculated for given reliability values. These
values are reported in Table 3. For example, a reliability of separation of .80 resultsin a
separation index of 2.00 which means the adjusted rater standard deviation is twice the
RMSE. For this same reliability of separation, there are 3 strata which implies 3

statistically distinct groups of raters. If, as in the case of English 33, an examinee is rated
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by 3 raters drawn from a large pool of raters, it would appear to be ideal if there was
only one level of rater severity. Lastly, for this example, the mean interrater reliability is
.20, which would suggest very low agreement among raters if this statistic can be

interpreted in a classical sense.

Table3
Reliabiliiy of Separation, Separation Index, Number of Strata, au. tnterrater Reliability
Reliability Separation Strata IRR
of
{l Separation
1.00 00 o .00
.95 4.36 6.14 .05
.90 3.00 4.33 .10
.85 2.38 3.51 .15
.80 2.00 3.00 .20
75 1.73 2.64 25
.70 1.52 2.36 .30
.60 1.22 1.96 .40
.50 1.00 1.67 .50
.40 0.82 1.42 .60
30 0.65 1.20 .70
.20 0.50 1.00 .80
10 033 1 077 90
.00 0.0 i 033 1.00

While a high reliability of separation, near 1.0, may be desirable for examinees, it
is not a desirable feature for raters. High reliability of separation for persons is taken as
an indication that the person measures obtained indicate differences among the persons.
This is not desirable from a rater perspective. Anexaminee who is exposed to a limited
number of raters drawn from a larger pool would be treated fairly only if therc was an
assurance i .at the raters all behaved essentially the same. As Table 3 shows, a interrater
rcliability of .8 or higher indicates the raters all belong to the same stratum. This
minimum for /RR is the same value as Nyberyg's (1987) minimum value for acceptable

correlation of a rater with other raters (p. 113).



Correction for Rater Variance

Just as the original item response models produce examinee proficiency estimates
that are independent of item effects, a multifaceted Rasch model can produce proficiency
estimates that are free from both rater effects and item effects. The scores that are free

rom influences of the particular items and raters are, in a sense, corrected for the effects
that occur when an examinee is exposed to a particuiar set of items and / or raters. Thus,

the item response model that includes a rater facet corrects for rater effects as well as item

effects in its production of proficiency stimates.

Assessment of the size of the corrgcisin. The corrected score was not easily seen

to be corrected in earlier Rasch model analyses. The programs used to complete these
analyses only produced proficiency scores measured iz iogits; there was no rouiine
transformation of the logit score to the observed score metric, hence no ready comparison
with the unceirected score. Linear tranisformations of the logit scores were always
possit-ic, alih sugh Wright and Stonc's (1979) recommendations lead to a variety of new
units, such as NSTS, WIT, and CHIPS that are potentially more confusing and
awkward thaa the Guiginal logits. The user of the Rasch model, as with other item

response modeis, was left unable io answer the basic question, “How much of a

correction was therc?”

conversion has come intu use (Linacre and Wright, 1992, p. 61). This fair average
"gives th~ logit measure as an expected average 1aw response in a standardized
environment in which all other elements interacting with this element have a zero logit
measure” (Linacre & Wright, 1992, 5. 62). This fair average i< a !inear transformation of
the logit score; a linear transformation preserves :i+:: interval characteristics of the logit

«cale (Wright & Stone, 1979, p.162). This response-metric conversion not only aliows
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the use of a corrected score in the test metric for the individual but now allows ihe direct
comparison between corrected and uncorrected scores. When an observed score and the
transformed examinee proficiency score, that is, the fair average multiplied by the number
of toial examination points are all placed on the same metric, comparisons beiween the

corrected score and uncorrected score can be made.
Comparison of Detection and Correction Methods

A number of selected studies are discussed. The order of presentation is as
before, detection of variation followed by correction for that variation. In thiz section the
empbhasis is on comparisons among the three approaches. Following this discussion is a

description of the comparisons to be carried out in: this study.

Comparison of Detection of Variation Procedures

Within CTT, the means and standard deviations of individual raters as well s the
correlations between an individual rater and other raters can be calculated. The clxsical
test score model relies on the interrater reliability coefficients to provide measures of error
variance attributabiz to differences amorig rankings. These inierrater reliability
coefficients underestimate differences between raters as two raters wiio consistently
disagree by a contant differ-nce will have perfect interrater reliability. The calculation of
an internal consistency estimate, for example coefficient alf !:a, does not take into account

rater variability and thus overestimater the reliability when multiple raters are employed.

Generalizability theory, an extensior: of CTT, offers the ability to produce
reliabiiity-like coeffi~‘ents that more accurat-  ~present thc amount of variance
associated with the measurements of intcrest anu thus is an improvement over CTT in this
situation. Lower, more realistic coefficients are to be expected. A study by Crowle-,
Thompson, an¢ Worckel (1994) illustrates this feature. C.owley, Thompson and

Worchel (1994) performed a comparison of classica. iheory and gener > ality
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analyses employing an affective instrument, the Children's Depression Inventory (CDI).
Both occasion and items were facets for this study. Crowley, Thompson, and Worchel
reperted intemnal consistency reliabilities for CDI scores from .86 to .88, coefficients
consistent with those previously reported in the literature (p. 710). The generalizability
coefficient and dependability index were considerably lower, .63 and .61 respectively (p.
710). These coefficients rose to .81 and .80 for three administrations of the CDI. The
"lack of distinction" in CTT reliability estimates for absolute and relative decisions was
also highlighted (p. 706). Thc implications of these coefiicients for clinical practice were
discussed. Crowley, Thompson, and Worchel gave the case of a child who scored
mildly or moderately depressed whc was not considered for treatment when examined

only once yet was treated after several administrations of the test continued to indicate

mild depression.

The multifaceted Rasch model is also capable of identifying both group and
irdividual vaniation from multiple sources. Both G theory and MFRM have attracted
reccat interest by the measurement community. This has resulted in two studies
involving -omparisons of procedures employing Generalizability theory and procedures
employing the multifaceted Rasch model. Both were presented at the 1993 joint annual
meetings of NCME and AERA (Marcoulides & Linacre, 1993; Stahl & Lunz, 1993). In
both studies data were taken from Generalizability Theory (Shavelson & Webb, 1991).
As these studies were clearly for demonstr.. . purposes, there were serious limitations
to both presentations. First, no comparison was made using data fror: an actual high
stakes performance assessment situation. If the usefulness of a procedure cannot be
demonstrated under these conditions the procedure is of limited value. %~cond, no

attempt was made to compare any form of corrected observed sccics.

By 1995, although some improvement in the quality of comparisons is apparent,

the studies continue to deinonstrate the same deficiencies. Du (1995) empicyed only a
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sinall poition of the data available to her. She provided some comparison of raw score
and logit score comparisons but continued the MFRM tradition of merely providing a
scattergram to demonstrate the lack of linear relationship between the raw and observed
scores. No attempt was made to use the MFRM fair average and the raw score mean to

allow a comparison of differences expressed in an observed score metric. No detailed

Rasch and classical comparisons were made.

Likewise, Schulz and Linacre (1995) employed only 2 small portion of the
available data in their comparison of generalizability and MFRM procedures. The relative
ability of these two approaches to deal with larger data sets was skirted. The authors
reported a series of reliability coefficients, apparently ignoring Linn and Burton’s (1994)

advice to the use of SEMs to judge actual differences.

It was the intent of the present study to address these deficiencies. Comparisons
were to be made in a common metric so that effects could be judged in light of Gbservable
differences. Anintact data set was used to be better able to compare the feasibility of

these methods under working conditions rather than merely as a researcher’s tool.

Comparison of Corrections of Scores

Various mathematical corrections have been suggested: linear scaling solutions,
linear regression solutions, and JR¥ solutions. Linear scaling correction approaches
appear to have attracted little recent interest; Braun's (1988) correction for severity being
an exception. As described in Chapter I, linear regression correction approaches have
been recently championed by a group of researchers revolving arovnd Raymond, for
exampie, Raymond and Houston (1990}, Raymond and Roberts (1987), Raymond and
Viswesvaran (1962). The linezr regression correction approach also has its detractors.
Lunz. Wright, and Linacre (1990) argued:

An adjustment for judge severity could be atten:pted by an arlysis of variance
(ANOVA) of the raw scores.... But the incomplete data (- - -y judge does not
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grade every examination) and the non linearity of the raw scores (they are
confined to a finite number of ordered response categcries whereas the measures
they are meant to imply are not) disqualify this approach (p. 342)

Rasch measurement practitioners, Lunz and Stahl (1990) also claim as raw scores are not

linear, "adjustments made using raw scores are likely to over- or under compensate for

differences among judges" (p. 443).

Raymond and Houston ( 1990) refer to, and counter, Lunz and Stahl's
disqualification argument flatly stating that "the mode's in this paper suggest otherwise"
(p. 23). In dire. - contradiction to the Lunz and Stah! (1990) “linearity" comment,
Raymond and Houston (1990) suggest inaccuracies ir. som~ Rasch estimates are "most

likely due to the logistic transformation, which stretches the tails of the distritotion”

(p. 15).

Although various mathematical corrections have been recommended and debated
little in the way of empirical comparison amoiig ti:em has been done. The Raymond and
Houston (1990; +{iudy described earlier compared corrected scores determined using
ordinary least squares (OLS), weighted leas: squares (WLS), and the multifaceted Rasch
model. After demonstrating that all of these approaches produced corrected scores that
were improvements over the uncorrected scores, Raymond and associated researchers
dropped the Rasch model from other comparisons, ccncentrating on comparisons

between the I:near regression correction and other non-Rasch models in their subsequent

research studies.

The Rasch measurement researchers, as can be seen by the papers discussed in
this study, followed a common theme of demonstrating the usefulness of the latest Rasch
computer programs in as many varied applications as possible. Comparisons with other
IRT models or non-IRT approaches did not appear to interest the Rasch measurement

rescarchers, at least th-:se who presented findings at AERA or NCME Annual General
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Meetings during the years 1992 to 1995. Corrected scores in an observed score metric

may be given but these were not compared to any scores obtained by other correction

procedures.

Comparisons of Methods of Detection and Correction using Data from a i.arge Scale

Performance Assessment

The data set used in the Raymond and Houston (1990) and the Houston,
Raymond, and Svec studies (1991) described in Chapter I were simulated data created
simply for those studies. Likewise, the Marcoulides and Linacre (1993) and the Stahl
and Lunz (1993) papers served to highlight some similarities and differences between
Generalizability theory and a multifaceted Rasch model but were not demonstrations of
the utility of the procedures under the common measurement conditions of large scale

high stakes performance assessmeiit testing.

[n contrast to simulated data sets used in many of the other studies, Engelhard Jr.
(1992) performed a multifaceted Rasch analysis of a large scale assessment of writing
proficiency. Limited percent agreement among raters and interrater reliability information
were presented but no attempt was madc to compare this information to any of the Rasch
analysis information produced by the study. Observed scores corrected by the Rasch
analysis were compared to uncorr¢:ted observed scores. Unfortunately, Rasch corrected
scores were not compared to scores corrected by any other procedure. Engelhard Jr.
claime d the "adjustment for rater severity ... improves the objectivity and faimess of the
measurement of writing ability" (p. 187). Engelhard Jr. suggested additional research
should be done in order "to further examine the Faceis {multifaceted Rasch program|

model within the context of large-scale assessizent of writing ability” (p. 188).

The Alberta Education data used in this study share common features with the

Engethard Jr. (1992) sample. Both sets of data consist of ratings on a series of scales fo
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a writing sample, ratings by a small number of raters from a large pool of raters, and
ratings that are producsd only after training has taken place. There are differences as
well. The Alberta students were in Grade 12 whil: Engelhard Jr.'s students, from
Georgia, were in grade 8. Nine 5-point scales were used to rate examinee response
across three required tasks in Alberta while in Georgia the data consisted of five 4-point
scales which were used to rate examinees on one task randomly assigned to them from a
total of eight possible tasks. The Alberta tasks match curriculum content areas; it is
unlikely that one task per examinee as used in Gecrgia would do more than simply elicit a
writte:- ‘esponse. While similarities exist, the differences are such that a study should be
done that would allow the formation of conclusions generalizable to large scale testing
situations similar to that in use in Alberta. To be of interest to a wider audience,

comparisons must be made among results obtained by differing approaches, that is, CTT,

generalizability theory, and MFRM.

Previous research on an earlier sample of the Alberta data revealed that, like the
case in Georgia, the raters varied in severity even after rigorous training and screening.
Also, the scales were demonstrated not to be equally reliable (Nyberg, 1987, p. 144).
Moreaver, the scales that were thought to measure more complex skills were least reliable
(Nyberg, 1987, p. 127). As with the Georgia assessment, each paper was scored by a
very small number of the large number of possible raters. These similarities suggest
important differences between corrected and uncorrected scores will be found with the
Alberta sampie. Research should be done to determine both the magnitude of these

differences and the frequency of these differcaces.

Differences in rater characteristic have been shown to exist and to persist even
after training. These differences will result in differential treatment when only a sample
of raters marks any git -a examination. These differences have been shown to be large

enough to - gnificantly affect the scores of the examinees. Corrections have been
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suggested. While multifaceted Rasch solutions are in evidence, neither regression
corrections nor scaling corrections seem to have been attempted with large scale
assessments. The feasibility of these approaches should be investigated. The calls for
further research into mathematical corrections for rated data from large scale writing
assessment data should be heeded, but this research should be expanded to include

comparisons of differing solutions rathe: than the demonstrations of a particular

approach.

Comparisons Made In This Study

There are a variety of indicators within each approach; some are common practice within
more than one approach while others are unique to a particular approach. Some
indicators provide information primarily about the individual rater differences; some are
indicators of group characteristics. A summary of the indicators emploved in this study
are presented in Table 4. In Table 4, the three approaches are placed in the columns; the
rows are indicative of features of each approach that were seen as similar and thus
comparable. The order of comparisons in Table 4 follows the general sequence found
throughout the study. The rater characteristics are discussed in the order: severity, central
tendency, and agreement. Examinee and scale discussions, along with other related
measures are included as appropriate. The comparisons conclude with a score correction
comparison betwee:; the linesr sciling correction and the Rasch fair average. The linear

regression corre ot wes ikl out as unfeasible for this data set.

Presentation of Anal -s3 i~ - . sulis

Given the segimeiic 5 naiure of the analyses with each of the three approaches
taken, with each step wi.hiz each segment somewhat dependent upon the results fi . m a
preceding step, the analysis and results are p:=sented together in the next three chapters.

Chapter 1V is concerned with the Classical approach, Chapter V with the Generalizability



approach, and Chapter VI with the multifaceted Rasch approach. The results of the three

approaches are compared and discussed in Chapter VII.

Table 4

Comparisons Among Approaches

Classical Test Theory l Generalizability Theory

Multifaceted Rasch Model

Rater Severity Comparisons

observed scale difficulties

scale logit difficulties,
scale fairaverages

Alexander- Govern A
statistic

rater mean scores
including AG zj

rater mean scores,

Chi-square test of
differences

reliability of separation of
raters, separation index,
strata,

rater logit severities,

rater fair averages,

Rater Consistency Comparisons
1)

scale SD

i

scale infit

BF test of variances

CTD,

rater infit and outfit
statistics, guidelines for
Rasch infit and outfit
values

Rater A greement Comparisons

scale point-biserial

scale point-biserial

interrater correlations,
mean interiater correlation

Oyj2, Oji” interactions

rater point-biserial,
interrater reliability IRR

coefficient alpha,

Hoyt's ANOVA,
Spearman-Brown prophecy
applied to three raters

02, equivalent
G coefficient

reliability of separation for
examinees, Rp

Correction Comparisons

linear scaling correction

fairaverage
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CHAPTER 1V THE CLASSICAL APPROACH

The data analyses for the classical approach and the results of these analyses are
presented in the present chapter. Prior to the main analyses, three sets of preliminary
analyses were carried out. The first was the determination of the psychometric
~haracteristics of the scale scores and the total scores. The second was the examination
of the weighted and unweighted tes: score distributions for the purpose of making a
decision as to which score 10 analyze in this study. The third was the investigation of the
feasibility of analysis of section rather than total scores. The main analyses consisted of
two parts. In the first part three types of rater characteristics: severities, central tendency
deviations, and agreement indices, were investigated. In the second part, a correction in

the form of a linear scaling was applied and evaluated.

Computer Programs Employed

The analyses of the classical approach were completed using appropriate
procedures chosen from the vast array of programs available through the SPSS-X Data
Analysis System, Release 4.0, as documented in the SPSS Reference Guide (SPSS
Inc., 1990). In addition, Microsoft Excel 4.0, as documented in Microsoft Excel User's
Guide 1 (Microsoft Corporation, 1992), Microsoft Excel User's Guide 2 (Microsoft
Corporation, 1992), and Microsoft Excel Function Reference (Microsoft Carporation,

1992) were employed.
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Preliminary Analyses

Psychometric Characteristics

The mean, standard deviation, skewness, and kurtosis of the distribution of
scores on each of the nine scales and for the weighted and unweighted total scores are
reported in Table 5. The corresponding correlations are presented in Table 6. The mean
performaaces across the nine scales ranged from 2.78 (55.6%) to 3.08 (61.6%); the
maximum scale score was 5. The standard deviations were less than one score point,
varying from .81 (16.2%) to .90 (18.0%). With the exception of the three scales of
Section III, the distributions were essentially symmetrical. In the case of the three scales
of Section I1I, the distributions were negatively skewed. The distributions varied in the
degree of kurtosis, with four scales showing a fair amount of kurtosis (=.88). Taken
together these findings suggest that in general the scores of the students on the scales

were at or above 60% and that the scores were reasonably homogeneous.

Looking now at the total scores, the mean for the unweighted total score was
26.57 (59.0%); the corresponding standard deviation was 5.64 (12.5%). The

distribution was very slightly positively skewed and slightly leptokurtic, suggesting that

the scores for the majoritv « ." ~ students were within one standard deviation of the
mean. The examinee dis : =47+ would be expected to have a slight positive skew as the
very low achieving students might chocse not to write the examination while the very
high achiever certairly would write. The weighted score mean and standard deviation
results were 29.77 (59.5%) and 6.24 (12.5%) re-pectively. As with the unweighted total

score, the distribution was very slightly positively sicwed «r.! stightly leptokurtic. The

two distributions were judged to be vry similar.



Table 5

Means, Standard Deviations, Skewness, and Kurtosis of the Nine Scales
r__*m———m

Section Name of Scale Mean SD Skew Kurtosis
(Abbreviation)
i Thought and Detail 2.94 0.88 0.02 0.09
(persTD)
I Organization 3.00 0.82 -0.03 0.59
(persORG)
| Maiters of Choice 3.05 0.81 -0.09 0.88
(persMCH)
I Matters of Convention 32.05 0.90 -0.09 0.24
(persMCQ)
I Thought and Detail 3.08 0.81 0.03 0.33
(funcTD)
I Writing Skills 3.01 0.83 -0.03 041
(funcWRS)
1 Thought and Detail 2.79 0.85 -0.24 1.03
(visTD}
111 Organization 2.78 0.8¢ -0.18 1.01
(visORG)
11 Writing Skills 2.87 0.88 -0.35 1.15
(visWRS)
Total Unweighted Score 26.57 5.64 0.12 0.57
Total Weighted Score 29.77 6.24 0.14 0.51

The intercorrelations among scale scores, reported in Table 6, reveal that student

performances on the scales were moderately to moderately strongly related, ranging from

.32 (persMCO and visTD) to .76 (visTD and visORG). Generally the correlations within

a section (writing task) are larger than the between section correlations. Lastly, the

uncorrected correlations (row TOT),) and the corrected correlations (row TOT ) between

each scale score and total unweighted score are reported in the last two rows of Table 6.




78

As there were only 9 scales, corrected correlations were calculated. In this calculation,

each scale was correlated with a total score formed from the other 8 scales; otherwise the

correlations would have been spuriously high due to common shared variance between

the scale and the total that contained : . at scale. Both the uncorrected and corrected

coefficients were moderate to moderately strong. And, as expected, the corrected

coefficients, which ranged from .63 (funcTD) to .80 (visWRS), were higher than the

corrected correlations which ranged from .53 (funcTD) to .73 (visWRS).

The correlation between the unweighted and weighted total scores (not reported in

Table 6) wa:

Table 6

Correlatior A ke Nine Scales and With Total Scores

ﬁ R e
Section ] Section II Section 111
(pers) (func) (vis)
TD [ORG _|MCH !MCO ] ™ |WRS | TD [ORG |WRS
™ | - 74 64 | .56 37 42 " 36 36 | .40
ORG - 67 | .59 38 A5 35 41 43
w MCH - 75 " 37 .58 35 39 .54
MCO —~ " 36 64 32 39 | .60
TD " - .58 " 36 37 | .40
WRS | lr - " 37 | 43 | .63
'TD WF — 76 | .62
ORG " — 69
Wes | _ ] _
TOT, H 73 | .75 79 78 " .63 76 " 68 72 ) 80 |
TOT. ".64 68 73 .70 JL.ss 69 }1.58 63 | .73
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Weighted versus Unweichted Total Scores

As mentioned eariier, a decision was to be made between the use of an unweighted
total score or a weight~ " total score. If, as previously mentioned, the weighted score is
simply a linear tran. {tion of the unweighted score, then the choice of score is of no
consequence. As reported earlier, when expressed as a percent:ge, the mean and standard
deviation of the unweighted total are essentially the same as the corresponding values for
the weighted total (i.e., 59.0% vs. 59.5%; 12.5% vs. 12.5%). Further, as previously
reported, the shapes of the two distributions are very similar, and the correlation between

the two scores is almost one (i.e., .98).

Given that many of the subsequent analyses were to involve raters, differences
between the weighted and unweighted totals and the correlation between these scores were
also examined for each rater. These results, reported in Appendix D, revealed that the
means expressed as percentages, are essentially the same for each rater. For all raters the

correlations between the two tot»! s:ores exceeded .97.

Taken together, these results indicated that subsequent comparisons among the
classical, generalizability, and multifac . ced Rasch approaches wouid not be differentially
affected by the use cf either of these tot:1 scores. Thus for greater simplicity and greater
generalizability, the unweighted total score was employed in all subsequent analyses in
which a total score was considered. All further references to total score are references to

the unweighted total score.

Main Classical Test Theory Analyses

Detection of Variation among Rater Severities

s described in Chapt.s I i, rater severity was defined in terms of the ranked

distribution of mean aw.rded scores by the rater for the sample of papcrs cach rater



marked. In the event that there was homogeneity of rater variances, an ANOVA
prosedure could be employed as an omnibus test of differing severities. To test for
homogeneity of rater variance, the Bartlett-Box test was carried out. The results indicated
significant heterogeneity, F., | ..., = 6.49, p < .0005. Therefore to test for differing

levels of severity among raters, the ommnibus statistic proposed by Alexander and Govern

(1994) was employed.

Alexander and Govern Test

The Alexander and Govern (1994) test was designed for use under conditions of
heterogeneity of the variances of raters and has "Type I error rates that are very near
nominal and Type 1l error rates that are close to James's (1951) second-order

approximation” (p. @1). Normalized t like scores for this test, AG .. , arc used to
Pp p “~.J

conipute the Alexander and Govern A statistic,

A-34G2,

J=1

where A is the Alexander and Govern test statistic,

AG z is a normalized Student’s t statistic, and

J is the total number of raters (Alexander & Govern, 1994, p. 93).
The normalized t scores are computed as follows. First a variance-weighted common

mean is used; the weighting factor for rater j is given by
__Us]

Wj==3
El/s} :
J=1

where w; is the weight to be applied to rater j,

83 is the squared standard error of the mean of rater j, and

J is the total number of raters (Alexander & Govern, 1994, p. 92-93).
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This variance-weighted common mean is given by

M= j wiM,
=

where M is the rater mean, otherwise known as the rater severity, vnd M, is the

weighted mean. The one sample t test statistic for rater j, 1;, is computed by,
M, -M,
Se

;=

‘These t scores are then normalized to yield a distribution AG , with mean zero and

variance 1. The A statistic is distributed as %2 with J - 1 degrees of freedom.

The A statistic provides a test of whether the J raters can be viewed as all the same
(Aiexander & Govern, 1994, p. 94). The A statistic is an omnibus test that indi~ates
whether or not there are significant differences among the rater severities. She  .ne A

statistic indicate significant differences among raters do exist, the value of the AG z, will

be used to identify individual raters.

There exist a number of post hoc procedures that can be used to test for these
differences. In this study, a procedure analogous to the running of multiple t-tests was
employed. While this procedure has been criticized for excessive Type I error, this was
not considered a flaw in the circumstances of this study. The base issue in any
cducational assessment is the fairness to students who have been assessed and about
whom inferences are (o be drawn. Thus, it is better to over identify raters who are either
severe or lenient in relation to the other raters. In the case of severe raters, examinees are
penalized if they receive too low a score. In contrast, in the case of lenient raters,
examinees who must compete against other examinees who have been given erroneously
high scores that are penalized. The use of a multiple t like procedure will help guard

against these two potential misinterpretations.
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The rater facet has been described as a random facet. If so. why attempt to isolate
discrepant raters when in another replication of the assessment the same raters may not be
involved? In the present context, it is true that the set of raters changes from one
assessment to the next, although many raters do retumn for more than one marking
session. It is also known that the marking of any one examination may take one to two
weeks depending on subject area. This is more thaun ample time to identify and retrain

raters whose severity error is considered too large to be tolerated.

Results

The A statistic value, 928.1, indicated the raters differed significantly from one
another (p < .0005). Reported in Table 7 are the mean total scores by raters (rater

severities), number of papers marked by the rater, rater standard error of the mean, and

the Alexander Govern AG , value for each of the 70 raters. A double line appears at the

value of the AG . statistic beyond which the probability of the value differing from zero

by chance was less than or equal to .05, with shaded values at the .01 level of

significance.

At the .05 level of significance, 37 (18 severe and 19 Icnient) of the 70 raters
(52.9%) were above (severe) or below (lenient) the cut off scores. As this is more than
10 times the expected number, 3 or 4, given the assumptions of equally severe raters and
randomly selected papers, it is clear that, in spite of training. these raters varied in
severity from their fellow raters. Likewise 29 (14 severe and 15 lenient) of the 70 raters

(41.4%) fell beyond the cut offs a* the .01 level, whereas only | rater might be expected

to do so.



Table 7
Rater Severities Racked by Alexander—(overn z-Score L
[ Rater Rater Rater | Papers |AG Standard | AG z,
Number}  Severity SD Marked | errorof Mean
58 22.88 4.59 121 0.417 7.534
57 24.33 4.56 212 0.313 6.4:9
5 24.27 4.03 150 0.329 6.180
59 24.17 5.37 222 0.360 6.046
36 23.73 5.28 154 0.425 5.999
68 24.37 5.57 275 0.336 5.972
10 25.12 5.39 244 0.345 3.780
52 24.51 5.89 138 0.501 3.754
! 25.11 4.35 136 0373 3.492
65 25.15 491 178 0.368 3.455
21 25.12 5.17 173 0.393 3313
32 25.45 4.19 172 0.319 3.068
50 25.07 6.50 183 0.480 2.827
31 25.29 6.20 210 0.428 2.674
30 25.52 4.72 145 0.392 2.334
35 25.77 4.65 258 0.289 2.318
70 25.54 5.68 177 0.427 2.104
69 25.75 4.97 211 0.342 2.019 |
56 25.72 6.91 302 0.398 1.817
20 26.01 543 397 0.273 1.593
54 26.02 4.81 252 0.3G3 1.399
33 25.84 5.67 149 0.465 1.297
16 25.91 6.67 192 0.481 1.109
23 26.13 5.27 233 0.345 0911
18 26.02 6.32 178 0.474 0.895
14 26.01 6.16 116 0.572 0.758
37 26.04 5.59 109 0.535 0.754
17 26.12 5.99 186 0.439 0.739
67 26.24 4.80 29] 0.281] 0.728
49 26.22 5.57 285 0.330 0.682
19 26.19 5.50 161 0.438 0.581
41 26.24 5.63 H 0411 0.499
48 26.32 5.70 437 0.273 0.459
38 26.25 5.54 164 0.433 0.450
3 26.24 5.69 143 0.476 0.430
43 26.30 5.35 331 0.385 0.377
9 26.41 3.96 284 0.235 0.149
47 26.42 6.56 84 0.715 0.035
4 26.73 5.39 291 0316 -0.900
51 26.84 5.53 165 0431 -0.915
66 26.90 5.78 142 0.485 -0.935
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[ Rater Rater Rater Papers | AG Standard | AG -
Number| Severity SD Marked |error of Mean B

7 26.80 5.51 235 0.359 -0.985
11 26.78 5.81 299 0.336 -6.995
26 26.84 5.25 239 0.340 -1.160

8 26.84 5.10 237 0.331 -1.189
39 26.83 . 4.84 280 0.289 -1.327

6 27.00 5.37 207 0.373 -1.481
29 27.23 5.91 138 0.503 -1.550
63 27.09 5.63 229 0.372 -1.726
15 26.98 5.29 301 0.305 -1.748
55 27.14 6.39 276 0.385 -1.800
44 27.24 5.88 271 0.357 -2.213
13 27.48 6.41 213 0.439 -2.338
25 27.50 6.18 201 0.436 -2.399
24 27.76 7.07 172 0.539 -2.415
60 27.65 4.76 124 0.427 -2.769
45 27.27 5.09 305 0.291 -2.809

2 27.44 4.77 190 0.346 -2.840
28 27.48 5.26 215 0.359 -2.854
34 27.58 5.24 216 0.357 -3.143
62 27.88 5.55 154 0.448 -3.146
64 28.58 6.98 178 0.523 -3.984
27 29.31 7.13 111 0.677 -4.065
61 28.10 4.86 240 0.314 -5.125
53 28.67 5.76 201 0.406 -5.279
40 28.56 4.55 202 0.320 -6.277
12 28.82 4.46 177 0.335 -6.635
46 29.36 4.74 190 0.344 -7.793
42 29.76 5.78 277 0.347 -8.865
22 30.02 5.61 273 0.340 -9.634
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These findings are similar to these reported by Braun (1988). Working at the .05

level of significance, he found 13 out of 36 raters (36.1%) who scored the English

Literature and Composition Examination ot the Advanced Placement Program (AP) had a

large severity bias.

It is interesting to note that differences among adjacent raters in the ranked

distribution are small and somewhat consistent. Application of the natural breaks



procedure (Sax, 1984) would suggzest perhaps one break between the most severe rater
and the next.

Detection of Central Tendency

Central tendency was assessed using A standard deviation measure, CTD,
designed to detect dispersion of scaie points awarded by a rater. Raters with little

dispersion are said to possess central tendency.

Brown and Forsythe Test

To test for differences in dispersion, Ramsey (1994) suggested the use of a
procedure proposed by Brown and Forsythe (1974) for leptokurtic distributions and a
procedure developed by C’Brien (1981) for platykurtic distributions (p. 40). The
Brown and Forsythe (BF) procedure was selected given that the total score distribution
was leptokurtic (see Table 5). The BF procedure consists of replacing the mean used in
Levine’s test of homogeneit'y of variance with the median (Brown & Forsythe, 1974,

p. 364) and then applying an ANOVA to these absolute deviations from the median.

Results

The results of the BF test are summarized in Table 8. As shown, the F statistic
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was significant, (Fg, 4., = 5.85, p <.0005), suggesting a lack of homogeneity of rater

variances.

Table8

Bmwn—-Forsxthe Summary ANOVA

Source of Variance df MS F
Between Groups 69 73.8408 5.8497
Within Groups 14720 12.6231

Total Il 14789




However, as with the case for the Alexander-Govern test for rater severity, there
are no specified testir’g procedures to follow up a significant BF test. To identify
significantly different variances, the Chi-square test for a single variance with r -1
degrees of freedom (Glass & Hopkins, 1984, p. 260) was used to construct a confidence
interval around CT Df, the square of the central tendency deviation (see p. 38) on the
mean CTD®. The mean CTD® was taken as the population valuc. CTD/ s that differed
significantly from this mean were considered to be a concern when scoring an examinee's
paper. Table 9 contains the results of this test. The raters are ordered by their values of
theirCTDf s. The confidence limits for both the 95% and 99% intervals are listed,
respectively, in the third and fourth columns. Confidence intervals that failed to span the

mean CTD? are marked with an asterisk.

Of the 70 judges, 29 (41.4%) were identified as having a central tendency
deviation at the .05 level of significance, in contrast to the 3 or 4 expected by chance
alone. Of these 29, 16 raters were overly consistent in the use of marks close to their
own mean mark. That s, these 16 raters displayed central tendency. The remaining 13
raters were significantly more willing to use a wide range of marks than the other raters.
At the .01 level, 16 (22.9%) were identified as have significantly different C7D indices
than the other raters; 10 displayed central tendency while 6 demonstrated a greater

willingness to use the full range of marks.



Table 9
Confidence Intervals for Rater CTD _
Rater Rater |  Rater 95% 9%
CID CTD? Confidence Interval | Confidence Interval
5 5.786 33.482 5.272 6.413* | 5.123 6.630*
9 5.892 34.711 5283 6.661*% [ 5110 6.931%
32 5.970 35.640 5.531 6.485% 5.402 6.660*
1 6.289 39.547 5.648 7.094% | 5.466  7.377*
40 6.298 39.666 5773 6.928* | 5.621 7.145%
57 6.319 39.934 5771 6.984* | 5612  7.213%
54 6.328 40.042 5711 7.096* { 5.534  7.364*
38 6.393 40.868 5.901 6.975% | 5758  7.173*
30 6.411 41.096 5.822 7.133*% | 5.652  7.384*
12 6.515 42.442 5.891 7.287% | 5.713 7.556
35 6.532 42.668 5.842 7.409*% 1 5646 7.719
24 6.536 42,719 6.052 7.104*% | 5911 7.297*
46 6.571 43.182 5.964 7317% | 5790 7.575
60 6.607 43.655 6.018 7.325% | 5848 7.573
67 6.719 45.141] 6.222 7.302% | 6.077  7.500
4 6.750 45.567 6.032 7.664 5829 7.987
39 6.890 47.473 6.462 7.380*% | 6335 7.544
2 6.982 48.748 6.451 7.609 6.296 7.822
26 7.002 49.028 6.506 7.580 6.361 7.776
6l 7.005 49,068 6.320 7.858 6.124  8.156
8 7.085 50.190 6.290 8.i10 6.067 8475
6 7.088 50.238 6.471 7.835 6.293  8.093
62 7.109 50.537 6.383 8.022 6.176  8.344
15 7.137 50.940 6.601 7.770 6.444 7934
59 7.152 51.152 6.487 7971 6.296 8.255
43 7.191 51.718 6.550 7.973 6366 8.243
19 7.236 52.353 6.640 7.950 6.467 8.194
36 7.363 54.212 6.498 8.495 6.256 8.901
29 7.4C0H 54.765 6.618 8.394 6.396 8.745
41 7.402 54.792 6.853 8.048 6.692 8.268
49 7.420 55.057 6.780 8.194 6.595 8.461
45 7.421 55.073 6.774 8.206 6.587 8.476
20 7.436 55.287 6.825 8.168 6.647 8419
21 7.441 55.374 6.826 8.179 6.648 8.432
52 7.447 55.455 6.466 8.781 6.195 9.270
37 7.450 55.499 6.746 8319 6.544 8.62]
70 7.472 55.825 6.601 8.608 6.357 9.016
7 7.488 56.069 6.886 8.206 6.711 8.451
48 7.493 56.141 6.914 8.177 6.746  8.411
23 7.509 56.383 6.754 8.456 6.538  8.788
il 7.534 56.768 6.936 8.247 6.761 8.491
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[ Rater Rater Rater 95% QYT
CTD CrD’ Confidence Interval |Confidence Interval
63 7.537 56.813 6.827 8.414 6.624 8.718
25 7.542 56.888 6.900 8.318 6.714 8.584
22 7.546 56.938 6.882 8352 6.690  8.630
69 7.597 57.711 6.881 8.480 6.676 8.787
17 7.623 58.115 7.040 8.313 6.869 8.548
65 7.686 59.070 6.808 8.826 6.561 9.233
68 7.780 60.525 7.072 8.647 6.868 8.947
34 7.831 61.3i8 7.083 8.756 6.869 9.0G78
28 7.839 61.445 7.050 8.827 0.825 9.174
31 7.874 61.997 7.276 8.579 7.101 8.819
47 7.898 62.371 7.154 8816 6.940 9,135
44 7.936 62.982 7.322 8.664 7.142 8912
51 7.958 63.325 7.262 8.801 7.062 9.092
2 7.960 63.368 7.199 8.904 6.980 9233
10 7.998 63.963 7.243 8.931 7.026 9,255
13 8.120 65.935 7.377 9.030 7.164 9346
42 8.180 66.906 7.493% 9.006 7.294  9.290
50 8.202 67.274 7.493* 9.060 7.288  9.356
53 8.207 67.356 7.569*  8.963 7383  9.22]
38 8.251 68.074 7.566*  9.073 7367 9.355
33 8.265 68.309 7.727* 8.884 7.568* 9,091
18 8.305 68.974 7.546* 9.236 7327  9.559
66 8.406 70.661 7.758* 9.173 7.569* 9.434
14 8.42] 70.909 7.487* 9.623 7.224 10.056
55 8.426 70.992 7.549% 9534 7.300 9925
56 8.583 73.663 7.883* 9.420 7.679%  9.707
16 8.632 74.512 7.983* 9.397 7.793*  9.657
64 8.816 77.718 7.896*  9.980 7.635*% 10.390
27 9610 92.356 8.663* 10.792 8.392* 11.206
 Median 7.448 Mcan 7.446

Interrater Reliability

Correlations Among Raters

To determine the degree of interrater reliability, each rater's total scores for the
papers marked were correlated with the total scores of the other raters who marked these
papers. To obtzin the mean of these rater correlations, the rater correlations were

transformed to Fisher Z scores (Glass & Hopkins, 1984, p. 304). The mean Fisher Z
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score was then computed, a €5% confidence interval constructed, and the lower and
upper limits re-transformed to the corresponding correlation values. The correlation for

the rater of interest reflected the degree of inteirater reliability within raters who marked
the same papers.

These rater intercorrelations and the respective confidence intervals are reported in
Table 10. As shown, they ranged from .42 to .77, with a mean of .63. Values of the
intercorrelation close to one indicate good interrater reliability within raters who marked
the same papers; lesser values indicate a iack of reliability. As Nyberg (1987) described a
rater as satisfactory if this interrater correlation was .8 or larger for English 33 duwa
(p. 113), this standard was retained for purposes of comparability. A double line was

added to Table 10 to indicate the raters that reach Nyberg’s given sampling error. Only 6

of the 70 raters met this standard.

Interrater Reliability

Following the calculation of rater intercorrelation, the theoretical interrater
reliability coefficient for the set of 70 raters where 3 raters are taken at a time was

calculated. For calculation of this estimate of the reliability the Spearman-Brown

prophecy formula was used:

p o IPi
Yo+ (U -1py

where p,+ isthe mean correlation across all raters, and

J the number of raters marking each paper

(Crocker & Algina, 1986, p. 119).
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Table 10
Intercorrelations Between a Rater and All Other Raters Who Marked a Common Bundle

Rater [Correlation Lower Upper
Number Limit Limit
70 77 .70 .82
59 .76 .70 .81
50 .76 .69 .81
32 .76 .69 .82

69 75 .69 80 ]
63 75 .69 .80
15 .74 .68 .78
56 71 .65 76
35 71 .65 77
2 1 .63 .78
22 .70 .64 76
23 .70 .63 .76
8 .70 .63 .76
19 .70 .61 77
42 .69 .62 75
39 .69 .62 75
68 .69 .62 75
16 .69 .60 75
33 .69 59 76
29 .69 .59 77
14 .69 .58 77
27 .69 .58 .78
67 .68 .61 .74
61 .68 .61 75
21 .68 .60 .76
31 .68 .59 74
66 .68 .59 .76
37 .68 57 717
I1 .67 .61 73
55 .67 .60 73
44 .67 .60 .73
49 .67 .60 73
57 .67 .59 74
7 .66 58 72
62 .66 .56 74
10 .65 57 72
25 .65 57 73
41 .65 .56 72
64 .65 .56 73
47 .65 51 .76
34 .64 .55 71




Rater |Correlation Lower Upper
Number Limit L »it
65 .64 .55 -
20) .63 .57 .69
9 .62 .54 .69
28 .62 .53 .69
12 .62 .52 .70
36 .62 .51 71
43 61 54 .67
13 .61 .52 .69
3G .61 49 .70
| .60 .48 .70
53 .59 .49 .67

24 59 48 68 |
4 .58 .49 66
40 .58 .48 .66
17 .58 .47 .67
51 .58 46 .67
52 .58 .46 .68
60 .58 45 .69
45 .57 .49 .64
38 57 .46 .67
48 .56 .49 .62
26 .56 47 _ .64
5 .56 44 .66
6 S5 45 .64
4 .53 .45 .61
18 .53 42 .63
58 .49 .34 61
46 .46 35 .57
3 42 27 54
Mean .63

Braun (1988) reported that in a study involving multiple raters the Spearman-Brown

prophecy formula produced accurate estimates of essay grading refiability (p. 12).

One advantage of the interrater reliability approach is the ability to calculate a

standard error of measurement, SEM or o,:

oe =0’xdl —pj' ’
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where O, is the standard error of measurement.
Oy is the standard deviation of the distribution of scores, and
pji isthe interratey reliability for the j raters used in the scoring of the papers

considered (Allen & Yen. 1979, p. 90).

The standard error of measurement can be used to construct a confidence interval which

can then be used to estimate the range in which the true score is likely to be found.

Shown in Table 11 are the estimates of interrater refiability for the present study
computed using the Spcarman-Brown prophecy formula. 1n the first row is the mean
correlation (see Table 10). Using this value the estimated reliability for three raters would
be .84 (see Row 3, Table 11). The remaining results in Table 11 provide the estimated
reliabilities for systems of 2, 4, and Sraters. The right most column contains the SEMs
associated with the interrater reliabilities. As expected, the reliability greatly increased

with increased numbers of raters, and in a non linear fashion.

The Spearman-Brown prophecy formula was also used to place a lower limit for a
rater’s inferrater correlation. If .80 is the acceptable standard that 3 raters as a group must
attain, what is the minimum correlation that 3 raters of the same interrater reliability must
possess? Application of the Spearman-Brown prophecy formula revealed a mean
correlation value of .57 would be required. A double line was added te the lower portion
of Table 10 to indicate which raters did not meet this standard when sampling crror is
ignored. This cut point indicated 9 raters did not meet this criterion. Shading was added
to the correlation values in Table 10 to indicate which raters did not meet this standard

even allowing for sampling error. This cut point indicated only 1 rater did not meet this

criterion.



Table 1]
Spearman-Brown Prediction of Reliabilities

Number of Raters Reliability SEM
! .63 3.78
2 .78 2.95
3 .84 2.51
4 .87 2.22
5 .90 2.01

While the diminishing increases in reliability with increasing number of raters is
clearly visible in Table 11, e corresponding values of the SEM are needed so that the
impact of the changing number of raters can be judged. The use of only one rater would
result in a 95% confidence interval that would be equal to 16.5% of the maximum score
for the written examination, a clearly unacceptable margin of error. Even with the use of
3 raters, as was done in this study, the 95% confidence interval that would be equal to
10.9% of the maximum written examination score. The real worth of the SEM
calculation, once the study has been carried out, is the ability to adjust cut scores to
ensure that examinees are not harmed by miscategorization due to measurement error.
For example, a pass or fail cut point could be adjusted to ensure that virtually no

examinees were failed due to measurement error.

Coefficient alpha. Coefficient a does not take into account rater variation.

Therefore, the use of coefficient a must result in a calculated reliability that is inflated

when the data that are collected are based on raters making judgments. For the present
study, coefficient a was calculated for each of the three separate markings. It was .90,

with a SEM 2.01 in each case. The coefficient a was .89, SEM 2.08, when the median

scores that Alberta Education employed were used to compute the final scores.
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Comparisons with other studies. The mean interrater correlation, .63, is lower
than the mean correlation of .73 reported by Becker, Hess, and Gibney (1993).
However, the Spearman-Brown estimated reliability of .84 coupared favourably with the
reliability of .82 reported by Engelhard Jr. (1992). More importantly, the rater
intercorrelations reported here were lower than the intercorrelations found by Nyberg

(1987) in her study of the marking of the English 33 examination (sec p. 29,

Chapter III).

Correction of Rater Effects

Linear Scaling

As described in Chapter III, Hull’s linear scaling was applied to the total score

(see Equation 2, repeated here for clarity):

A Xn.— MX.j.)
;= M - + M... 9 2)
X cm( ¢, (
where X, is the adjusted total score for examinee n given by rater j,

Mcmp  is the mean central tendency deviation of the group of raters,

X, refers to the score given by rater j to examinee n,
Myx.j  isthe mean of raterj,

CTD; is the central tendency deviation of rater j, and

M. refers to the mean score given by all raters.

With this scaling the examinee’s observed score would have 3 corrected scores given
each was marked by three raters. To get the corrected score for an examinee, the three
corrected scores were averaged to produce a corrected total score for examinees. This

corrected score was then rounded to the nearest unit and compared to the uncorrected total

score.



Table 12 gives the percentage of differences between uncorrected and corrected
tota! scores. As shown, the differences ranged from -4 to +3 points with 56.6% of the

yairs of scores differing by one or more points; 10.6% by two or more points, and 1.2%
| g vy p p

by more than 2 points.

Table 12

Frequency of Score Differences

Score Percent
Difference

-3.00 0.2%
-2.00 3.4%
-1.00 22.4%
0.00 45.8%

1.00 24.7%
2.00 3.3%
3.00 0.0%

The distribution of the score differences was summarized by two statistics. The

first was the conditional root mean square, CRMS,

}f‘l(xc- Xu)®

CRMS = =
N -1

where CRMS is the standard deviation of the differences between the corrected and

uncorrected scores,

X is the corrected mean total for examinee n,

<

X is the uncorrected mean total for examinee n, and

N is the total number of examinees.



96

The second statistic used was the mean absolute difference between corrected and
uncorrected totals, also knowr as the average absolute difference or AAD:

o S

nel

where AAD isthe average absolute deviation of the differences between the corrected
and  uncorrected scores,
is the corrected mean total for examinee n,
is the uncorrected mean total for examinee n, and

is the total number of examinees.

The value for the CRMS for the linear scaling was 0.82; the AAD was 0.65.
Both the CRMS and the AAD corresponded with what is shown in Table 12; most of the
corrected scores did not vary by more than one point from the uncorrected score and

virtually all the corrected scores were within two points of the uncorrected score.

The correlation between the corrected scores and the uncorrected scores was .99.
The uncorrected score and the corrected score both correlated .56 with the multiple choice

portion of the English 33 examination.

While the value of the CRMS and the AAD suggest that overall there appears to be
close agreement between the uncorrected and corrected scores, the fact is that over one half
the examinees had at least a one point difference. As described in Chapter I, a one point
error due to a single flawed multiple choice item is viewed seriously by Alberta Education;
the item is omitted. A score difference that is unacceptable for one portion of the
examination cannot be acceptable for another portion of the examination. The Principles
Jor Fair Student Assessment Practices for Education in Canada (1993) state that all
examinees must be treated fairly and equitably (p. 3). Therefore, it is recommended, in

agreement with Nyberg (1987), that a mathematical correction be employed to reduce the



inequity based on a mean score that occurs whenever examinees are rated by a few raters

from a large pool of raters.

97



98

CHAPTER V GENERALIZABILITY THEORY APPROACH

The procedures and results for the generalizability theory approach are presented
in this chapter. First, two initial considerations conceming, (a) the level of analysis and
(b) the nature of the data matrix are discussed. Second, a preliminary analysis and the
corresponding results are described. The preliminary analysis was carried out to
establish the feasibility of the proposed method of obtaining variance estimates by the
aggregation of the estimates obtained by the analysis of individual bundles of papers.
Third, a description of the main analyses and their results is presented. Included in the
main analyses are the aggregation of bundle resuits to obtain stable and precise variance
component estimates and the interpretation of these components, the illustration of the
identification of causes of large variance components for the interactions, and the
determination of generalizability coefficients and dependability coefficients. Lastly,

several D studies, were carried out to predict outcomes of possible changes to the system.

Computer Programs Employed

The generalizability analyses were conducted using the BMDP program 8V
available through BMDP Statistical Software Inc. and documented in the BMDP
Statistical Software Manual Volume 2 (BMDP Statistical Software Inc., 1990). The
sampling procedures were carried out using programs from SPSS-X available through

the SPSS-X Data Analysis System, Release 4.0, as documented in the SPSS Reference
Guide (SPSS Inc., 1990).



Initial Considerations

Two issues related to the nature of the test and marking design needed to be
considered before proceeding with the generalizability analysis. The first issue concerned
the consideration of scale, the lowest level of marking, as a facet in the design rather than

the section. The second issue concerned the relatively empty data matrix.

Scales

Scale, consisting of nine levels corresponding to the 9 scoring scales used when
marking papers, was included as a facet in the present analysis. As revealed in Table 5,
the intercorrelations among the scales were moderate to moderately high in value,
suggesting that although the scales are related, one scale was not a simple transformation

of another, that is, the scales were distinctive.

Section was not considered a facet. By ignoring this facet a balanced design was
realized. Given the difficulties encountered in completing a G analysis for an unbalanced
design (Elder, 1991), use of a balanced design was preferred. Further, if a large variance
component attributable to scale or to the interaction of scale with the other facets were

found, the corresponding means could be inspected to see if they were related to section.

Consequently, section was dropped as a facet.

Relatively Empty Data Matrix

The second issue concerns the data matrix. As described in Chapter II, the data
matrix is very sparsely filled, 4.3% full. It can be described as consisting of a series of
n X j X i (examinee-by-raters-by-scales) submatrices. While the full data matrix is not
amenable to generalizability analysis, these submatrices are. Consequently, the decision

was taken to conduct the analyses at the submatrix level (see Chapter III).
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Preliminary Analyses and Results

The data analysis plan for the generalizability analysis called for a set of replicated
analyses of a sample of n x j x i submatrices. Given n was 6, the estimated variance
components would likely be somewhat unstable. However a question arose, would the
means of the variance components be sufficiently stable to warrant their interpretation and
subsequent use? Consequently a preliminary analysis was first conducted to assess the
reasonableness of the mean estimates obtained. Detailed analysis and results of these

analyses are presented in Appendix E. A summary of these analyses and results is

presented here.

Sample. The sample was selected using the third marker identification number.
Since rater identification numbers were considered likely to produce a random sample of
the examinee population while examinee identification numbers or examinee record
numbers would group examinees according to school and region, rater number was
considered an appropriate variable for selecting a sample. Given that the number of
possible marker triplets far exceeded the number of bundles, the rater number was the
one identification number that would result in the selection of combinations of three raters

that actually did mark a common bundle of papers. The third rater was arbitrarily picked

as the selection vanable.

A sample was drawn so that 100 intact bundles of six were chosen. This sample
contained all intact bundles for raters 1 to 12 plus sufficient bundles from rater 13 to form
the 100 bundles for this sample. This sample was divided into 5 units of 20 intact
bundles of six to provide 5 “replicated” studies. As examinees were not matched with
raters in any known way as bundles were selected haphazardly by raters, this preliminary
sample, comprising 12.2% of the examinee population, should be a representative sample

of examinee proficiencies, rater severities, and scale difficulties.
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Methods and Results. Each bundle within each replicated study was analyzed

according to a fully crossed, n x j x i, examinees-by-raters—~by—scales random effects
design. The percentage of total variance was calculated for each component within each

bundle. Then within each replication, the mean percentages across the 20 bundles were
computed

It was found that variance estimates of individual bundles within a replication varied
widely as expected. However, the mean variance estimates, while different across
replications, maintained essentially the same ranking by magnitude across the five

replications. It was concluded that this method of obtaining population estimates by

aggregating estimates produced by analysis of bundles was a feasible method for analyzing

the data matrix.

Adaditional preliminary analysis. To examine whether the results would be different

for broken bundles, and bundles that have only two common ratess, the analyses were
repeated using these bundles. The results were similar to the use of the bundles of six.
Consequently, only bundies of six were employed for the main analyses. More detailed

results and the conclusions of this preliminary analysis are contained in Appendix E.

Main Analyses and Results

The Sample

The bundle selection process for the inain sample was a continuation of the
process employed for the preliminary sample. A sample of 177 intact bundles was used
for the main analysis. This number was required to ensure that no rater was sampled less
than three times, although some raters were more heavily sampled than others. The
corresponding number of examinees, 1062, comprised 21.6% of the examinee

population. As discussed in the description of the preliminary study this number of
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examinees, not selected according to any known characteristic of the examinees, was

expected to be representative of the population of examinees.

As shown in Table 13 the sample of bundles was selected in groups, with the first
eight groups containing 20 bundles; the ninth group contained 17. The total number of
observations, 28, 764, (1062 x 9 x 3) exceeded the minimum suggested by Smith
(1978) to provide variance estimates that would be reasonably precise estimates of the

corresponding population components being studied.

Table 13
The Generalizability Group Composition Characteristics )
Group Bundle i
Number Number Size Quantity Total N
1 1-20 6 20 120
2 2140 6 26 240
3 41-60 6 20 360
4 61-80 6 20 480
5 81-100 6 20 600
6 101-120 6 20 720
7 121-140 6 20 840
8 141-160 6 20 960
9 161-177 6 17 1062

Estimation of Variance Components

Method and Results. Each bundle was analyzed according to a fully crossed

n x j x i design. The mean variance estimate for each facet was computed for cach
group and for the total (177 bundles). The variance component estimates for cach group
and for the total, including the percentage variance estimates for the total, are given in
Table 14. Presented in Table 14 are the variance components for: examinees (N),

raters (J), scales (I), examinee-by-rater interaction (NJ), examinee-by-scale

interaction (NI), rater-by-scale interaction (JI), and the examinee-by-rater-by-scale

interaction confounded with error (NJLE).
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Table 14
Variance Components for the Grougs and Total Samgle
Group N J I ] NI NI 1] NJLE |
I 0.159 | 0.043 0.008°] 0.096 0.190 0.028 [ 0253 ]
2 0.225 | 0.050 0.011 [ 0.074 | 0.099 | 0.020 | 0210
3 0.178 | 0.032 0.008 | 0.057 | 0.i46 | 0.025 | 0.203
4 0262 | 0034 0015 | 0.109 | 0.124 | 0.020 | 0.232
5 0.208 | 0.021 20.002 | 0085 | 0.135 | 0.031 | 0.226
6 0217 | 0013 0.000 [ 0.065 | 0.148 | 0024 | 0.213
7 0358 | 0.027 0.002 | 0.078 | 0.119 | 0.032 | 0.229
3 0283 | 0.086 0018 | 0.077 | 0.152 | 0.0i4 | 0.238
9 0.214 | 0.078 | -0.003 | 0.001 0.160 | 0.023 | 0.237
[Total 19| 0.234 | 0.035 0.006 | 0.083 | 0.127 | 0.024 | 0.226
Total % | 31.84% | 4.76% 082%]| 11.29% | 17.28% | 3.26% | 30.75%

While vanation occurred among the group mean estimates produced within the
groups, the ranking of variances by size was essentially consistent across groups. This
result is displayed in graphical form in Figure 3. As shown, the ordering by size of the
variance estimates for the different facets is relatively consistent across groups.

Consequently, the variance component estimates for the total were retained and used in the

analyses that follow.

As shown in the last row of Table 14, the examinee component and the
examinee-by-rater-by-scale error component accounted for the largest percentages of
variance, respectively accounting for approximately 31.8% and 30.8% of the total
variance. The next largest components were the examinee-by-rater and examinee-bv-
scale interactions. These components accounted for 11.3% and 17.3% respectively. The
remaining components, rater, scale, and the rater-by-scale interaction were low,

accounting for 4.8%, 0.8%, and 3.3% of the total variance respectively.
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Figure 3.
Variance estimates for componenis by group.

Interpretation of the Magnitude of Variance Components

The examinee (N) facct variance component, 02, , reflects differences among

examinees. This component accounted for a large proportion of the total systematic
variance considered in this study. This is a desirable result as the examination was
designed to detect examinee differences. The rater facet (J) values, ozj , while much
smaller than the examinee facet values, indicated that some bundles contained a rater who
differed greatly from his or her fellow raters; there are rater severity differences. The scale
facet (I) values, 62 , showed very little difference among the scales. In contrast, the
interactions involving examinees with each of the other two facets were relatively greater

than the rater and scale facets and therefore troublesome. The relatively large



examinee-rater (NJ) interaction variance component, oznj , suggested raters of the same
examinees ranked these examinees differently. This may have been an indication of halo
effect as defined by Gronlund and Linn (1990) and Popham (1990) (see also page 4) in that
two raters may not have seen differences within an examinee’s performance that the other

rater of the examinee haad seen. The examinee-scale (NI) interaction variance component,

O%nj , suggested that examinee performance was not consistent across the nine scales. The
rater-scale (J1) interaction variance component, ozji , while somewhat smaller than the
previous two interaction components, suggested that some raters behaved quite differently
across the scales. Lastly, the large examinee-rater-scale error term, 02nji.e , which
included both random and systematic sources of variation, may have been due to a complex
interaction among raters' views of examinees' responses on certain scales or to an

important source of variation that was not included in the design used in this study.

Identification of Raters Who Differ from Other Raters

While classical test theory allows only the consideration of each facet separately,
generalizability theory allows the analysis of interaction effects (Crowley, Thompson, and
Worchel, 1994, p. 706). In this study, while the variance due to raters acccunted for a
relatively small percentage (4.8%) of the total variance, and the variance due to scales
accounted for an even smaller percentage {0.8%), the variance due to the interaction
between examinees and scales and the variance due to the interacticn between examinees

and raters both accounted for relatively larger rercentages (17.3% and 11.3%,

respectively).

One bundle, consisting of a triplet of raters, was chosen to illustrate the information
that can be gained from the examination of these interactions. The variance components for
the object of measurement and for all facets a' ¢ presented in Table 15. For this particular

triplet, the rater, scale, and the rater-by- scale interaciion variance components were all
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small, while the examinee-by-raterinteraction and examinee-by-scale interaction

components were both relatively large. These results are similar to the total sample results

in Table 14.
Table 15
Variance Components for Triplet 63
N J 1 NJ NI Ji NJI, E
0355 | 0.005 0.001 0.185 0.083 0.028 0.131

The deviation scores for the members of each facet were examined. Deviation
scores were used as these scores more clearly illustrate facet and interaction differences
than do raw cell scores. The deviations for the examinee scores, rater scores, and scale
scores are given in Table 16 while the deviation scores for the interactions are found in
Tables 17, 18, anc 19. In these tables the examinees are labeled 1 to 6 while actual rater

numbers and scale names are retained.

As shown in Table 16, the examinee deviations ranged from 0.796 to -0.685,
consistent with the large variance for examinees. The scores awarded to examinees 1, 2,
and 6 were higher than the scores awarded to examinees 3, 4, and 5. It is assumed that the
differences in scores reflected the actual differences in writing achievement of these six
examirees. The rater deviations ranged from 0.129 to -0.204 consistent with the small
variance for raters. Rater 9, the third rater, awarded slightly lower scores than did the
other two raters. The scale deviations ranged from 0.241 to -0.370; all but two scales were
located within the range of 0.074 to -0.092. The third scale, persMCQO, was given
somewhat higher scores while the fifth scale, funcTD, had somewhat lower scores than the
other scales. With the exception of the third and fifth scales, the differences among scales
were all small, consistent with the small variance for scales found in this triplet and found

in the G study as a whole.
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Table 16
Deviation Scores for Examinees, Raters, Scales
1 Examinee
i 2 3 4 5 6 "
0.648 | 0.796 |-0.611 ]-0.426 |-0.685 | 0.277 I
Rater
2 7 9
0.129 | 0.074 |-0.204
Scale
1 2 3 4 5 6 7 8 9
pers pers pers pers func func vis vis Vis
D ORG MCO | MCH D WRS D ORG WRS
0.074 | 0074 | 0.241 | 0.129 |-0.370 |-0.037 |-0.037 |-0.092 | 0.019

As shown in Table 17, the source of the large examinee-by-rater interaction was apparent

when the deviations were examined. Deviations ranged from 0.500 to -0.667. The first

two raters were more inconsistent than the third. The first rater, rater 2, rated two

examinees (1 and 6) relatively high while three examinees (3, 4, and 5) were rated

relatively low. The second rater, rater 7, rated the fourth examinee high and the sixth

examinee very low in direct contrast to the first rater. The third rater, rater 9, showed

more consistency than the other two raters.



Table 17

Deviation Scores for Examinee by Rater Interactions

Examinee by Rater Deviations

Rater
llixami.nee IL 2 7 9
1 " 0.463 -0.250 -0.204
2 j 0.093 0.148 -0.241
3 -0.389 0.000 0.389
4 -0.352 0.481 -0.130
5 kL -0.315 0.296 0.019
6 " 0.500 -0.667 0.167

Differences in an examinee’s behaviour on individual scales are apparent. Examination of

Table 18 reveals that the examinees exhibited the most variability on the fifth scale,

funcTD, and the seventh scale, visTD.

Table 18

Deviation Scores for Examinees bv Scale Interaction

" Examinee by Scale Deviations

Exam 1 2 3 4 5 6 7 8 9
inee || pers | pers | pers | pers func | func vis vis vis
TO JORG|MCO| MCH| TO | WRS | TD | ORG | WRS
1 I 0.074(-0.259]-0.092{ 0.018 [-0.148] 0.185 |-0.148] 0.241 | 0.130
2 0.259] 0.259 | 0.426] 0.204 ]-0.963]-0.300 | 0.370]-0.241 {-0.019
3 0.000{-¢.3351-0.1671-0.056 | 0.111 ] 0.111 | 0.111] 0.167 | C.056
4 L-0.518 0.148 1-0.019] 0.093 |-0.407{-0.047 | 0.593]-0.093 | 0.129
5 0.074-0.259-0.093| 0.018 | 0.519| 0.185 |-0.481{-0.093 | 0.139
6 0.111} 0.444 1-0.056]-0.278 | 0.888 | -0.111 |-0.444]-0.056 |-0.500
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For example, examinee 2 had an unexpectedly low score for the fifth scale, funcTD, while
the sixth examinee had an unexpectedly high score. Other examinee by scale differences
are apparent in Table 18 but as examinees are expected to display some variation in the

traits they exhibit, this feature was not considered a flaw of the rating system.

The rater-by-scale variance was small suggesting as illustrated in Table 19 that the
three raters displayed relatively little variation across scales (columns). Forexample, with
the exception of two scales for rater 7 (scales 5 and 6) and three scales for rater 9 (scaies 6,
7, and 8), the raters were all consistent across scales.

Table 19
Deviation Scores for Rater by Scale Interaction

| Rater by Scale Deviations

Rater 1 2 3 4 5 6 7 8 9
pers | pers | pers | pers | func | func vis vis Vis
TO | ORG | MCO| MCH| TD | WRS | TD | ORG | WRS

i

0.092-0.241, 0.093|-0.130]-0.130|-0.130{ 0.203 ] 0.093 | 0.149

2
7 -0.018} 0.148 [ -0.185| 0.093 | 0.259]-0.24) | 0.093 | 0.148 {-0.130
9 0.093 ) 0.093 | 0.093 | 0.037 |-0.130] 0.370 {-0.296|-0.241 | -0.018

Interaction Effects for the Entire Sample

The results of one bundle were used to illustrate the differences among members
within a facet. Given the development of appropriate software, larger amounts of time, or
a much smaller sample, it would be possible to compile the deviations for each rater across
bundles. However, such an analysis with a relatively empty matrix such as those found in

large scale testing programs like the one considered in this study will likely not be feasible.



110

Decision Studics

In addition to describing the sources of variability in a testing situation, the variance
components can be used in a decision study, or D study (Cronbach et al, 1972). These
studies involve the calculation of a variety of reliability like coefficients and their
corresponding standard errors of measurement which take into account the nature of the
design and the generalization to be made. Often the variance components are used to plan
the decision study which is conducted later. Other times, in the interest of saving time and
money, the results from the G study are directly used in the D study. Such is the case with
Alberta Education. Consequently, the D statistics for the data set are presented first. Then

the results of the G study are used to plan and assess alternative D study designs.

Use of G Study Results Directly in a D Study

Both coefficients for a relative decision — generalizability coefficients, and
coefficients for absolute decisions — dependability coefficients, were calculated. While
Alberta Education computes only the first, decisions are made that correspond more to the
second as well. Two values for each coefficient were computed. The first corresponds to
the procedure followed by Alberta Education. Equivalent to Cronbach’s a for a single test,
it is computed using analysis of variance for an n x i design (Hoyt, 1941). The second
coefficient reflects more properly the actual testing design, incorporating the rater facet and

taking into account variability among bundles or sets of papers marked by the same raters

(see Table 2).

The results of the calculations are reported in Table 20 for both the generalizability

and dependability coefficients together with their corresponding standard errors of

measurement, & and A. Linn and Burton (1994) recently reminded test developers that it is

misguided to focus on only generalizability and dependability coefficients and indicated that
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the corresponding standard errors of measurement (SEM) should be reported. In Table 20,
the results determined using Hoyt’s procedure are labelled Hoyt’s ANOVA; the results
determined incorporating the rater facet and variation among bundles are referred to as the
Full aralysis results. In the case of the dependability coefficients, a cut off score of 50%
was used. This score corresponds to the passing standard set by Alberta Education for the

total test (the total of the multiple choice and essay components).

Table 20
Values of Generalizability and Degndabilitx Coefficients
Generalizability Dependability coefficient
(relative decision) (absolute decision)
Coefficient SEM (3) Coefficient SEM (A)
Hoyt's ANOVA 9031 1.76 9008 1.78
Full analysis .7911 2.58 .7873 2.60

Examination of Table 20 revéals that, for a relative decision the value of Hoyt’s
ANOVA is .90 with a corresponding SEM of 1.76. When variation due to raters and
bundles was taken into account the generalizability coefficient dropped to .79 with a
corresponding increase in SEM to 2.58. The corresponding dependability coefficients
are slightly lower than their gencralizability counterparts due to the presence of an

additional component in the error variance and the observation that the ohserved mean

score does not equal the cut off score used.

When computing the values for the dependability coefficient, a cut off score of
50% was employed; this corresponded to the passing score used by Alberta Education.
However, this agency fails to incorporate this cut off score when it computes its estimate
of reliability and the standard error of measurement estimates. These estimates, as

pointed out in the previous chapter, are coefficient o and its related standard error of
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measurement, SEM. These values are .90 and 1.76, respectively, as reported in Table

20. However the correct values are respectively .79 and 2.60.

Impact of differing estimates of SEM. To see the consequences of the

difference, consider the lower limit of the 95% confidence interval built around the cut of
score and below which students are failed (those above the lower limit are considered to
be below the cut off score due to measurement error). Using the present SEM, students
who are below 46% are failed. Using the more appropriate SEM, students who score
below 44.8% or below fail. Clearly the number in the latter case will be iess than the

number failed in the former case.

Use of G Study Results to Plan and Assess Alternative D Studies

The estimated variance components for the facets selected in a generalizability
study (G study) can be used to design a measurement for a particular purpose in a
D study. Generalizability theory allows for the pussibility of calculation of coefficient
values and related SEMs for levels of facets in a D study that differ from the number of
the levels in the original G study. The process is analogous to the use of the Spearman-
Brown procedure for estimating reliabilities for varying numbers of examination items or

varying numbers of raters in a classical test score analysis.

A series of decision study designs was examined to investigate the effects of
varying the numbers of raters and the number of scales. The number of raters studied
was varied from 1 to 5, and the number of scales from 2 to 9. Given the number of
possible combinations, 45, to be analyzed is large, selected combinations were analyzed.
The rationale for each choice is given with the analysis for that choice. The analyses for
varying the numbers of raters is presented first, followed by the analyses for varying the

numbers of scales. The section concludes with an example in which the effect of
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reduction of the number of raters is compared with the effect of the reduction by the

comparable number of scales.

Varying the Number of Raters

In the first set of analyses the number of raters was varied from one to five while
the number of scales was kept at nine. The number of raters was varied from one to five

as it is conceivable that the examining agency would wish to lower the number of raters

to reduce cost or be forced to increase the number of raters due to low interrater

reliability. An upper bound of five was thought to reflect the maximum cost an

examining agency would be willing to incur. The generalizability coefficients and

dependability indices are located in Table 21. Again coefficients are provided for both the

Hoyt’s ANOVA and Full analysis interpretations. An asterisk, *, is placed in the

column for 3 raters as this was the number of raters used in the study considered in this

research.

Table 2]

D Study — Various Numbers of Raters

u Number of Raters

| : 3e 4 s
Generalizability Coefficients
Hoyt’s 9031 9031 9031 9031 9031
ANOVA (1.76) (1.76) (1.76) (1.76) (1.76)
Full 5982 7301 7911 8243 .8456
analysis (3.58) (2.93) (2.58) (2.36) (2.22)
Indices of Dependability
Hoyt's 5008 9008 | .9008 9008 | .9008
ANOVA (1.78) (1.78) (1.78) (1.78) (1.78)
Full 5931 7275 7873 8204 .8420
analysis (3.98) (2.94) (2.60) (2.39) (2.24)
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As the Hoyt’s ANOVA calculation disregards rater variation, there were no
changes in values for both the generalizability coefficient and the dependability
coefficients, with a change in the number of raters. This shortcoming clearly indicates
the inadequacy of this calculation for a system that includes raters producing scores on
scales. In contrast, there were changes in the Full analysis in which variation due to raters
and bundles was explicitly accounted for. However, and not unexpectedly, the amount
of change decreased with increasing number of raters. The changes in values of the full
analysis coefficients were greatest when the number of raters increased from 1 to 2 raters,

.10 or greater; and were less when the number of raters increased from 4 to 5.

The trend for the SEMs is the same as for the generalizability coefficients,
although in the reverse direction. That is, the change in values of the SEMs was greatest
when the number of raters increased from 1 to 2 raters, 1.0 to 1.5 score points; and was

smallest when the number of raters increased from 4 to 5.

Varying the Number of Scales

In the second study the number of raters were kept at three while scales were
varied from two to seven. As the current examination of nine scales had a sitting time of
two and one half hours, an increase in the number of scales due to another wnting task
being added would result in an increase in writing time. The necessary increase likely
would not be considered by the testing agency. In predicting coefiicient values resulting
from the reduction of scales, the assumption must be made that the scales are ali similar.

These results are presented in Table 22.



Table 22

D Study — Various Numbers of Scales
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" Number of Scales
” 2 3 4 5 6 7
Generalizability Coefficients
Hoyt’s 6744 .7565 .8055 .8351 8614 8788 =
ANOVA (3.22) (2.78) (2.49) (2.29) (2.10) (1.96)
Full .6249 6867 7224 .7457 .7621 7743
analysis (3.45) 3.16) (2.97) (2.84) (2.75) (2.68)
Indices of Dependability

Hoyt’s .6686 7516 .8014 .8345 8582 8745
ANOVA (3.25) (2.81) (2.51) (2.29) (2.12) (2.00)
Full 6134 6774 7147 7391 .7563 .7691
analysis 3.51) (3.20) (3.0 (2.88) (2.78) 2.71)

First it should be noted that unlike the case for raters, scales are explicitly

recognized in the calculation of Hoyt’s ANOVA. Consequently both the generalizability

coefTicient and the dependability coefficient values will change with a change in the

number of scales. Changes in values of these coeflicients were greatest from 2 to 3

scales, generally .06 or greater; changes are less for 3 to 4 scales, and changes are

relatively unimportant for more than 4 scales. The trends described for the SEMs are the
same as previously described for the coefficients. Increasing the number of scales from 2
to 3 decreases the width of the confidence interval by 0.6 or more score points; while

increasing the number of raters from 3 to 4 decreases the width of the confidence interval

by a lesser degree, and increasing the number of scales to 5 or more results in little

further decease in SEM.

An Application of the D Study

In a decision study any number of conditions for each facet could be considered

simultaneously. Most of the conditions chosen here were selected for the purpose of
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examining cost cutting measures. To illustrate, the question asked could be: "If marking
time, and hence costs, are to be reduced by one-third, will higher reliability be obtained
by the use of only two raters, or by the shortening of the examination to two sections of

six scales total?"

The value of the full analysis dependability index for two raters on nine scales is
.73, SEM 2.94; while for three raters on six scales the value of the full analysis
dependability index is .76, SEM 2.78. These two examples illustrate that, for the data in
this data set, reducing the length of the task reduces reliability less than reducing the
number of raters that mark a paper. As the reduction of the number of raters by one-third
produced the same level of error as reducing the number of scales to less than one-quarter
(two-ninths) the original value, a reduction in the length of the examination is likely to be
the more cost efficient measure.® It should be noted though, the D study cannot addrass
the question of whether the reduction of scales would result in a reduction in the match of

examination content and course curriculum.

5 As described in Chapter I, p. 20, Alberta Education has reduced the number of markings to 2 per paper;
the number of scales has been reduced to 8. However, this reduction in scales was not donc by a reduction
in number of writing tasks but by a dropping of onc scale.
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CHAPTER VI MULTIFACETED RASCH MODEL RESULTS

The procedures and results for the multifaceted Rasch model approach (Linacre,
1989), the third approach considered in this study, are presented in this chapter. First, a
series of preliminary considerations and analyses were examined prior to the main Rasch
analyses being carried out. These preliminary analyses included an examination of
dimensionality, discrimination of scales, and speededness. A misfit analysis was then

completed just prior to the main analysis. The misfit analysis included an examination of

misfit by scale and misfit by scale point.

The misfit analysis and main analyses employed a three facet model in which the
facets were examinee proficiency, rater severity, and scale difficulty. The focus of the
study was on rater behaviour. As such, the majority of the discussion of the analysis is
centered on the rater statistics. However, as raters rate examinees and as raters’
responses to examinees’ writing determine scale characteristics, some discussion of
examinee characteristics and scale characteristics takes place. Three sets of statistics were
produced for individual members of each facet: a logit measure of the facet characteristic
(e.g., rater severity), infit and cutfit statistics, and Rasch point biserials. A series of
indices that describe the facet as a whole, for example, reliability of separaticn index,
were also employed and are presented and discussed in the appropriate subsection. The
description of the facets is foliowed by a comparison of the Rasch fair average, which is

an examinee score corrected for rater and scale, with the observed mean score for the

examinee.
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Computer Programs Employed

Two Rasch programs were employed in this study. The data required
reformatting to a file structure suitable for analysis by the multifaceted Rasch analysis
computer program. The program used for reformatting was Facform, Version 1.22,
described in A User's Guide to Facform (Linacre, 1992). The computer program used
to carry out the multifaceted Rasch analyses was Facets®, version 2.6, (Linacre, 1992).
Both programs are described in FACETS: Many-Facet Rasch Analysis (Linacre, 1992).
The factor analysis was carried out using the Factor program within the SPSS-X Data
Analysis System, Release 4.0, as documented in the SPSS Reference Guide (SPSS
Inc., 1990). In addition, Microsoft Excel 4.0, as documented in Microsoft Excel User's
Guide 1 (Microsoft Corporation, 1992), Microsoft Excel User's Guide 2 (Microsoft
Corporation, 1992), and Microsoft Excel Function Reference (Microsoft Corporation,

1992) were employed.
Preliminary Analyses and Results

Suitability of the Data Matrix

First, examination of the data matrix revealed that, while the data matrix was
sparsely filled (see Chapter II), there was sufficient linkage within the data matrix to
permit the estimation of the Rasch parameters associated with the examinee, rater, and
scale facets in the design. There was no self contained sub set of raters that marked only

a set of papers that other raters outside the sub set did not encounter.

¢ This program does not allow the user to alter the number of significant digits for any of the numbers that
are reported as part of the Facets output. For example, Observed average and Fair average are reported to 1
decimal place while logit values and fit statistics are reported to 2 decimal places, and  statistics are

reported as integers.
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Assumpticns

Next, the assumptions underlying the use of the Rasch model were assessed.
The assumptions that were examined were unidimensionality, equal discrimination , and

nonspeededness. As the responses were in supply format rather than selection format,

the assumption of guessing was not considered.
Dimensionality

In the present context, dimensionality refers to the factorial composition of the total
score. The multifaceted Rasch analysis is based on the notion that this composition is
essentially unidimensional. As evidence of essential unidimensionality, Nandakumar
(1994) suggested that the presence of only one dominant factor or dimension satisfied the
assumption (p. 18). While historically linear factor analysis has been used to assess
dirnensionality, Nandakuamar (1994) cautioned that "there are a number of technical and
methodological problems ... item difficulty and guessing” (p. 18). As difficulties for the
nine scales were approximately equal, ranging from 2.775 to 3. 076 (see Table 4), scale
difficulty was not considered an issue and, as just previously described, the assumption of
guessing was not considered as the examination consisted of writing tasks. Therefore a

linear factor analysis was empioyed to test for essential unidimensionality.

A principal components factor analysis was conducted. The eigenvalues of the
components, along with percent variance accounted for, are presented in Table 23. As
shown in this table, the first factor accounted for 54.7% of the total variance, while the
second accounted for 14.0%. The first factor is nearly four times larger than the second.
Reckase (1979) concluded that "for successful calibration, the first factor should account
for at least 20% of the test variance” (p. 228), while much later, Huynh and Ferrara
(1994) later suggested "good ability estimates can be obtained even if the first component

accounts for less than 10% of the total test variance” (p. 127). The first factor in the



present study is clearly dominant and accounts for over half the total variance. Thus it

was concluded that the data can be considered essentially unidimensional.

The Assumptior: of Equal Discrimination
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Hambleton and Murray (1983) suggested that the identification of items that have

scale-test score correlations that are within some specified range, e.g., .15, be considered

evidence that the discrimination indices are equal (p. 75). In the present study, the mean

corrected correlation was .66 with a standard deviation of .06 (see Table 5). With the

exception of the fifth scale, which correlated somewhat less than the others, all others had

scale—test score correlations within of .08 of the mean scale—test score correlation. The

scales wcre considered to have equal discrimination.

Table 23
_Figenvalues for all Nine Factors
Factor Eigenvalue Percent Cumulative

Variation Percent

1 4.92096 54.7 54.7

2 1.25857 14.0 68.7

3 0.84505 94 78.1

4 0.68829 7.6 85.7

5 0.30794 3.4 89.1

6 0.27570 3.1 92.2

7 0.25095 2.8 95.0

8 0.23788 25 97.6

9 0.21468 24 100.0
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The Assumption of Nonspeededness

Examinees who did not respond to a writing task were awarded a score of O on
cach scale used to rnark the responses to ihat task. Examination of the marks awarded to
cxaminecs revealed that the perczntage of Us awarded by scale ranged fror1 2 0.3% to
1.5%. The very low rate of non respnse indicated that all but a small number of

examinces completed every writing task and therefore speededness was not a factor.

Data Misfit Analyses and Results

As done in all Rasch analysis to solve problems of indeterminacy in estimates,
examinees who were awarded either perfect scores or zero scores on all nine scales by all
of the three judges who marked them were excluded from the analyses. Three such

examinees were found, resulting in a calibration sample of 4, 927 examinees.

Next, a misfit analysis, employing the infit statistic, was carried out to assess the
fit of the data to the model. Given that there were 4,927 examinees rated on 9 scales by 3
raters, there were 133,029 responses judged for the degree of misfit. The infit statistic,
Jjudged by use of a standardized residual t-statistic of value greater than or equal to the
absolute value of 3, was used as the criterion for the selection of misfit responses. Use
of this criterion designates approximately 1.0% of the responses as misfit if the data fit
the Rasch model (Linacre & Wright, 1992, p. 42). Of the 133,029 responses, 0.7%

were found to be misfitting. Portions of the misfit response table are reproduced in Table

24.

Following the advice of Linacre and Wright (1992, pp. 58-59), individual
responses were examined for patterns of misfit. Different patterns of misfitting
responses were evident; examples are provided in Table 24 for illustrative purposes. The

first row contains a misfit response for examinee 7. This examinee was given a rating of



2 ( category 2) by rater 20 on the Thought and Detail (TD) scale for the Functional

Writing (func) section. The expected rating (Expect) of 4.3 is a based on the sum of the
modeled probabilities of response to the various categories weighted by the category
values (Wright & Masters, 1982, p. 97). The difference between the observed value and

this expected value results in a residual of -2.3 (Residual), which has a studentized

residual (t) of -3.

Examinee 128 illustrated the most common pattern of major misfitting responses
for a misfitting individual. As shown, examinees like examinee 128 did not attempt a
section, usually the third section, Response to Visual Communication. All three raters

reported that the examinee had not completed this section.

Examinee 430 had an unusual response pattern: one rater awarded only 1s on the
Personal Response to Literature scales, but, in contrast, only 5s on the Response to
Visual Communication scales. In the case of examinee 671, one rater awarded Os on the

Personal Response to Literature scales while the second rater awarded a 5 on one

Personal Response to Literature scale and the third rater awarded 5s on three of the

Personal Response to Literature scales. Examinee 671's awarded marks can only be duc

to rater differences; in contrast, examinee 430's marks may be due to actual performance
level differences on the two sections. However, the misfitting rater may have been more

extreme in rating differences that were perceived by the other two raters.

Altogether, 40.0% of the total misfits were att-ibutable to Os being given to an
examinee on one of the three sections with much higher marks being given on the scales
of the other two sections. It would be reasonable to expect misfit in a model that has an
assumption of a unidimensional trait (functional writing proficiency) when some scores
resulted that are indicative of a second trait (lack of effort or perhaps poor time

management). Since this second trait was observed in only 0.7% of the total number of
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unid:mensionality, nor was it judged to be a threat to the assumption of nonspeededness.

Table 24

Misﬁtting Responses

Examinee | Rater | Cat | Expect | Residual| t | Scale
7 20 2] 43 [-23 -3 [funcTD
10 66 | 5| 3.1 1.9 3 |funcWRS
12 42 | 1] 3.0 [-20 -3 | persORG
14 69 | 5| 26 | 24 3 | pesMCO
25 66 | 5| 2.9 | 2.1 3 | pesMCO
128 70 [0 [ 2.2 | -2.2 -3 |visID
128 70 [0 [ 2.2 [ -2.2 3 |visORG
128 70 10 | 2.3 | -2.3 3 |visWRS
128 6 [ 5| 24 | 26 3 [persMCO
128 69 | (' 2.2 [-22 3 [visTD
128 6 [0 22 | -2.2 3 |visORG
128 69 [0 | 2.3 |-2.3 3 |visWRS
128 26 |10 24 |-24 -3 visTD
128 26 | 0] 23 [-23 3 | visORG
128 26 | 0| 24 [-24 -3 | visWRS
430 42 [ 1] 3.0 |20 -3 | persTD
430 42 [ 1| 3.1 [-2.1 3| persORG
430 42 T1] 31 [-21 3 {persMCH
430 2 11 31 |21 3 | persMCO
430 2 5] 29 | 21 3 |visTD
430 2[5 28| 22 3~ | visORG
430 42 | 5] 3.0 | 20 3 |visWRS
671 43 10| 25 [25 3 | persTD
671 43 0| 26 | 26 <4 | persORG
671 43 10| 27 [-2.7 <4 | pesMCH
671 43 101 26 |26 3 | persMCO
671 60 | 5] 29 | 21 3 | persMCO
671 25 [ 5] 2.8 | 22 3 | pesORG
671 25 |5 29 | 21 3 | pesMCH
671 25 | 51 26 [ 21 3 | persMCO
671 25 | 5| 2.7 | 2.3 3 | visTD
671 251 5 2.6 24 3 visORG
671 25 5] 28 1 22 3 | visWRS
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Misfitting responses were also categorized by scale and by scale point awarded.
Neither analysis revealed any indication of misfit pattern that would have suggested a

misfitting scale or scale point.

Summary of Rasch Preliminary Analyses

The results of the four preliminary analyses indicated that the data were
sufficiently unidimensional for a Rasch analysis, the scales were equally discriminating,
there was no evidence of speededness, and the number of misfit responses was less than

the number that would have indicated misfit of the data to the model. In summary, the

data fit the Rasch model.
Multifaceted Rasch Analyses and Results

Rasch All Facet Summary

The Rasch analysis allowed the comparison of the three different facets on a
common logit scale. The comparison of these facets is presented in Figure 4. The
common logit scale (measr) is located on the extreme left hand side of the fi gure. The
column label "+examinee" indicates that the more positive the value, the more proficient
the examinee while the column labels "-rater" and "-scale” indicate that these scales have
been reversed. Rater and scale (item) facets are reversed as severe raters and difficult
items lower, rather than raise, examinee scores. For rater and scale facets, each asterisk
represents one member; for the examinee facet, each asterisk represents 40 members. On
the extreme right of the scale, in the “Point “ column, the scale points are placed at the

appropriate difficulty level on the logit scale. Vertical bars indicate increments of 0.25

logits.
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All facet summary.
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As tables of more exact rater and scale characteristics are presented laterin the chapter,
rater number and scale names have been omitted for the sake of clarity and compactness
of the figure. Statistics related to these facets are discussed in the appropriate sections

following the interpretation of Figure 4.

The placement of all members of all facets on a common logit scale allows for the
subjective comparison of facets on characteristics of centra! tendency, dispersion, and
skewness. As seen in Figure 4, the examinees were relatively proficient as the center of
their frequency distribution has a value greater than zero. The examinees ranged from
approximately -3.50 to 6.75 logits. The large variation among examinees can be
subjectively judged from the width of the histogram of examinee proficiencies found
within Figure 4. The examinees’ frequency distribution was seen to be slightly positively

skewed. Kurtosis was not evident from the histogram.

The mean severity of the raters was set to zero. The raters were more uniform as
a facet than examinees, varying from -1.00 to 1.00. This was desirable and expected as
raters were trained to mark to a common standard whereas examinees were assessed as to
their degrees of competency. Examinees were expected to vary in spite of teachers'
attempts to educate them all, while raters were all trained to respond as uniformly as
possible. The question remains as to whether the logit range of approximately -1 to 1 is
so large that the raters cannot be considered a set of uniform members of the rater facet.
Inspection of the histogram suggests that within this range, 9 raters were more severe
than the main group of 53 raters while 8 raters were more lenient than the main group.
Unlike the examinee histogram, the shape of the rater histogram suggests that the rater

distribution was not skewed.

The mean difficulty of the scales was set to zero. The distribution of scale means,

ranging from -0.25 to 0.50 logits, suggested the scales were of relatively uniform
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difficulty. The scale histogram suggests 2, possibly 3, scales were slightly more difficult
than the remaining 6 scales. When compared to the exarninee frequency distribution, the
spread of scale point values of 2 to 4 illustrated that essentially all examinees were
assigned scale points by each rater in the range of 2 to 4 to match their proficiency level.

The scale points of 0, 1, and 5 were used to describe relatively few examinees.

Comparisons with other studies The results presented to this point are similar to

the results reported by Twing and Williams (1992) and more recently by Engelhard Jr.
(1994) and Du (1995). Twing and Williams reported an examinee range of -9 to +7
logits, the examinees in Engelhard Jr.'s study ranged from -7.12 to +7.60, and the
examinees in Du’s study ranged from 4.5 to +10.0. Twing and Williams found a rater
range of -0.64 to +0.64 logits while the raters in Engelhard Jr.'s study ranged from
-1.22 to +1.12, and in Du’s study from -2 to +2. The two marking scales used in the
Twing and Williams’ study ranged in difficulty from -0.95 to +0.95 while the scales in
Engelhard Jr.’s study ranged to -0.51 to 0.48, and the scales in Du ‘s ranged from -1.0
to +0.5. Taken together, the results of the three studies and the present study are quite

similar and would lead to the same interpretation.

Rater Characteristics

Rater Rasch Severity

The rater severity characteristics are presented in Table 25. The results are
arranged in order of logit severity, beginning with the most severe rater. Rater S8 had an
observed average of 2.5; this is the rater mean of the observed total scores awarded to the
examinees marked by that rater divided by nine, the number of scales. Rater 58’s fair
average was 2.2. As described in Chapter I, this statistic is a linear transformation of

the logit severity, 1.03. The model error for rater 58 was 0.05.



Table 25
Rater Rasch Severitg
Rater Observed Fair Severity Model
Average Average logit Error
583 2.5 2.2 1.03 0.05
5 2.7 2.3 0.82 0.04
57 27 2.4 0.78 0.04
36 2.6 2.4 0.75 0.04
59 2.7 2.4 0.59 0.03
68 2.7 2.4 0.58 0.03
] 2.8 24 0.56 0.04
52 2.7 2.5 0.52 0.04
50 2.8 2.5 048 0.04
65 2.8 2.5 037 0.04
21 2.8 2.5 036 0.04
31 2.8 25 035 0.03
10 2.8 2.5 033 0.03
70 2.8 2.6 0.31 0.04
56 2.9 2.6 0.22 0.03
54 2.9 2.6 0.22 0.03
30 2.8 2.6 6.21 0.04
23 2.9 2.6 0.20 0.03
69 2.9 2.6 0.19 0.04
67 2.9 2.6 0.18 0.03
37 2.9 2.6 0.15 0.05
32 2.8 2.6 0.14 0.04
35 2.9 2.6 0.14 0.03
49 2.9 2.6 0.14 0.03
38 2.9 2.6 0.13 0.04
43 2.9 2.6 0.11 0.03
19 29 2.6 0.11_ 0.04
16 29 2.6 0.07 0.04
9 2.9 2.6 0.06 0.03
17 3.0 2.6 0.06 0.04
20 2.9 2.6 0.06 0.03
48 2.9 2.7 0.05 0.02
3 2.9 2.7 0.02 0.04
2 3.0 2.7 -0.03 0.04
41 2.9 2.7 -0.03 0.04
51 3.0 2.7 -0.05 0.04
33 2.9 2.7 -0.05 0.04
4 3.0 2.7 -0.05 0.03
34 3.1 2.7 -0.07 0.04
11 3.0 2.7 -0.09 0.03
39 3.0 2.7 -0.09 0.03
28 3.1 2.7 -0.09 0.04
47 2.9 2.7 -0.11 0.06
26 3.0 2.7 -0.12 0.03

128
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Rater Observed Fair Severity Model

Average Average logit Error

6 3.0 2.7 -0.13 0.04
15 3.0 2.7 -0.15 0.03
14 2.9 2.7 -0.15 0.05
18 2.9 2.7 -0.17 0.04
55 3.0 2.7 -0.18 0.03
63 3.0 2.7 -0.19 0.03
8 3.0 2.7 -0.20 0.03
45 3.0 2.7 -0.20 0.03
29 3.0 2.7 -0.20 0.04
44 3.0 2.8 -0.21 0.03
62 3.1 2.8 -0.22 0.04
7 3.0 2.7 -0.22 0.03
13 3.1 2.8 -0.27 0.04
24 3.1 2.8 -0.29 0.04
60 3.1 2.8 -0.29 0.05
66 3.0 2.8 -0.32 0.04
25 3.1 2.8 -0.33 0.04
6l 3.1 2.8 -0.36 0.03
12 3.2 2.8 L 0.04
64 3.2 2.9 0.04
40 3.2 0.03
53 32 0.04
27 3.3 0.05
46 3.3 0.04
42 33 0.03
22 3.3 0.03

Rater Fair

Average Average Error
Mean 29 2.7 0.04
SD 0.2 0.2 0.01

As shown in Table 25, the observed average severity for the raters ranged from
2.510 3.3 with a mean of 2.9 and a standard deviation of 0.2. The fair average severity
for the raters ranged from 2.2 to 3.1 with a mean of 2.7 and a standard deviation of 0.2.
The logit severity for raters ranged from 1.03, the most severe, to -1.04, the most
lenient. The mean logit severity was fixed at 0; the standard deviation of logit severity

was 0.39. The mean model error, RMSE, was 0.04.

Rater facet severity statistics. The rater severities were distributed normally,
(normal chi-square: %°,, =68.96, p < .41), but displayed significant differences, (fixed
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chi-square: °,, = 7696.81, p < .001). Other Rasch group indices concur with the
results of the fixed chi square test. The reliability of separation of raters was 0.99 and the
interrater reliability, IRR, was .01. The separation index was 15.30 and the strata index
was 14.07. The values of the reliability of separation index and the 1RR indicate that the
raters were reliably separated and ordered based on severity; the separation index of
10.30 means the adjusted standard deviation was more than 10 times the RMSE; the
strata index states there are 14 distinct levels of raters based on severity. These results
are similar to those reported by Engelhard Jr. (1994). He found a significant fixed chi

square (°,s = 170.7, p < .01) and a reliability of separation index of .87.

When there is evidence of rater severity within the group of raters, it is
appropriate to identify the individual raters who display severe and lenient scoring
frequencies (see Chapter IV, pp. 79-81). However, there is a lack of guidelines for
distinguishing a severe or lenient rater from a rater that displays little difference from his
or her peers. Within a Rasch analysis there would be little emphasis placed on
identification of raters who differ in severity as the logit score for an examinee is
calculated taking into account the severity of the rater. However, as Zegers (1991) has
previously pointed out, doubt is cast upon a judgment procedure in which there is a large
amount of discrepancy (p. 321). For this reason, procedures for distinguishing between

rater severities are proposed.

Three methods for distinguishing severe and lenient raters were considered in the
present study. First, as discussed during the description of the content of Figure 4, the
histogram of logit severities was examined to identify sub groups of raters that were seen
to be more lenient or more severe than the main sub group of raters. This subjective

approach suggested subgroups of 9 severe and 8 lenient 1aters.



'To help make this approach more “objective”, the suggestion of Sax (1984) that
natural breaks in the distribution of the scores be used to establish cut off scores was
applied to the logit severities. Cut off scores were established as follows: the first cut off
score was placed abcve the mean severity between the first pair of adjacent rater severities
which differed by at least 2.5 times the model error; the second cut off score was placed
below the mean between the corresponding pair of severities. In the present case, this
minimum value of the natural break was .10. Employing those cut offs, 9 raters were

identified as severe and 7 raters were identified as lenient.

As was the case for classical test score theory, an analytical approach was also
considered based upon the multiple t approach: confidence intervals were constructed
around each rater’s logit value. The standard error used was the model fit for the rater ;
this value was multiplied by 2.5 to produce the upper and lower limits of each rater’s

confidence interval. Using this approach, 27 raters were identified as severe and 31

raters were identified as lenient.

Rater Consistency

Rater consistency refers to the extent which the observed scores awarded by a
rater agree with the expected scores to be awarded by that rater according to the prediction
of the Rasch model. In Table 26 the raters are sorted by their infit mean square statistic
values and then by their respective t statistic values within bands of equal infit values.
The first thing to note is the similarity of the corresponding infit and outfit statistics.

Both fit statistics ranged from 0.7 to 1.5, with the mean values of 1.0 and standard
deviation values of 0.2. The two t statistic values ranged from -9 to 9 with means of

approximately 0 and standard deviations of 5.2.



Table 26
Rater Mean Fit Statistics

Rater Inf1t Outfit
Mean Square t Mean Square t
5 0.7 -9 0.7 -9
54 0.7 -9 0.7 -9
32 0.7 -9 0.7 -9
57 0.7 -7 0.7 -8
4 0.8 -8 0.8 -8
35 0.8 -7 0.8 -7
9 0.8 -7 0.8 -8
30 0.8 -6 0.7 -6
58 0.8 -5 0.8 -5
59 0.8 -5 0.8 -5
1 0.8 -4 0.8 4
52 0.8 -4 0.8 4
29 0.8 4 0.8 4
62 0.8 4 0.8 -5
60 0.8 -4 0.8 -4
15 0.9 -4 0.9 -4
25 0.9 -4 0.9 4
40 0.9 -4 0.9 -4
31 0.9 -3 0.9 -3
43 0.9 -3 0.9 4
19 0.9 -3 0.9 -3
63 0.9 -3 0.9 -3
12 0.9 -3 0.9 -3
46 0.9 -3 0.9 -3
70 0.9 -2 0.9 -2
67 0.9 -2 0.9 -1
49 0.9 -2 0.9 -2
41 0.9 -2 0.9 -2
39 0.9 -2 0.9 2
6 0.9 -2 0.9 -2
8 0.9 -2 0.9 -2
36 0.9 -1 1.0 0
47 0.9 -1 0.9 -1
37 1.0 -1 0.9 -1
20 1.0 -1 1.0 -1
48 1.0 -1 1.0 -1
26 1.0 -1 0.9 -1
7 1.0 -1 1.0 -1
50 1.0 0 1.0 0
23 1.0 0 1.0 0
17 1.0 0 1.0 0
2 1.0 0 1.0 0
11 1.0 0 1.0 0
61 1.0 0 1.0 -1
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In a MFRM analysis, an omnibus test of differences of fit mean square values
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among raters is not performed. Judgment about the raters as group is made on the basis

of the proportion of raters who fall outside of accepted guidelines. One guideline, the

standardized t-statistic, was intended to provide an indication of statistical significance of

the fit statistic and, as its name suggests, it was designed to be interpreted as a Student t

value (Smith, 1995). As pointed out in Chapter III (see p. 58), this t-statistic is known to

give highly inflated values for large sample sizes (more correctly, high counts per facet
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member). Therefore agreed upon acceptable limits for fit values are also, or often

alternately, employed.

When the test of the Rasch infit Itl > 2 was employed, 24 raters were found to be
too constrained and 21 raters found to be too erratic. An erratic rater has a tendency to
commonly award scores that were different than what was expected for that rater (Wri ght
& Linacre, 1994, p. 370). These results have been shaded in Table 26. Using the
guidelines for raters of 0.4 < FitMS < 1.2, indicated with a double line in Table 26, no
rater was found to be too constrained, that is, no rater had a tendency to continuaily
award the same point across examinees. However, 17 raters were found to be too erratic.
The two methods for judging the raters differed in both sensitivity and skewness. Given
that 24.3% of the raters were considered too erratic based on the FitMS guidelines and
64.3% of the raters were different based on the t statistic, it appears that raters were not

homogeneous in terms of rater consistency.

Rater A greement

Rater agreement was assessed using the rater Rasch point biserial. Table 27
presents the rater Rasch point biserials. The raters are ordered from highest to lowest.
The Rasch point biserial values ranged from .36 to .50, with a mean of .43 and a

standard deviation of .03.

Given the relative recency of application of Rasch agreement statistics to raters,
there appear to be no guidelines in the literature for interpretation of rater Rasch point
biserials. If rater point biserials are treated like rater intercorrelations, no rater appeared
to be in consistent agreement with his or her group of fellow raters as none fell within 2
standard deviations of unity. But if the Rasch point biserial is treated like a classical item

point biserials then rater point biserials greater thar: the limit .00 + 20, (Crocker & Algina,

p- 386) would be identified as agreeing. Inspection of the results in Table 27 reveals all
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raters are acceptable. In order to better interpret this statistic, the rater point biserials are

discussed further after the discussion of scale and examinee point biserials.

Table 27
Rasch RalcrAgrecmcm
[_ Rater | Rasch Point | Rater Rasch Point Rater Rasch Point
Biserial Biserial Biserial
47 0.50 15 045 6 0.41 ]
31 0.49 55 0.45 61 0.41 It
56 0.49 62 0.45 53 0.41 il
29 0.49 7 0.45 42 0.41 i
52 0.47 27 0.45 10 0.40 it
50 0.47 68 0.44 39 0.40 It
19 0.47 20 0.44 | 26 0.40 i
16 0.47 36 0.43 66 040 |
4 0.47 32 0.43 58 0.39 i
24 0.47 43 0.43 1 0.39
25 0.47 fﬁ 8 0.43 3 039
64 0.47 I 44 0.43 2 0.39
59 0.46 i 60 0.43 28 0.39
41 0.46 | 30 0.42 45 0.39
14 0.46 1 23 0.42 46 0.39
63 0.46 35 0.42 { 21 0.38
13 0.46 ‘u 33 0.42 | 69 0.38
70 0.45 18 0.42 I 9 0.38 I
54 0.45 22 0.42 |i 12 0.38 {l
37 0.45 5 0.4} 40 0.38 I
49 0.45 57 0.41 " 0.37 |
17 0.45 67 0.41 0.36
48 0.45 51 0.41 " 38 0.36 "
11 0.45
Rater Rasch Point Rater Rasch Poi.it Rasch Point
Bisenal " Biserial " Biserial
Mean Il 1' 0.44
it SD " 0.03
Rasch Measurement of Scales
Rasch Scale Difficulties

Table 28 contains scale difficulties, presented in order of decreasing difficulty.

The means of the scales were more similar in difficulty than the raters were similar in

severity (see Figure 4). Three scales, measuring technical aspects of writing --
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persMCO, persMCH, and funcWRS-- were generally the casiest. The Thought and
Detail scale for the Functional Writing, funcTD, was the exception, being the easiest scale

with a difficulty of -0.30 logits.

Table 28
ScaleDifficulties
Scale Observed Fair Difficulty Model
| Name Avera_ge Average Logit Error
visORG 2.8 2.5 0.43 0.01
visTD 2.8 2.5 0.39 0.01
visWRS 2.9 2.6 0.20 0.01
persTD 2.9 2.7 0.02 0.01
persORG 3.0 2.7 -0.12 0.01
funcWRS 3.0 2.7 -0.14 0.01
persMCO 3.0 2.8 -0.23 0.01
persMCH 3.1 2.8 -0.25 0.01
funcTD 3.1 2.8 -0.30 0.01
Mean 3.0 2.7 0.00 0.01
SD 0.1 0.1 0.26 0.00

Scale difficulty statistics. The scale difficulties were distributed normally,

(normal: %* ; =8.00, p <.24) but displayed significant differences (fixed: * , =
3792.57, p < .001). Other Rasch group indices concur with the results of the fixed chi
square test. The reliability of separation of scales was 1.00, the separation index was
20.43 and the strata index was 27.57. The reliability of separation index of 1.0G indicates
that the scales were perfectly separated and ordered based on difficulty; the value of the
separation index, 10.30 meant the adjusted standard deviation was more than 10 times the
RMSE, while (he strata index indicated there were 27 distinct levels of difficulty within
the range of scale difficulties. All indices that were part of a Rasch analysis all gave the

same result: scales differed as elements and as a group.

The statistics just presented appear to be a contradiction to the visual image
presented in the all facet summary, Figure 4. There, the . ‘le was the most tightly
grouped facet while the members of the examinees facet were spread far apart. When the

fair averages are converted to a ratio of observed average to maximum scale value,
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analogous to classical item p values, the values ranged from p = .50 to p = .56 on the
visORG to funcTD respectively, suggesting the scales were quite similar in difficulty. In
contrast, the separation index indicated that the scales were much more different from
each other than the raters were from other raters, or the examinees were from other
examinees (see the examinee discussion which follows the scale discussion). The cause
of this seeming contradiction is the very small value of the RMSE, 0.01. The reliability
of separation, the separation index, and the strata index will have large values if the
RMSE is small. Given, the very small RMSE, therefore, scales will be found to be

different, in spite of little or no differences among scales in a practical sense.

Scale Consistency

The second characteristic on which members of a scale facet may differ is the way
in which scale points are used in comparison with what is expected as measured by the fit
mean square statistic. The results for scale are presented in Table 29 in order of
increasing infit values. Again as with raters, the corresponding infit and outfit measures
are very similar. Asshown by these values, the technical writing scales were slightly
more constrained than the others; the persMCH was an exception. The TD scales were
the most erratic. However, the infit values only ranged from 0.8 to 1.1. Guidelines of
0.6 < FitMS < 1.5 suggested no scales were marked too erratically nor was any scale
marked too uniformly.

As with raters, the large numbers of observations for each scale produced a
t statistic that resulted in values greater than the absolute value of 2; visORG was the
exception here. Again, conflicting interpretations exist. The guidelines approach claimed
no scales were too constrained or too erratic while the t statistic approach claimed all

scales but one misfit in one manner or the other.



Table 30 is ordered by decreasing Rasch point biserial. When ordered by the

Rasch point biserials, the scales perfectly followed the order: technical scales first,

Table 29
Scale Mean Square Fit Statistics
cale Infit Outfit
‘ Name Mean Square | t [ Mean Square t
| perssMCH 0.8 -9 0.8 -9
visWRS 0.9 -9 0.9 -9
funcWRS 0.9 -7 0.9 -8
persORG 0.9 -5 0.9 -5
visORG 1.0 2 1.0 1
persMCO 1.1 4 1.1 4
visTD 1.1 7 1.1 6
persTD 1.1 9 1.1 9
funcTD 1.1 9 1.1 9
Mean 1.0 0.2 1.0 -0.1
SD 0.1 7.4 0.1 7.4
Scale Agreement

138

followed by the ORG scales, and finally the TD scales. These Rasch point biserial values

rarged from .38 to .50, with a mean of .44 and a standard deviation of .03.

Table 30

Scale Rasch Point Biserial

Scale Rasch Point |

Name Biserial
visWRS 0.50
persMCH 0.47
funcWRS 0.46
persMCO 0.46
persORG 0.45
visORG 0.44
persTD 0.43
visTD _ 0.41

[ funcTD 038

Mean 0.44

SD 0.03

As with classical item intercorrelation, high values are more desirable. If a
confidence band of 2 SD less than unity is produced, no scale was found within that

interval. If the minimum acceptable classical point biserial of .00 +20, (Crocker &
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Algina, 1986, p. 326) were applied, even with o, taken as SD, all scales meet this

minimum criterion.

Rasch Measurement of Examinees

Examinee Proficiency (Level of Achievement)

Just as classical analyses resulted in information about the examinees used in this
study, the description of the Rasch analyses included an examination of the examinees as
well. Given the large number of examinees, 4927, retained in this analysis, only a
summary. of examinee characteristics is presented here in Table 31. Unlike rater severity
and scale difficulty, examinee mean proficiency was not centered at 0 logits. As both
rater mean severity and scale mean difficulty were centered at O logits the mean fair
average should be equal to the mean observed average. As the observed average was
more accurately known to be 2.95, and the fair average known to be 2.94, the different

reported values of 3.0 and 2.9 were due to rounding error.

Table 31

Examinee Characteristics Summa
Exam | Obs | Fair Mod Infit Qutfit RPt
Emr {MS t Bis |

inee | Ave | Ave Logit | t | M§q

Mean | 3.0 ] 29]0.76 | 0630] 1.0 { -03] 1.0 | -0.3] 0.15
SD 105]105]13110.02] 0.7} 1.7] 0.7 { 1.7] 0.20

Examinee facet proficiency. The examinee proficiencies were distributed

normally (normal )’ ,,,, = 4,943.92, p < .42) but displayed significant differences,
(fixed )? 40,4 = 105,839.50, p < .005). Other Rasch group indices concur with the
results of the fixed chi square test. The reliability of separation of examinces was 0.95;
the separation index was 4.22 and the strata index was 5.96. The reliability of separation
index of .95 indicated that the examinees were reliably separated and ordered based on

severity, the separation index of 4.22 meant the adjusted standard deviation was more
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than 4 times the RMSE, while the strata index indicated there were 6 distinct levels of

cxaminees based on proficiency.

Examinee Consistency

Again the infit and outfit values were very similar; both had a mean of 1.0 and a
standard deviation of 0.7. When compared to raters and scales, the examinces were more
variable with infit standard deviations of 0.7, in contrast to raters, 0.2, and scales, 0.1
(see Table 26 and Table 29 respectively). If the distribution of examinee infit values is
not badly skewed, then the relatively large standard deviation for the infit statistic
suggests the examinees displayed relatively more instances of low infit values (overly-
consistent) and more instances of high infit values (erratic) than did the raters or the
scales. This is not unexpected as some examinees would do equally well on ali parts of
the examination, others would be more variable (see discussion of examinee 128,

p- 121). Such variation reflects the individual differences that are usually found among
students. The raters are scen to be behaving in a much more consistent fashion, and in a

fashion similar to the scales.

Interpretation of Rasch Point Biserials

The most striking difference between the examinee facet and the other two facets
was the low Rasch point biserial. The very low mean value, .15, coupled with a
relatively large standard deviation, .20, was considered reasonable for examinees, as
while examinees as a group were educated to perform well as mentioned above, it was

not expected that they would all perform in the same fashion.

The higher mean and lower standard deviation of the rater Rasch point biserial,
.43 and .03 respectively, were essentially identical to the mean aiid standard deviation for
the scale Rasch point biserial, .44 and .03 respectively. According to this statistic the

raters behaved essentially like the scales and not like the examinees, a desirable quality
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for raters as the raters are part of the measurement process, not the object of

measurement.

Correction of Examinee Scores for Rater Effects

The Rasch analysis produced a fair average which is a linear transformation from
the Rasch logit score to an observed score metric (see p. 65). The distribution of point
difference frequencies is presented in Table 32. As shown, the differences between the
observed score and the corresponding fair average score ranged from -3 to 3. Since both
the rater facet and scale facet were centered on zero, the mean examinee fair average and
the examinee observed average were expected to be the same. The difference between the

mean observed score and mean fair average score, 0.03 points, is attributable to rounding

error.
Table 32
Differences Between Rasch Fair Averages and Observed Scores
——————
Point Difference Percent in Interval

3 0.1%

2 3.0%

-1 21.9%

0 48.9%

1 21.4%

2 4.3%

3 0.3%

Just over 51% of the examinees received corrected scores that differed by one or
more points, while approximately 8% received marks that differed by two or more
points. The standard deviation of the difference between the corresponding fair average

and observed average scores, the CRMS, was 0.84 while the average absolute difference



(AAD) was 0.66. Both the CRMS and the AAD corresponded with what is shown in
Table 32; most of the corrected scores did not vary by more than one point from the

uncorrected score and virtually all the corrected scores were within two points of the

uncorrected score.

The correlation between the logit score, and the observed score was .99. The
correlation between the logit score, and the multiple choice score was only slightly higher
at .56 than the correlation between observed score and the multiple choice, .55. This
minimal increase in correlation between a logit measure and observed score measure was
also noted by Twing and Williams (1992, p. 8). The increase in correlation was

expected to be of this magnitude given the increases in correlation reported by Braun

(1988, p. 93).

The range of differences between the observed score and the fair average score is
of some concern. As indicated previously, differences of one point or greater were
considered to be important ( see p. 15). The one point difference for over half the
examinee population should not be overlooked. A score difference that is unacceptable
for one portion of the examination cannot be acceptable for another portion of the
examination. As was the case for the linear correction, in light of the Principles for Fair
Student Assessment Practices for Education in Canada , the use of a correction formula is

justified so that all examinees receive fair and equitable treatment (p. 3).
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CHAPTER VII COMPARISONS AMONG APPROACHES

‘This chapter consists of a series of comparisons among the three approaches that
wer. e focus of this study. The first research question of this study was concemmed with
the detection of rater variability that is known to exist among the raters. The second
concerned corrections that can be applied to correct for the influence of this variation on

examinees scores. The comparisons are organized in terms of these two questions.

In the first section, comparisons are ordered in terms of the characteristics of rater
variation considered. The order is rater severity, followed by rater consistency and then
rater agreement. For each characteristic, a discussion of the characteristics applied to
scales is presented first to assist with the interpretation of the corresponding comparisons
for rater. In the second section, comparisons were made between the two corrections
considered in this study: a classical test theory linear scaling and the multifaceted Rasch

fair average. A linear regression approach was also initially considered but was rejected

as unfeasible given the relatively empty data matrix.

Comparison of Detection Approaches

Rater Severity

As pointed out at various points in Chapter VI, the MFRM is applied to all facets
considered in the analysis. In the case of severity, scale severity is better labeled difficulty
in that it corresponds with what is found in classical test score theory analysis. Indeed, the
correlation between the observed scale difficulties and the logit difficulties was 1.00, a
correlation value that is very similar to the Twing and Williams (1992) result of .98. This
correlation suggested that the classical scale difficulty and the Rasch logit difficulty for the
scales ranked the scales identically. However, the variables may correlate highly, yet be

systematically different. To address the issue, the logit severity was rescaled for each



sw.ile. This fair average is in the metric of difficulty in the classical score framework.
Taking account of the difference of the mean observed average score and the mean fair
average scale score of 0.274 (see p. 125), the residuals between the observed average score
and the corresponding fair average score were alf 0.04 or less and likely explainable as
rounding error in the fair average scores. Thus in terms of the correlation and the absolute

deviation the scale difficulties yielded by the models were essentially the same.

Turning now to raters, the results for each of the three approaches are presented
separately in Table 33. Some values are given for purposes of completeness but are not
discussed in the comparisons, for example, the range of logit values. Other results
related to comparisons are not placed in the table as they are the result of additional
analysis in which the approaches are compared. For example, as illustrated in the

previous paragraph, correlations and absolute difference between “scores” yielded by two

approaches are considered.

Omnibus Results

Inspection of the omnibus results reveals that the Alexander-Govern A statistic and
the MFRM fixed chi square and related Rasch statistics revealed variation in rater severity.
The variance component for raters yielded in the generalizability analysis suggested that
variation in raters was low. Thus it would appear that the three approaches are

differentially sensitive to rater variation, with CTT and MFRM agreeing and G theory not.



Table 33

Comgarison of Severity Differences

Classical Test Theory I Generalizability Theory

Multifaceted Rasch Model

14 severe raters, 15 lenient

Scale
observed scale difficulties ol = 0.829 scale logit difficulties
p values = .56 - .62, : ? range -0.30 — 0.43,
no omnibus test of o, = 0.077 scale fair averages range
differences performed of p values = .50 - .56,
% =3792.57, p < .001
Rater
AG A statistic = 928.5] R 0[2 =4.76% fixed X'Z = 7696.81 ,
p <.001 ! 0.187 p< 001
rater severity scores range o; =Y. Y .
22.88 — 30_();2 & individual severities would gtlé?:l-!l%gof separation of
AG zj, range be the classical severities separation index = 1030
-9.634 - 7.534 strata = 14.07
IRR = .01
rater logit severities
range -1.04 - 1.03
rater fair averages
range 2.2 - 3.1
AGzj, .05level model error, .01 level
18 severe raters, 19 lenient 27 severe raters, 31 lenient
AGzj, 01 level histogram

9 severe raters, 8 lenient
natural breaks
9 severe raters, 7 lenient

of 10 most severe,

9 identified by Rasch
severity

of 10 most lenient,
9identified by Rasch
severity

of 10 most severe,
9 identified by AG z;
of 10 most lenient, 9
identified by AG z;




146

Identification of Raters Displaying Severity

Civen the omnibus results for the classical and Rasch approach, further analyres
were conducted within each framework to identify raters that were severe or lenient.
Comparisons of the two sets of results revealed a mixed result. The classical AG 7 score
identified 37 raters as significantly different (18 severe and 19 lenient) at the .05 level of
significance, and 29 raters as significantly different (14 severe and 15 lenient) at the .01
level of significance. The analogous Rasch model error procedure identified 58 raters as
significantly different (27 severe and 31 lenient) at the .01 level of significance. Within
the Rasch approach, two other procedures were employed in this study for identifying
raters from the logit severity distribution: judgment analysis of the histogram and the
natural breaks approach. These results were comparable. The histograin approach
identified 9 sev..e and 8 lenient while the natural breaks approach identified 9 severe and
7lenient. Application of the natural breaks procedure to the classical procedure resulted in
at best one rater being identified as severe. Clearly these results are very different from

the analytic AG z and model error results.

To examine further the discrepancies noted between the two approaches, the
correlation between the rater classical severities and the Rasch logit severities was
examined. Its value, -.96, suggested a strong agreement in the ranking of the raters.
Further, when the ten most severe raters were identified using the classical AG z score,
nine of the ten were also found within the ten most severe by Rasch standards. And nine
of the ten most severe raters identified using Rasch logit severity were among the ten
most severe by classical measures. This procedure was repeated for the ten most lenient
raters. Again, nine out of the ten identified by one procedure were identified using the
other. The descriptive statistics for the four raters that were not identified by both

procedures were examined. A combination of relatively high standard deviation and
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lower than average numbers of papers marked caused raters to not be identified by the
AG z score. The opposite combination of relatively low standard deviation and higher

than average numbers of papers favoured i .ntification by AG z criteria.

As noted earlier, the percent variation due to raters as identified by G analysis
was 4.76%. This indicates that while rater variation as a source of variation did not
contribute greatly to variation among scores, it does not necessarily mean that there will
not be some raters with significant deviations in severity. This interpretation is consistent
with the histogram procedure and natural breaks procedure results from Rasch but
inconsistent with the statistical conclusions of both the omnibus A test (Alexander and
Govern) of the classical and the omnibus fixed chi-square employed in the Rasch. Thus,

it would appear that the G theory results are consistent with the Rasch histogram and

natural breaks results.

Rater Consistency

To add to the discussion of the comparison of CTD consistency measures for raters
with the infit and outfit consistency index for raters, a brief comparison of scale measures is
first presented. Unlike classical scale difficulty and scale logit difficulty which correlated
almost perfectly, the correlation between the standard deviations of the scales and their
Rasch infit statistics was only .76; the correlation between the siandard deviation and the
infit t statistic was .67. With 59% shared variance, it is apparent that the standard deviation
was not measuring exactly the same characteristics as the fit statistics, yet there was a

considerable overlap in the interpretation of the two variables.

Turning now to raters, the results related to rater consistency are presented in
Table 34. Again some results related to comparisons are not placed in the table as they are

the result of a comparison between approaches and so do not belong in any one column, for

example, the correlation between CTD and infit.
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Table 34
Comparison of Rater Consistency
Classical Test Theory Generalizability Theory Multifaceted Rasch Model
Rater
BF test F = 5.85
p <.0005
X2 test .OS ]evel RaSCh t’ -05 lcvcl
16 central tendency bias, 24 too consistent,
13 not consistent raters 21 erratic
2 test 01 level FitMS rule
X~ lest .Ul leve . 0 too consistent,
10 central tendency bias, 17 erratic
6 not consistent raters
of 10 largest central of 10 most consistent
tendency error, 7 identified by CT'D
7 identified by Rasch of 10 most erratic,
measure 5identified by CTD
of 10 least consistent,
5identified by Rasch
| measure

. Classical Rater Consistency and Rasch Rater Consistency

The similarity in interpretations of rater CTD and rater infit and outfit statistics
lead to their comparison. Popham’s (1990) definition of central tendency and the
modified definition used in the present study appear to be a subset of a response set that
Engeihard Jr. (1994) refers to as “halo”. The presence of a low CI’DJ for a rater is
indicative of central tendency. Engelhard Jr.’s halo is detected by low infit and outfit

values.

As shown in Table 34, and as noted in Chapter V, central tendency cannot be
detected in a G analysis. And, as shown in Table 34, and noted in Chapter VI, while
consistency is addressed in the Rasch approach, there is no overall omnibus test.
Instead, guidelines are used to identify raters with Fit mean squares or corresponding
t values outside suggested limits. In the case of the classical approach, a test of

homogeneity of rater CTD? can be conducted with the choice of test dependent on the
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shape of the distribution of CI'DJ:. In the case at hand. the Brown-Forsythe test was

used: the results indicated that there were significant differences among the raters’ CTDs.

In the classical approach, the «hi squarc test for single variances was used to
identify discrepant vaters. Working at the .05 level of significunce, 16 raters were
identified as possessing central tendency error or using Rasch terminology, as being
more constrained than the other rater. Thi**een were identified as less constrained. At the
.01 level of significance, 10 raters were identified as more constrained and 6 as less
constrained. When the Rasch t statistic test , | t | > 2, was used, 24 raters were
identified as being nore constrained and 21 as less constrained (err-tic) raters. Using the
Rasch rulc of thumb for judged ratings, 0.4 < FitMS < 1.2, no raters were considered

too constrained and 17 raters were considered too erratic in ratings.

Unlike classical rater severity and rater logit severity which correlated almost
perfectly, the correlation between the rater central tendency deviation and the Rasch infit
statistic was only .75. Thus some differences between the numbers identified by the two
~recedures was expected. To assess this, the ten most extreme raters at each end of the
distribut.n of r ter - sing the CTD; measure and the Rasch infit mean square measure
were compurel In tie case of over consistency, seven of the ten most consistent by
CTD; measures +ere also found within the ten most consistent by Rasch infit. This

proccdure was repeated for the ten most lenient raters. Here, five out of the ten identified

by one procedure were identified using the other.

Rater A greement

Scale test-score correlations and the Rasch scale biserials correlated .96 with each
other. The meaning of the high correlation between these scale statistics was easily seen
when the rank order of the scales was examined. The scales were in virtually identical

rank order; the discrepancy from unity is attributable to the use of two decimal places in
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the reporting of the Rasch point biserials. The mean of the scale test-score correlations
adjusted for common scale was .66 with a standard deviation of .06. The mean of the
Rasch point biserials was .44 with a standard deviation of .03. The two indices
functioned similarly although the Rasch point biserial values were systematically lower
and with a smaller standard deviation. Eitherindex would yield the same interpretation
for a relative decision but the two statistics cannot be compared according to their

magnitudes.

Results related to rater agreement are presented in Table 35. Again some results
related to comparisons are not placed in the table as they are the result of a comparison

between approaches.

Table35
Comgarison of Rater Agreement

Classical Test Theory ‘I Generalizability Theory Mulufaceted Rasch Model

Scale
scalei“sercorrelations scale Rasch point biserials
mean .64, SD .06 mean .44, SD .03

Rater
rater intercorrelations . .cr Rasch point biserials
mean .63, range .42 — .77 mean .44, range .36 — .50
ClI spans .8 rule ClI spans .8 rule
6 satisfactory 0 satisfactory
2SD from O rule 2S5 ‘rom O rule
all satisfactory all satisfactory
mean interraterr = .63 Hoyt ANOVA = .90 reliability of separation of
o = .89 Full analysis =.79 examinees = .95
Spearman-Brown = .84

In direct contrast to the scale recults, the correlation between the rater

intercorrelations and the Rasch rater pwin: biserials was .31. These two statistics are seen
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to be measuring very little in common with only 9.6% shared variance. The interrater
correlations ranged from .42 to .77, with a mean of .63. The mean of the Rasch rater

point biserials ranged from .36 to. 50, with a mecan of .44,

Individual rater agreement indices were judged using several guidelines. The first
guideline, an “agreement” index above .8, resulted in six raters being identified as
satisfactory when classical test theory intercorrelations were used. When applied to the
Rasch point biserials, this guideline resulted in no raters being seen as satisfactory. A
second rule, an “agreement” index greater than 2 standard deviations above zero in the
distribution of the index across raters resulted in all raters being judged as satisfactory

using both of intercorrelations and the Rasch point biserials.

The Rasch point biserial appears to have the same purpose, namely to look at the
“agreement” between an element of a facet and the remaining elements of that facet.
Hence, it was expected the results from the application of both would be similar. This as
noted above, was the case for scales but not for raters. The difference in findings may be
an artifact of the design. More specifically all examinees are marked on all scales, all

raters marked all scales but all raters do not encounter al! examinees. This result was not

investigated further.

Another approach to assessing the reliability of the scores produced is the

calculation of test reliability statistics. Asshown in Table 35, the classical coefficient a.,
computed taking into account scales, was .89. When the Spearman-Brown prophecy
formula was applied to the mean interrater correlation, the result was .84. The

generalizability coefficient taking into account raters and scales was .82. The classical

coefficient a is greater than the generalizability coefficient because of the lack of
recognition of raters as a facet in the design. The Rasch reliability of separation for

examinees was .95.



Comparison of Corrections

The results of linear scaling, the multifaceted Rasch model correction, and the

comparison between the two procedures are presented in Table 36. All correction

procedures were applied to examinee scores, hence discussion of corrections is a

discussion of examinee scores.

Table 36
Comparison of Correction Procedures
V_—'—__——____'—‘[_—
CTT Linear Scaling Multifaceted Rasch Model Comparison
-3 0.2% -3 0.1% -3 0.0%
-2 3.4% 2 3.0% -2 0.3%
-1 ' 22.47% -1 21.9% -1 13.7%
0 45.8% 0 48.9% 0 74.6%
i 24.7% I 21.4% | 10.9%
2 3.3% 2 43% 2 0.4%
3 C.0% 3 0.3% 3 0.0%
CRMS =0.82 CRMS =0.84 CRMS = 0.48
AAD =0.65 AAD =0.66 AAD =037
correlation with correlation with correlation betweeii
uncorrected = .99 uncorrected = .99 cotrections = 1.00
correlation with correlation with
multiple choice = .56 multiple choice = .56

Comparison of Classical and Rasch Corrections

Three correction procedures were examined. One, the regression approach was

not feasible given the relative emptiness of the data matrix. The remaining two

corrections: the linear scaling procedure and the Rasch fair average were employed.

As shown in Table 36, 56.6% of the linearly corrected scores differed from the

uncorrected scores by 1 or more points, 10.6% differed by 2 or more points, and 1.2%

differed by more than 2 points. By comparison, 51.1% of the Rasch fair average scores

diff=re- frum the observed average score by 1 or more points, 7.8% differed by 2 or




more points, and 0.5% differed by inore than 2 points. The CRMS for the linear
correction was 0.84 and the AAD was 0.66; the CRMS for the Rasch correction was
0.88 and the AAD was 0.59. The correlation between the linear corrected score and the

multiple choice portion of the examination was .55; the correlation between the Rasch

corrected score and the multiple choice portion of the examination was .56.

The two corrections were compared by the same methods as the corrected scores
were compared with the uncorrected scores. As shown in Table 36, 74.6% of the
lincarly corrected scores were identical to the corresponding multifaceted Rasch corrected
scores, while 24.6% of the corrected scores differed by 1 point, and only 0.7% differed
by 2 points. The CRMS f::i the comparison was 0.48 and the AAD was 0.37. The
correlation between the linear corrected scores and the multifaceted Rasch corrected

scores was 1.00. It is clear that the corrections correct in the same direction for a given

examinee and that they correct by approximately the same amount.

A Closing Remark

The purpose of this study, as reflected in the two research questions, was the
comparison of three approaches in their ability to detect rater variation and to correct for
any rater variation found. A strength of the present study was the use of an irtact data set
with all its natural variation, large size, and sparseness. This data set allowed the three
detection approaches and three correction approaches to be compared under the real life
conditions in which they would be expected to perform. The approaches are all well
established, although the multifaceted Rasch approach is the most recently developed of
the three. Asindicated in the foregoing, there were some differences and some
similarities in results. But given the lack of a simulated data set with known parameters
or true results, this study could not identify which, if any approach, was most correct, or

which approach was a clear “winner” and which approach a clear “loser”. Likewise, this
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study did not set out to discover the properties of the varicty of new statistics employed.
Instead, given nothing more than demonstrations of the superiority of an approach by the
proponents of the approach, and the limited research with real data, the intent was to see
if the procedures really were different. If the real issue is the fair and equitable treatment

of examinees, then the choice of method is moot providing a correction is employed.



CHAPTER VIII CONCLUSIONS

This chapter contains four sections. First, a summary of the study including
purpose, data set, and findings is presented. Conclusions of the study are then given.
The conclusions section is followed by the limitations of the study. The chapter

concludes a discussion of the implications for practice and the implications for research.
Summary of the Study

Purpose and Problems

In spite of the popular assumption found within educational policy debates that
performance assessments are inherently superior to traditional standardized multiple
choice tests, concerns about rater subjectivity in evaluating student work have not been
resolved. The analyses of rater variability have coalesced into three camps: the classical
approach, the generalizability approach, and the multifaceted Rasch approach. Three
approaches to correction for this variability are: a classical linear scaling, a linear
regression, and the use of the multifaceted Rasch model. Little in the way of comparison
among the approaches to detection of this variability or among the approaches to
correction for this variability has been done. The purpose of this study was to subject a
common “real life” data set to the three detection approaches and all three correction
approaches to rater vanability and then compare the resuits.

Data Set

The data st consisted of raters' responses to the examinees' written portion of the
January sitting of the 1993 Province of Alberta English 33 examination. This data set
contained the results of 70 raters who rated the written responses of 4,930 examinees.
Each examinec response was scorzd by 3 different raters applying four, two, and three

5-point scales to Sections 1, 11, and III of the writing tasks respectively. This marking
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scheme produced a data matrix consisting of small cells of 6 examinees by 3 raters by 9
scales. Overall, this scheme produced a data matrix that was 96% empty. The
characteristics of this data set meant that while the classical and Rasch analyses were
performed on the entire data set the generalizability analysis required the use of a sample

rather than the entire data set. A sample of 1067 examinees that included all 70 raters was

employed for this purpose.

Analysis and Results

Preliminary analyses. Preliminary analyses were carried out to determine the

nature of the nine scales, the feasibility of the proposed generalizability design, and the
suitability of the Rasch model for these data. Preliminary analyses included the
calculation of means and standard deviations of the nine scales, as well as correlations
among the nine scales. Analyses of the generalizability sampling procedure were carried
out. Rasch assumptions of unidimensionality, equal discrimination indices, and

nonspeededness were tested. Rasch misfit statistics were examined.

Results of preliminary analyses The results of the preliminary analyses

supported: an analysis of the data based on the use of nine discrete scales, the feasibility
of the aggregation procedure for the generalizabiiity study, and the fit of the data to the

Rasch multifaceted model.

Order of analyses. The analyses of rater differences were carried out in the order

that they were previously described, that is, the classical approach, the generalizability
approach, and the multifaceted Rasch approach. Corrections for rater variability were
first made employing a linear scaling that corrects for rater severity and rater central
tendency characteristics. A proposed iinear regression approach was abandoned as
unfeasible. A second correction, in the form of Rasch fair average scores, was

examined. Comparisons were made among the results of the three approaches to
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detection and between the linear scaling corrected scores and the Rasch fair average

scores with the corresponding observed scores.

Classical Analyses and Results

Classical analyses The classical analyses of rater differences consisted of

calculation of rater mean severities, rater central tendency deviation, and rater
intercorrelations. Raters that differed from their peers were identified for each of the
characteristics. Reliability estimates were followed by calculation of standard errors of

measurement. The linear scaling corre->tion was carried out at the conclusion of the

classical analyses.

Results of classical analyses Raters differed, even after training. Results of the

Alexander and Govern (1994) test and subsequent multiple comparisons indicated over
50%, 18 severe and 19 lenient, of the raters differed significantly (p < .05) from the
mean rater severity. Likewise, the use of the Brown and Forsythe (1974) test and
subsequent multiple comparisons indicated over 40%, 16 more central tendency and 13
less central tendency, of the raters differed significantly (p < .05) from the mean rater
central tendency deviation. Rater intercorrelations indicated a low agreement among
raters who marked the same papers. The intercorrelations for all raters was less than .8,
with approximately one quarter less than .6; interr:er reliability was estimated to be .84.

Calculation of coeflicient a was .89; the corresponding standard error was 2.08.

Linear scaling correction When the linear scaling was applied 56.6% of the

examinees received scores that differed by 1 or more points; 10.6% by 2 or points, and

1.2% by more than 2 points. The correlation of the linearly corrected scores with the

multiple choice scores was .55.
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Generalizability Analyses and Results

Generalizability analyses. The full generalizability study design was an

examinee-by-rater within cell by scales within section. This design was unbalanced due
to a different number of scales within sections and the different number of examinees
marked by each rater. Consequently, following the suggestion of Shavelson and Webb
(1991), a simplified examinees-by-rater-by-scale within bundles (cells) desi gn was
considered. These cell variance component results were aggregated to produce mean
sample variance component results. The percentage of variance that each facet and
interaction accounted for was used to judge the relative importance of each facet. The
causes of the large interactions were illustrated using one bundle as an example. Later,
standard errors of measurement were calculated from the generalizability coefficients and

dependability coefficients. A series of decision studies were carried out.

Generalizability results. The examinee component, 31.8%, and the examinee-by-

rater-by-scale, error component, 30.8%, were the largest variance components. The
examinee-by-rater and examinee-by-scale components accounted for 11.3% and 17.3%
of the variation respectively. The remaining components, rater, scale, and the rater-by-
scale interaction, were low accounting for 4.8%, 0.8%, and 3.3% of the total variation
respectively. The rater variation, although relatively small, was comparable to the
percentage variation (4%) found by Lane and Sabers (1989) and Braun (1988) their
studies. The generalizability and dependability coefficients that took into account the
variation due to scales and raters, were both .79. In the calculation of the error term for
the dependability coefficient, the addition of terms containing the scale variance
component and the rater-by-scale variance components resulted in no noticeable change in
the value of the coefficient when the dependability coefficient was recorded to two
decimal places; this was wuc to the small magnitudes of these two components. The

magnitude of the examinee-rater variance component, 11.3%, a possible indicator of halo
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as described by (Popham (1990), indicated that this interaction is an area of rater variation

that must be attended to as examinees are not all marked by the same raters.

The value of generalizability coefficient that took into account the variation due to
scales was .84. The corresponding standard error of measurcment was 2.5.
Comparison of this standard error with the standard error from the classical approach
revealed that stanJard error of measurement for the interpretation of examinee scores was
approximately 50% larger than a classical approach would predict. If the SEM formula

was used when setting the pass / fail cut score, more examinees would be failed if the

SEM based on the Hoyt's ANOVA were employed.

It was shown that a reduction in the number of scales leads to a smaller increase

in SEM than a comparable reduction in raters.

Multifaceted Rasch Analyses and Results

Multifaceted Rasch analyses The Rasch analysis for raters consisted of the

calculation of logit severities, fair average severities, infit and outfit mean square
statistics, and Rasch point biserials together with the following group statistics: facet
reliability of separation, strata index, and IRR. The Rasch examinee scores, rater scores,
anu scale scores were examined in relation to their corresponding scores in the observed

score meac o better judge the effect of the rater differences.

Multifaceted Rasch results. The multifaceted Rasch analyses compared members

of all facets on a common scale. The All Facet Summary revealed that raters were more
homogeneous than examinees but less so than scales. The raters differed in Rasch
severity as indicated by the fixed chi square test (%, = 3792.57, p < .001) and the
reliability of separation for raters, .99. Several procedures for determining severity cut
off scores were employed. According to the model error analytical procedure, over 80%

of the raters ( 27 severe, 31 lenient) differed from the mean severity; the histogram
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procedure (9 severe, 8 lenient) and the natural breaks procedure (9 severe, 7 lenient) both
identified under 25% of the raters as different. When the infit t statistic was used to
classify raters as to consistency, 34% (24) were judged to be constrained while 30% (21)
were judged to be erratic. The Rasch infit mean square guidelines indicated that no rater
was too constrained and that 24% (17) of the raters were too erratic. The Rasch point
biserials indicated a low but relatively uniform degree of agreement among raters; the

values of the mean and standard deviation of the point biserials for raters were identical to

the values for scales.

Rasch correction. For the Rasch fair average corrections for examinees, 51.1%

of the examinee received scores that differed by 1 or more points; 7.6% differed by 2 or
more points, 0.4% differed by more than 2 points. The correlation of the Rasch

corrected score with the multiple choice section was .56.

Compans us

Comparisons of detection approaches. The absolute valne for the correlation

between the classical rater severity and the rater logit severity was .96. Omnibus tests for
rater differences for the classical and for the Rasch agreed that raters differed with respect
to severity. In contrast, the variance compcnent for the rater facet in the generalizability
study suggested little difference among the raters’s severities. Use of the analytical
approaches employed following the significance of the classical and Rasch omnibus test:,
resulted in the identification of a large but unequal percentages of severe and lenient raters
(25.7% severe, 27.1% lenient versus 38.6% severe, 44.2% lenient). Working with the
10 most severe and the 10 most lenient raters revealed greater agreement: 9 out of 10

raters were identified by both procedures for both severe and Ienient rater groups.

Rater central tendency deviations (CTDs) correlated .76 with Rasch infit statistics.

There is no measure of central tendency within generalizability theory. The omnibus test
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for the classical approach indicated raters differed. There was no omnibus test for the
Rasch approach. Use of the analytical approaches employed in the classical and Rasch
approaches resulted in the identification of a large but unequal percentages of over
consistent and erratic raters (22.9% constrained, 18.6% erratic versus 34.3%
constrained, 30.0% erratic). Seven out of the 10 most constrained raters identified by the
classical approach were identified by the Rasch approzch and 5 out of the 10 least
consistent raters identified by the classical approach were identified by the Rasch
approach as erratic. The moderately large examinee-rater interaction variance component

might be an indication of erratic raters but this comparison at the examinee-rater level was

not be made in this study.

Scale test-score correlations and Rasch scale point biserials correlated .96, but
differed in both magnitude and dispersion while classical rater intercorrelations z5¢ Rasch
point biserials corrclated only 31. Given the lack of relationship between these

variables, no further comparisons were made.

The two correction procedures produced very similar results. Comparison with
the observed scores revealed that slightly more than 50% of the examinees received a
corrected mark that differed by 1 or mcre points with either correction, 10.6% and 7.6%
of the examinees received a mark that differed by Z or more points with the classical and
Rasch corrections, respectively. Approximately 1% or less had corrected marks that

differed by more than 2 points with either correction.

Conclusions

The system of examinees, raters, and scales analyzed in this study proved to be
typical of other rating systems described in the literature. All three approaches to
detection of rater differences yielded results which were similar to results found in other

studies in which the approaches considered in the present study were used. More
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specifically, raters differed from one another on a number of characteristics: they
displayed differing severities, they displayed differing degrees of central tendency error,
and they have low measures of agreement with each other. When corrections were
applied, both the classical linear equating and the Rasch fair average nroduced corrections

of one or more points for a majority of the population.

As a way of judging the approaches employed in this study, two questions were
formulated in Chapter I. The first question addressed rater vanation while the second

addressed corrections for that variation. The questions and related results follow.

The First Question

The first question raised in Chapter | was,
Do Gencralizability theory and a muitifaceted Rasch analysis produce importantly
different indications of rater variability than the indications provided by the classical

approach when these analyses are applied to a typical data set produced by students
being assessed on a performance assessmeni task administered on a province-wide

basis?
In the first question "importantly different" referred to results that would yield different
conclusions to be drawn based on the results yielded by the analysts used. The CT'T
measures and the MFRM measures both agreed that raters as a group differed but disagreed
on how many raters differed. Several Rasch indices: reliability of separation, the strata
index, and IRR all appear to provide inflated measures when large numbers of observatior:
per facet member are employed. In contrast, the generalizability theory approach indicated
rater: <:d w0t vary considerably with respect to severity but instead identified the examinee-
rater interacuion (halo) as a major source of total variation.

A second characteristic of an individual rater was the tendency to cmploy marks
near to the rater’s mean mark. This statistic used for this central tendency deviation, the
CTD, indicated that some raters awarded relatively few marks different from those raters'

respective mean marks awarded while others were more willing to usc a wider range of
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marks. The MFRM approach was different from the classical approach in that it focused
on the identification of raters that were both too consistent and too inconsistent in rating
practices. CTD and infit were compared as some similarity was expected. The moderately
high correlation suggested that CTD and infit were not the same characteristic but did share
substantial common variance. However, the extent of relationship was not as strong as it

was for rater severity. Extreme raters identified by one index tended to be idertified as

extreme by the other index.

The third broadly defined characteristic considered was the agreement among raters
who marked the same papers. The CTT " porozch aznd Fasch approaches indicated
agreement was low to moderate. These iw¢ 2pproaches differed more on indicators of

agreement than for the other two characteristics. This form of ratcr agreement is not

addressed by the generalizability approach.

In comparisen to generalizability estimates, traditional CTT estimates of reliability
are incap-:ble of simultaneously identifying multiple sources and magnitudes of error.
Consequently they yield overestimates of reliability and correspondingly underestimates of
the standard error of measuremeut. GT is capable of providing a variety of SEMs to suit a
varniety of measurement situations. GT is cleasly superior to CTT in ¢his aspect. The
MIFRM can place all facets on a commaoa scale for comparison. MFRM provides a variety
of reliability indices but their interpretatioi through use has not been developed. One
possible reason for the lack of use of seeral of *hese indices is the redundancy among
them due to the mathematical relationships among them ( see pp. 60-65). Both GT and

MFRM offer some clear advantages that cannot be obtained through the use of a CTT
approach alone.
In summary, the practiticner cannot assume that all or any of the three approaches

will produce similar results. While some results were similar across approaches, others

were different. The approach or combination of approaches taken to assess rater variation
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and to estimate reliavility and SEM must be carcfully chosen with consideration of the type

of information required.

The Second Question

The second question raised in Chapter | was,
Do either a linear scaling, a linear regression, or a multifaceted Rasch analysis
produce imporiantly different indications of examinee ability than the those of the
uncorrected classical approach when these analyses are applied (o a typical data
set produced by students assessed on a performance assessment task administered
on a province-wide basis?
The linear regression approach was not carried out due the nature of the relatively empty
matrix is such that although the procedure is known, it would require a larger amour” of

tir.e and computer RAM to complete this analysis.

In both cases of correction, “importantly different” was defined as results that
differcd by a one or moie points in a total score of forty five marks. Both the linear
scaling approach and the Rasch approach yielded a mark that differed by one or more
points for more than 50% of the examinees. Thus & ilf the students received corrections
that were importantly different when either the linear scaling or the multifaceted Rasch
model corrections were applied. The two corrections yielded results that were very
similar, 75% of the examinees received the same corrected score by both procedures.
The correlation between e corrected scores was 1.00. Practitioner’s should apply a

correction to rated data to correct for differenc.:s in rater characicristics that were shown

to be present.

Liriitations

The use of the large scale sparse datasei, .Jto several limitations in this study
that were due to the size of data matrix and its relative emptiness. The most severe
limitation were the inability to employ a full generalizability i del and complete a

regression correcucn. Even with the generalizability 2 ~achitaken, the s ©* “mberof
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complete cells is such that examination of interaction effects, that is, rater-examinee,

rater-scale, and examinee-s:ale, cannot reasonably be carried out.

This study was carried out on one siiting of one examination of one subject. Itis
not known from this study whether simifar results would be found under a replication
with the same subject at a different sitting, with a similar subject like social studies, or

with a dissimilar subject such as mathematics.

Implications

Imydications for Practice

There are a number of implications {or practice. These will be discussed in the
order that the analyses were conducted. First of all, use of Cronbach’s a, in which rater
variation is ignored, results in an overestimation of the actual reliability of the scores. If
the classical analysis contintes to be the only approach taken, the Spearman-Brown
prophecy correction should be employed in which the mean rater intercorrelatios: is taken

as the reliability of a single rater (Winer, 1971, p. 239).

Generalizability theory was demonstrated to have unique strengths in relation to
the other two approaches to analysis. The large examinee-rater interaction effect was not
detected by other methods; raters who are idiosyncratic in their markings of a variety of
examinee papers shouid be identified in order tc ~»-ure the fair marking of all papers.
Genaralizability theory offers the opportunity to .nalyze rating systems in a anner that
no other approach can. The present disadvantage to the practitioner is a lack of a suitable

program for the anaiysis of large, sparse data sets.

The multifaceted Rascli model was demonstrated to be suitable for analyses
involving large sparse data sets. However, some MFRM statistics, in paiticular, ra‘er

infit and rater Rasch Point biserial, require clarificatiun before practitioners can routinely
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interpret thum. Another practical downside was the very lengthy computer running time.
One analysis of this data set on a micro computer with a 50 MHz clock speed required

approx:mately 8 hours.

Lastly, both the classical linear equated scores and the Rasch fair average were
importantly different from the uncorrected scores and these two corrections produced
very similar results for the individual examinees. Both procedures account for rater
severity and consistency. Consequently, in the interest of faimess and equality to
examinees, these corrections should be routinely employed, with the selection of

correction procedure dependent on the approach taken.

Implications for Future Research

Some implications for research relate to the findings of the analyses themselves;
other implications are result of the comparisons between approaches. implications will

be considered in the order just described.

The results of the various approaches of this study should be investigated for
other similar subjects, that is, other humanities subjects and for subjects in the science
and mathematics areas. Additionally, facets that werc not analyzed in this s.ady such as
gender of examinee, gender of rater, ethnicity, and occasion should be analyzed.
Differe:;ces within these iacets wouisi present serious problems as these are situations in

which differences should not occur, and if they do occur.

The: large examinee-rater interactica effect noted in the generalizability results,
should be explored in order to first identify raters wio are prone to large interaction
effects, and then to investigate the causes of the interaction. The research should
consider the characterisiics of raters or alternati v2ly characteristics of the examinee. It is
found that the examinee-by-rater-by-scale, error variznce component wa- large. The

sources of variation within that component should be investigated.
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The interpretation of the Rasch fit statistics requires clarification, particularly in
relation to halo, as this study found the rater fit statistics closely correlated with rater
CTD. Likewise, further research is needed to link Rasch reliability like statistics such as

rater point biserial, rater sepuration, and IRR, to classical definitions.

Simulation studies should also be carried out to establish which correction, linear
scaling or multifaceted Rasch, can best reproduce the origiral data from a matrix in which
much of the data has been deleted. Now that the linear scaling corrections and Rasch
corrections are known to be of the same magnitude, a simuiation study would allcw the
test of which of the two corrections gives the more accurate correction for those

examinees that did not receive the same corrected scores by the tw <, methods.
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RESPONSIBILITIES OF GROUP LEADERS

itis cach Group Leader’s responsibility to

I. assist Student Evaluation Branch staff in training markers. This will include the
following:

- review training papers and the rationale for scores in vrder to clarify for markers
the relationship between the scoring guides and the students’ work

- chair the small-group discussions following the scoring of training papers
- support new markers in their orientation to marking procedures

2. Answer questions and concerns raised by markers in your group and refer to your
section supervisor questions or concemns that require further clarification

3. Chairsmall groups during reliability reviews

4. Assist Student Evaluation Branch staff with problem papers and special cases

5. Ensure that papers considered to be Insufficient are tagged appropriately and are
referred to supervisors for confirmation

6. Score papers requiring a fourth reading

7. Notify the supervisor who is assigned to your group of any circumstances that will
affect a marker’s attendance
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RESPONSIBILITIES OF MARKERS

As a marker, it is your responsibility to

1.

38

Aprly the scoring guides impartially, independently, and consistently to all papers
(including specially processed papers such as large print papers, papers translated
into Braille, word processed papers, and papers written with the assistance of a

scribe)
Complete the scoring sheets as instructed

Place your marker number in the appropriate box on the back cover of the
examination booklet

Refrain from marking a paper if personal biases (i.e., handwnting, political or
teligious reference) might interfere with your impartial judgment of the studer:t’s

writing

Refer to your group leader any paper of special concern, for example, any paper in
which prepared materials have been included or any paper in which departures from

regulations are suspected

Refer papers that you consider to be Insufficient to your supervisor for confirmation

Refrain from discussing students’ written work during independent marking and at
such times as discussion may prove prejudicial to a successive marking

Participate professionally in reliability review sessions and general discussions as
scheduled

Inform your group leader of any circumstance that will require you to be late or
absent from a marking session

10. Provide all required information necessary to the processing of your expense claim

before you leave the marking session (see time sheet page 43)

11. Adhere to the policy regarding children in need of protective services (see papers 11-

13)
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PAPER FLOW

. ‘The papers have been divided into bundles of six.

You will pick up a bundle of unmarked papers from the distribution centre and return
to your marking station.

BE SURE THAT THE INDEX NUMBER ON THE BACK OF EACH EXAM

" BOOKLET CORRESPONDS WITH THE INDEX NUMBER ON THE SCORING

SHEET FOR THAT EXAM BOOKLET. Once you have completed all sections of
the scoring sheet (see page 15), remove that sheet from the beoklet and set it aside.

Ieave the other scoring sheeis in the booklet.

Enter your marker number in the appropriate box on the back of each exam booklet.

When you have completed the marking of all six papers in the bundie, check your
scoring sheets to make sure that each has been completed properly.

Tag and refer to your section supervisor papers that y~u deem to merit a score of
INSUFFICIENT.

Place the completed scoring sheets on top of the bundle and carefully replace the
elastic bands around the bundle.

Return your bundle of marked papers to the distribution centre and pick up another
bundle of unmarked papers.
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INSTRUCTIONS FOR DEALING WITH INSUFFICIENT CATEGORY

There will be very few INS papers  Almost ALL students BELIEV = that thiey are doing
the assignment. The descriptors for (1) POOR will fit almost all weak or generally
misguided work. An INS for Thought and Detail requires an INS on ALL other
scales.

Regarding INS for length: Keep in mind that a very brief but clear statemeni may well
indicate that the student comprehends the task; however, remember that the
assignments require developed ideas. If there is no development, it is not likely that «
fair assessment of the student’s performance on each scale can be made.

All cases are different. Judgments must be made in accordance with the individual
situation.

PROCEDURES: A response that the marker considers Insufficient can be discussed
with the group leader if he or she is available. All insufficient
scores must be confirmed by a supervisor. Tag the paperin
question indicating

Index number

* Assignment

Reason for INS

Marker #, Table #

¢ Date

and leave the paper with a supervisor. Paper will be returned for discussion and tags
removed.



RELIABILITY REVIEW: PURPOSE AND PROCEDURE

PURPOSE: To promotc inter-marker reliability and consistent application of the scoring
guides.

Keliability reviews provide markers with the opportunity to compare individual scores
and rationales with those of others, and to review the scoring criteria and their
application. The discussions during reliability reviews should serve to remind markers
that the consistent application of the scoring descriptors to all papers is of utmost

importance.

‘The main purpose of a reliability review is to ensure that a paper exhibiting the
characteristics of a particular scoring descriptor will be awarded the mark associated with

that scoring descriptor by all markers.

For example, a paper having {eatures in a given scoring category (e.g. Thought and

Detail) that clearly fit the descriptor ior Proficient should be awarded a 4 by all markers.
Examples will arise, however, of papers that appear to exhibit the characteristics of two
scoring descriptors. In such cases, markers are instructed to use their judgement and to
apply the scoring descriptor that BEST describes the features of the paper being scored.

PROCEDURE

I. Each person in the reliability review group reads and scores the preselected paper
independently.

2. The group leader records the initial marks assigned by each marker. The tally of
these initial marks will be posted to enable each marker to compare his or her scores

with those of the entire marking group.

3. Following the recording of the initial marks, the group leader opens a discussion
about the sconing of the reliability review paper, first inviting the marker awarding the
highest mark to defend his/her decision in terms of the scoring guides and the
student’s work. A marker awarding a discrepant mark provides the second defence.
The discussion should focus on each of the scoring categories (Thought and Detail,
Organization, etc.), and the features of the student’s work that illustrate the scoring

descriptors.

A. When marks of all the markers in the group are in agreement for any one
category, members should determine the source of agreement by matclung
components of the paper to the descriptors of the scoring guides.

B. When marks prove to be divergent or discrepant* for a category, the marker who
has assigned the divergent or discrepant mark should point out the characteristics
of the student’s work that prompted the marking of this paper in this manner.
The other markers may then contribute to the discussion of the paper with respect
to the category in question. Consensus should be reached based on the scoring

descriptors as they apply 1o the student’s work. .
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C. Throughout the discussion, markers are requested to respond to the paper as if the
student writer were preseat. zach marker should ensure that all references relate
to the paper at hand and to the scoring guides. References to content of other
papers read during independent marking must be avoided. Comparison to student
compositions written in dissimilar situations must be avoided.

4. The group leader records the marks assigned by each marker after the discussion and
forwards the summary of initial and post-discussion marks to the supervisor. Results
of the post-discussion marks will be tallie¢ and posted with the initial results.

* A discrepant mark differs from the median mark by more than one point. For
example, if a paper receives marks of 3, 3, and 1 in a scoring category, the median
mark is 3 and the mark of 1 is discrepant. A divergent mark differs from the median
by only one point. For example, if a paper receives marks of 3, 4, and 4 in a scoring
category, the median mark is 4 and the mark of 3 is divergent.
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INDIVIDUAL MARKER SUMMARY SHEETS

T'o assist markers in scoring papers as reliably as possible, individual marker sumraary
sheets are distributed to markers periodically throughout the marking session. A final
summary will be mailed to all markers for their personal interest after the marking session
is completed. These sumraary sheets are desigred te provide information about the
scores assigned by each individual marker and to allow the marker to compare them 10
scores assigned to all other papers and to papers scored in common.

“Number of Papers Scored” (see @ on sample Individual Marker Summary Sheet) is
calculated from a cut-off point including only papers that have had three readings. This
[igure will not match the marker’s current total of papers scorzd.

Individual marker statistics are not completely comparable with those of other markers
because cach marker does not score the same papers in the same combination with other
markers. Therefore, considerable variation among markers is expected and normal (see

@ on sample Individual Marker Summary Sheet).

Inserts @ and @ on the sample Individual Marker Summary Sheet provide detailed
cxplanation of scoring frequency on all papers scored @, and marker variation on papers

scored in common @.
Caution should be exercised in drawing conclusions on the basis of these statistics alone.

Rather, these summary reports are intended to alert markers to discrepancies that may
exist between the scores they have awarded and the scores awarded by others who have

marked the same papers.

In combination with individual scores awarded on reliability reviews compared with the
whole group, these statistics can draw attention to scoring practices that are potentially
discrepant.
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Section Personal Response to Literature - Scoring Guide

It is important 1o recognize that student responses 1o the Personal Response
Assignment will vary from writing that ireats personal views and ideas analvtically
and rather formally to writing that explores ideas experimentally and informally.
Consequently, evaluation of the personal response on the diploma examination will
be in the context of Louise Rosenblatt’s sugyestion.

The evaluation of the answer would be in terms of the amount of evidence that the
[student] has actually read something and thought about it, not a question of
whether necessarily he has thought about it in the way an adult would, or given

an adult’s “correct” answer.'

‘Thouglt and Detail (curriculum concepts 1,3,4,6,7,8,9,12)

186

When marking Thought and Detail, the marker should consider how effectively

* the assignment is addressed

 the detail supports and/or clanfies the response

S EXCELLENT: An insightful understanding of the reading selection(s) is effectively
demonstrated. The student’s opinion, whether directly stated or implied, is
perceptive and is appropriately supported by specific details. Support is precise and

thoughtfully selected.

4 PROFICIENT: A well-considered understanding of the reading selection(s) is
appropriately demonstrated. The student’s opinion, whether directly stated or
implied, is thoughtful and is supported by details. Support is well defined and

appropriate.

3 SATISFACTORY: A defensible understanding of the reading selection(s) is clearly
demonstrated. The student’s opinion, whether directly stated or implied, is
conventional but is plausibly supported. Support is general but functional.

2 LIMITED: A vague understanding of the reading selection(s) is evident but is not
always defensible or sustained. The student’s opinion may be superficial, and
support is scant and/or vague, and/or redundant.

i POOR: Animplausible conjecture concerning the reading selectior(s) is suggested.
The student’s opinion, if present, is irrelevant or incomprehensible. Support is

inappropriate, inadequate, or absent.

INS INSUFFICIENT: The marker can discern no evidence of an attempt to fulfil the
assignment, or the writing is so deficient in length that it is not possible to assess

thought and detail.

' Rosenblatt, Loutse. “The Reader’s Contribution in the Literary Experience.” An interview with Lionel
Wilson in The English Quarterly 1 (Spring, 1981): 3-12.



Section I: Personal Response to Literature - Scoring Guide (continued)

Organization (curriculum concepts 2, 3, )

187

When marking Organization, the marker should consider how effectively the writing
demonstrates

* unified and consistent development

* clear and coherent order

5 EXCELLENT: The beginning is constructed to provide direction for the reader
and/or to encourage further reading. The ideas and situations are developed by
sentences and paragraphs that flow smoothly and coherently to an appropriate and
effective conclusion.

4 PROFICIENT: The beginning is constructed to provide direction for the reader. The
ideas and situations are developed by sentences and paragraphs that are coherently
related. The conclusion is appropriate.

3 SATISFACTORY: The beginning, development, and conclusion are {unctional.

Sentences and paragraphs are generally related, but coherence may falter on occasion.

2 LIMITED: The beginning and/or conclusion are nonfunctional. Relationships
between sentences and between paragraphs are frequently unclear.

1 POOR: The beginning is vague and/or unfocused. The conclusion, if present, is
vague and/or unfocused. Sentences and paragraphs are not cohcrently related.
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Scction I Personal Response to Literature - Scoring Guide (continued)

Matters of Choice (curriculum concepts 3,4)

When marking Maters of Choice, the marker should consider the extent to which the writing
demonstrates effectiveness of

* diction, including connotative language, imagery, idiomatic expressions, dialect

* syntax, including such choices as parellelism, balance, inversion, sentence length and
variety

5 EXCELLENT: Diction is appropriate and precise. Many sentences have been
successfully structured for effect. Choices evident in the writing are usually effective

and sometimes polished.

4 PROFICIENT: Diction is appropriate and generally effective. Many sentences
appear to have been purposefully structured for effect. Choices evident in the writing

arc often effective.

3 SATISFACTORY: Diction is appropriate but may be general rather than specific.
Sentence structure is generally straightforward and clear. Choices evident in the

writing are occasionally effective.

2. LIMITED: Diction isinaccurate and/or vague. Sentence structures are misused to
such an extent that clarity suffers. Choices evident in the writing are usually

ineffective.

1. POOR: Diction is inaccurate and/or vague. Sentence structures are misused to such
and extent that clarity suffers. Choices evident in the writing are usually ineffective.



Section [: Personal Response to Literature - Scoring Guide (continued)

Matters of Convertion (curriculum concepts 3, 4)

When marking Matters of Convention, the marker should examine the writing for
correctness of

mechanics (spelling, punctuation, capitalization, indentation, ctc.)

grammar (agreement of subject-verb/pronoun-antecedent, pronoun reference, ete.)

PROPORTION OF ERROR TO COMPLEXITY AND LENGTH OF RESPONSE MUST
ALSO BE CONSIDERED.

(N

5

EXCELLENT: This writing is essentially free from errors in mechanics and
grammar. Errors that may be present do «i0t reduce the clarity of communication.

PROFICIENT: This writing is essentially free from errors in mechanics and
grammar. Seldom do any errors that may be present reduce the clarity of

communication.

SATISFACTORY: This writing has occasional errors in mechanics and grammar. A
few of these errors may reduce the clarity of communication.

LIMITED: This writing has frequent errors in mechanics and grammar. Many of
these errors reduce the clarity of communication.

POOR: This writing has numerous errors in mechanics and grammar that are both
noticeable and jarring. iMost of these errors severely reduce ihe clarity of
communication.



Section Ii: Functional Writing - Scoring Guide

"Thought and Detail (curriculum concepts 1,3,4,5)

When marking Thought and Detail, the marker should consider

how well the assignment is addressed and the purpose fulfilled
awarencss of audience (appropriateness of tone)

effectiveness of development

EXCELLENT: A precise awareness of audience is effectively sustained.
Development of topic or function is clearly focused and effective. Significant
information is presented, and this information is enhanced by precise and appropriate

details that effecti-ely fulfil the purpose.

PROFICIENT: Awareness of audience is clearly sustained. Development of topic or
function is generally effective. Significant information is presented, and this
information is substantiated by appropriate details that efficiently fulfil the purpose.

SATISFACTORY: Awareness of audience is generally sustained. Development of
topic or function is adequate. Sufficient information is presented, and this
information is supported by enough detail to fulfil the purpose.

LIMITED: Awareness of audience is evident but is not sustained. Development of
topic or function is vaguely focused and ineffective. Essential information may be
missing. Supporting details are scant, insignificant, and/or irrelevant. The purpose

is only partially fulfilled.

POOR: Little awareness of audience is evident. Development of topic or function, if
present, is obscure. Essential information and supporting details are inappropriate or

lacking. The purpose is not fulfilled.

INS INSUFFICIENT: The marker can discern no evidence of an attempt to fulfil the

assignment, or the writing is so deficient in length that it is not possible to assess
thought and detail.



Section II: Functional Writing - Scoring Guide (continued)

Writing Skills (curriculum concepts 2, 3, 4, 5)

When marking Writing Skills, the marker should consider Matters of Choice AND Matters

191

of Convention.

PROPORT!ON OF ERROR TO COMPLEXITY AND LENGTH OF RESPONSE MUST

ALSO BE CONSIDERED.

5 EXCELLENT: The selection and use of words and structures are effective. Minor
errors in mechanics and grammar do not reduce the clarity of communication.

4 PROFICIENT: The selection and use of words and structures are usually effective.
Very rarely do minor errors in mechanics and grammar reduce the clarity of
communication.

3 SATISFACTORY: The selection and use of words and structures are gencrally
effective. Errors in mechanics and grammar may occasionally reduce the clarity of
communication.

2 LIMITED: The selection and use of words and structures may be ineffective. Errors

in mechanics and grammar reduce the clarity of communication.

POOR: The selection and use of words and structures are frequently ineffective.
Errors in mechanics and grammar severely reduce the clarity of communication.



Section 111:

Response to Visual Communication - Scoring Guide

‘Thought and Detail (curriculum concepts 1, 3,4, 5, 13, 14, 16, 17)

When marking Thought and Detail, the marker should consider how effeciively the details
selected from the photograph and the discussion of theses details contribute to a plausible

and consistent interpretation of the photograph.

EXCELLENT: Interpretation of the photograph is insightful and is in the form of an
cffective generalized idea or theme. Specific details used for support are purposefully

chosen and enhance clarity.

PROFICIENT: Interpretation of the photograph is well considered and is in the form
of a generalized idea or theme. Specific details used for support are well defined and
accurate.

SATISFACTORY: Interpretation of the photograph is conventional and may be in
the form of a maxim or moral. Details used for support are clear but tend to be
generalized.

LIMITED: Interpretation of the photograph is vague and uncertain and/or
concentrated on a particular detail rather than on the photograph as a whole. Details

used for support are inappropriate and/or unclear.

POOR: Interpretation of the photograph is inappropriate or incomprehensible.
Details are irrelevant, inaccurate, or absent.

INS INSUFFICIENT: The marker can discern no evidence of an attempt to fulfil the

assignment, or the writing is so deficient in length that it is not possible to assess
thought and detail.
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Sectionlil: ~ Response to Visual Communication - Scoring Guide

Organization (curriculum concepts 2, 3, 4)

When marking Organization, the marker shoutd consider how effectively the writing
demonstrates

¢ unified and consistent development

* clear and cohesent order

5 EXCELLENT: A controlling idea is clear and is successfully sustained. Ideas are
developed by sentences and paragraphs that flow smoothly and coherently.

4 PROFICIENT: A controlling idea is clear and is usually sustained. Ideas are
developed by sentences and paragraphs that are coherently related.

3 SATISFACTORY: A controlling idea is mechanically maintairied. Sentences and
paragraphs arc generally related, but coherence may falter on occasion.

2 LIMITED: A controlling idea may be lacking or not maintained. Relationships
between sentences and between paragraphs are frequently unclear.

I POOR: A controlling idea is lacking. Sentences and paragraphs are not coherently
related.

Writing Skills (curriculum concepts 2, 3, 4, 5)

When marking Writing Skills, the marker should consider Matters of Choice AND Matters
of Convention.

PROPORTION OF ERROR TO COMPLEXITY AND LENGTH OF RESPONSE MUST
ALSO BE CONSIDERED.

5 EXCELLENT: The selection and use of words and structures are effective. Minor
errors in mechanics and grammar do not reduce the clarity of communication.

4 PROFICIENT: The selection and use of words and structures are usually effective.
Very rarely do minor errors in mechanics and grammar reduce the clarity of
communication.

3 SATISFACTORY: The selection and use of words and structures are generally
effective. Errors in mechanics and grammar may occasionally reduce the clarity of
communication.

2 LIMITED: The selection and use of words and structures may be ineffective. Errors
in mechanics and grammar reduce the clarity of communication.

1 POOR: The selection and use of words and structures are frequently inetfective.
Errors in mechanics and grammar severely reduce the clarity of communication.
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Appendix B

Equations For Calculation Of Variance Components




EQUATIONS FOR CALCULATION OF VARIANCE COMPONENT'S

Source of variation Equation
rater-scale interaction 02j; = (EMS;j; - 02pij.o) / np.
examinee-scale interaction 0% = (EMSy; - 0%pij ¢) / ;.
examinee-raterinteraction 07nj = (EMSp; - 62 ¢) / ni.
scale 0% = (EMS; - 62pjj ¢ - ng0%j - njoyi ) / N
rater 02 = (EMS; - 02ij ¢ - 1p0%j - nj07y; ) / npn;

examinee 02n = (EMS;, - 0%ij ¢ - 0j020j - 0j02n; ) / njn;
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Appendix C

Derivation of the Multifaceted Rasch Model
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This text is taken essentially unaltered from Chapter Five of Many-Facet Rusch

Meuasi:rement (Linacre, 1989). As such, equation numbers and figure numbers, remain

as in Chapter Five.

The particular model to be derived here is applicable to a three-faceted test in

which each judge of a panel of judges awards a rating to each examinee on each item.

Consider the performance of two examinees, Er, and Ey, rated by a Judge J; on
replications of the item A;. In whatever way the ratings were originally recorded. they
have been recoded into K+1 categories ordinarily numbered from 0 to K, with each
higher numbered category representing a higher level of perceived performance, and with

each category having a non - zero probability of occurrence.

Th~ administrations of the numerous replications of item A;j is the "test". The
performance levels of examinees Ep, and Ey, can be compared by their relative frequencies
of being rated in the various categories of the rating scale. Part of their performance can
be summarized by a 2x2 cross-tabulation table of counts of rating in categories k and h of
the rating scale, chosen so that category k is numerically greater than category h and

represents a higher performance level. This category is depicted in Fig. 10.

Examinee En
Categories k h
Examinee E, k Fki Fhk
h Fkn Fhp

Figure 10. Frequency distribution of judge-awarded ratings. Fip represents the count
of the number of times that examinee En is awarded rating k, when examinee Ey, is rated
an h, by judge J; across numerous replications of item Aj, where k > h.
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When both examinees are given the same rating, which occurs Fg times for a
rating of k, and Fpp, times for a rating of h, their performance levels are indistinguishable.
When the examinees are rated differently, which occurs Fip, and Fyi times, the examinee
with the greater frequency of ratings in category k, the higher category, is perceived to
have the higher ability. In comparing performance levels, we intend that the numeric
result be independent of the number of replications. Thus, if the test were to be repeated
again, and were of the same length, we would expect to get approximately the same
result. Moreover, if the two tests were then to be concatenated, we would again expect to
obtain about the same result. The division of the two frequencies, Fyy, and Fy, is
compatible with this expectation because we expect this ratio to be about the same when
the test is repeated, and also when the two tests are concatenated. Consequently, the

comparative levels of performance of examinees E;, and Ep;, can be identified by the ratio,

Fih / Fpk-

PUE,) _ Fy
PUE,) F,

, "5.1
where PL(E,) is the performance level of Ey,, and
PIAE) is the performance level of E,,

The ratio of empirically observed frequencies, Fip, / Fpk , is an approximation,
which is never exact, to the ratio of probabilities, Py, / Ppx , where Py, is the probability
of examinee, Ep, being given a rating of k, when examinee, Ep,, is being given a rating
of h where k > h, and Py is the probability of examinee, Ey, being given a rating of h,

when examinee, Ep,, is being given a rating of k. This unobservable ratio, Pyp, / Py is

defined to be the ratio of the examinees' performances.

PUE,) P
PI(E.) P,

5.2

?
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Now, for objectivity, the ratings given examinees E;, and Ej,, must be independently
awarded by the judge. Consequently,
Ph = Pnijk X Pmijk 5.3
and
Phk = Pnijh X Pmijp 5.4
where Ppijk  1s the probability of examinee Ej, being given arating of k onitem A, by

Judge Jj . Pnjjh, Pijk . Pmijh . are similarly defined. Then

PKE) =P¢ﬁ=£ﬂlx£ﬁ‘/_‘_ 55
PL(Em) Pht Pm'jh Pmijh o

Furthermore. also for objectivity, the relative perfformance or examinees Ey, and
Em must be independent of which particular item is used to compare them. Thus, though

performance levels are initially defined in terms of any conceptually equivalent items A;' .

That is,
P!’(En)___Pnijkxpmyh=Pnljtmex‘jh 5.6
PL( Em) Pnijh Plrujlc Pnljll Prm‘;t
then
P _ Lo P P 5.7
nijh Pmijh Pnljh me‘jk

For objectivity, this ratio of the probabilities of examinees E,, being rated in
categories k and h must be independent of whichever examinee Ey, is used in
thecomparison. New consider examinee Eq with performance level at the local origin of
the ability sub-scale. Similarly the ratio must be independent of whicheveritem A;' is

used for the comparison. Thus it must also hold for item Aq chosen to have difficulty at

the local origin of the item sub-scale.

ijk = POijk X Pank X P@[h 5.8
Pm‘jh P 0ijh Pno/‘h P 00
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If, instcad of comparing performance levels by means of items A and A;', we
compare performance levels by means of the ratings given by judges Jj and Jj' over

numerous replications of item Ai, then again we expect the relative performance levels to

be maintained.

PUE,) P P

nijk mijh _ Pm'jk X

Pmi‘h
- 59
PUE,) P, P

nijh mijk nif h mij k
so that
D> g4 3
Im'jk-_:Pmy"kxInikalmth 5.10
I)m'/'ll Pmijh Pm]h Plru'j‘k

Again this must be true if judge J;' is chosen to be judge Jo with severity at the

local origin of the severity scale, and examinee Em is examinee Eg, and when item A; is
replaced by item A(. Therefore,

ﬁrﬂﬁ =P00/1'xPn00kxP00m

nQjh POOjIl PnO(Yl POO(X‘

5.11

Furthermore, for objectivity, the relative severity level (SL) of judges J; and J;'

must be maintained whether the judging takes place over numerous replications of the

administration of eitheritem A, oritem A;' to the same examinee Ej,.
SL(J/‘) - PmLk Pm‘jh _ Pmyk Pnl/‘h

SUJ) Pu Puz Pus P

nijh nl f'k

5.12

then

Pnyk_PLlﬁxPny’kxPnll‘h

P

nijh nijh Pni/‘h Pnl/‘k

5.13

Again this must be true if judge Jj' is judge Jo chosen at the origin of the severity

scale, and examinee E, is examinee Eg, and item A;j' is item Ag.



>
P Wk P 00k P A\ i [JAQN)
= X X 514
1)011'11 PO()]h [)()i()ll [)()()(l

Substituting equations 5.14 and 5.11 in 5.8, and simplifying,

) 2
Pni/k - PnO(l POI()L‘ X P()Ujﬁ x ( [()()(Yx) 5 15

X
Pm'jh Pom Pow Poo,x Poow

which gives a general form in which each term is an expression of the relationship
between a component of a facet and the local origin of a sub-scale, in the context of a

particular pair of categories.

As the more general circumstances of a rating scale are to be considered, we do

not wish the comparison of the abilities of E; and Em to depend ou which particuiar pair

of categories of the rating scale that are used. Beginning again with equation 5.5

PuE")=ﬁL=£ﬂ£x£ﬂ 55
PUE,) Py, Py Prijn

We wish to generalize this equation to any pair of categories. The rating scale,
categories, are not independent but structured. In order to determine the structure in an
objective manner, we require that performance levels are invariant when they are
compared using any pair of adjacent categories in ascending order. This is the only
possible objective structuring, since defining invariance not over adjacent categories, but
over some pairing of non adjacent, results in 2 centradiction or indeterminacy in the rating
scale structure. Thus if a rating scale has 3 categories and performance levels are to be
invariant only when the top and bottom categories are used for the comparison in
equation 5.15, then performance levels on the middle category are indeterminate, and so

not objective.

201
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Invariance in relative performance when categories chosen such that k is one

greater than h, and also k' is chosen one greater than h', yields

PUE,,) - Pm‘jk 5 Pmijh - Pnyk‘ X Pm'fi( 5.19

PL(Em) Pnijh ‘ Prm'jlr Pm‘jll Pmijl‘ N

so that

P

Pnijk — Pm’j&ix Pnujk X mijH 520

nijh P nijl P mijh Prm'j(‘

Since the result is to be generalizable, a substitution is made with examinee &
replacing Eny, item Ag for item Aj, and judge Jg for judge Jj, where Ey is an examinee
with ability 0, Ag is an item of difficulty 0, and Jo is a judge of severity O, that is, the
examinee, item and judge all possess the mean amount of their respective properties. A
series of repeated substitutions and reorderings leads to the equation

I)nOOk = PnO(l" X POO(I' X POOUI' 5.20

F::OOh PnOGI’ POOG: 1)00(1"

Reordering the terms,

Pn()()k = ( Pr()()L‘ X P()()Ol')x POO(} 5-20
I)nOOh Pmo# R)O(l" POOU(

The two terms in parentheses are invariant over changes in choice of pairs of categories

and so are independent of the loca' structure of the rating scale, but they are not

independent of the choice of object, so wz can accordingly write them as Ppqg, so that

P P
n00k - P'()OX 00k 520
[)ml’)h PO()U«

Similar equations hold for Po;ok / Pojon and Pojok / Poion , so that, substituting

into 5.15,
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P P

gk . T C L Gon

P - Pnuu X P(m\ X [lmj S P
nigh Ok

This is the equation in which the ratio of probabilities of particular outcomes is the
product of terms that depend only on a single component and the local origin of its sub-
scale, combined with a term dependent on the pair of categories used for comparison.

The natural logarithm of this equation, followed by the following definitions

Bp = In(Ppoo), the ability of examinee E,,,
D; = -In(Pg;0), the difficulty of item A:,
Cj = -In(Poy;), the severity of judge Jj

Py .
Fy = -ln(-i"‘i) , the difficulty of the step from category k-1 to category k.

00"

yields

P
ln(—"l‘—) =B,-D,-C,-F,

nif(k -1)

which is the equation for the multifaceted Rasch model for three facets and a rating scale.



Appendix D

Weichted Total Mean Score and Unweigshted Total Meai Score by Rater
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Weighted Total Mean Score and UnweioI hted Total Mean Score by Rater

Rater Number| Weighted Unweighted | %Weighted [%Unweighted] Correlation
Mean Score | Mean Score | Mean Score | Mean Score

1 28.11 25.11 56.22 55.80 .98
2 30.68 27.44 61.36 60.98 .98
3 29.58 26.24 59.16 5831 .99
4 30.33 26.73 60.66 59.40 .99
5 27.40 24.27 54.80 53.93 .98
6 30.23 27.00 60.46 60.00 .99
7 30.44 26.80 60.88 59.56 .98
8 29.57 26.84 59.14 59.64 .98
9 29.26 26.41 58.52 58.69 .97
10 27.85 25.12 55.70 55.82 .98
11 29.70 26.78 59.40 59.51 .99
12 32.60 28.82 65.20 64.04 .98
13 30.81 27.48 61.62 61.07 .99
14 29.22 26.01 58.44 57.80 .98
15 30.05 26.98 60.10 59.96 .98
16 28.95 25.91 57.90 57.58 .99
17 29.51 26.12 59.02 58.04 .99
18 29.20 26.02 58.40 57.82 .98
19 29.95 26.19 59.90 58.20 .98
20 29.20 26.01 58.40 57.80 .98
21 28.%4 25.12 57.08 55.82 .98
22 33.36 30.02 66.72 66.71 .99
23 29.03 26.13 58.06 58.07 .98
24 31.03 27.76 62.06 61.69 .99
25 30.98 27.50 61.96 61.11 .99
26 29.81 26.84 59.62 59.64 .99
27 32.84 29.31 65.68 65.13 .99
28 30.78 27.48 61.56 61.07 .99
29 30.80 27.23 61.60 60.51 .99
30 28.66 25.52 57.32 56.71 .99
31 28.17 25.29 56.34 56.20 .99
32 28.29 25.45 56.58 56.56 .99
33 29.28 25.84 58.56 57.42 99
34 30.75 27.58 61.50 61.29 .99
35 2870 25.77 57.40 57.27 .99
36 26.80 23.73 53.60 52.73 .98
37 29.20 26.04 58.40 57.87 .99
38 29.42 26.25 58.84 58.33 .98
39 29.96 26.83 59.92 59.62 .98
40 32.49 28.56 64,98 63.47 .98
4] 29.47 26.24 58.94 58.31 .99
42 33.11 29.76 66.22 66.13 .98
i 43 29.11 26.30 58.22 58.44 .99




Rater Number| Weighted | Unweighted | %Weighted [%Unweighted] Correlation
Mean Score | Mean Score | Mean Score | Mean Score
44 30.67 27.24 61.34 60.53 .99
45 30.53 27.27 61.06 60.60 .99
46 33.19 29.36 66.38 65.24 .98
47 29.39 26.42 58.78 58.71 .99
48 29.56 26.32 59.12 58.49 .99
49 29.30 26.22 58.60 58.27 .99
50 28.19 25.07 56.38 55.71 .99
51 30.20 26.84 60.40 59.64 .98
52 27.79 24.51 55.58 54.47 .99
53 32.27 28.67 64.54 63.71 .98
54 29.26 26.02 58.52 57.82 .99
55 30.93 27.14 61.86 60.31 .99
56 28 74 25.72 57.48 57.16 .99
57 27.11 24.33 54.22 54.07 .98
58 25.43 22.88 50.86 50.84 .98
59 27.15 24.17 54.30 53.71 .98
60 31.21 27.65 62.42 61.44 .98
61 31.51 28.10 63.02 62.44 .98
62 31.19 27.88 62.38 61.96 .99
63 30.22 27.09 60.44 60.20 .98
64 32.23 28.58 64.46 63.51 .99
65 28.25 25.15 56.50 55.89 .97
66 29.49 26.90 58.98 59.78 .98
67 29.49 26.24 58.98 58.31 .98
68 27.29 24.37 54.58 54.16 .98
69 28.56 25.75 57.12 57.22 .98
70 28.37 25.54 56.74 56.76 .99
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Appendix E

Demonstration Of The Feasibility Of The Proposed Generalizability Sampling Design

And Subsequent Analysis
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ADDENDUM TO DISSERTATION PROPOSAL

DEMONSTRATION OF THE FEASIBILITY OF THE PROPOSED

GENERALIZABILITY SAMPLING DESIGN AND SUBSEQUENT ANALYSIS
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The Sample

The English 33 data were sorted by the third marker identification number. Given
that the number of possible marker triplets far exceeds the number of bundles, the use of
marker numbers allowed the specification of combinations of three markers that actually
did mark a common bundle of papers. Marker identification numbers were considered
likely to produce a random sample of the student population as student identification
numbers or student record numbers would group students according to school and
region, whereas marker identification numbers bear no relation to marker behaviour or

any student characteristic. The third marker was picked as the sort variable by chance.

A sample was drawn so that 100 intact bundles of six were chosen. This sample
contained all intact bundles for markers 301 to 313 plus sufficient bundles from rater 314
to form the 100 bundles for this sample. This sample was grouped in units of 20 intact
bundles of six. Groups of twenty bundles were chosen to minimize researcher fatigue

and researcher error. The group composition characteristics are given in Table A1.

Table Al
The Generalizability Group Composition Characteristics
Group Bundle Comments
Number | Number Size | Quantity | Total N
1 01-20 J6 20 120
2 21-40 6 20 240
3 41-60 6 20 360
4 61-80 6 20 480
5 81-100 |6 20 600
6 FI1-F25 |5 25 35 2-6's,1-7,1-11,N=135
7 |AL-A4l | 6 41 246 2ll Marker 353; nooverlap |
8 T1-T11 |12 11 173 bundle size 8 - 12; mainly 12

In addition to the first five groups, three other subsamples were drawn. While
Groups 1 to Group 5 comprise all of the intact bundles of six, Group 6 consists of all the

bundles of five, chosen from the same sample group of markers as was Group 1 to Group



5. These bundles are coded in Table A1 as F1 to F25. As reported in Chapter Two, five is
the most common number of papers in any broken bundle. Group 6 was chosen in order

to obtain a more nearly complete subsample of markings from markers 301 to 314.

Two other subsamples, Group 7 and Group 8 were chosen in order to compare the
results of different sampling methods. Group 7 consists of all intact bundles in which
marker 353, the most prolific marker, was one of the three markers. These bundles are
coded in Table Al as Al to A4]. There is a no overlap with the main sample as papers that
were in the main sample were excluded from this sample. Group 8 consists of groups for
third markers numbered 301 to 314 in which units are formed from groups of students who
share two common markers; this sampling giving larger units for generalizability analysis.

These bundles are coded in Table Al asT1toT11.

The Analysis

First Analysis

Each bundle was analyzed according to a fully crossed design, examinees by
markers by scales, n x j x i, using the computer program BMDP 8V. The percentage of
total variance was calculated for each component within each bundie. The percentages for
the variance components determined for each bundle were aggregated into percentage
variance components for the groups described in Table Al. The aggregated variance
components were then compared for stability of estimates both within the groups, Group 1
to Group 6, and beiween the total of Group 1 to Group 6, and Group 7, and Group 8. The

results for these two subsamples and the total results with and without these subsamples

are given in Table A2.
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Table A2

Percent Variance Components for the Subsamples

Group | %N %3 A %NJ | %NI %31 TNITE
1 20.65 |6.32 133 1401 ]13.58 |4.04  [40.08
) 2871 |7.72 205 |13.03  [13.02 320 |32.27
3 2521 |5.02 134 |10.13 |2090 [4.20 33.20
7} 29.01 |5.72 169 |14.02 |[14.05 [2.87 32.63
5 2002 |4.02 ~0.55 |12.25 |1698 |484 |33.45
6 2456 |4.17 031 |1298 |1692 [459 |36.48
7 3212 |3.62 046 |11.10 | 1439 |4.61 33.70
B 2431 |3.88 ~094 |19.71 | 1604 [1.76  [34.46
(Total 1-6 [ 26.21 | 5.38 093 [12.72 16.00 [4.02 3472
Total 1-7 | 27.64 | 4.96 0.82 |1233 |1561 |4.17 34.48
Total 1-8 | 27.32 | 4.85 0.73 [13.03 |1565 |3.93 3447
Table A3
Final Sample Percent Variance Components for the Subsamples
Group [%N__[%) Tl %NI [ %NI %I %NJILE
1 20.651 | 6317 | 1327 | 14.006 | 13.5/9 | 4.030 | 40.080
2 28.712 | 7.636 | 2.047 | 13.033 | 13.020 | 3.208 | 32.343
3 25.169 | 5.016 | 1305 | 10475 | 20.714 | 4.203 | 33.118
A 29.722 | 5415 | 1.505 | 13.710 | 14.883 | 2.954 | 31.801
3 28409 | 3.644 | -0.596 | 12.387 | 16.718 | 4.998 | 34.438
6 27.501 | 2.488 | 0.003 | 10.027 | 21.058 | 3.751 | 35.172
7 34.105 | 2.946 | -0.052 | 10.754 | 15.031 | 5.158 | 32.058
8 32.804 | 3.786 | 2.990 | 10.306 | 15.259 | 1.908 | 32.947
9 | 24235 | 9.278 | 0679 | 11495 | 17487 | 3.314 | 33.512 |
[Total 9] 27.986 | 5.100 | 1.029 | 11.805 | 16399 | 3.733 | 33.948
Group | %N %] %l %NJ | %NI %[ %NILE
Total 1.0 | 27.086 | 5.100 | 1.029 | 11.805 | 163990 | 3.733 | 33.048




Percent Variation by Group
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Figure Al
Bargraph of Percent variance components for the subsamples.
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Figure A2
Circle graph of Percent variance components for the subsamples.
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Circle graph of Percent variance components for the subsamples.

Considerable variation occurs among the means of the groups of 20. This is
expected given the small number of subjects per group. In spite of the large variation,
several features are already apparent. The NJI,error component and the person component
are largest by far, hovering around 35% and 27% respectively. The interactions, person -
judge, and person - item, account for approximately 13% and 16% respcctively. The
remaining components, judge, item, and the judge - item interaction all are low, 6%, 1%,
and 4% respectively. Both this ranking of components, and the approximate magnitude
are apparent even after the first group of 20. The order and magnitude are stable
throughout the various groups chosen.

Examination of variance components of Group 7, all intact bundles marked by
marker 353, reveal no differences that suggest that analysis of a different part of the sample
will lead to different conclusions about the various facets. Likewise, examination of

variance components of Group 8, comprised of larger units with two markers in common,
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reveal no differences that suggest that analysis of a different unit within the sample will lead

to different conclusions about the various facets.

‘These results are presented in graphical form in Figure A4.
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Figure A4.

Percent variance components for the subsamples.

Given the lack of distinct differences in estimates of variance components for
Group 7 or Group 8 and the original six groups, only analyses involving the first six

groups will be pursued.

Nature Of Individual Bundle Variance Components

Given that the variance estimates were produced with samples consisting of five or

six cases, questions may nevertheless be raised about the nature of estimates produced by



the analyses of the bundles. Table A3 contains information pertaining to the distribution of

these variance estimates.

Table A3

Individual Bundle Variance Components Characteristics

Component | Mean Median SD. Skew | Kurtosis
%N 26.22 25.31 17.14 0.07 -0.66
%] 5.38 2.62 7.92 1.34 1.59
%1 0.93 0.00 4.91 0.68 0.33
%NIJ 12.72 11.58 8.47 0.83 1.53
%NI 16.00 13.36 i1.30 1.16 1.43
%IJ1 4.02 3.06 4.63 1.24 1.73
%NIJI1E 34.72 34.10 12.54 0.50 0.72

The median is relatively different than the mean in the judge facet, the examinee - item, and
the judge - item cases. Skew and kurtosis values for these facets are larger than what
would be expected for a normal distribution. The judge facet values indicate that some
bundles contain a judge who differs greatly from his/her fellow judges. The judge - item
interaction suggests that some judges behave quite differently across some scales. The
indication of some examinees behaving differently across items, as the examinee - item
interaction suggests, is not surprising as some examinees will opt not to attempt a section

of the examination but will perform reasonably on other sections.

Standard Deviation versus Standard Error. As both standard deviatios and standard

error are given, explanation of their meaning as they relate to this study follows. The
standard deviation relates to the amount of spread among estimates of the variance
component that would occur if other bundles of examinees were analyzed. Itis the
standard error of the mean for a sample of one bundle. The investigation of variation in
estimates among very small n generalizability studics is not the purpose of this study.
Therefore, the standard deviation is not of interest in this study. The standard error relates
to the amount of spread among estimates of the mean of the variance component that would

occur in samples consisting of many bundles. The goal of this study is produce estimates



of variance components that reflect the population being studied. It is the precision of these

estimates of the variance that is of interest in this study. The standard error provides a

measure of this precision .

The percentage variance components with their 95% confidence intervals for the

sample consisting of Group 1 to Group 6 are given in Table A4 and Fgure A5.

Table4A
Percentage Variance Components with Confidence Intervals
Estimate Mean SD SE. 95% Confidence
Interval for Mean
%N 26.22 17.14 1.51 23.23 29.20
%l 538 7.92 0.69 4.00 6.76
%l 0.93 491 0.43 0.08 1.79
% 12.72 8.47 0.75 11.24 14.19
%NI 16.00 11.30 0.99 14.03 17.97
%}l 4.02 4.63 0.41 3.22 4.83
%NIILE 34.73 12.54 1.10 32.%4 36.91

Variance Components of Sample

g
K
2
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!
£
A
N J I NJ N JI Nile
Varniance Components
Figure AS

Bargraph of percentage variance components.
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As both Table Ad and Figure AS both clearly saggest, the methed of sampling
proposed for the generalizability study will lead to estimates for variance components that
are both stable and sufficiently precise such that the results of a generalizability can be
readily interpreted. Nevertheless, a variation of the preliminary analysis is given to further

strengthen this claim.

Second Analysis

The second analysis differs from the first in two respects, apart from the use of
only the first six groups. First, variance component values themselves rather than
percentages will be aggregated. Second, the results for the groups of 20 will be displayed
in a cumulative fashion, rather than separate groups of twenty, the second group will now
consist of an aggregation of the variance components of the first 40 bundles rather than
being comprised of bundle 21 through bundie 40. The results of this analysis are first

presented in tabular form in Table AS.

Table AS
Cumulative Variance Components for the Groups

N J i NJ NI JI NJLE
1 0.159 0.043 0.008 0.090 0.090 0.028 0.253
1-2 0.192 0.047 0.009 0.092 0.094 0.024 0.231
1-3 0.187 0.042 0.009 0.080 0.112 0.025 0.222
14 0.200 0.040 0.011 0.087 0.111 0.023 0.224
1-5 0.202 0.038 0.010 0.086 0.113 0.025 0.221
I-6 0.207 0.035 0.007 0.085 0.119 0.026 0.221
1-6 29.0% 5.0% 1.3% 12.1% 17.0% 3.7% 31.5%

In spite of the limited number of data points, several features are apparent. As
before, the NJI,error component and the person component are the largest by far, at 32%
and 30% respectively. Interactions. yerson and judge, and person and item, account for
12% and 17% respectively. The remaining componen's, judge, item, and the judge - item

interaction all are low, 5%, 1%, and 4% respectively. The results are presented in

graphical form in Figuie A6.



218

0.3 —
0.25 --
0.2 + e —
-
—h—!
0.15 - —3¢—NJ
—K—NI
: _y—X —— i
o1 —E—————K - NJLE
) S~ 3¢ .Y
\><___’_/7\
0.05 &+
—— ———
-&— o —@— 1
A— —h—
0 4 * 2 : % A
1 1702 1703 1704 1T0S 1TO6

Figure A6. _
Cumulative vanance components for the groups.

The cumulative estimates appear to be approaching asymptotic values yet this can

only be hinted at given the limited number of points.

As has been done with the first analysis, the characteristics of the cumulative group

are presented with confidence intervals in Table A7. In this table, actual variance values,

rather than percentages, are given.



Table A7
Vartance Components with Confidence Intervals
Estimate Mean SD SE. 95% Confidence
lnlgval for Mean
N 0.207 0.180 0.016 0.175 0.239
J 0.035 0.054 0.005 0.025 0.045
1 0.007 0.035 0.003 0.001 0.013
NJ 0.085 0.064 0.006 0.073 0.097
NS 0.119 0.115 0.010 0.099 0.139
JI 0.026 0.032 0.003 0.020 0.032
NJLE 0.221 0.062 0.006 0.209 0.233

Again as the results displayed in Figure A7, and presented in Table A7, indicate
stable, interpretable variance estimates were obtained. Due to the great similarity to the
results of the first analysis, the bar graph of the variance components will not be repeated.

Summary and Conclusions

Variance estimates of individual bundles vary widely as expected but produce mean
values that are consistent across subsamples. The means of the subsamples illustrate that
the method of obtaining population estimates by aggregating estimates produced by
analysis of bundles is a feasible method for analyzing data that cannot otherwise be

analyzed because of the characteristics of the data matrix.
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