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Abstract 

Chromatin plays a pivotal role in regulating critical DNA dependent processes, 

such as transcription. Chromatin and associated epigenetic modifications form the 

molecular basis of differentiation and development and are misregulated in 

disease states, such as cancer. Histone H1 molecules are key players in epigenetic 

mechanisms and are involved in the formation and stabilization of higher order 

chromatin structures, as well as having gene specific effects in transcription. Post-

translational modifications, such as core histone acetylation and H1 

phosphorylation, modify H1 binding and thus alter H1 function, although the 

underlying molecular mechanisms are unknown.  

We have used live cell imaging techniques, such as FRAP, to elucidate the 

complex binding events of H1 in response to chromatin modifying events during 

transcription. Using this approach, we have described the changes in H1 dynamics 

upon induction of core histone acetylation and how cooperativity of H1 binding is 

changed upon this modification. Using classical biochemical experiments and 

imaging techniques, we have shown a novel interaction between phosphorylated 

H1 molecules and a nuclear prolyl-isomerase, Pin1. This establishes 

phosphorylation-dependent proline isomerization of H1 as a key regulatory event 

during transcriptional initiation. Pin1 and core histone acetylation impart changes 

in one or more of the binding steps of H1, impeding H1 function. This can have 

consequences on the stability of higher orders of chromatin structure. Our studies 

provide mechanistic insight towards the epigenetic regulation of H1 and 

chromatin structure in transcriptional processes.  
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1.1 – Epigenetics and cancer  

Epigenetics is a term coined by Conrad Hal Waddington in 1942 who described it 

as the study of epigenesis, or the ‘causal mechanisms’ of development, 

underpinning the relationship between genes, their products and the processes that 

brings the phenotype into being (Van Speybroeck, 2002; Waddington, 1942). The 

term ‘epigenetics’ has since evolved as the study of stable or heritable changes in 

gene expression profiles that occur without changes in DNA sequence. However, 

it must be kept in mind that most epigenetic changes, unlike genetic changes, are 

reversible in nature. For example, converting fully differentiated cells to stem-cell 

like phenotype through epigenetic mediated induced pluripotency has dispelled 

our long-held belief that differentiation is unidirectional and that these processes 

are reversible under appropriate conditions (Yamanaka, 2009).  

Epigenetic regulators include the plethora of histone modifications, DNA 

methylation, as well as recent discoveries with non-coding RNAs that play a role 

in the epigenetic phenomena. They play a fundamental role in many processes 

such as differentiation, senescence, aging, X-chromosome inactivation as well as 

in disease states such as cancer. Global DNA hypomethylation and promoter 

hypermethylation has been observed in almost every type of human cancer, the 

latter correlating with silencing of tumor suppressors as well as providing tumor 

cells with selective growth advantage (Baylin & Herman, 2000; Costello et al, 

2000; Feinberg & Vogelstein, 1983; Goelz et al, 1985). The epigenetic landscape 

of cancer cells is further characterized by altered histone modifications of crucial 

genes and a global reduction in monoacetylation and trimethylated H4 molecules 
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(Fraga et al, 2005). Furthermore, the role that epigenetics play in carcinogenesis, 

has recently been recognized by the fact that tumor cells could develop a cancer 

stem cell like phenotype through epithelial to mesenchymal transitions, which are 

mediated primarily through epigenetic means (Mani et al, 2008).  

Such epigenetic aberrations occur at frequencies similar to genetic mutations of 

tumor suppressors, which are traditionally held as a causal link for oncogenesis 

(Baylin & Herman, 2000; Jones & Laird, 1999). Epigenetic aberrations are now 

held to be responsible for virtually every step of the oncogenic pathway from 

initiation to progression of tumors (Jones & Baylin, 2002) underlying the 

importance of studying such events. These and other studies have been 

instrumental in the introduction of a number of DNA methyltransferase inhibitors 

and histone deacetylase inhibitors into clinical trials for cancer treatment and have 

been shown to have promising anti-tumor properties (Yoo & Jones, 2006).  

1.2 The eukaryotic nucleus and its organization  

In all eukaryotic nuclei, genomic DNA exists in a highly compacted state through 

its association with proteins known as histones. Histones help offset the strong 

negative charges present on the DNA molecule and provide a scaffold onto which 

DNA can be wound (Wolffe, 1998). 

The packaging of DNA together with histones involves a series of distinct 

hierarchical events that essentially compacts the entire 2m of genomic DNA into 

the 5-10µm constrains of the nucleus. This ordered nucleoprotein complex is 

known as chromatin (Wolffe, 1998).  
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1.3 The nucleosome 

The basic structural and functional repeating element of chromatin is termed the 

nucleosome. The nucleosome is comprised of 147bp of DNA wound 1.65 in a 

left-handed superhelical turn around the histone octamer (Luger et al, 1997; 

Richmond et al, 1984). The histone octamer comprises of two copies of each core 

histone – H2A, H2B, H3 and H4 (Kornberg & Thomas, 1974). Binding of the 

linker histone, or histone H1, organizes an additional 20bp of DNA into a 

structure known as the chromatosome. This highly conserved structural entity 

forms the fundamental unit of higher order structures of chromatin (Van Holde, 

1988; Widom, 1998). Nucleosomal arrays stabilized by histone H1 are 

traditionally referred to as chromatin fibers. It must be noted that the assembly of 

DNA into these structures does not render them static, but these are highly 

dynamic, conformationally mobile, multi-protein complexes regulating a host of 

processes such as transcription, replication and DNA repair (Anderson & Widom, 

2000; Van Holde, 1988; Widom, 1998; Wolffe, 1998). 

The nucleosome fulfils three major functions. One, it imparts a structural 

bend in the DNA at the atomic level and neutralizes part of its negative charge. 

Secondly, the binding of DNA to histones curtails the accessibility of DNA to 

other DNA binding proteins such as transcription factors. Thirdly, the nucleosome 

forms the building blocks for the formation of higher order chromatin structure 

that further engage DNA into higher orders of DNA compaction (Luger et al, 

1997).  

1.4 - Higher orders of chromatin structure 
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Higher order chromatin structure consist of arrays of nucleosomes, or 

chromatosomes, in an orderly, defined yet dynamic orientation in three-

dimensional space (Woodcock & Ghosh, 2010). In vitro, arrays of nucleosomes 

fold into distinct 30nm chromatin fibers dependent upon the ionic strength of the 

media, the presence of N-terminal tails of the core histones, and the presence of 

linker histones (Bednar et al, 1998; Carruthers et al, 1998) (see Figure 1.1). 

Binding of the nucleosomes increases the DNA packing ratio (length of 

DNA/length into which it is packed) to 6:1, while a 30nm fiber increases the 

compaction of DNA to 40:1. Mitotic chromosomes, which represent highly 

condensed chromatin structures have DNA compacted to 10,000:1. The 

mechanism by which such dense chromatin structures are attained or the very 

nature of these structures itself is still under investigation. It must be noted that 

the structure of chromatin varies in a spatio-temporal manner, with dense 

structures of chromatin prevalent in heterochromatin, while ‘relaxed’ chromatin is 

present in euchromatin. Additionally, as cells undergo mitosis, chromatin 

structures are maximally condensed  following which chromatin decondenses in 

the daughter cells.  
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Figure 1.1 – Condensation of DNA from a 2nm fiber (naked DNA) to higher 
orders of chromatin fiber structures. Figure illustrates the hierarchy of folding 
that is responsible for condensing the entire length of the genomic DNA into the 
constraints of the nucleus. Binding of histones organizes DNA into a structure 
known as the nucleosome and arrays of nucleosomes in an extended conformation 
are also known as the 10nm fiber. Binding of linker histones further condenses 
this structure to form a 30nm chromatin fiber. Linker histones and the NTD of 
core histones play a key role in the formation and stabilization of higher order 
structures. Processes that result in, or indeed the structure or conformation of 
chromatin fibers higher than the 30nm chromatin fiber are not known. Figure 
adapted from (Hansen, 2002), and reproduced with permission from Annual 
Reviews of Biophysics and Biomolecular Structure. 
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1.5 - Core histones 

Each of the core histones (H2A, H2B, H3 and H4) consists of a structured C-

terminal histone fold domain and an unstructured N-terminal domain. The latter 

play key roles in interacting with a host of proteins involved in modifying the 

accessibility of proteins to DNA, along with being sites of modifications in a 

number of cellular processes such as transcription, DNA damage signaling events, 

replication, recombination (Van Holde, 1988; Widom, 1998; Wolffe, 1998). The 

tail domains, compared to the fold-domain, are very flexible and are thought to 

rearrange spatially under different chromatin modifications (Hansen, 2002). The 

N-terminal domains are key requirements for the formation of higher order 

structures even in the presence of linker histones (Schwarz et al, 1996; Tse & 

Hansen, 1997). They are thought to mediate both short-range nucleosomal 

interactions, as well as long-range interactions that are key in maintaining the 

30nm fiber.  

1.6 – Linker histones 

Linker histones are a family of structural proteins associated with chromatin that 

bind and influence chromatin fiber stability and dynamics. They are fairly small 

(~21KDa) proteins and are composed of predominantly basic amino acids (Godde 

& Ura, 2008; Noll & Kornberg, 1977; Shaw et al, 1976; Whitlock & Simpson, 

1976). Linker histones are found in near 1:1 stoichiometry with nucleosomes, and 

have been found to be essential for mammalian cell survival (Fan et al, 2003; Fan 

et al, 2005). A 50% decrease in global H1 levels was found to alter chromatin 
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structure by increasing the chromatin decondensation that paralleled a decrease in 

nucleosomal spacing (Fan et al, 2005).  

1.6.1 - Linker histone variants - Lower eukaryotes, such as yeast, possess only 

one subtype of histone H1 (Ali et al, 2004). Mammalian cells on the other hand, 

have seven to eight different subtypes or variants of H1 (Albig et al, 1997a), 

encoded by different genes. The variants were primarily resolved with the help of 

cation-exchange chromatography (Kinkade & Cole, 1966; Parseghian et al, 1993), 

two-dimensional gel electrophoresis (SDS-PAGE and AUT) (Lennox & Cohen, 

1983). The existence of multiple variants of H1 was further confirmed with the 

help of reverse-phase HPLC (RP-HPLC), capillary electrophoresis and top-down 

mass spectrometry (TDMS) (Rundquist & Lindner, 2006; Zheng et al, 2010).  

H1 variants were initially named based on their chromatographic properties 

(reviewed in (Parseghian & Hamkalo, 2001)), however, were later renamed based 

on the order that they were cloned and sequenced by Doenecke (Albig et al, 

1997b). There have been at least ten homologous H1 proteins described to date. 

These include H1.0, H1.1, H1.2, H1.3, H1.4, H1.5, H1t, H1Foo, spermatid 

specific H1-like protein HILS1 and H1x.  

1.6.2 - Expression pattern of variants - H1.2, H1.3, H1.4 and H1.5 are present 

in all somatic cells, while H1.1’s expression is restricted to thymus, testis, spleen, 

neuronal cells, and lymphocytic cells (Franke et al, 1998; Parseghian & Hamkalo, 

2001; Parseghian et al, 1994; Rasheed et al, 1989). The expression of H1.0, the 

replacement subtype, is mainly restricted to cells that are in G0 phase of the cell 

cycle, or in terminally differentiated cells (Doenecke et al, 1997; Panyim & 
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Chalkley, 1969a; Zlatanova & Doenecke, 1994). H1t, H1Foo and HILS1 are 

highly developmental and tissue specific, with H1t being restricted to male germ-

cells (Seyedin et al, 1981), and H1Foo is specific to oocyte, zygote and early 

embryo (Tanaka et al, 2001; Tanaka et al, 2005). H1LS1, the spermatid specific 

H1, is thought to replace H1t during spermiogenesis (Yan et al, 2003). H1x is a 

relatively newer member of the H1 family (Happel et al, 2005) and is found to be 

expressed in all tissues examined (Yamamoto & Horikoshi, 1996).  

Among the different variants, the expression pattern of H1.0 has received 

most attention, in part, due to its stringent regulation. H1.0 is seen to accumulate 

in cells following terminal differentiation (Gjerset et al, 1982; Zlatanova & 

Doenecke, 1994). The functional relevance of H1.0 accumulation in differentiated 

cells is currently unknown. However, mice completely lacking the H1.0 gene 

were found to be viable and fertile, suggesting that H1.0 was dispensable, at least 

for normal mouse development (Sirotkin et al, 1995).  

The expression pattern of H1.1-H1.5 is linked to the cell-cycle, while 

expression of H1.0 and H1.x are generally considered to be independent of cell 

cycle status (Doenecke et al, 1994). The expression of H1.0 remained unchanged 

in the presence of DNA replication inhibitors (Zlatanova, 1980) suggesting its 

expression being independent of cell cycle. Studies in murine erythroleukemia 

cells showed H1.0 gene transcription to occur throughout the cell cycle, however 

their levels did peak in mid to late S-phase (Grunwald et al, 1991). This is in 

contrast to replication dependent H3 expression that begins in early S-phase 

(Grunwald et al, 1991). More importantly, chemical inducers of differentiation, 
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led to high levels of H1.0 accumulation in these cells, once again linking H1.0 to 

differentiation (Grunwald et al, 1991). Furthermore, the mRNAs of both H1.0 and 

H1.x are polyadenylated (Doenecke et al, 1994; Yamamoto & Horikoshi, 1996) 

and the genes themselves exist outside the main histone cluster of genes. In direct 

contrast, most of the histone genes and the somatic H1 variants the gene 

expression profiles of which are linked to DNA replication have a characteristic 

3’-hairpin like mRNA structure, which is necessary for S-phase dependent 

processing of mRNA (Doenecke et al, 1994; Marzluff, 2005; Zlatanova & 

Doenecke, 1994). Additionally, most of the replication dependent H1 genes are 

clustered, while replication independent H1 genes are spread around. For 

example, while most of the somatic H1 genes and H1t map to chromosome 6 

(Albig et al, 1993), H1.0 maps to chromosome 22 (Doenecke et al, 1994), and 

H1x maps to chromosome 3 (Sulimova et al, 2002).  

Despite the spectrum of H1 variants available to a cell, there appears to be 

limited heterogeneity, at least in HeLa cells, where only H1.2 and H1.4 are the 

predominant variants expressed and H1.5 is expressed at a much lower ratio 

compared to its other counterparts (Zheng et al, 2010). Whether the limited 

heterogeneity is a characteristic of differentiated or tumorigenic cells, is currently 

unknown. Furthermore, there are also single amino acid polymorphisms (Ala to 

Thr substitution in H1.2 at position 142) that are known to occur (Zheng et al, 

2010) adding further diversity to H1 proteins within the nucleus.  

1.6.3 - Localization The variants also differ in their localization within the 

nucleus. Some variants, such as H1.1 and H1.2 are more enriched in euchromatin, 
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while other variants, such as H1.0, H1.4 and H1.5 prefer heterochromatic sites 

(Th'ng et al, 2005). H1.x. on the other hand has been shown to accumulate in the 

nucleolus (Happel et al, 2005), however, its function in the nucleolus has not yet 

been determined.  

1.6.4 - Structural features - The human variants share a common structure that 

consists of a central globular winged helix domain, a short N-terminal domain 

(NTD) and long unstructured C-terminal domain (CTD) (Figure 1.3) (Albig et al, 

1997b). Much of the heterogeneity among the members is present in the NTD and 

CTD, while the globular domain is fairly well conserved. The different members 

also possess distinct kinetic properties, which reflects differences in their binding 

affinity to chromatin. These could be attributed to differences in either the net 

charge on H1, or the length of the CTD, or the number and relative positions of 

the S/TPKK phosphorylation motifs on different H1 family members (Hendzel et 

al, 2004; Th'ng et al, 2005). These S/PTKK sites are of particular importance to 

H1 binding since they are substrates for enzymes such as Cdk2 (will be discussed 

in detail, below). H1.0, the shortest linker histones, has a very high density of 

basic amino acids in its CTD. It is also the only variant to exclusively possess TP 

sites and no SP sites on its CTD, even though it has very high percentage of 

serines (10% of the protein), just not next to a proline residue. It is also the only 

variant in the H1 family to have a methionine and histidine in the mature form of 

the protein (Zlatanova & Doenecke, 1994). All the variants have similar content 

of alanines, (which varies from 15% in H1.0 to 27% in H1.4) and prolines (varies 
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from 7.7% in H1.0 to 10% in H1.2), imparting a significant hydrophobicity in the 

H1 molecule.  
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Figure 1.2 – Protein sequence alignment of different H1 variants. Protein 
alignment of the major somatic human H1 variants shows that the globular 
domain houses the majority of conserved sequences. Variability in sequences 
amongst variants arises from the two tails of H1. Furthermore, lysines are the 
major amino acid residue in the CTD, followed by alanine, imparting significant 
positive charge and hydrophobicity to the domain. It is interesting to note that 
among the conserved amino acid residues in the CTD, proline residues are among 
the most prominent. This observation is true even in the six variants of chicken 
H1 where 11 out of 13 proline residues are conserved (Clark et al, 1988). The 
significance of this conservation is not known. Furthermore, as can be seen from 
the consensus sequence shown as a sequence logo, there is a high degree of AKP 
or AKKP motifs found in the CTD.  It must be noted that while alanine and lysine 
have high helix-forming propensity, proline has the least (Pace & Scholtz, 1998), 
suggesting a dynamic equilibrium of various structures in the CTD. These 
putative proline kinked AK alpha-helix motif, referred to as the AKP Helix 
(Kasinsky et al, 2001), are thought to form amphipathic helical structures in the 
presence of DNA that may aid in inter-molecular H1 interactions, and/or assist in 
binding to linker DNA (Subirana, 1990). Additional common features include the 
presence of a lower charge density in the CTD region that is most proximal to the 
globular domain, including the presence of negatively charged glutamic acid, 
compared to the rest of the CTD (Subirana, 1990). The function of this short 
region, known as the CTD hinge, is unknown. Furthermore, there is limited 
functional knowledge on the presence on Lysine triplets at the end of all H1 
variants, or as to why most lysine residues on H1 appear as lysine doublets. This 
feature is shared by H1 variants in many organisms (Subirana, 1990). This Figure 
was generated using the Geneious Software, with protein sequences obtained from 
Uniprot/NCBI database. 
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Figure 1.3 – Structure of H1 and location of H1 binding (A). This is an 
illustration of H1 highlighting the tripartite structure of H1 drawn to scale. The 
CTD of H1 is very long (comprising of approximately 100 amino acids) 
compared to the NTD (30 residues). Both the NTD and the CTD of H1 are 
intrinsically disordered and are unstructured in solution, compared to the globular 
domain. Figure adapted from (McBryant & Hansen, 2012) and reproduced with 
permission from Springer. 
(B) Computer modeling of the chromatosome alluding towards the strategic 
location of H1 at the entry and exit points of DNA. The globular domain (in red) 
binds at the nucleosome dyad axis while the CTD of H1 (shown in cyan) 
establishes extensive contacts with the linker DNA bringing the two strands 
together. This forms a unique ‘stem’ like structure that is thought to direct higher 
order folding of chromatin. Figure adapted from (Bharath et al, 2002) and 
reproduced with permission from Oxford University Press.  
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1.6.5 - Histone H1 in other organisms – Compared to core histones, linker 

histones are less evolutionarily conserved with the CTD and NTD housing much 

of the heterogeneity. However, it must be kept in mind that even the first DNA 

condensing proteins, such as those found in Chlamydia (eubacteria), are rich in 

lysine, proline and alanine, similar to those found in human H1 (Kasinsky et al, 

2001) This suggests that there are ‘simple compositional constraints’ of amino 

acids in proteins that interact and condense DNA (Kasinsky et al, 2001). While 

the H1 like proteins in Chlamydia and Trypanosoma were similar in amino acid 

composition, they lacked the globular domain that is a feature of most animal, 

plant and fungal H1 (Ramakrishnan et al, 1993). Thus, the DNA condensing 

proteins in Chlamydia resembled the CTD of mammalian H1. It is interesting to 

note that most of these ‘H1-like’ proteins analyzed in bacteria comprised of 

approximately 125 amino acids, which is very similar to the length of the CTD of 

human H1 variants (Kasinsky et al, 2001). Among eukaryotic cells, the yeast 

Saccharomyces cerevisiae is unique in that its H1 has two globular domains 

(Patterton et al, 1998).  

While H1 has been found to be dispensable for Saccharomyces cerevisiae, 

Aspergillus nidulans, and Tetrahymena, they are essential for higher organisms 

such as mice, and Drosophila (Downs et al, 2003; Patterton et al, 1998; Ramon et 

al, 2000; Shen et al, 1995) (Lu et al, 2009b). Drosophila melanogaster has a 

single H1 variant, dH1, and is essential for heterochromatin assembly and 

structural organization of polytene chromosomes, with cells lacking dH1 

displaying higher genomic instability (Vujatovic et al, 2012). Histone H1 in 
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Drosophila, mice and humans have been shown to play key roles in chromatin 

structure formation and regulation of gene expression (Fan et al, 2005; Vujatovic 

et al, 2012). The role of H1 in these processes will be explored in the following 

sections. 

1.7 – Role of histone H1 in higher order chromatin fiber formation 

Binding of histone H1 stabilizes and organizes an additional 20bp of DNA 

into the nucleoprotein complex (Varshavsky et al, 1976; Whitlock & Simpson, 

1976). Histone H1 occupies a strategic location at the entry and exit sites of 

nucleosomal DNA forming a unique stem-like structural motif (Bednar et al, 

1998). The structure effectively brings the linker DNA together and “closes” off 

the nucleosome, thereby constraining the DNA entry/exit angle. This apposition is 

thought to orient the position of successive nucleosomes hence determining the 

pattern of inter-nucleosomal contacts (Bednar et al, 1998; Robinson & Rhodes, 

2006) (Figure 1.4). Interestingly, it has been shown that the length of the stem-

like structure is dependent upon the charge of the H1 variant (Bednar et al, 1998) 

alluding towards the possibility of differential chromatin condensing abilities for 

different variants.  

In vitro experiments have been instrumental in our understanding of the 

role of histone H1 in influencing chromatin structure. In the absence of H1 and 

under low salt conditions, nucleosomal arrays form extended, decondensed or 

partially folded arrays (commonly referred to as the ‘beads on a string’ structure) 

lacking inter-nucleosomal contacts (Thoma, 1979). As the salt concentration is 

increased to 2mM MgCl2 or 100mM NaCl, inter-nucleosome contacts increase 
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leading to the formation of secondary or higher orders of chromatin structure. 

However, these structures are unstable, heterogeneous, form clumps and fail to 

fold into the 30nm fibers, which is a feature of native chromatin (Bednar et al, 

1998; Hansen, 2002). Binding of histone H1 imparts stability and homogeneity to 

nucleosomal arrays forming a compact 30nm fiber (Carruthers et al, 1998; 

Hansen, 2002). In addition, higher orders of chromatin structure can be formed in 

much lower salt concentrations in the presence of H1 (Hansen, 2002). 

Similar results were obtained in cells housing a 50% reduction of H1 

levels where global changes in chromatin structure along with a reduction in 

nucleosome repeat length were observed (Fan et al, 2005). Specifically, 

polynucleosomes extracted from H1 deficient cells were found to be 

heterogeneous and less compact (Fan et al, 2005). Furthermore, Xenopus 

chromosomes depleted of H1 (an embryonic, maternally derived variant also 

known as B4) are aberrantly elongated and “stringy” (Maresca et al, 2005). This 

morphological defect was thought to be the main cause of the observed 

chromosome mis-alignment and mis-segregation in these extracts (Maresca et al, 

2005). A similar effect is seen in Drosophila cells where H1 is required for proper 

polytene chromosomal structure and formation of the chromocentre (Lu et al, 

2009b). Polytene chromosomes that otherwise display a distinct banding pattern 

of intensely stained bands and dark interband regions lose this pattern upon 

depletion of H1 (Lu et al, 2009b). Furthermore, chromosomal arms were found to 

form chromatin clumps devoid of any defined structure and were thinner in 

appearance in the absence of H1 (Lu et al, 2009b).  
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These results were confirmed with the help of single-molecule force 

spectroscopy, which was used for analyzing the mechanical properties of the 

30nm chromatin fiber with nanometer and sub-pico-Newton resolution (Chien & 

van Noort, 2009; Cui & Bustamante, 2000). While H1 was shown to have no 

affect on the stiffness of the fiber, it improved the mechanical stability of 

chromatin fibers (Kruithof et al, 2009). Stiffness is described as the force needed 

to cause unit displacement in length of the fiber, and is inversely proportional to 

compliance. The 30nm fiber was found to be highly compliant, such that small 

changes in force could cause large changes in fiber length. This is thought to 

ensure thermal ‘breathability’ of the chromatin fiber (Kruithof et al, 2009). The 

increase in mechanical stability of the 30nm fiber was attributed largely, to the 

ability of fibers reconstituted with H1 to resist unstacking of nucleosomes under 

applied force (Chien & van Noort, 2009; Kruithof et al, 2009). These results 

suggest that the principle role played by H1 is to orient successive nucleosomes, 

such that they stack in the most energetically favorable manner. Furthermore, it 

also suggests the inherent dynamicity of the chromatin fiber, which is not 

diminished under the stabilizing effect of H1.  
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Figure 1.4 – Changes in chromatin structure upon addition of linker histones 
and salt conditions. (A) Electro-cryomicroscopy of unstained, unfixed chromatin 
fibers isolated from chicken erythrocytes, in low salt (5mM mono-valent) in the 
absence of linker histones. These fibers clearly show the divergence of the linker 
DNA, which may be a result of mutual electrostatic repulsive forces. The possible 
path of the linker DNA in the absence of linker histones is shown in (F). At the 
same ionic concentration, linker histones induce a “stem” like conformation of the 
linker DNA (shown by the arrows). One potential path of the linker DNA in such 
a conformation is shown in (G). The abundance of positively charged amino acids 
in the CTD of H1 are thought to stabilize the DNA molecules at this intersection. 
(C) The arrowheads show the two gyres of DNA looping around the nucleosomes, 
while the arrow points towards the stem-motif induced by H1. (D) Another view 
of the stem-motif that shows the DNA being brought together prior to their 
divergence. (E) Electron cryomicroscopy of chromatin fibers isolated from 
chicken erythrocytes in 15mM (monovalent ions) show that upon increasing the 
salt concentration, successive nucleosomes come in close contact with one 
another, in part due to a reduction in the entry-exit angles of linker DNA (from 
85° to 45°). (H) 3D model of the zigzag nucleosomal array in low salt (5mM) 
which shows the nucleosomes as pear shaped structures. Note that the stem like 
structure induced by H1 is positioned towards the interior of the fiber structure. (I) 
Model structures of the chromatin fiber as the ionic strength is increased from 
5mM (monovalent) (I) to 15mM (J) to 80mM (K), which correlates with 
decreasing linker DNA entry-exit angles from 85° (I) to 45° (J) to 35° (K). Figure 
adapted from (Bednar et al, 1998) and reproduced with permission from PNAS. 
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1.7.1 - H1 and the structure of the 30nm chromatin fiber – In vitro 

reconstituted chromatin fibers have provided us with valuable insight into the 

structure of the 30nm chromatin fiber. In vitro salt concentrations and the 

presence of H1 play an important role in influencing the topology of the fiber 

(Hansen, 2002), and as such, the structure of the 30nm fiber in vitro is a subject of 

much controversy in the field (reviewed in (Robinson & Rhodes, 2006)).  

Richmond and colleagues carried out electron microscopy on 

tetranucleosomes imaged at a resolution of 9Å and showed that in the absence of 

H1, nucleosomal arrays form a structure that can be computationally modeled to a 

two-start helical structure with the linker DNA stretching across two stacks of 

nucleosomal cores in a zigzag fashion (Schalch et al, 2005). The structure has a 

diameter of about 25nm and a compaction ratio of 5-6 nucleosomes/11nm 

(Schalch et al, 2005). However, it must be kept in mind that these experiments 

were conducted in the presence of high salt concentrations (20-60mM MgCl2, 

150mM KCl) thereby bypassing the need for H1 (Schalch et al, 2005). 

Furthermore, the two-start helical model is modeled on linker DNA length of 

20bp that connects two nucleosomes (Schalch et al, 2005). Longer or non-uniform 

linker DNA lengths would cause local perturbations in the structure thereby 

disrupting nucleosome-nucleosome contacts (Robinson & Rhodes, 2006). It must 

be noted that structures formed with such short nucleosome repeat lengths (NRL) 

have a very limited dependence on H1 for compaction. For example, the 

sedimentation coefficient of nucleosomal arrays with 167bp repeat length, 

increase from 125 to 142 S in the presence of H1, while nucleosomal arrays with 
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NRL of 197bp, more than double the sedimentation coefficients indicating greater 

compaction in the presence of H1 (Routh et al, 2008). It is interesting to note that 

arrays with 167bp NRL also bind H1 at lower stoichiometry (0.5:1 H1: 

nucleosome), which may be due to the insufficiency of linker DNA between 

adjacent nucleosomes (Routh et al, 2008).  

In the presence of physiological amounts of H1 (one per nucleosome) and 

longer NRL, chromatin fibers adopt a slightly different topography. In the 

presence of low salt concentrations (1.6mM MgCl2), a left handed one-start helix 

is formed (Robinson et al, 2006) (Figure 1.5). The diameter of the fiber is 

dependent upon the NRL, although this dependence does not vary linearly. The 

diameter of the fiber remains constant as the repeat length increases from 177 to 

207bp at 33nm, while a dramatic increase to 43nm is seen when the repeat length 

is increased to 217bp (Robinson et al, 2006). Analysis of the NRL from a large 

number of cell types, tissues and organisms, has revealed it to center around 180-

200bp (Widom, 1992). This is in contrast to the 167bp NRL used in the 

Richmond model described above (Schalch et al, 2005). Electron microscopy of 

reconstituted chromatin fibers with H1 and NRL at 177, 187, 197 or 207bp 

showed that such fibers had a diameter of 33nm and was significantly more 

compact than the earlier model of the 30nm fiber, encompassing 11 

nucleosomes/11nm (Robinson et al, 2006). Unlike the 167bp NRL arrays, 197bp 

NRL arrays have a requirement for H1 to achieve higher compaction and bind H1 

in a 1:1 stoichiometry (Routh et al, 2008). In the absence of H1, these arrays form 
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unfolded, ‘puddles’ of nucleosomes, while addition of H1 transforms these 

structures to well-defined, compact structures (Routh et al, 2008) (Figure 1.6). 

The greater compaction does not mean that these fibers are rigid. In fact, 

force spectroscopy studies on such fibers show that chromatin fibers with 197bp 

repeats are less stiff (or more compliant) than fibers with 167bp NRL (Kruithof et 

al, 2009). Note that the latter adopts a two-start helix, as noted above. This 

implies that the higher compliance of the one-start helical model affords it greater 

thermal breathing, while maintaining a high degree of compaction. In other 

words, the two-start model is compact, yet highly dynamic. 

Interestingly, reconstitution of chromatin fibers with even higher repeat 

lengths, such as those found in sea urchin sperm having a high nucleosome repeat 

length of 237bp (Spadafora et al, 1976), 45nm chromatin fibers encompassing 

approximately 16 nucleosomes/11nm, are formed (Robinson et al, 2006). 

Substitution of a sea urchin specific H1 variant does not change the diameter of 

the 30nm fiber, suggesting that substituting different H1 variants may not 

influence the physical dimensions of the chromatin fiber (Robinson et al, 2006).  

These results show that linker histones and nucleosome repeat lengths play 

a crucial role in modulating the degree of compactness of the chromatin fiber. It is 

thought that chromatin fibers housing lower levels of H1/nucleosome, such as 

transcriptionally active fibers, may adopt a chromatin fiber conformation similar 

to the two-start helical model (Robinson & Rhodes, 2006). Structures that require 

a high degree of chromatin condensation, such as mitotic chromosomes and 

transcriptionally inactive chromatin, would be expected to adopt a conformation 
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similar to the one-start model, allowing greater compaction (Robinson & Rhodes, 

2006) (Bassett et al, 2009; Travers, 2009). It is still unknown whether such 

transitions are possible in vivo, and at what energetic costs. Furthermore, it must 

be kept in mind that such models are based upon static images obtained either in 

fixed EM samples or X-ray crystal structures and hence are not representative of 

the dynamicity that this commonly associated with chromatin fibers in vivo. 

Furthermore, these models utilize the 601 nucleosomal arrays that have a very 

strong nucleosome positioning sequence (Lowary & Widom, 1998) and strict 

restrictions on nucleosome repeat length (Robinson et al, 2006; Schalch et al, 

2005). It is likely that variations in repeat lengths and nucleosomal dynamicity 

will impart a substantial microheterogeneity in the structure of the chromatin 

fiber. As already mentioned, it has been shown that the chromatin fiber is very 

compliant and even the one-start helical model has a high degree of thermal 

breathing (Kruithof et al, 2009). Thus, it is questionable whether large-scale 

transitions between one-start helix and two-start helical model are even required 

during chromatin disruptive processes such as transcription.  
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Figure 1.5 – Proposed models of the 30nm chromatin fiber. (A) Topology of 
the two-start helical model, and a space-filled model (C) of the same is illustrated. 
Also known as the Richmond model of the 30nm chromatin fiber (Schalch et al, 
2005), this structure is packs 5-6 nucleosomes/11nm, with nucleosome 1 (N1) 
packing on top of nucleosome 3 (N3), with a fiber diameter of 25nm. Straight 
linker DNA (20bp) connects stacks of radially arranged nucleosomes in a zigzag 
arrangement. This structure was obtained following computational modeling of a 
crystal structure of tetranucleosomes in the absence of linker histones and in the 
presence of high ionic strength (40mM MgCl2). (B) Topology and space filled 
model (D) of the one-start helical model of the 30nm fiber, as proposed by 
Robinson and Rhodes (Robinson et al, 2006). This model is a left-handed one-
start helix that was obtained following computational modeling of EM 
measurements of long nucleosomal arrays in the presence of H1. The model 
encompasses 11nucleosomes/11nm with 40bp of linker DNA, with a diameter of 
33nm. In this model, nucleosomes from successive gyres (shown in orange and 
green) interdigitate with one another, which allows a high compaction ratio. It is 
important to note that both the Robinson/Rhodes model and the Richmond model 
are based on the structure adopted by the 601-nucleosome positioning sequences 
(Robinson et al, 2006; Schalch et al, 2005). This ensures the same nucleosome 
repeat length across the entire structure. Natural DNA sequences, however, may 
differ in the nucleosome repeat lengths and will introduce irregularities in the 
structure of the fiber. Figure adapted from (Robinson & Rhodes, 2006) and 
reproduced with permission from Elsevier. 
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Figure 1.6 – Changes in 30nm structures upon H1 binding. The figure 
illustrates a model of the 30nm structure transition upon H1 binding. These are 
based on Monte-Carlo simulations of the two 30nm structures at thermal 
equilibrium (298K). In the absence of H1, the linker DNA is much more 
accessible to proteins, whereas with H1 binding and stabilization of the fiber 
architecture, leads to a closed conformation. This is due to the change in the 
trajectory of the linker DNA, reducing its entry and exit angle, which induces a 
transition from the two start helix to a one-start helical structure. Figure adapted 
from (Kepper et al, 2008) and reproduced with permission from Biophysical 
Journal.  
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1.8 – Histone H1- a gateway to chromatin 

H1s ability to stabilize chromatin fiber is a well characterized and 

extensively studied architectural role. However, recent evidence allude toward 

another important function for H1, and that is its ability to interact with a number 

of non-histone proteins, thereby acting as a gateway to chromatin and chromatin 

changes (McBryant et al, 2010). These interactions fall under three categories – 

(1) Site specific competitors, such as UBF, that compete with H1 for binding to 

specific sites on DNA, (2)- global competitors of H1 – proteins such as HMG 

proteins that compete with H1 for chromatin binding, in a dose dependent manner 

(Catez et al, 2002; Catez et al, 2006) and (3) – proteins that bind H1 directly, such 

as NASP that are thought to function as chaperones to H1 facilitating the loading 

of H1 to nucleosomal arrays (Finn et al, 2008).  Interestingly, the tails of H1 have 

been shown to play an important role in mediating these interactions. For 

example, the activity of DNA fragmentation factor 40 (DFF40) is dependent upon 

the presence of H1CTD (Widlak et al, 2005). Another DNA binding protein 

Barrier to Autointegration Factor (BAF) was found to bind specifically to H1.1 

CTD (Montes de Oca et al, 2005). The binding of NASP to H1 is also dependent 

on either the NTD or the CTD. The NTD of H1.4 was also shown to interact with 

HP1 following methylation of its K26 residue (Daujat et al, 2005), thereby 

alluding towards a possible mode of regulating H1 interaction partners through 

post-translational modifications.  
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 The ability of H1 to interact with different proteins is still an under-

appreciated role for H1, compared to its well-known role of stabilizing chromatin. 

Our studies have characterized a novel interaction between H1 and Pin1, and will 

be discussed in detail in Chapter 4. Such studies that look at H1 and its interaction 

with other proteins are essential for our understanding of the roles they play in 

regulating chromatin structure during processes such as transcription.  

1.9 – Globular domain of H1 

The globular domain of H1 is thought to be essential for proper 

positioning and binding to the nucleosome. It has been shown to afford the same 

level of nucleosome protection from micrococcal nuclease as the complete H1 

protein (Allan et al, 1980), however lacks the ability to condense nucleosomal 

arrays (Allan et al, 1986). This domain is highly conserved amongst the H1 

variants. Globular domains isolated from different variants of H1, however, 

showed different affinities to chromatin and a lower overall affinity to chromatin 

in the absence of the C-terminal domain of H1 (Thoma et al, 1983). This suggests 

that while the globular domain plays a role in influencing H1 binding to 

chromatin, the C-terminal domain is the primary determinant of its affinity 

(Hendzel et al, 2004). 

The structure of the globular domain of H1 has been studied with the help 

of NMR (Cerf et al, 1993; Cerf et al, 1994) and X-Ray crystallography 

(Ramakrishnan et al, 1993) and shows the presence of three classical alpha-

helices in a typical ‘winged-helix DNA binding domain’. This structuring allows 

conserved lysine and arginine residues to interact with DNA. The spatial 
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clustering of these positively charged residues results in two distinct DNA binding 

sites on the globular domain, known as Site I and Site II (Brown et al, 2006). 

These sites are thought to provide H1 with the ability to bind and bridge different 

DNA molecules together, such as those found in nucleosomal DNA, DNA 

crossovers or four-way junctions (Krylov et al, 1993; Ramakrishnan et al, 1993; 

Varga-Weisz et al, 1993). Computer modeling of the globular domain binding to 

DNA places its primary DNA binding site (Site I) in close proximity to the major 

groove of the entering DNA, while the secondary binding site (Site II) is in close 

proximity to the nucleosomal DNA at the dyad axis (Bharath et al, 2003).  

1.10 – H1 C-terminal domain  

The C-terminal domain has been shown to be the primary determinant of 

high affinity binding to chromatin. Deletion of the CTD causes the H1 molecule 

to bind with very low-affinity to chromatin, with the kinetics approaching that of 

free-diffusion (Hendzel et al, 2004). Variants of H1 differ in the lengths of the 

CTD, with H1.1 and H1.2 having short CTD, while H1.5 has a long CTD (Th'ng 

et al, 2005). The length of the CTD also correlates with the binding affinity of H1 

to chromatin (Th'ng et al, 2005). H1.1 and H1.2 have comparatively lower 

affinities to chromatin, while H1.5 has a much stronger affinity to chromatin. One 

exception to this rule is H1.0, which has a short CTD but binds with an affinity 

comparable to that of H1.5. This could be explained, in part, due to the high 

charge density on H1.0 (46 residues in 97 residues are basic in nature) that 

facilitates high affinity binding (Th'ng et al, 2005).  
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Furthermore, the CTD has a high degree of positively charged residues 

with up to 40% of the CTD made entirely of lysine/arginine residues, while the 

rest are made up of alanine (~25%) and prolines (~12%). However, each variant is 

composed of differing ratios of positively charged amino acids, which confers 

different net charges to these variants (Th'ng et al, 2005). 

The CTD comprises of roughly half of the entire H1 molecule and is the 

domain that houses the majority of heterogeneity amongst the variants. For 

example, there are differences in both the number and the relative positioning of 

the critical DNA binding residues such as the S/TPKK DNA binding motifs (Lu 

& Hansen, 2004) and the phosphorylation sites found within these motifs 

(Moreno & Nurse, 1990). While H1.1 has just one TP site and one SP site, H1.5 

has two of each on its CTD (Th'ng et al, 2005).  

The physical properties of the CTD as well as the phosphorylation of H1 

will be discussed in much greater detail in the following sections.  

1.11 - The CTD of H1 is intrinsically disordered  

Intrinsic disorder refers to the lack of a defined secondary structure (α-

helices or β-sheets) under native conditions. These regions within a protein, 

however, adopt characteristics of secondary structure upon interaction with DNA 

or proteins (Hansen et al, 2006; Lu et al, 2009a). Up to a third of eukaryotic 

proteins have been proposed to be intrinsically disordered proteins that acquire 

structure only upon interaction with their target proteins (Ward et al, 2004).  

Studies of the CTD of H1 using either circular dichorism and IR 

spectroscopy have showed that the CTD is conformationally flexible and is 
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devoid of a secondary structure in solution (Clark et al, 1988; Roque et al, 2005). 

In the presence of DNA, however, the CTD of H1 acquires stable and ordered 

secondary structures that include α-helices and β-sheets (Roque et al, 2005; 

Roque et al, 2007). The process of coupled binding and folding of the CTD upon 

interaction with DNA is thought to be the central mechanism through which high 

affinity H1 binding to chromatin is achieved. More recently, it has been shown 

that phosphorylation of H1 on the CTD can further alter the proportion of α-

helices and β-sheets (Roque et al, 2008) thus alluding towards a potential 

mechanism for regulating this process.  

It should be noted, however, that only sub-domains within the CTD 

acquire an ordered structure upon interaction with DNA, while the rest of the 

CTD can remain disordered (Roque et al, 2005).  This phenomenon is also termed 

as “dynamic fuzziness”, where regions within a protein can exist in a dynamic 

equilibrium between different conformations (order vs. disorder), with disorder 

maintaining its presence even in the bound state (McBryant & Hansen, 2012). For 

example, only two discontinuous regions (residues 98-122 and 147-170 in H1°) 

are essential for modifying chromatin structure when bound to DNA (Lu et al, 

2009a; Lu & Hansen, 2004). The amino acid composition in these regions is more 

important than the primary sequence itself, since randomizing the sequence in 

these regions did not abrogate the chromatin condensing function of H1 (Lu et al, 

2009a).  These experiments show that specific subdomains within the CTD are 

able to strategically engage linker DNA, which has the effect of stabilizing the 

structure in those domains, and simultaneously condensing chromatin structure. 
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Sub-domains that do not engage DNA remain unstructured (McBryant & Hansen, 

2012).  

1.12 – The N-terminal domain of H1 

The role and function of the NTD of H1 is poorly understood, compared to its 

CTD counterpart. However, recent evidence suggests that the NTD of H1 may 

also play a role in influencing the binding affinity of H1 molecules for chromatin. 

The NTD of H1 is relatively short, 36 amino acids compared to approximately 

100 amino acids of in the CTD (Bohm & Mitchell, 1985). The NTD can be 

divided into two sub-domains, N-I and N-II, with the N-terminal half of the NTD 

(N-I) being rich in hydrophobic residues, such as alanine and proline while being 

devoid of basic residues, while the domain closer to the globular domain (N-II) is 

rich in basic residues (Bohm & Mitchell, 1985). While both of the sub-domains of 

NTD are devoid of a structure in solution, N-II can form a non-amphipathic α-

helix in the presence of DNA (Vila et al, 2001). The basic residues on the NTD 

are arranged in a manner such that they form two positively charged ‘faces’ 

oriented in opposite directions (Vila et al, 2001). These are thought to bind non-

consecutive segments of DNA, allowing H1NTD to bridge linker DNA together. 

In H1.2, N-II, has a unique Gly-Gly structural motif, which effectively further 

subdivides this domain into two alpha-helices (Vila et al, 2002). The presence of 

two glycine residues affords greater conformational flexibility, which is thought 

to be important in bridging DNA together (Vila et al, 2002). While the NTD of 

H1 has no effect in folding nucleosomes into higher order fibers, it could play a 

role in positioning the linker histone molecule within chromatin, as well as 
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anchoring the globular domain (Allan et al, 1986). Furthermore, recent 

experiments in which the NTD of two variants were swapped revealed that the 

NTD might also determine the relative affinities of these variants to chromatin 

(Vyas & Brown, 2012b).  

1.12.1 - Protein interactions mediated by the NTD of H1 - The NTD of H1b 

(H1.5) specifically interacts with differentiation-specific transcription factor, 

Msx-1. H1.5 and Msx-1 are thought to bind specific regulatory elements such as 

MyoD as a complex, in effect maintaining a repressed chromatin structure (Lee et 

al, 2004). In vitro studies have also shown an association between HP1 and 

methylated H1.4 (K26)(Daujat et al, 2005).  

1.13 – Cooperativity in histone H1 binding to chromatin 

Several models for H1 binding to chromatin have been proposed (Brown et al, 

2006; Raghuram et al, 2009). While some models attribute the globular domain to 

make the initial contact with linker DNA and orient the H1 molecule to its proper 

position at its binding site, others have ascribed this role to the CTD. However, 

recent evidence has shown that the C-terminal domain establishes initial contact 

with the linker DNA, followed by the binding of either site I or site II of the 

globular domain (Stasevich et al, 2010). The CTD is also thought to bring the two 

linker DNAs closer so as to allow the two sites on the globular domain to bind. 

High affinity H1 binding is established through the acquisition of the CTD 

structure (Stasevich et al, 2010). The binding of the CTD and the globular domain 

were found to be cooperative in nature, i.e., the binding of one domain (CTD) 

increased the affinity of the other domain (globular domain) (Stasevich et al, 
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2010). This allows the entire H1 molecule to bind with much greater affinity to 

chromatin than the sum of its individual domains (Stasevich et al, 2010).  

 In chapter 3, we explore how post-translational modifications such as core 

histone acetylation can change the cooperativity of H1 binding to chromatin. In 

the following sections, we explore the role of H1 in transcriptional regulation and 

the changes in chromatin structure associated with transcriptional activation.  

1.14 – Histone H1 and the regulation of gene expression  

Chromatin has been shown to be repressive to transcriptional machinery, acting as 

a structural barrier to RNA Polymerase II progression in vitro (Armstrong, 2007; 

Huang & Bonner, 1962; Lorch et al, 1987; Lorch et al, 1992). Given its role in 

stabilizing higher order chromatin structure, histone H1 was thought to impede 

access to chromatin modifiers and the transcription machinery acting as a general 

repressor of transcription (Archer et al, 1991; Carruthers et al, 1998; Workman & 

Kingston, 1992; Zlatanova & Van Holde, 1992). For example, deposition of linker 

histones onto in vitro reconstituted nucleosomal arrays inhibited initiation and 

elongation, resulting in a dramatic increase in premature termination of transcripts 

(O'Neill et al, 1995). In vitro transcription assays on chromatin templates revealed 

that at a stoichiometry of 0.5-1 linker histones per nucleosome, H1 caused a 

measurable decrease in basal level of transcription (Laybourn & Kadonaga, 

1991). Transcriptional activators, however, were able to overcome this H1-

mediated repression (Laybourn & Kadonaga, 1991). When the level of H1 is 

increased to 1-1.5 linker histone per nucleosome, a sharp decline in transcription 

rate was observed, even in the presence of transcriptional activators (Laybourn & 
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Kadonaga, 1991). This suggested that H1 plays an important role in both basal 

and activated transcription rates in a stoichiometric dependent manner (Laybourn 

& Kadonaga, 1991). This is consistent with the observation that transcriptionally 

inactive dry maize embryos have a higher linker histone to nucleosome ratio of 

2:1, which is rapidly reduced to 1:1 upon germination induced transcriptional 

activation (Ivanov, 1989). Furthermore, cross-linking experiments (DNA-protein) 

have shown an approximately 50% reduction in the amount of H1 cross-linked to 

actively transcribed genes (Bresnick et al, 1992; Dedon et al, 1991; Kamakaka & 

Thomas, 1990). This led to a model whereby H1 eviction was thought to be a key 

step in transcriptional elongation (Koop et al, 2003).  

However, studies have shown transcription to occur even in condensed 

structures, structures that would require the stabilization afforded by H1. Studies 

from the Belmont group (University of Illinois) (Chuang et al, 2006; Hu et al, 

2009; Tumbar et al, 1999) and other studies (Muller et al, 2004; Sharp et al, 2006) 

have shown that transcription can occur in chromatin structures that are fairly 

condensed. For example, using bacterial artificial chromosomes, it was shown that 

transcription could take place in chromatin structures that are four-fold more 

compact than a 30nm fiber (Hu et al, 2009). In fact, it has been established that 

H1 is present on both active and inactive Balbiani Ring structures and there was 

no evidence for loss of H1 molecules during gene unfolding and activation 

(Ericsson et al, 1990). The Balbiani ring system undergoes a rapid condensation 

into a 30nm fiber in the absence of transcription (Ericsson et al, 1990). When 

transcriptionally activated, these fibers locally decondense into a 5nm filament 



	   39	  

(unfolded nucleosomes). Even in these fully extended chromatin fibers, the 

presence of histone H1 molecules was detectable by immunoelectron microscopy 

(Ericsson et al, 1990). Similar experiments carried out on Drosophila polytene 

chromosomes confirmed the presence of H1 along the entire length of the 

chromosome at both bands (30nm, condensed chromatin, transcriptionally silent) 

and puffs (10nm filament, decondensed, transcriptionally active) (Hill et al, 

1989).  

Similar results were obtained in an in vitro transcription assay using 

reconstituted chromatin assembled using purified core histones, H1 and histone 

chaperons, which resulted in chromatin structures that approximated the 30nm 

fiber in compaction (Li et al, 2010). In order to successfully transcribe this 

structure, basal transcription machinery had to be supplemented with HATs, 

SWI/SNF complex, FACT, Mediator, PARP-1. Interestingly, it was shown that 

H1 molecules were present throughout a complete cycle of RNA Polymerase II 

elongation and the preceding changes to chromatin that is associated with 

transcriptional activation (Li et al, 2010).  

These and other results suggest the presence of H1 at sites of transcription, 

although at reduced levels. More importantly, these experiments allude towards 

the important regulatory role that chromatin and H1 can play in transcriptional 

processes.  

1.14.1 - H1 is a gene specific regulator of transcription - Experiments in knock 

out models, where H1 or H1 variants were selectively depleted, revealed gene-

specific effects on expression. In a knockout strain of Tetrahymena thermophila 
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where histone H1 was knocked out, transcription from RNA Polymerase I and III 

were unaffected while most RNA Polymerase II transcripts were unchanged 

following depletion of H1 (Shen & Gorovsky, 1996; Shen et al, 1995). Most of 

the genes that were susceptible to changes in H1 levels were non house-keeping 

or inducible genes, such as ngoA and CyP, whose levels change upon growth 

conditions (Shen & Gorovsky, 1996). While some genes such as ngoA were 

repressed by H1, other genes such as CyP were activated by H1 (Shen & 

Gorovsky, 1996). Similarly, analyzing the transcriptome of mammalian cells 

harboring a 50% decrease in global H1 levels (triple knock out of H1c (H1.2), 

H1d (H1.3), H1e (H1.4)), a differential change in gene expression was found (Fan 

et al, 2005). While some genes were upregulated, others were suppressed. There 

was limited functional redundancy in these variants, with knockout of specific 

variants leading to specific defects in development (Alami et al, 2003).  

These studies instead support H1s role as a gene-specific regulator of 

transcription. One of the mechanism through which H1 can accomplish this role is 

by strategically positioning the nucleosome in a manner that facilitates or prevents 

the binding of transcriptional activators/repressors (Koop et al, 2003). Gene-

specific regulation of transcription by H1 variants warrants further investigation 

since the exact mechanism behind many of such events are unknown and there is 

limited amount of information of such an effect in human cells (Sancho et al, 

2008). 

1.15 – Core histone acetylation, chromatin and transcription 

1.15.1 - Histone code 
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The histone code model postulates that post-translational modifications on histone 

tails such as methylation, acetylation, phosphorylation, sumoylation, ADP-

ribosylation, deimination, proline isomerization and ubiquitylation play a central 

role through which cells are able to modify the structure and function of 

chromatin (reviewed in (Kouzarides, 2007)). These multiple histone tail 

modifications are thought to act in sequence or in combination to direct unique 

downstream functions (Strahl & Allis, 2000). The modifications can act either 

directly on the chromatin state by altering its ability to fold, or can serve as 

docking sites for other chromatin associated proteins that typically possess 

enzymatic activities (Kouzarides, 2007; Strahl & Allis, 2000).  

1.15.2 - N-terminal tails and their role in chromatin condensation  

As per the histone code hypothesis, there are two functions that the NTD of core 

histones are thought to play. First, is their ability to function as a hub for protein-

protein interactions and second, is to directly influence the structure of the 

chromatin fiber.  

The role of the N-termini in protein-protein interaction was first 

established in yeast models, where it was shown that SIR3, SIR4 and TUP1 

interacted with the amino termini of histones, rather than DNA, to repress 

transcription (Kingston et al, 1996; Roth, 1995).  The list of proteins that interact 

with the N-terminal tail has expanded to include the Drosophila NURF complex, 

the yeast SWI/SNF complex, the RSC complexes, HMG-14 proteins and 

nucleosome assembly proteins such as the yNAP-1 proteins (Edmondson et al, 

1996; Hecht et al, 1995; Hecht et al, 1996; Trieschmann et al, 1998). Proteins that 
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bind to modified residues do so with the help of specialized domains, such as the 

bromodomain (that binds to acetylated lysine), or the chromodomain (that binds 

methylated lysine). These domains are thought as the ‘readers and interpreters of 

the histone code’ (reviewed in (Lee & Workman, 2007)).  

 The role of the N-terminal tails in regulating chromatin structure have 

largely been derived from several in vitro experiments utilizing nucleosomal 

arrays assembled from DNA and purified histones (Simpson et al, 1985). 

Nucleosomal arrays have been shown to be in equilibrium between highly 

condensed and decondensed state at physiological salt concentrations (Fletcher & 

Hansen, 1996; Hansen, 2002). The condensed state is a result of a series of 

hierarchical folding coupled with oligomerization. Arrays that lack the N-terminal 

domains have significantly reduced level of condensation with a marked reduction 

in both folding and oligomerization (Fletcher & Hansen, 1995; Garcia-Ramirez et 

al, 1992; Moore & Ausio, 1997; Schwarz et al, 1996; Tse & Hansen, 1997). The 

core histone tails also differ in their ability to affect the condensation state. For 

example, the formation of the moderately folded conformation can be induced in 

the presence of only the H3/H4 tail, while oligomerization can take place in the 

presence of either H2A/H2B tail or the H3/H4 tail (Tse & Hansen, 1997). These 

results conclusively show that the N-terminal tails of core histones are responsible 

for both short-range and long-range inter-nucleosome interactions, as well as 

mediating oligomerization through inter-fiber interactions (Hansen et al, 1998; 

Tse & Hansen, 1997). Furthermore, oligomerization and formation of higher 

ordered chromatin fibers are thought to occur through separate mechanisms 
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mediated by the NTD of core histones. While chromatin condensation is primarily 

mediated through protein-protein interaction of the NTD of adjacent nucleosomes, 

oligomerization involves both protein-protein interactions as well as protein-DNA 

interactions (Tse & Hansen, 1997).  

1.15.3 - Secondary structure of core histone NTD  

The NTD of core histones, like the CTD of H1, are intrinsically disordered. They 

acquire structure following interaction with DNA and/or protein (Hansen et al, 

2006). Studies using circular dichorism have shown that the NTD of H3 and H4 

are comprised of ~50% alpha helices when bound to nucleosomal DNA (Baneres 

et al, 1997). However, it must be noted that, in vivo, the NTD of core histones are 

unlikely to interact with the nucleosomal DNA based on several cross-linking 

experiments, and may instead interact with linker DNA (reviewed in (Hansen, 

2002)). Histone acetylation increases the α-helical content of the histone tails, 

suggesting a mechanism by which histone acetylation might be able to influence 

chromatin structure (Wang et al, 2000). For example, an increase in alpha-helical 

content due to acetylation of H4K16, in theory, would lead to a 4Å decrease in the 

separation between DNA and the NTD (Wang et al, 2000).  

1.15.4 - Core Histone acetylation  

Core histone acetylation is associated with a number of cellular processes such as 

transcription, DNA replication and DNA repair (Annunziato & Seale, 1983b; Bird 

et al, 2002; Chahal et al, 1980; Nelson et al, 1979; Vidali et al, 1978). A steady 

state level of core histone acetylation is maintained by the antagonistic activities 

of histone acetyltransferases (HATs), which are responsible for the transfer of an 
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acetyl moiety to the ε-amino group of lysine residue through an amidation 

reaction, and histone deacetylases (HDACs), which remove them (Shahbazian & 

Grunstein, 2007). There are three main families of HATs, which are grouped 

based on their catalytic domain– GNAT (Gcn5 N-acetyl transferase), MYST 

(Morf, Ybf2, Sas2 and Tip60) and CBP/p300. HATs are multi-subunit complexes 

and their specificity and activity depends on the subunits in the complex (Lee & 

Workman, 2007).  

There are 18 HDACs that have been identified in humans involved in 

processes such as transcription (Ozawa et al, 2001; Sun et al, 2002; Won et al, 

2002; Zhang et al, 2002). The HDAC family of proteins can be subdivided into 

three sub-families – Class I, Class II and NAD-dependent Sir family of HDACs 

(Class III). While Class I and Class II HDACs catalyze a Zn-dependent hydrolysis 

of acetyl-lysine amide bond, Class III HDACs catalyze the deacetylation through 

the transfer of the acetyl moiety onto the sugar residue of NAD (Gallinari et al, 

2007). The classification of HDACs into the three classes is based on the 

homology to their yeast counterparts, with Class I HDACs sharing homology to 

the yeast RPD3 gene, Class II HDACs sharing homology to the Hda1 yeast 

deacetylase, and the Sirtuins or Class III HDACs are homologues of the yeast Sir2 

gene (reviewed in (Thiagalingam et al, 2003)). 

Although there is considerable overlap in terms of substrate specificity 

between the HATs, some residues may be preferentially acetylated compared to 

others. The SAGA complex (with Gcn5 as the catalytic domain) preferentially 

targets H3K9 acetylation, while NuA3 complex targets H3K14 residues (John et 
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al, 2000). Even members of the same family can show different site specificities, 

for example while CBP prefers H4K12, p300 targets H4K8 (McManus & 

Hendzel, 2003). Furthermore, genetic studies involving P300 and CBP knockout 

mice, as well as functional studies analyzing the role of these proteins in retinoic 

acid-induced differentiation, have alluded towards their non-redundant and 

distinct functions within the cell (Kawasaki et al, 1998; Yao et al, 1998).  

1.15.5 - Core histone acetylation and transcription – Core histone acetylation, 

a common feature of transcriptionally active sites, is thought to be one of the 

mechanisms through which these chromatin sites decondense allowing greater 

accessibility to DNA dependent proteins (Allfrey et al, 1964; Davie & Hendzel, 

1994; Loidl, 1988; Ridsdale et al, 1990; Vidali et al, 1988). For example, core 

histone acetylation is a feature of the transcriptionally active Tetrahymena 

macronucleus, and not the inactive micronucleus (Gorovsky et al, 1973). 

Furthermore, many transcriptional co activators have HAT activity (Brownell et 

al, 1996), while transcriptional repressors associate with HDACs  (Taunton et al, 

1996b). H4K16, H3K9 and H3K14 are specific sites on the N-terminal tail that 

are associated with activation of gene expression (Lee & Workman, 2007; 

Shahbazian & Grunstein, 2007).  

Histone acetylation, however, is not sufficient for inducing gene expression. For 

example studies using ε-acetyl antibodies revealed that while core histone 

acetylation was found in both transcriptionally active and transcriptionally poised 

chromatin across the 33kbp β-globin transcription unit, additional steps/factors 

were needed for transcriptional elongation (Hebbes et al, 1994b; Hebbes et al, 
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1992; Hebbes et al, 1988a). These may include chromatin modifiers (such as 

SWI/SNF complex), transcription factors (such as FACT, Mediator), PARP-1, as 

well as the basal transcription machinery that facilitate high levels of transcription 

(reviewed in (Sims et al, 2004)). Similarly, while chromatin decondensation and 

an increase in core histone acetylation at the developmentally regulated Hoxb9 

locus is responsible for setting up a transcriptionally poised state, transcriptional 

elongation of this gene is observed days later (Chambeyron & Bickmore, 2004).  

1.15.6 - Core histone acetylation and nucleosome assembly during S-phase– 

Assembly of nucleosomes occurs during DNA replication in the S-phase of the 

cell cycle and requires the assistance of histone chaperones. Newly synthesized 

histones are transiently acetylated prior to deposition onto DNA, a mechanism 

that is thought to aid the interaction with chaperones and prevent premature 

association with DNA. Following deposition, the acetylated marks are rapidly 

removed (Annunziato & Seale, 1983a; Jackson et al, 1976; Ruiz-Carrillo et al, 

1975; Shahbazian & Grunstein, 2007).  

Both H3 and H4 are acetylated at multiple sites during S-phase. For example, 

newly synthesized H4 molecules are acetylated at lysines 5 and 12 prior to its 

deposition onto nascent DNA, a process that is conserved in organisms from 

Tetrahymena, Drosophila to humans (Chicoine et al, 1986; Sobel et al, 1995). 

Deacetylation of these histones is observed within an hour of acetylation and is 

essential for proper chromatin maturation (Annunziato & Seale, 1983b; Jackson et 

al, 1976).  
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H3K56 acetylation is an abundant modification in Saccharomyces cerevisiae on 

newly synthesized H3 molecules (S-phase) and disappears in G2 phase 

(Masumoto et al, 2005). This modification, which is thought to occur at the entry-

exit points of nucleosomal DNA, has been to shown to promote replication 

coupled nucleosome assembly, as well as being important for genomic integrity 

and replication-linked DNA damage response in yeast (Li et al, 2008; Masumoto 

et al, 2005; Ozdemir et al, 2006).  

1.15.7 - Core histone acetylation and chromatin structure – On the 

nucleosomal level, histone acetylation does not have a significant effect on the 

structure or stability of individual nucleosomes (Ausio & van Holde, 1986). 

However, acetylation does increase the susceptibility of nucleosomes to DNase I 

as well as increase the binding of transcriptional factors to DNA (Ausio & van 

Holde, 1986; Simpson, 1978). The mechanism behind this could be due to 

increased ‘site-exposure’ of the nucleosomes upon acetylation (Anderson et al, 

2001; Polach & Widom, 1995). The ‘site-exposure model’ helps explain the 

conformational dynamics of nucleosomes as being in equilibrium between two 

transient states that differ by the extent to which the DNA is coiled. While the 

native state allows for maximal DNA binding to the nucleosome, transient 

uncoiling of the DNA is thought to allow binding of transcriptional factors and 

other DNA dependent proteins to bind. The equilibrium constant has been shown 

to be dependent upon the sequence of DNA (Anderson & Widom, 2000; 

Anderson & Widom, 2001) and the presence of core histone tail domains (Polach 

et al, 2000). Furthermore, core histone acetylation increases the equilibrium 
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constant (1.5 fold), although this increase is not nearly as dramatic as when the N-

terminal tails are completely removed (1.5-14 fold increase) (Anderson et al, 

2001).  

Core histone acetylation does have a significant impact on higher order 

chromatin structures. Following exposure to sodium butyrate, a HDAC inhibitor, 

interphase chromatin in HeLa cells were shown to form thinner fibers with an 

average diameter of 20nm alluding towards the formation of moderately “relaxed” 

fibers (Annunziato et al, 1988). In the absence of H1, oligonucleosomes 

assembled with hyperacetylated histones were found to remain in an unfolded 

extended conformation at physiological ionic strength, while non-acetylated 

oligomers were found to form moderately folded nucleosomal conformations 

(Garcia-Ramirez et al, 1995). Active gene chromatin fragments containing 

acetylated histones were also found to resist H1 induced chromatin condensation 

and aggregation allowing them to remain in a less-folded state (Ridsdale et al, 

1990). Consistent with these studies, oligomers assembled from acetylated 

histones were able to support a 15-fold increase in the transcription rate compared 

to those assembled from non-acetylated histones (Tse et al, 1998). While it must 

be noted that acetylation leads to a relaxation in the folding of nucleosomal 

arrays, oligomerization of the arrays is only partially affected, suggesting that 

oligomerization and folding are mediated by distinct mechanisms through the 

NTD of core histones (Tse & Hansen, 1997; Tse et al, 1998).  

It must be noted that some acetylation marks may have a much stronger 

effect on chromatin architecture than other marks. For example, using 
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recombinant H4 molecules acetylated at Lys16 (H4K16), it was shown that a 

single acetylation event was able to abolish MgCl2 dependent compaction of a 

nucleosomal array, similar to the defect seen in H4 entirely lacking its NTD 

(Shogren-Knaak et al, 2006). A similar defect was seen even for oligomerization, 

suggesting that H4K16 was responsible for both condensation and 

oligomerization of the chromatin fiber (Shogren-Knaak et al, 2006).   

Core histone acetylation can also have an indirect effect on chromatin 

structure, by acting as docking stations for remodeling factors and histone 

chaperones. In yeast, for example, the chromatin remodelers SWI/SNF complex 

and histone acetyltransferase GCN5 are thought to act together in order to relieve 

transcriptional repression (Pollard & Peterson, 1997). In a recent in vitro study 

utilizing highly purified proteins, it was shown that histone acetylation mediated 

by p300 leads to the eviction of histones from the promoter DNA (Sharma & 

Nyborg, 2008). This process was found to be independent of ATP dependent 

chromatin remodelers, but was instead dependent on the histone chaperone Nap1, 

highlighting a mechanism of acetylation-linked histone eviction (Sharma & 

Nyborg, 2008). Several other in vitro and in vivo experiments have shown that 

HATs and histone chaperons exist in distinct protein networks that act in concert 

to regulate transcriptional processes (reviewed in (Hansen et al, 2010)).  The 

association of chromatin remodelers and histone chaperones with HATs is 

thought to expedite the dissociation of DNA from the nucleosome, independent of 

the site-exposure model, ensuring rapid access of DNA to transcription factors 

(Luger & Richmond, 1998).  
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1.15.8 - HDAC inhibitors – HDAC inhibitors (HDACi) have been used in 

number of biochemical assays to study to the role of histone acetylation in various 

processes such as the use of sodium butyrate in transcriptional studies (Mathis et 

al, 1978). Structurally, HDACi fall into distinct categories, such as hydroxamates, 

cyclic peptides, aliphatic acids, and benzamides (reviewed in (Dokmanovic et al, 

2007). Trichostatin A (TSA) is one of the first natural hydroxamates that was 

shown to inhibit HDACs (inhibits class I and II) (Yoshida et al, 1990). TSA is a 

potent, reversible inhibitor that is effective even at nanomolar concentrations 

(Yoshida & Horinouchi, 1999). Prolonged incubation with the drug leads to cell 

cycle arrest at G1 and G2/M checkpoints as well as apoptosis at higher 

concentrations (Kim et al, 2000; Sawa et al, 2001). TSA, however, has very 

selective effects on gene expression with only 2% of the expressed genes 

undergoing a change in their expression profiles (2-fold change) upon addition of 

TSA (Van Lint et al, 1996).   

Vorinostat (suberoylanilide hydroxamic acid, SAHA), which is 

structurally similar to TSA, is one of the first HDACi to be approved by the FDA 

for the treatment of cutaneous T-cell lymphoma (Kelly & Marks, 2005). SAHA 

has shown therapeutic potential in phase II clinical trials in solid as well as 

hematologic cancers (Garcia-Manero et al, 2012; Kelly et al, 2005; Kirschbaum et 

al, 2011; Qiu et al, 2000), however the exact mechanism of its anti-tumor effect is 

still unknown. 

A greater understanding of the anti-cancer properties of HDACi as well as 

the molecular mechanisms involved in this process is important in improving their 
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therapeutic efficacy. In Chapter 2, we examine the role that an HDACi, TSA, 

plays in influencing the structure of chromatin and how this changes the 

molecular dynamics of histone H1.  

1.15.9 - Distinct kinetic pools of acetylated histones.  Histone acetylation occurs 

on multiple residues on core histones, albeit at different rates. The rates of 

acetylation can be measured, since acetylation imparts a change in mass and 

charge (neutralizes a lysine residue) on the histone molecule. Experimental setup 

includes preincubating cells with [3H] acetate for a short pulse and chasing it with 

HDACi, Sodium Butyrate (Cousens et al, 1979; Covault & Chalkley, 1980). Core 

histones are then run on AUT gels that allow resolution of histone and acetylated 

forms, the latter appear as distinct ‘ladders’ (Alfageme et al, 1974) (see Suppl. 

Figure 3.1, page 155). These experiments revealed that core histone acetylation is 

a dynamic process comprising of distinct populations of histones that are 

acetylated/deacetylated at different rates. Hepatoma tissue culture cells, when 

treated with sodium butyrate, exhibit one population of core histones that are 

rapidly hyperacetylated (t1/2 = 7 min for H4 monoacetylation), while the majority 

of histones (85%) are acetylated slowly (t1/2 = 200-300 min for H4 

monoacetylation) (Covault & Chalkley, 1980). The kinetics of deacetylation also 

follows a similar kinetic profile with rapid deacetylation rates observed with a t1/2 

of 3-7 min, while a second pool of histones are deacetylated with a t1/2 = 30 min 

(Covault & Chalkley, 1980). While the rates measured in the presence of butyrate 

may not reflect actual in vivo rates of acetylation, the biphasic nature of 

acetylation rates may hold physiological relevance. For example, histones 
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involved in rapid dynamics of histone acetylation are associated with 

transcriptionally active chromatin (Boffa et al, 1990; Hendzel et al, 1991; Ip et al, 

1988).  

The kinetics and the fraction of histones undergoing this fast, reversible, 

change in acetylation status depends upon the organism and their stage in 

differentiation. For example, in immature chicken erythrocytes, approximately 

3.7% of the histones are actively acetylated and deacetylated, while in mature 

chicken erythrocytes, this number drops to 2.1% (Zhang & Nelson, 1986). The 

rest of the chicken erythrocyte genome is either monoacetylated or unacetylated, 

and is considered ‘frozen’ with respect to their acetylation status (Brotherton et al, 

1981). Furthermore, while mature erythrocytes have two distinct pools of histones 

undergoing rapid acetylation (a fast population t1/2 = 12 min and a slow pool t1/2 = 

300 min, for monoacetylated H4), immature erythrocytes house only the rapidly 

acetylated histones (Zhang & Nelson, 1988a). Saccharomyces cerevisiae, on the 

other hand, have the majority of their core histones in an acetylated state with an 

estimated 13 acetylated lysines per nucleosome, creating a transcriptionally 

competent and accessible chromatin state (Waterborg, 2000). In addition, almost 

51% of all yeast chromatin undergo rapid rates of acetylation/deacetylation with 

the half-life for H4 acetylation recorded at around 15 min (Waterborg, 2001). 

A further classification can be made based upon the extent of dynamic 

acetylation seen in immature chicken erythrocytes. Upon addition of sodium 

butyrate, one group of H4 molecules are rapidly hyper-acetylated (tetra-

acetylated) and rapidly deacetylated upon removal of the inhibitor (t1/2 = 5min for 
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tetraacetylated H4) (Zhang & Nelson, 1988a; Zhang & Nelson, 1988b). This 

group of actively acetylated species is referred to as Class I acetylation (Davie & 

Hendzel, 1994; Hendzel & Davie, 1991). Another group of H4 histones reach 

only the mono- or di-acetylated state upon treatment with Sodium butyrate and 

are slowly deacetylated (t1/2 = 90 min for H4 mono-acetylated) (Zhang & Nelson, 

1988a; Zhang & Nelson, 1988b). These are referred to as the Class II group of 

acetylation (Davie & Hendzel, 1994; Hendzel & Davie, 1991). It has been shown 

that approximately 50% of the newly methylated H4 molecules also participate 

strongly in class I dependent rapid acetylation and deacetylation (Hendzel & 

Davie, 1991), providing a link between the process of histone methylation, 

acetylation, and transcriptional activation. Furthermore, transcriptionally active 

and transcriptionally competent genes are enriched in class I tetra-acetylated H4 

species (Hendzel et al, 1991; Spencer & Davie, 2001). Class II acetylated H4 

species, on the other hand, are associated with repressed, transcriptionally 

competent and active genes (Hendzel et al, 1991). Given that transcriptionally 

active genes house rapidly acetylated species of H4, it is possible to map these 

regions following brief treatment with HDACi. Using antibodies against highly 

acetylated H3 and SC-35 (a non-small nuclear ribonucleoprotein spliceosome 

which is used a surrogate marker for interchromatin granule cluster (Spector et al, 

1991)) it was shown that highly acetylated histones, along with associated histone 

acetyltransferases and histone deacetylases frequently enrich on the periphery of 

interchromatin granule clusters (Hendzel et al, 1998).  
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1.15.10 - Class I acetylation and histone H1 – It is known that the bulk of 

chromatin fragments extracted from chicken erythrocytes, aggregate and 

precipitate in 150mM NaCl, possibly due to oligomerization of the fibers 

(Ridsdale et al, 1990; Ridsdale et al, 1988; Spencer & Davie, 2001). However, in 

such chromatin fractionation studies, the 150mM NaCl soluble fraction was 

shown to be enriched in class I acetylated histones and primarily contained 

transcriptionally active/competent genes (Hendzel et al, 1991; Ridsdale & Davie, 

1987; Zhang & Nelson, 1988b). These soluble fractions do contain linker 

histones; however, the levels of H1 are lower (30% lower) than those found in 

unfractionated chromatin (Ridsdale & Davie, 1987). This raised the question as to 

whether the class I fractions had an altered level of condensed chromatin, given 

their reduced H1 content (Ridsdale et al, 1988). In order to address this, 

polynucleosomes extracted from different chromatin fractions and stripped of 

endogenous H1 were assessed for their ability to aggregate in the presence of 

increasing amounts of exogenously added H1. Polynucleosomes that are 

otherwise soluble in 150mM NaCl aggregate upon addition of H1, until the 

dominant species in the soluble fraction are the mono-nucleosomes (Ridsdale et 

al, 1988). While repressed genes in chicken erythrocytes (such as ovalbumin) are 

rapidly precipitated, active genes (such as the H5 gene) resisted H1 induced 

precipitation at 150mM NaCl (Ridsdale et al, 1988). As already mentioned, the 

chromatin soluble fraction at this salt concentration consists of highly acetylated 

species. Taken together, these results suggest that core histone acetylation altered 

the capacity of H1 to condense chromatin fibers (Ridsdale et al, 1990).  
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In chapter 3, we study the dynamics of histone H1 when core histone 

acetylation is induced. Our experimental strategy consisted of increasing the 

abundance of both class I acetylated histones, as well as class II acetylated 

histones.  This was achieved by using two different durations of treatment with 

HDACi, Trichostatin A. 

1.16 – Histone H1 phosphorylation  

Histone H1 phosphorylation is maintained by the antagonistic activities of two 

enzymes Cdk1/Cdk2 and protein phosphatases (Paulson et al, 1996). H1 

phosphorylation increases with the cell cycle with low levels found during G1 

(Gurley et al, 1978; Hohmann, 1983). The levels increase as cell progress through 

S-phase while maximum levels are found at the G2-M transition (Ajiro et al, 

1981a; Ajiro et al, 1981b; Bradbury et al, 1974a; Gurley et al, 1974; Hohmann et 

al, 1976). The kinases recognize a consensus sequence of (S/T)PXZ, where X is 

any amino acid and Z is a basic amino acid (Macleod et al, 1977; Moreno & 

Nurse, 1990). These sites of phosphorylation are present predominantly in the C-

terminal domain of H1, while some variants such as H1.4 and H1.5 have 

additional sites at the N-terminal domain as well (Figure 1.7) (Langan, 1978a; 

Langan, 1978b; Sarg et al, 2006). These sites are used differentially as cells 

progress through the cell-cycle with serine residues used exclusively in interphase 

(Sarg et al, 2006; Zheng et al, 2010). Threonine residues are additionally 

phosphorylated in mitosis resulting in high levels of H1 phosphorylation at this 

stage (Sarg et al, 2006; Zheng et al, 2010).  
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The molecular mechanism behind how H1 phosphorylation affects its function is 

still a matter of debate in the literature. Recent evidence points towards a 

structural effect, whereby H1 phosphorylation alters the conformation of the C-

terminal domain, as measured by IR spectroscopy, leading to a higher percentage 

of β-sheets and a lower proportion of α-helices, compared to the non-

phosphorylated version (Roque et al, 2008).  
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Figure 1.7– Location and sequence conservation of Thr-Pro and Ser-Pro 
residues among H1 variants. Among all the major human somatic variants of 
H1, a general trend can be seen with respect to the location of Thr-Pro and Ser-
Pro residues (shown here with a red bullet). Thr-Pro residues tend to be located 
either in NTD or in the CTD, closer to the globular domain. Apart from H1.5, 
almost all SP sites are located in the CTD closer to the carboxy-terminal end. 
Furthermore, careful inspection of the sequences shows features that are unique to 
the variants. For example, H1.0 is unique in that has 3xThr-Pro sites and no Ser-
Pro sites. All variants have a fairly well conserved Thr-Pro site at position 158 (of 
the consensus sequence). Furthermore, H1.3 and H1.4 share a very high degree of 
sequence identity (86%), however, a single amino acid difference (Ser-Pro at 
position 173 in H1.4 is Ser-Ala in H1.3), renders H1.3 to have one less cdk2 
consensus site, compared to H1.4. Image was generated using the Geneious 
software.  
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1.16.1 - Histone H1 phosphorylation and cancer – The chromatin structure in 

oncogene transformed cells is remarkably different from that in normal cells. For 

example, ras- and c-myc- transformed cells have relaxed chromatin structure that 

correlates with a high degree of H1 phosphorylation (Chadee et al, 1995; Laitinen 

et al, 1990; Laitinen et al, 1995). High levels of H1 phosphorylation are also 

observed in cells transformed with fes, mos, raf, myc or MAP kinases (Chadee et 

al, 1995). Activation of the MAP Kinase pathway is thought to lead to the 

phosphorylation of the proto-oncogene c-myc, which then activates expression of 

cyclins E, A, which in turn elevate the levels of H1 phosphorylation (Chadee et al, 

1995; Daksis et al, 1994; Davis, 1993; Filmus et al, 1994; Hunter & Pines, 1994; 

Jansen-Durr et al, 1993). Furthermore, fibroblasts lacking tumor suppressor Rb, 

correlate with increased H1 phosphorylation and decondensed chromatin state 

(Herrera et al, 1996). Accordingly, elevated levels of H1 phosphorylation were 

found in Lewis lung carcinoma cells of mice, compared to the normal cells 

(Lennox et al, 1982).  

1.16.2 - How H1 phosphorylation is thought to affect H1 binding – Early 

studies on H1 structure showed that phosphorylation of H1 (by cAMP dependent 

kinase) on the globular domain destabilizes the globular domain, as analyzed by 

temperature dependent NMR studies (Rattle et al, 1977). These studies also 

showed that phosphorylation of H1 destabilized the in vitro binding of H1 to 

DNA (Rattle et al, 1977).  H1 dynamics, as measured by FRAP, is markedly 

reduced when ATP reserves in the cell is depleted (Lever et al, 2000). This 

alludes towards a stronger binding to chromatin in the non-phosphorylated state of 
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H1 (Lever et al, 2000). Studies in Tetrahymena H1, an evolutionary divergent 

version of H1 devoid of a globular domain, revealed that when the individual 

serine phosphorylation sites were mutated to alanine, H1 bound to chromatin with 

a higher affinity (Dou et al, 2002; Dou & Gorovsky, 2000).  Furthermore, 

mutation of serine residues to glutamic acid destabilized H1 binding to chromatin, 

both in Tetrahymena and mammalian cells (Dou et al, 2002; Hendzel et al, 2004). 

This led to a model where phosphorylated residues on H1 were thought to create a 

‘charge patch’ and that electrostatic repulsions between the DNA backbone and 

the phosphate groups on H1 were primarily responsible for destabilizing H1 

binding (Dou & Gorovsky, 2000; Dou et al, 1999). This model, however, fails to 

explain why a maximally phosphorylated H1 molecule in mitosis can bind and 

maintain the high degree of chromatin condensation observed. Additionally, the 

phosphorylated residues are housed in a domain that has greater than 40% of its 

amino acids made entirely of either lysine or arginine, reducing the effects of 

direct electrostatic contributions to H1 binding (Raghuram et al, 2009). Consistent 

with this hypothesis, CTD peptides were shown to undergo small changes in 

affinity for DNA in vitro following phosphorylation at T/SPKK sites (Roque et al, 

2008). Our results (Chapter 4) allude towards the novel role played by proline 

isomerization, mediated by Pin1, which might explain how H1 phosphorylation is 

able to affect the binding of H1 to chromatin.  

1.16.3 - Chromatin condensation and H1 phosphorylation – The impact of H1 

phosphorylation on chromatin structure has been controversial. Studies from the 

Bradbury lab analyzing the level of H1 phosphorylation in Physarum 
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polycephalum slime mould, suggested that phosphorylation of H1 mediated by a 

H1 phosphokinase may be involved in the initiation of chromosome condensation 

thereby triggering mitosis (Bradbury et al, 1974a; Bradbury et al, 1974b). This led 

to the hypothesis that H1 phosphorylation could cause chromatin condensation 

given its strong correlation with the cell-cycle (Bradbury et al, 1973). Consistent 

with this hypothesis, treatment of condensed mitotic chromosomes with 

Staurosporine, a non-specific kinase inhibitor (Lawrie et al, 1997), led to rapid 

chromatin decondensation together with a rapid decrease in H1 phosphorylation 

levels (Th'ng et al, 1994). Further evidence for the relationship between H1 

phosphorylation and chromatin condensation was established in studies with 

temperature sensitive growth mutants isolated from C3H mouse mammary 

carcinoma cell lines (Matsumoto et al, 1980). At the non-permissive temperature 

(39°C), these mutants were unable to initiate chromatin condensation, arresting in 

the G2 phase of the cell cycle (Matsumoto et al, 1980; Yasuda et al, 1981). These 

mutants were unable to achieve high levels of H1 phosphorylation that was 

thought to be necessary to achieve chromatin condensation during mitosis 

(Matsumoto et al, 1980). However, it must be noted that the molecular mechanism 

behind the lack of H1 phosphorylation in these cells is still unknown, although it 

has been shown that it is not due to the temperature sensitivity of a histone kinase 

(Mori et al, 1993; Yasuda et al, 1981). Interestingly, at the non-permissive 

temperature, ubiquitylated H2A is significantly reduced, suggesting that the 

thermo-labile protein maybe an E1 ubiquitin activating enzyme (Marunouchi et al, 
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1980; Matsumoto et al, 1983). The relationship between H1 phosphorylation and 

H2A ubiquitylation is unknown.  

However, Gorovskys studies with Tetrahymena protozoans alluded 

towards a non-mitotic role for H1 phosphorylation, which did not directly 

correlate with chromatin condensation. Tetrahymena consists of a amitotically 

dividing, transcriptionally active macronucleus, and a mitotically dividing, 

transcriptionally silent micronucleus (Gorovsky, 1973; Gorovsky et al, 1978). The 

macronuclei divide without any marked changes in chromatin structure 

(Flickinger, 1965; Nilsson, 1970). The macronuclear H1 was found to be 

extensively phosphorylated, yet, did not initiate mitosis, or promote chromatin 

condensation as seen in eukaryotic cells (Allis & Gorovsky, 1981; Gorovsky et al, 

1974). More importantly, they observed increased H1 phosphorylation when cells 

were subjected to stresses, such as heat shock, alluding towards the involvement 

of H1 phosphorylation with gene expression (Allis & Gorovsky, 1981). It must be 

noted, however, that the linker histone associated with micronuclei and 

macronuclei are very different in terms of structure and sequence (Johmann & 

Gorovsky, 1976). ‘Micronuclei H1’ is composed of three peptides (named α, β, γ) 

that bind to the linker region of chromatin (Allis & Gorovsky, 1981; Gorovsky & 

Keevert, 1975). The macronuclei H1 is evolutionary divergent from mammalian 

H1, lacking a globular domain and, hence, is much smaller (Wu et al, 1986).  

In vitro studies in which chromatin stripped of endogenous H1 were 

reconstituted with either phosphorylated H1 or non-phosphorylated H1, showed 

that while reconstitution of chromatin with phosphorylated H1 had minimal effect 
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on the state of compaction of chromatin in vitro, it did cause a significant 

reduction in the stability of the chromatin fiber (Kaplan et al, 1984). This is 

consistent with the finding that Rb deficient fibroblasts have a relaxed chromatin 

structure along with increased Cdk2 activity and H1 phosphorylation levels 

(Herrera et al, 1996). Similarly, when Cdk2 was targeted to a specific 

chromosomal site, large-scale chromatin decondensation was observed that 

correlated with increased H1 phosphorylation (Alexandrow & Hamlin, 2005). 

Thus, while increased H1 phosphorylation correlates (and may cause) chromatin 

condensation in mitosis, H1 phosphorylation in interphase cells correlates with a 

relaxed chromatin structure.  

1.16.4 - Transcription and H1 phosphorylation levels – One of the earliest 

indicators that H1 phosphorylation could play a role in regulating gene expression 

came from studies in which the linker histones extracted from animals fed with 

hormones, such as glucagon, insulin and thyrotropin to stimulate transcription, 

were found to be phosphorylated (Lamy et al, 1977; Langan, 1969). These studies 

led to the hypothesis that H1 phosphorylation could serve as a mechanism to evict 

H1 from chromatin allowing easy access to transcription factors and other 

proteins (Hohmann, 1983). Correlation of increased H1 phosphorylation and gene 

activity have been extended to studies in Tetrahymena where H1 phosphorylation 

was seen to accumulate non-randomly at sites of active transcription (Lu et al, 

1995b) and more recently, in mammalian cells where H1 phosphorylation, 

specifically pS187 H1.4 levels, were enriched at active rDNA promoters (Zheng 

et al, 2010). 
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In Tetrahymena cells, histone H1 phosphorylation was found to regulate 

gene expression by creating a charge patch (Dou & Gorovsky, 2000). Strains of 

Tetrahymena in which all the phosphorylation sites of H1 were mutated to alanine 

or glutamic acid showed that phosphorylation of H1 served to remove it from sites 

of transcription (Dou et al, 1999).  The gene expression profiles in these H1 

mutant strains were similar to the gene expression profiles observed when H1 was 

depleted (Dou et al, 1999), while some genes were suppressed, others were 

activated (Dou et al, 1999).  

In vitro studies on H1 phosphorylation and transcription have focused 

primarily on the MMTV promoter assays (Koop et al, 2003). Histone H1 

phosphorylation was found to specifically increase at promoter or hormone 

response elements (part of the MMTV promoter) upon transcriptional activation 

(Koop et al, 2003). In the in vitro assays, H1 phosphorylation was not sufficient to 

promote elongation suggesting that H1 phosphorylation was a key feature of 

transcriptionally competent chromatin (Koop et al, 2003). Furthermore, 

phosphorylation of H1 did not lead to a reduction in the total amount of H1 

present on the promoter; rather H1 levels were reduced only during transcriptional 

elongation (Koop et al, 2003).  

In vivo, a reduction of H1 phosphorylation led to a reduction in 

transcription elongation at the MMTV locus and resulted in chromatin 

condensation (Stavreva & McNally, 2006). Furthermore, while transient (1hr) 

hormone induced activation of the MMTV promoter led to H1 phosphorylation, 

prolonged (24hrs) hormone activation promoted H1 dephosphorylation and 
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promoter deactivation (Lee & Archer, 1998). The dephosphorylation of H1 

prevented transcription from the array even in the presence of hormone and major 

MMTV transcription activators (Lee & Archer, 1998). Transcriptional 

competency at these arrays was restored upon hormone removal, which also 

restored in H1 phosphorylation back to basal levels (Lee & Archer, 1998). These 

studies highlight the central role of H1 phosphorylation in transcriptional 

activation. In Chapter 4, we build upon the idea that H1 phosphorylation is an 

important step in transcriptional activation. We show that H1 phosphorylation is 

present at transcriptionally competent chromatin, consistent with the in vitro 

studies discussed above. Furthermore, we analyze the regulation of H1 

phosphorylation at these transcriptionally active sites and other proteins that are 

involved in this process, namely, peptidyl prolyl isomerases such as Pin1.  

1.17 - Proline Isomerization 

Histone H1 phosphorylation occurs primarily on Ser/Thr-Pro residues on the CTD 

of H1. Such Ser/Thr-Pro motifs play key roles in the regulation of multiple 

different pathways and are the target of a large superfamily of kinases known as 

Pro-directed protein kinases that include CDKs, extracellular signal-regulated 

kinases (ERKS), glycogen synthase kinase-3 (GSK3), stress activated kinases, 

p38 kinases and polo-like kinases (PLKs) (Blume-Jensen & Hunter, 2001; Lu et 

al, 2003; Lu et al, 2002a; Lu & Zhou, 2007; Nigg, 2001). The importance of the 

proline residue immediately downstream of the residue that is phosphorylated by 

these kinases, is due to the fact that these form substrates to yet another group of 

enzymes known as Peptidyl-prolyl cis/trans isomerases (PPIase). PPIases are 
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molecular chaperons that are responsible for catalyzing the isomerization of the 

peptidyl prolyl bond (ω=0° cis to ω=180° trans) (Figure 1.8) (Ramachandran & 

Sasisekharan, 1968) thereby providing a change in the conformation of the protein 

(Fischer & Aumuller, 2003). Almost all amino acids, except proline, favor the 

energetically favorable trans conformation.  However, due to the unique imide-

peptide bond in proline, the energy difference between cis- and trans- 

conformations is reduced. This allows prolines to exist in either cis- or trans- 

conformations. Indeed, the cis- conformation has been observed in 5-6% of 

protein structures (Pal & Chakrabarti, 1999; Stewart et al, 1990), however, this 

number could be much higher in proteins that have intrinsically disordered 

regions. The energy barrier between the cis- and trans- conformations (14-24 

Kcal/mol), albeit being reduced in Xaa-Pro bonds (Xaa is any amino acid) is still 

high for a spontaneous change in transition under physiological conditions.  The 

slow reaction (0.002/s at 25°C (Christoph, 1981)) can be significantly enhanced 

(by several orders of magnitude) in the presence of PPIases (Zhou et al, 2000) 

thus providing cells with the option of having both cis- and trans- isomers of 

proteins in a matter of milliseconds (Lu et al, 2007).  It is thought that the ability 

of a single protein to exist in two conformationally distinct structures may allow it 

to perform different functions based on its conformation (Lu et al, 2007). Such a 

regulatory mechanism is known as the ‘proline switch’ - a non-covalent, post-

translational modification of proteins that can influence its function in time and 

space (Lu et al, 2007). 
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The PPIases are further subdivided into four families, Cyclophilins, 

FK506 Binding Proteins (FKBP), Parvulins and PP2A activators (PTPA) (Jordens 

et al, 2006; Lu & Zhou, 2007).  
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Figure 1. 8 – Proline isomerisation at the structural level. This is an illustration 
of proline isomerisation using Thr-Pro as a model substrate. Pro is unique in that 
it can undergo isomerization about its ω-bond angle that can be rotated from 0° 
(cis) to 180°(trans). These reactions are catalyzed by prolyl-isomerases 
(Cyclophilins, FKBPs and Pin1). Pin1 is unique among the prolyl-isomerases in 
that it has a strong preference for phosphorylated Ser/Thr-Pro bonds. Other 
PPIases, such as Cyclophilins and FKBP’s do not have such a preference. Note 
the change in structure that is imparted following proline isomerisation. Since 
structure largely defines function, it is thought that the acquisition of two possible 
structures following isomerization, can potentially lead to two possible functions 
for the same protein. Figure adapted from (Lu et al, 2007) and reproduced with 
permission from Nature Publishing Group.  
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1.17.1 - Cyclophilins – The discovery of cyclophilins can be traced back to 

studies analyzing the in vivo target of an immunosuppressive drug, Cyclosporin 

A, CsA (Handschumacher et al, 1984). Cyclophilins are ubiquitous proteins and 

are highly conserved during evolution with at least eight different forms being 

found in humans (Galat, 2003). Cyclophilins are involved in a multitude of 

cellular processes, from protein folding, mitochondrial protection and regulation 

of apoptosis (reviewed in (Gothel & Marahiel, 1999)). The immunosuppressive 

actions of CsA are due to the formation of a ternary complex between CsA, 

cyclophilin and calcinuerin, which inhibits calcinuerin activity and T-cell 

proliferation (Liu et al, 1991). Cyclophilin A is over expressed in many cancers 

such as hepatocellular carcinoma, non-small cell lung cancer, pancreatic cancers 

and glioblastoma multiforme (Han et al, 2010; Howard et al, 2005; Li et al, 2006; 

Lim et al, 2002). Cyclophilins have been shown to have a direct effect on gene 

silencing. The yeast homolog of Cyclophilin A, Cpr1, interacts with and possibly 

promotes the assembly of the Sin3-Rpd3 HDAC complex through proline 

isomerisation of critical residues in Rpd3 (Arevalo-Rodriguez et al, 2000). 

Cyclophilins have been implicated in other chromatin modifying complexes, such 

as the Set3 complex (Arevalo-Rodriguez & Heitman, 2005). More recent 

evidence alludes to the direct association of some cyclophilins (Cyp71) with 

specific chromatin modifications in Arabidopsis thaliana (Li et al, 2007). Cyp71 

consists of 4 WD40 domains in its N-terminal domain through which it is able to 

directly interact with H3 and promote the levels of H3K27 methylation of the 
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target gene loci leading to transcriptional silencing (Li et al, 2007). These results 

show that cyclophilins can have a direct impact on chromatin structure and gene 

expression profiles through their associations with histones.  

1.17.2 - FKBP – FK506 Binding proteins, or FKBPs, like cyclophilins, are very 

abundant, ubiquitously expressed and evolutionary conserved proteins involved in 

the protein folding process, with up to 18 isoforms present in humans (Galat, 

2003; Galat, 2004; Suzuki et al, 2003). FKBPs were initially identified as the 

target for another immuno-suppressive drug, FK506 and rapamycin (Harding et 

al, 1989; Siekierka et al, 1989). FKBPs have been implicated in a number of 

processes, including regulation of transcription and chromatin modifications 

(reviewed in (Dilworth et al, 2012)). For example, both FKBP and Cyclophilin A 

have been shown to interact with a zinc-finger transcription factor YY1 (Yang et 

al, 1995), while FKBP25 directly interacts with HDAC1 and HDAC2 (Yang et al, 

2001). Yeast FKBP12 interacts with chromatin associated high mobility group 1,2 

homology HMO1 (Dolinski & Heitman, 1999). Direct evidence for the 

involvement of FKBPs with chromatin comes from yeast Fpr4, which interacts 

specifically with the NTD of H3 and H4 and modulates the isomerization of two 

specific prolines (H3P30, 38) on the N-terminal tail of H3 (Nelson et al, 2006). 

Furthermore, Fpr4 was able to inhibit the methylation of H3K36 by regulating the 

isomerization of the prolyl bond at H3P38 (Nelson et al, 2006). Fpr4 was also 

shown to localize on the promoters and coding regions of genes, playing an 

important role in the transition from uninduced to an induced gene state (Nelson 

et al, 2006). These results establish a crucial link between proline isomerization, 
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which is a non-covalent histone modification, and histone lysine methylation, 

which is a covalent histone modification, in gene regulation. Furthermore, they 

describe a novel role for peptidyl-prolyl isomerases in regulating chromatin and 

transcriptional activity. Our studies, described in Chapter 3, detail the contribution 

of the parvulin class of isomerases, specifically Pin1, in modifying chromatin and 

its role in transcriptional processes.  

1.17.3 - PTPA –Ser/Thr phosphatase 2A (PP2A) activator, alternatively called the 

phosphtyrosyl phosphphatase activator (PTPA) was initially isolated as proteins 

that stimulated the otherwise weak phosphotyrosyl phosphatase activity of PP2A 

(Cayla et al, 1994; Janssens et al, 1998). They are newly discovered members of 

the peptidyl-prolyl isomerase group, and unlike other isomerases, their active site 

is an all-α-helix fold located at the interface of substrate-induced dimer interface 

(Leulliot et al, 2006). The yeast homolog, Rrd1, has been shown to associate with 

the CTD of the Rpb1 (the largest subunit of RNAPol II), and cause isomerisation 

of the CTD in response to stress signals (Jouvet et al, 2010; Poschmann et al, 

2011). The role of these enzymes in higher eukaryotes is yet to be characterized.  

1.17.4 - Parvulins - This class of prolyl isomerases are named after their initial 

discovery in E.coli as small 10kDa proteins (Parvulus – ‘very small’ in latin) that 

were resistant to both cyclosporin A and FK506 (Rahfeld et al, 1994a; Rahfeld et 

al, 1994b). The three main members of the human Parvulin class of PPI’ases 

include, Pin1, Par14 and Par17 (Mueller et al, 2006). Pin1 and Par14 are fairly 

well characterized and share a conserved C-terminal PPIase domain similar in 

sequence and structure (Sekerina et al, 2000). The differences however, rest in the 
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NTD of these proteins, with Pin1 housing a WW domain (discussed below), while 

Par14 has an unstructured domain rich in basic amino acids and is thought to bind 

DNA with high affinity (Surmacz et al, 2002). Human Par14 was shown to have 

PPIase activity towards non-phosphorylated, proline containing peptides, and 

shares about 30% of sequence identity with human Pin1 (Uchida et al, 1999). 

Surprisingly, the NTD of Par14 bears a striking resemblance to the primary 

sequence of HMG proteins (HMG17), raising the possibility that these proteins 

might directly contribute to DNA dependent processes such as regulation of gene 

expression (Surmacz et al, 2002). Most of the studies involving the Parvulins, 

however, have been on Pin1, and will be discussed below.  

1.18  - Pin1  

Pin1 (Protein interacting with NIMA (never in mitosis A)-1) is a member of the 

Parvulin family and its uniqueness lies in the fact that it specifically recognizes 

phosphorylated Ser/Thr-Pro residues and catalyzes the interconversion of the 

peptidyl prolyl bond (Lu et al, 1996; Lu & Zhou, 2007; Wulf et al, 2005). Pin1 is 

a highly abundant, small protein (163AA) that contains an N-terminal phospho-

protein binding domain, known as the WW domain (1-39AA). The isomerase or 

the catalytic domain rests in the C-terminal domain (45-163AA) (Lu et al, 1996; 

Lu et al, 1999) (Figure 1.9).  

The interaction of Pin1 with its substrates introduces a post-phosphorylation 

regulatory step, whereby Pin1 can modulate the structure of phosphorylated 

proteins potentially affecting their function, subcellular localization, stability, 

phosphorylation status or interaction with other proteins (Lu et al, 1999; 
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Ranganathan et al, 1997; Yaffe et al, 1997). Furthermore, protein kinases such as 

MAPK, Cdk2 and protein phosphatases such as PP2A have been shown to be 

conformation specific, targeting only the trans- isomer and not the cis- isomer 

(Brown et al, 1999; Weiwad et al, 2000; Zhou et al, 2000).  
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Figure 1.9 – Structural domains of human Pin1. (A) Pin1 contains an N-
terminal WW domain that recognizes pSer-Pro/pThr-Pro residues, while the C-
terminal domain is the catalytic PPIase domain that is responsible for the 
interconversion of cis- and trans-peptidyl prolyl bond. (B) X-ray structure of the 
WW domain bound to a model substrate. Structural features that enable selectivity 
and specificity of the WW domain include critical residues, such as Ser16, Arg17 
and Tyr 23 that form a phosphate-binding pocket stabilizing the phosphorylated 
substrate, while Tyr23 and Trp 34 form a hydrophobic clamp stabilizing the 
proline residue on the substrate. (C) X-ray structure of the C-terminal catalytic 
domain bound to a model substrate. The domain forms a barrel shaped structure, 
allowing positively charged residues Lys63, Arg 68 and 69 to mediate 
electrostatic stabilization of the phosphate group on the substrate. Figure adapted 
from (Lu & Zhou, 2007) and reproduced with permission from Nature Publishing 
Group.  
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1.18.1 - Regulation of Pin1 through the WW domain – The WW domain, 

named after two conserved Trp residues, is a 38-40 amino acid structural motif 

that folds into three anti-parallel β-sheet structure and is found in many proteins 

involved in signaling pathways (reviewed in (Sudol, 1996)). The WW domain can 

be subdivided into five distinct groups based on their proline rich sequence 

substrate specificity. Group I WW domains bind ‘PPxY’ motifs (Chen et al, 

1997), Group II bind ‘PPLP’ motifs (Ermekova et al, 1997), Group III are specific 

for ‘PGM’ motifs (Bedford et al, 1998), while group IV WW domains bind 

phospho-Ser/Thr-Pro residues. The WW domain of Pin1 falls under this category 

(Lu et al, 1999). Group V WW domain comprises of proteins, such as FBP30, that 

recognize Pro-Arg motifs (Bedford et al, 2000).  

The WW domain in Pin1 is defined by the presence of two invariant Trp at either 

ends of the WW domain at position 11 and 34, along with a central hydrophobic 

patch made of aromatic amino acids (Ranganathan et al, 1997). The WW domain 

of Pin1, initiates the binding of Pin1 to its target substrates (Zhou et al, 1999). The 

role of this domain can best be described as a binding module that recognizes the 

pSer/Thr-Pro bonds and targets the catalytic PPIase domain to its substrates (Lu et 

al, 1999). Interaction between Pin1 substrates and the WW domain is mediated 

through critical amino acids present in its binding pocket. These include Ser16, 

Arg17, Tyr23 and Trp34 (Lu et al, 1999). The crystal structure of Pin1 and a 

peptide derived from the CTD of phosphorylated RNA Polymerase II revealed 

that Ser 16 and Arg 17 residues form a phosphate binding pocket, while the 

aromatic pair of Tyr, Trp form a hydrophobic clamp that interacts with the proline 
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residue (Verdecia et al, 2000). Importantly, it was found that the substrate always 

exists in a trans-peptidyl conformation both in the crystal structure and in vitro 

NMR studies (Verdecia et al, 2000; Wintjens et al, 2001). Ser 16 on Pin1 can be 

phosphorylated either by PKA or PKC in vitro, which completely abolishes its 

ability to interact with its substrates (Lu et al, 2002b). Furthermore, the WW 

domain of Pin1 has been shown to regulate the localization of Pin1 to specific 

structures within the nucleus called nuclear speckles. Phosphorylation of the 

Ser16 residue on the WW domain through PKA activation (forskolin treatment), 

disrupted the localization of Pin1 to these speckles (Lu et al, 2002b). These results 

show that the function of Pin1 can be regulated by phosphorylation of critical 

residues on its WW domain.  

1.18.2 – Catalytic domain of Pin1 – The C-terminal PPIase domain of Pin1 is 

characterized by four anti-parallel β-sheets surrounded by four α-helices 

(Ranganathan et al, 1997). The active site is comprised of a set of hydrophobic 

residues (Leu-122, Met-130, Phe 134) that stabilize the hydrophobic proline and 

the peptide bond that undergoes the isomerization (Ranganathan et al, 1997; Yaffe 

et al, 1997). However, the distinguishing feature is the presence of a triad of basic 

residues (Lys-63, Arg 68 and Arg 69) that is thought to stabilize the phosphate 

group of the phosphorylated substrate (Ranganathan et al, 1997). These residues 

project outward and are present at the entrance of the PPIase domain and play a 

key role in conferring the unique substrate specificity for Pin1 (Ranganathan et al, 

1997; Yaffe et al, 1997). At the same analogous position in FKBP and 

cyclophilin, for example, the basic patch is replaced with a hydrophobic patch, 
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which may explain the preference for hydrophobic residues N-terminal to the 

proline amino acid for these enzymes (Albers et al, 1990; Ranganathan et al, 

1997).  Lys 63 and Cys 113 are highly conserved in the Parvulin class of PPIases 

and have been shown to play central role in the isomerase activity of Pin1 (Yaffe 

et al, 1997; Zhou et al, 2000). The exact mechanism through the prolyl bond 

isomerases is still a subject of debate in the literature, although there are at least 

four different potential mechanisms that could account for this rapid reaction 

(reviewed in (Lu & Zhou, 2007)).  

The CTD of Pin1 is also subject to post-translational modifications. Large-

scale proteomic analysis of proteins phosphorylated by ATM/ATR detected by 

mass-spectroscopy, showed Ser108 (SQ motif) of Pin1 to be phosphorylated upon 

DNA damage (Matsuoka et al, 2007). Based on the crystal structure of Pin1 

(Ranganathan et al, 1997), this modification resides on a loop connecting alpha-

helix 1 and 2, and is located away from the active site of Pin1. The functional 

relevance of this modification is unknown.  

1.18.3 - Pin1 substrates – Pin1 has been shown to interact with a wide number of 

substrates with a wide array of functions. These include proteins involved in cell 

cycle regulation such as cyclin D1 (Liou et al, 2002) and Cyclin E (Yeh et al, 

2006), proteins involved in maintaining genome integrity such as p53 (Wulf et al, 

2002), proteins involved in cellular differentiation such as Oct4 (Nishi et al, 2011) 

and Nanog (Moretto-Zita et al, 2010), proteins involved in apoptosis such as Bcl-

2 (Pathan et al, 2001). The isomerase activity of Pin1 on its substrates can have 

different consequences, for example, while Pin1 enhances Cyclin E degradation 
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(Yeh et al, 2006), Pin1 stabilizes p53 and enhances its binding to promoters 

(Zheng et al, 2002). The regulation of some of Pin1s substrates, such as cdc25 and 

RNA Polymerase II will be discussed in detail.  

1.18.4 – Pin1 regulation of Cdc25 – The regulation of Cdc25 by Pin1 is of 

importance to our studies, due to the mechanistic similarities of Pin1 regulation of 

histone H1 phosphorylation (Chapter 4). Cdc25 is a Cdc2 phosphatase that plays 

an important role in the entry into mitosis (Dunphy & Kumagai, 1991; Gautier et 

al, 1991; Strausfeld et al, 1991). During the transition from interphase to mitosis, 

the N-terminal domain of Cdc25 gets hyperphosphorylated, which allows its 

translocation to the nucleus where it becomes a substrate for Pin1 (Crenshaw et al, 

1998; Kumagai & Dunphy, 1992; Shen et al, 1998; Stukenberg & Kirschner, 

2001). Even a sub-stoichiometric amount of Pin1 (1:0.0005) is able to induce a 

conformational change in Cdc25, a change which inhibits its inherent phosphatase 

activity (Stukenberg & Kirschner, 2001). Pin1 plays an additional role in 

determining the function of Cdc25. The major pSer/Thr-Pro phosphatase, PP2A, 

(Che et al, 1998; Clarke et al, 1993; Karaiskou et al, 1999),  only dephosphorylate 

residues when the peptidyl-prolyl bonds are in the trans- conformation (Zhou et 

al, 2000). Pin1, which catalyzes the isomerization about the prolyl-bond, increases 

the activity of PP2A towards its substrates (cdc25) thereby facilitating their 

dephosphorylation rates (Zhou et al, 2000). Pin1 thus imparts a post-

phosphorylation regulatory step, mediated by proline isomerization, which is an 

important mechanism regulating protein function. Depletion of Pin1 from 
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Xenopus egg extracts leads to premature entry into mitosis accompanied by hyper-

phosphorylation of Cdc25 (Winkler et al, 2000).  

 In Chapter 4, we demonstrate a similar post-phosphorylation regulatory 

step exists for the regulation of histone H1 phosphorylation. In the absence of 

Pin1, we observed an increase in H1 phosphorylation level and a dependence of 

Pin1 for PP2A induced H1 dephosphorylation rates. As already discussed, H1 

phosphorylation influences the structure and function of H1 molecules.  

1.18.5 - Regulation of transcription by Pin1 –Pin1 plays an important role in 

gene expression through its actions on the C-terminal domain of the largest 

subunit of RNA Polymerase II, Rpb1, which is composed of 52 tandem repeats of 

YSPTSPS (Xu & Manley, 2007b). The CTD of RNA Polymerase II acts as a 

docking site for various proteins involved in efficient capping, splicing, cleavage, 

and polyadenylation of mRNAs in vivo (Hirose & Manley, 1998; McCracken et 

al, 1997; Proudfoot et al, 2002). The binding of proteins involved in this wide-

spectrum of activities depends on the phosphorylation state of RNA Polymerase 

II, which varies with the transcription cycle (O'Brien et al, 1994). The maximally 

phosphorylated RNA Polymerase II has more than 100 potential Pin1 binding 

sites, in the 2 SP motifs present in the tandem repeat (Xu & Manley, 2007a). 

Indeed, Ess1 (the yeast homolog to human Pin1) is one of the major binding 

partners for hyperphosphorylated RNA Polymerase II CTD (Morris et al, 1999). 

Pin1 enhances the phosphorylation of RNA Polymerase II by cdc2/cyclin B in 

vitro (Xu & Manley, 2007b). The hyperphosphorylated form of RNA Polymerase 

II is thought to dissociate from chromatin and reorganize into distinct nuclear 
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speckles (Xu & Manley, 2007b).  Furthermore, Pin1 was able to exert an 

inhibitory role in transcriptional initiation, while having no effect on 

transcriptional elongation (Xu & Manley, 2007b), however the mechanism behind 

Pin1 regulating RNA Polymerase II initiation is still unknown. Recent evidence 

further implicates EssI to interact with TFIIB, as well as with CTD phosphatases 

and 3’-end processing complexes, adding further complexity to the role of prolyl-

isomerases in transcriptional regulation (Krishnamurthy et al, 2009). In addition, 

Pin1 also interacts with a host of transcription factors. For example, Pin1 affects 

the stability of cjun (Wulf et al, 2001), p53 (Zheng et al, 2002), SMRT (Stanya et 

al, 2008), and increases the recruitment of cofactors of STAT3 (Lufei et al, 2007), 

and translocation of β-catenin (Ryo et al, 2001), and regulates the 

dephosphorylation of cFos (Monje et al, 2005) and cMyc (Yeh et al, 2004).  

1.18.6 - Regulation of chromatin structure by Pin1 – Pin1 was originally 

identified as an essential regulator of mitosis in both yeast and mammalian cells, 

and its depletion was shown to induce mitotic arrest (Lu et al, 1996). In mitosis, 

Pin1 plays an important role in regulating the mitotic phosphorylation of TopoIIα 

(Xu & Manley, 2007a; Xu & Manley, 2007c). Pin1 is thought to bind the 5 S/TP 

sites of TopoIIα in its CTD that are specifically phosphorylated during mitosis 

(Wells & Hickson, 1995; Xu & Manley, 2007c). Mitotic extracts, depleted of 

Pin1, were shown to be unable to induce chromatin condensation in permeabilized 

S-phase cells suggesting that Pin1 was necessary for chromatin condensation (Xu 

& Manley, 2007c), however the biochemical mechanism behind this process is 

unknown.  
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1.18.7 - Role of Pin1 in cancer and disease – Pin1 has been shown to play a 

crucial role in many processes, such as cell cycle, transcription, splicing, aging, 

DNA damage and developmental processes (reviewed in (Lu et al, 2003; Lu et al, 

2002a; Lu & Zhou, 2007)). Consequently, deregulation of Pin1 is  associated with 

a variety of pathological states such as cancer, Alzheimer’s disease, autoimmune 

and inflammatory diseases (Lee et al; Lu, 2004; Lu & Zhou, 2007). Over 

expression or dysregulation of Pin1 induces centrosome amplification, 

chromosome instability and cellular transformation by activating a number of 

oncogenic pathways, while inactivating tumor suppressors. Pin1 has been shown 

to be overexpressed in cervical, breast, prostate, brain, lung and colon cancers 

(Bao et al, 2004). Elevated Pin1 expression correlates with clinical staging of 

prostate cancer (Ayala et al, 2003). Pin1 can be used as an independent prognostic 

marker, with patients harboring higher Pin1 expression levels experiencing a 

shorter recurrence-free survival time (Ayala et al, 2003).  

1.19 – Fluorescence recovery after photobleaching (FRAP) 

FRAP experiments were first used almost 35 years ago to analyze the lateral 

diffusion of integral membrane proteins in living cells (Axelrod et al, 1976b; 

Edidin et al, 1976). Since then, FRAP has successfully been used to study the 

molecular flux of many nuclear proteins and has shaped our understanding of the 

chromatin as being highly dynamic and conformationally robust. Compared to in 

vitro techniques such as filter binding assays (Riggs et al, 1970) or capillary 

electrophoresis (He et al, 2004) that provide us with in vitro binding affinities of 

proteins, FRAP provides a measure of the in vivo binding affinity of proteins 
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(reviewed in (McNally, 2008)). This is of great significance, since in vitro 

experiments fail to completely replicate the crowded nature of the nuclear 

microenvironment and may not factor in the contributions of other 

proteins/chaperons that may influence binding (Sprague et al, 2004).  

FRAP experiments help us to analyze the in vivo diffusion coefficient (D) of 

molecules (Axelrod et al, 1976a). The unconstrained diffusion coefficient of 

molecules is described by the Einstein-Stokes formula D = kT/6πηr  (Arrio-

Dupont et al, 1997; Carrero et al, 2004b), where k is the Boltzmann constant, T is 

the temperature, η is the viscosity and r is the hydrodynamic radius of the 

molecule. Under the experimental conditions where T and η is kept constant, D is 

inversely proportional to r (reviewed in (Reits & Neefjes, 2001)). If the molecule 

is thought of as a sphere, then D is inversely proportional to M1/3, where M is the 

molecular mass. The rate of protein movement through diffusion is reflected in its 

D value. , since it is a measure of the root mean squared displacement of a protein 

over time (Lippincott-Schwartz et al, 2001). Deviations from the predicted D 

value can provide us with valuable insight to whether molecules form large 

complexes or exist in multimeric or oligomeric structures. Additionally the 

dynamics of the molecule can also be hindered by interactions with other proteins 

or DNA, which can be quantified by experiments such as FRAP (Reits & Neefjes, 

2001). FRAP experiments can be divided into two phases – photo-bleaching and 

recovery phase.  

1.19.1 - Photobleaching - FRAP experiments consist of irreversibly 

photobleaching a defined area within a cell or organelle with the help of a high-
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powered laser beam (Peters et al, 1974). Photobleaching is a process through 

which a fluorophore irreversibly loses its fluorescence, possibly due to a chemical 

interaction with oxygen or surrounding molecules in its excited state, such that it 

ceases to be fluorescent upon its return to the ground state (Hinterdorfer & Van 

Oijen, 2009). For example, photobleaching of YFP molecules in vitro leads to the 

decarboxylation of the YFP molecule leading to a non-fluorescent state 

(McAnaney et al, 2005). The exact process of photobleaching in vivo, however, is 

yet to be elucidated. The aim of photobleaching is to disrupt the steady-state 

distribution of fluorescent molecules, allowing us to analyze the kinetics with 

which the steady-state is reestablished following photobleaching (Carrero et al, 

2004a). The kinetics are analyzed during the recovery phase of the FRAP 

experiment as detailed below.  

1.19.2 - Recovery – After photobleaching, a timelapse image series is recorded 

until the relative fluorescence reaches equilibrium. The recovery phase of FRAP 

experiments is made possible due to the exchange between fluorescent and non-

fluorescent molecules and is dictated by the kinetics of the molecules as well as 

the fraction of molecules that are mobile (Reits & Neefjes, 2001).  

The diffusion coefficient, D, of a protein based on two dimensional diffusion 

equation, is obtained with the equation, D=ω2γD/4τ1/2, where ω is the radius of the 

laser beam, γD depends upon the beam shape (for circular beams it is a constant 

value of 0.88) and τ1/2 is half the time it takes for complete recovery (Axelrod et 

al, 1976a; Lippincott-Schwartz et al, 2001).  
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However, binding interactions with macromolecules such as DNA or chromatin 

can considerably slow down a molecule leading to a 50- to 100-fold slower 

kinetics than predicted based on the molecular weight and diffusion of an inert 

molecule such as GFP (Phair & Misteli, 2000). For example, given its strong 

association with chromatin, core histone H3 (molecular weight of H3.3 is 

15.3kDa) take a much longer time to attain pre-bleach levels of fluorescence, 

(Kimura & Cook, 2001), compared to proteins such as SF2/ASF (molecular 

weight is 27.7kDa) have very rapid dynamics within the cell (Phair & Misteli, 

2000). Thus, FRAP experiments provide us with the apparent or effective 

mobility of proteins that is a combination of the absolute mobility of the protein 

as defined by its diffusional mobility and its mobility based on the specific 

interactions of the protein with other proteins/substructures (Misteli, 2001). The 

kinetics of most nuclear proteins, including H1, can be described as transient 

binding and unbinding interactions that results in a slowed, saltatory movement of 

the protein throughout the nucleus (Misteli, 2001).  

FRAP experiments on H1 revealed the presence of at least two distinct kinetic 

populations of H1 in the nucleus (Figure 1.10) (Carrero et al, 2004b; Misteli et al, 

2000). The recovery can be explained by a freely diffusing pool of H1 that 

exchanges with H1 that is bound to chromatin with low affinity, while a second 

pool of H1 comprises of H1 molecules that are strongly bound and does not 

contribute significantly to the recovery of the FRAP curve in the analyzed period 

of time (Misteli et al, 2000). The H1-GFP tagged molecules were bound to 

chromatin for over 220s before dissociating and moving on to the next binding 
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site (Misteli et al, 2000). This suggested that unlike free diffusion, where absolute 

diffusion coefficient could be easily determined using the equation given above, 

in molecules such as H1, the binding-unbinding turnover kinetics were rate-

limiting and mathematical modeling of the FRAP curves were needed in order to 

quantify the binding events.  
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Figure 1.10 – From FRAP to mathematical modeling. Top series of panels 
illustrates a typical 10T1/2 cell expressing GFP-H1.0. A rectangular region of 
1.5µm was photobleached. The recovery of fluorescence was measured at defined 
time intervals untill equilibrium was reached. Fluorescence intensity is then 
normalized with the intensity at time zero, set to a maximum of 1, which is then 
plotted against time on the x-axis, as shown. Note that the normalized (or relative) 
intensity starts approximately at 0.1 (or 10%). This is due to the freely diffusing 
H1 population that reaches equilibrium even before the first image of the recovery 
phase is recorded. The recovery from 10% to approximately 80% takes about 200 
seconds, and the major contributors of this phase of recovery are the low-affinity 
H1 population. The effective diffusion coefficient is a kinetic parameter that 
described the behavior of both the freely diffusing population and the low-affinity 
H1 population. The next phase of the recovery from 80% to equilibrium levels are 
determined by the dynamics of the high-affinity population and takes from 200s 
to 900s. Residence time, transition time are temporal parameters associated with 
this kinetic population of H1. Figures adapted from (Raghuram et al, 2009) and 
reproduced with permission from NRC Research Press. 
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1.19.3 - Mathematical modeling of FRAP curves - The apparent mobility as 

measured by FRAP can be used to decipher the nature of interactions of the 

protein and this is primarily accomplished with the help of mathematic modeling 

of the FRAP curves (Carrero et al, 2004a; Carrero et al, 2004b; Phair & Misteli, 

2001). Mathematical modeling simulates the process of FRAP and helps us to 

quantify hypothesized binding events in terms of mathematical descriptors in 

order to explain the mobility of proteins (Mueller et al, 2010; Phair & Misteli, 

2001). The mathematical descriptors or modeling parameters for characterizing 

the dynamics of H1 include effective diffusion coefficient, residence time, 

transition time and the percentage of molecules that are bound with high affinity 

to chromatin. Residence time (τR) refers to the amount of time H1 spends in a 

high affinity state and is indirectly proportional to the unbinding rate or ku, such 

that τR = 1/ku. The transition time (τT) is the time spent between two high-affinity 

interactions and is indirectly proportional to the binding rate, kb such that τT =1/ 

kb. The effective diffusion coefficient takes into account the kinetics of the freely 

diffusing population and the population of H1 that is bound to chromatin with 

low-affinity (Carrero et al, 2004b).   

The dynamics of H1 has been described using the compartmental model as well as 

the reaction diffusion model (Carrero et al, 2004a; Phair et al, 2004a; Phair et al, 

2004b). The compartmental model effectively divides the nucleus into three 

physical compartments – the photobleached region, and the two unbleached 

regions on either side of the photobleached region, and the mathematical 

equations relate to the movement of the molecules in and out of these 
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compartments. The reaction diffusion model on the other hand, describes the 

reversible binding and unbinding of molecules in a one-dimensional system. Both 

of these models describe the binding process in the same mathematical terms (kb 

and ku ), while differing in their description of the diffusion coefficient. The 

compartmental model is simplistic and provides us with only a rough estimate of 

the diffusion coefficient. The compartmental model, however, is more appropriate 

for proteins that show a distinct biphasic behavior, such as nuclear actin (Carrero 

et al, 2003) and many other nuclear proteins (Phair et al, 2004b).  

The FRAP curves of H1, unlike GFP-actin, does not exhibit a stark biphasic 

curve. Instead, it appears as a curve produced due to a single diffusing population. 

The dynamics can be described with the help of the reaction-diffusion model that 

assumes that the chromatin structure that H1 binds, is relatively immobile on the 

time-scale observed and that the chromatin is spatially homogenous (Carrero et al, 

2004b). Following the acquisition of the FRAP curve, the curve is fit to the 

mathematical solution of the reaction-diffusion model allowing us to estimate the 

modeling parameters listed above (Carrero et al, 2004b). The results of the 

mathematical modeling estimates that approximately 88% of the H1 population is 

comprised of H1 molecules that are bound to chromatin with low affinity as well 

as those who are diffusing freely through the nucleus (Carrero et al, 2004b). The 

remaining 12% of the population consists of H1 molecules bound with high 

affinity to chromatin (Carrero et al, 2004a; Carrero et al, 2004b). This is 

expressed as an effective diffusion coefficient. Furthermore, using the Einstein-

Stoke law described earlier, the freely diffusive pool of H1 can be estimated to 
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being around 0.2% of the total H1 population (Carrero et al, 2004b). This suggests 

that at a given time, most of the H1 population is bound to chromatin, consistent 

with the role of H1 as a chromatin architectural protein.  

1.20 - Thesis Focus -  

Post-translational modifications, such as core histone acetylation and H1 

phosphorylation, play an important role in many processes crucial to life, such as 

transcription. They alter the structure of chromatin fiber so that proteins such as 

transcription factors can gain access to DNA. We hypothesized that these 

modifications would impede the binding of H1 molecules to the chromatin fiber, 

thereby affecting its mobility and function.  

Core histone acetylation has the ability to relax higher order chromatin structures 

and in vitro data previously had suggested that it prevented the ability of H1 to 

condense chromatin. However, it wasn’t known how core histone acetylation 

would impact H1 dynamics in vivo. Furthermore, it wasn’t known whether 

individual variants would respond differently to core histone acetylation, or 

whether they would all behave in a similar manner in a hyperacetylated chromatin 

environment. Additionally, upon treatment with histone deacetylase inhibitors, 

two distinct kinetic phases of acetylation have been observed, with one population 

of H4 molecules undergoing rapid rates of acetylation and deacetylation, while 

the majority of H4 molecules are involved in slow rates of acetylation and 

deacetylation. The contribution of these two distinct classes of acetylation in 

affecting histone H1 mobility/chromatin binding was also unknown. This is 
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especially important given that the rapidly acetylated histones are associated with 

transcriptionally active chromatin states.   

Phosphorylation of H1 has been associated with transcription and cell 

cycle events although the mechanism behind how H1 phosphorylation affects H1 

function, or whether or not it causes chromatin condensation has remained 

elusive. Furthermore, it is debatable as to whether the charge patch hypothesis 

accurately explains the role of H1 phosphorylation towards destabilizing H1 

function. There are only a limited number of studies analyzing the regulation of 

H1 phosphorylation levels in vivo, or the kinetics of H1 phosphorylation itself. H1 

phosphorylation has been shown to be enriched at sites of transcription, however, 

its function at these sites is unknown.  

Our studies were designed with the objective of understanding the dynamics of 

H1 molecules and their function during transcriptional processes. The regulation 

of H1 dynamics by these post-translational modifications will provide us with an 

understanding of how chromatin is modified in processes such as transcription. 

This is important since most of the changes observed in processes such as 

oncogenesis are epigenetic in nature.  
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Chapter II – Experimental Procedures 

 

 

 

 

 

 

 

 

 

 

 

 

 



	   91	  

2.1 - Cell Culture  

Mouse embryonic fibroblasts (10T1/2 cells) and Ciras-3 cells (H-ras transformed 

10T1/2 cells) were maintained in alpha-modified minimum essential media, 

supplemented with 10% fetal bovine serum and 1% L-Glutamine. Cells were 

treated with Trichostatin A (purchased from Sigma and dissolved in DMSO) at a 

concentration of 100ng/ml, for either 1hour or 18hrs.  

Pin1-/- and Pin1wt cells were cultured in DMEM (GIBCO). U2Os 263 cells were 

grown in High Glucose DMEM supplemented with 100µg/ml Hygromycin B. 

Transfections were done using Effectene (Qiagen) transfection reagents, 

according to the manufacturer’s protocol. Cells transfected with mcherry-tTA-ER 

were treated with 1µM Tamoxifen (Sigma, dissolved in Ethanol) for either 1hr or 

3hrs to activate transcription. For α-amanitin analysis, the 263 cells were 

transfected overnight with mcherry-tTA-ER and then pre-treated with α-amanitin 

(100µg/ml, overnight) following, which they were treated with Tamoxifen.  

2.2 - Isolation of nuclei and histones 

Nuclei were isolated as described in (Shechter et al, 2007), with some 

modifications. Briefly, 70-80% confluent cells were washed with ice-cold 

phosphate buffered saline (PBS). Nuclei were isolated using ice-cold nuclear 

isolation buffer (250mM Sucrose, 150mM NaCl, 20mM Tris pH 8, 2mM MgCl2, 

1mM CaCl2, and 0.1% NP-40) supplemented with PhosSTOP (from Roche) a 

phosphatase inhibitor cocktail, Pepstatin (Roche), DTT and Complete protease 

inhibitor cocktail (Roche). Histones were extracted with 0.4N sulphuric acid, 

precipitated with ice-cold acetone (overnight) followed by centrifugation at 
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10,000x g for 10min at 4°C. They were then washed three times with acetone and 

air-dried. 

2.3 - Electrophoresis 

For SDS gels, precipitated extracts were dissolved in 3xSDS loading buffer 

(0.195M Tris, pH 6.8, 6% SDS, 3% β-mercaptoethanol, 30% glycerol) and loaded 

onto on an 18% acrylamide gel. A typical 18% gel (10ml, 2 gels) comprised of 

2.5ml of 4xSeperating Buffer (1.5M Tris, pH 8.7, 0.4% SDS), 4.5ml 40% 

Acrylamide, 3ml ddH2O, 100µl 10%APS, 10µl TEMED. Gels were and then 

transferred onto nitrocellulose membranes and transferred at 110V, 0.37A at room 

temperature. For Western Blot analysis, blots were stained with CPTS and 

blocked with 5% BSA (in TBS). Alternatively, for phosphorylated and total 

protein analysis, blots were instead stained with Pro-Q Diamond Blot stains and 

SYPRO Ruby Protein Blot stain (Molecular Probes), respectively. 

Antibodies against acetyl-lysine were purchased from Cell-Signaling Technology, 

mouse mAB 9681. Antibodies against pS187, pS173, pT146 were used at a 

dilution of 1 in 5000 (5% BSA, TBST). Secondary antibodies were used at a 

concentration of 1 in 12,000 (1% BSA, TBST) and were either Alexa Fluor 680 

goat anti-rabbit IgG (Invitrogen) or Alexa Fluor 750 goat anti-mouse 750 IgG 

(Invitrogen).  

For AUT gels, precipitated proteins were redissolved in acid-urea sample buffer 

(100mM Tris-acetate, pH 8.8, 20% glycerol, 8M Urea, 5% ß-mercaptoethanol, 

2% Thiodiglycol, 1% cysteamine HCl, and Pyronin Y) and electrophoresed in 

acetic acid-urea-Triton X-100 (AUT) gels as described (Panyim & Chalkley, 
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1969b; Yoshida et al, 1990). Gels were run at 4°c, for 3hrs with 0.1N Acetic acid 

as the running buffer. Note that the polarity of the electrodes was reversed for 

AUT gels. Gels were then stained with Coomassie Brilliant blue. 

2.4 - Nucleosome reconstitution 

Nucleosomes were reconstituted using the Epimark Nucleosome assembly kit 

(NEB) with some minor modifications (Steger & Workman, 1999). 50pmol of 

nucleosomes were incubated with 50pmol of DNA (208bp of containing the 

Lytechinus variegatus 5SrDNA) at 2M NaCl, 1µg BSA in a final volume of 20µl 

at 37°C for 15min. The reaction mixture was serially diluted to 1.5, 1, 0.8, 0.7, 

0.6, 0.5, 0.4, 0.25 and 0.2M NaCl using 50mM Hepes pH7.5, 1mM EDTA, 5mM 

DTT, complete Protease inhibitors (Roche) for 30°C (15min for each dilution). 

One final dilution was carried out in Tris pH 7.5, 1mM EDTA, 0.1%NP-40, 5mM 

DTT, complete protease inhibitors, 20% glycerol and 100µg/ml BSA to bring the 

final salt concentration to 0.1M NaCl. Reconstitutions were analyzed by 

electrophoresis on 5% acrylamide nucleoprotein gels.	  

2.5 - Roscovitine treatment/Acid extraction of Histones 

Pin1-/- and wt cells were treated with Roscovitine (30µM) for the times indicated. 

Cold nuclei isolation buffer was added directly to cells, and incubated at 4oc for 

approximately 10 min. The cells were then washed, and spun at 3200xg to isolate 

the nuclei. Histones were extracted using 0.4N H2SO4 + Protease inhibitors, DTT, 

and PhoSTOP (1hr, 4oc). Extracts were then spun at 10,000g and the supernatant 

was then precipitated with -20oc acetone (overnight). The precipitated histones 
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were then resuspended in SDS loading buffer and separated on 15% Acrylamide 

gels. H1 was detected using pS173, pS187 and pT146 (Abcam, 1:250).  

2.6 - Mobility shift assay for detecting phosphorylated H1 

Pin1-/- and Pin1wt cells were transfected with either H1.1-FLAG or the appropriate 

H1.1mut FLAG. The following day, histones were extracted using 0.4N H2SO4, as 

described above. Phostag ligands bind with strong affinity to phosphate 

molecules, and when cross-linked in an acrylamide gel, can provide specific 

mobility shifts based on the presence/absence of phosphorylation (Kinoshita et al, 

2009). Phostag SDS-PAGE gels (100µM Phostag, 10% Acrylamide gels) were 

prepared as per manufacture’s protocol. Gels were run at constant current 

(20mA). The gels were then washed extensively with transfer buffer+4mM EDTA 

to chelate the Mn2+, rinsed with water, and then washed with transfer buffer 

without EDTA. Proteins were then transferred to a nitrocellulose membrane 

(110V,0.37mA, 90 min) and then probed with anti-FLAG (M2, Sigma) at 

1:50,000 dilution.  

2.7 - Co-immunoprecipitation 

Approximately 1x106 cells were centrifuged at 1300Xg and resuspended in ice-

cold Nuclei Isolation Buffer (250mM Sucrose, 150mM NaCl, 20mM Tris pH 8, 

1.5mM MgCl2, 0.2mM CaCl2, 0.1% IGEPAL CA630), supplemented with 

PhosSTOP (Roche) and Complete protease inhibitor (Roche). These were then 

centrifuged at 3200xg, and the nuclei were resuspended in modified RIPA buffer 

(Tris pH 7.4, 1% NP-40, 150mM NaCl) along with PhosSTOP, protease inhibitors 

and an endonuclease, Benzonase (Novagen). After 4hrs, the reaction was stopped 
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by adding 1mM EDTA. After 30min incubation at 4oc, the extract was spun down 

at 13,000xg to remove aggregates. The extract was then treated with antibody pre-

bound to Dynabeads (invitrogen) overnight. For co-IP with T98G cells stably 

expressing GFP-H1.1, extracts were treated with 50µl GFP-TRAP (ChromoTEK). 

The antibody- beads mixture were then separated using a magnetic rack, washed 

three times, following which 3xSDS loading buffer was added directly to the 

beads. Samples were then run on a standard 15% or 18% acrylamide gel, 

transferred onto a nitrocellulose membrane. Pin1 (G-8) antibody (SantaCruz), was 

used at a dilution of 1:1000, anti-H1 (Novus) was used at 1:250 dilution, anti-GFP 

(Abcam, Ab290) was used at 1:10,000 dilution, anti-RNA Polymerase II 

(8WG16, Promega) was used at 1 in 1000 dilution. Secondary antibodies were 

conjugated with infrared specific dyes (Alexa Flour 680, Alexa Flour 750), and all 

blots were scanned on the Odyssey Infrared Imaging system (LICOR 

Biosciences).  

2.8 - H1 phosphorylation/dephosphorylation assays 

Approximately 1.5x107 cells were centrifuged at 1300xg for 4min at 4°C, 

resuspended in RIPA buffer, 1mM EDTA along with PhosTOP protease inhibitors 

and phosphatase inhibitors (the latter was excluded in dephosphorylation assays). 

The extract was spun at 14,000xg for 10 min at 4°C, the supernatant was treated 

with either anti-Cdk2 antibody (M2, Santa Cruz, sc-163, 2.4µg) or anti-PP2Ac 

(1D6, Millipore, 4µg) overnight at 4°C. Dynabeads were then added the next day 

for 2hrs at 4°C, following which the beads were separated magnetically, washed 

three times with fresh RIPA buffer, once with 40mM Tris 7.6, and then 
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resuspended either in phosphorylation buffer (40mM Tris 7.6, 2mM DTT, 10mM 

MgCl2) or in dephosphorylation buffer (40mM Tris 7.6, 2mM DTT, 1.5mM 

MgCl2). Purified calf-thymus H1 (Calbiochem, resuspended in water at a 

concentration of 1mg/ml, 3µg of H1/reaction) was added to the reaction mixture 

with or without ATP (8.5mM). The reaction mixture was then incubated at either 

30°C (for kinase reaction) or 37°C (dephosphorylation) for the given time. 

Adding 3XSDS-loading buffer stopped the reaction and H1 was resolved on a 

denaturing 18% Acrylamide gel. Cy3/Cy5 labeled H1 was phosphorylated in a 

similar manner, except, the reaction was allowed to progress for 90min, following 

which the reaction was stopped with the addition of EDTA. To verify 

phosphorylation, labeled H1 were resolved on a denaturing 18% acrylamide gel, 

transferred to nitrocellulose and stained with ProQ Diamond Phosphoprotein Blot 

Stain (Molecular Probes) to detect phosphorylated H1 molecules or SyproRuby 

Protein blot stain to detect total H1 protein. The blots were visualized using 

302nm UV light.  

	  

Live Cell Imaging 	  

2.9 - Volumetric measurements of lac arrays	  

Cells expressing either mcherry LacR or mcherry-ER-tTA were plated on a live 

cell imaging dishes and where then imaged using a Zeiss 710 LSM 63x Plan-

Apochromatic 1.4 Oil DIC M27 objective with an objective warmer maintained at 

37°C. A Piezo stage (Piezostem Jena, Zeiss) was used allowing rapid acquisition 

of z-stacks at a rate of 50 images (9.8µm in z-direction)/ 9 seconds (total 
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acquisition time), with a pixel dwell time of 0.79µs and pinhole set at 48µm. A 

561nm laser operating at 1-2% laser output was used to excite the mcherry signal. 

The images were then analyzed on Imarisx64 7.3.0 Surface rendering algorithm. 

The images were thresholded based on 30% of the maximum absolute intensity 

recorded (approximately equal to one standard deviation), and the volume of the 

surface generated was then recorded. 	  

2.10 - Fluorescence recovery after photo-bleaching 

Mouse Embryonic fibroblasts were cultured on number 1.5 glass coverslips in 

tissue culture media. They were then transfected with individual H1 variant 

constructs (Th'ng et al, 2005) using Effectene (Qiagen) transfection reagent (as 

per manufacturers protocol).  Approximately 24 hours after transfection, the 

binding affinity of histone H1 molecules were analyzed by FRAP. The coverslips 

were placed on a glass slide with a small well made of vacuum grease designed to 

hold the media in. The coverslip was placed on top of this well and sealed by 

applying gentle pressure. Alternatively, glass-bottom culture dishes (MatTek) 

may also be used for growing and transfecting the cells. These dishes can be 

directly placed on the heated stage. FRAP was carried out using a Laser-scanning 

confocal microscope (LSM510 NLO Carl Zeiss) using a 488nm laser operating at 

100% for bleaching (30 iterations) and 0.5% for acquiring images. Pixel dwell 

time was maintained at 1.26µs. A 40x 1.3 oil objective lens equipped with a 

heated stage and objective warmer maintained at 37°C was utilized. For global H1 

analysis, a rectangular region (1.5 micrometer in length) was photobleached, 

encompassing both euchromatin and heterochromatin regions of the nucleus and 
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recovery was monitored at regular time intervals (Carrero et al, 2004b).  Only the 

cells that expressed GFP-H1 at low concentrations were analyzed to avoid 

complications with H1 over-expression. For heterochromatin vs. euchromatin H1 

analysis, cells were pre-treated with Hoechst 33342 (200 ng/ml) for ½  hour and 

then replaced with fresh growth media. Hoechst itself did not have a statistically 

significant effect on H1 binding. Regions that stained intensely were the 

heterochromatin regions, while the remaining was classified as euchromatin. Two 

1-micrometer diameter spots were simultaneously photo-bleached in 

heterochromatin and euchromatin regions, respectively.  Images were corrected 

for cell movement and rotation using ImageJ software complemented with a 

specific algorithm plug-in (StackReg (Thevenaz et al, 1998)). Intensity 

measurements were done with Metamorph software. Statistical tests for t50/t90 and 

plotting of the FRAP curves were performed using GraphPad Prism version 5.00 

for Windows, GraphPad Software, San Diego California USA. 

For H1 FRAP at sites of transcription, cells were co-transfected with GFP H1 and 

mcherry-ER-tTA or mcherry-LacR. Following the addition of Tamoxifen, the 

mcherry signal was used as a guide to locate the arrays. This was used as a mark 

to photobleach a spot (0.07µm in diameter) that corresponded to the arrays. 

Another non-array spot was simultaneously photobleached, and served as an 

internal control. The recovery of both the photobleached spots was monitored at 

regular time intervals.  

2.11 - Kinetic modeling of H1 dynamics in vivo  
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A mathematical model was developed based on our previous studies (Carrero et 

al, 2004a; Carrero et al, 2004b), and the solution of the reaction-diffusion 

equation was fitted to those obtained from experimental FRAP data, allowing the 

estimation of multiple kinetic properties from a typical FRAP curve. The 

equations assume that histone H1 moves randomly throughout the nucleus and 

undergoes a reversible binding-unbinding interaction with chromatin. This 

analysis allowed an estimation of effective diffusion, binding and unbinding rates, 

and binding affinity.  We also measured the proportion of the high affinity (HA) 

population and found an effective diffusion coefficient that accounts for a low 

affinity (LA) subpopulation and the freely diffusing subpopulation. To determine 

the values of these parameters, the raw data from the FRAP experiment (.txt files) 

are imported into the MATLAB FRAP interface. They are then normalized, using 

the built-in normalization protocol. The normalized data is then imported into the 

‘Reaction diffusion’ interface, where variables such as the bleach width (1.5µm), 

iterations (500), and the correction factor are entered. The curve is adjusted 

manually at first to closely approximate the FRAP curve, following which the 

curve estimation is carried out which mathematically approximates the different 

parameters of the equation to their closest value. The numbers are manually 

tabulated for every FRAP experiment conducted. We then submitted the data to a 

two sample Kolmogorov-Smirnov test (KS-test) to determine if the set of 

estimated effective diffusion coefficients and binding affinities from the control 

groups differed significantly from those of the treatment groups.  The reason for 

using non-parametric statistics for data analysis is the non-normal distribution 
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exhibited by the parameters distributions. Detailed mathematical equations, etc, 

can be found elsewhere (Carrero et al, 2004a; Carrero, 2009).  

2.12 - Fluorescence resonance energy transfer (FRET) 

FRET was carried out on H1Cy3Cy5 either in solution or when added to 

reconstituted nucleosomes that were placed on live cell imaging dishes (total 

volume of 150µl). A glass coverslip was placed on top to prevent evaporation. 

The sample was then imaged on a Zeiss 710 LSM equipped with a Plan-

Apochromat 40x/1.3 Oil DIC M27 objective and a heat stage that was maintained 

at 37°C). The sample was excited with a 514nm or 633nm laser, both operating at 

5% laser output. Emission spectra (5nm slit-width) were obtained using a 523-

727nm filter when excited with 514nm and a 639-727nm filter when excited with 

the 633nm laser. Pixel dwell time was maintained at 2.55µs and pinhole was set at 

600µm. FRET was calculated using the RatioA method (Clegg, 1992; Poirier et 

al, 2009), using peak heights and with extinction coefficient εA (630) = 150,000 

(Cy5), εA (514) = 5000 (Cy5), εD (514) = 75,000 (Cy3) and d+=1. R0 was set at 

5.4nm (Fang et al, 2011)	  

2.13 - Transmission Electron Microscopy 

Pin1-/- and Pin1wt cells (a gift from Dr. Kun Ping Lu) were grown as adherent 

single layer cell cultures on MatTek 35 mm glass bottom dishes in DMEM 

medium supplemented with 10% FBS. Cells were washed first with 1XPBS and 

were fixed in 4% paraformaldehyde, prepared in 1xPBS and then washed three 

times (for 5min each) with 1xPBS. Cells were then postfixed with 2% 

glutaraldehyde (2hrs). The cells were then washed three times with 1xPBS (5min 
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each), following which they were stained with 1% Uranyl acetate for 30 min. 

Subsequently, the cells were dehydrated on a shaker with 20%, 40%, 60%, 80%, 

90%, 98%, 100% ethanol diluted in ddH2O (30min/step). The samples were then 

pre-embedded in Quetol 651® resin and 100% ethanol mixture 1:1 for 1hr, 

according to the manufacturer’s protocol. Following which the sample was 

embedded in Quetol 651 for 1hr and then in Quetol Mix (see Buffer preparations). 

The embedded cells in Quetol mix, were then cured for 24h at 60°C. The cells 

were detached from the cover slip using multiple rounds of freezing and thawing 

in liquid nitrogen. Small blocks containing the cell-layer were cut out of the 

polymerized resin using a jewelry saw and glued with a drop of remaining resin 

onto a mounting block. Ultrathin sections of 100 nm thicknesses were cut at an 

ultramicrotome (Leica EM UC5). The floating sections were then picked up on a 

300 mesh copper grid and after vaporizing a thin carbon layer onto the sections, 

the cells were imaged with a JEOL 2100 microscope operating at 200 kV. 

Pictures were taken using the 2k by 2k camera of a Gatan Tritium Energy filter at 

a magnification of 2000x – 5000x. 

For image analysis, 2D images (600px X 600px, 1.171µm) were imported into 

MATLAB and Fourier transformations were carried out. Power spectra’s, which 

are the square of the modulus of the Fourier transform, were rotationally 

averaged. The profiles were normalized by total intensity, averaged (n=36) and 

plotted against spatial frequency.  

2.14 - Immunofluorescence 
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Cells were grown on Fisherbrand coverglass (18x18-1.5) overnight. Cells were 

fixed with 4% paraformaldehyde in 1XPBS for 10 min, permeabilized with 0.5% 

Triton X-100 for 5min. For pS173 H1 antibody, cells were fixed with 1% 

paraformaldehyde for 10 min. Coverslips were then washed with PBS, inverted 

onto 50-100µl of primary antibody in PBS, and incubated for at least 30 min. 

Coverslips were then washed with 0.1%Triton X-100 and then with PBS, prior to 

incubation with secondary antibody coupled with a flourophore. Cells were then 

mounted on slides using a 90% glycerol-PBS based medium containing 1mg of 

paraphenylenediamine/ml and 0.5µg DAPI/ml. Pin1 was detected using a 

monoclonal antibody (G-8, SantaCruz) at 1:500 dilution, pS173 antibodies were 

used at 1:400 dilution.  

2.15 - Buffers and Recipes 

Nuclei Isolation buffer (100µl) 

250mM Sucrose (8.6g) 

150mM NaCl (0.87g) 

20mM Tris pH 8.0 (2ml of 1M Tris 8.0) 

1.5ml MgCl2 (150µl of 1M MgCl2) 

0.2ml CaCl2 (20µl of 1M CaCl2) 

0.1% NP-40 or IGEPAL (100µL) 

The solution was filter sterilized following preparation and kept at 4°c 

 

Radio Immuno-precipitation buffer (RIPA) 100ml 

0.79g Tris, pH to 7.4 
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0.9g NaCl 

1ml of IGEPAL 

200µl 0.5M EDTA 

 

AUT Separating Buffer (15%, 30ml) 

15ml of Acrylamide 29:1 

3.75ml 4% TEMED/ 43.1% Acetic acid  

12g Urea 

3ml Riboflavin in water (0.004%) 

0.6ml 0.3M Triton-X 100 in PBS  

0.3ml Thiodiglycol  

The solution is heated with stirring until dissolved. It must be stored away from 

light at 4°c.  

 

AUT Stacking Buffer (30ml) 

7.5ml Acrylamide (29:1) 

12g Urea 

0.3ml TEMED 

3ml Riboflavin (0.004%) 

3.75ml 3M Potassium Acetate 

0.6ml 0.3M Triton-X 100 

0.3ml Thiodiglycol 
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The solution is heated with stirring until dissolved. It must be stored away from 

light at 4°c.  

 

Phostag Separating buffer (10ml) 

2.5ml 4xSeperating buffer (1.5M Tris, pH 8.7, 0.4% SDS) 

2.5ml 40% Acrylamdie (29:1) 

5ml ddH2O 

200µl Phostag (product is dissolved in 100µl methanol and 3.2ml H2O) 

200µl 10mM MnCl2 

10µl TEMED 

100µl 10% Ammonium persulphate (APS) 

Quetol Mix 

3.5ml Quetol 651 

5.4ml NSA (Nonenyl Succinic Anhydride) 

1.1ml NMA (Methyl-5-Norbornene-2,3-Dicarboxylic anyhydride) 

0.18ml DMP-30 (2,4,6-Tri(dimethylaminomethyl) phenol) 
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Chapter III - Core histone hyperacetylation impacts cooperative behavior 

and high affinity binding of histone H1 to chromatin* 

 

 

 

 

 

 

 

 

*A version of this chapter has been published as Raghuram et al. 2010 

Biochemistry, Volume 49, Pages 4420-4431. Reprinted (adapted) with permission 

from American Chemical Society. Copyright © 2010, American Chemical 

Society. 

• All of the experiments, figures and the manuscript were prepared by Nikhil 

Raghuram. 
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3.1 - Abstract 

Linker histones stabilize higher order chromatin structures and limit access to 

proteins involved in DNA-dependent processes. Core histone acetylation is 

thought to modulate H1 binding.  In the current study, we employed kinetic 

modeling of H1 recovery curves obtained during fluorescence recovery after 

photobleaching (FRAP) experiments to determine the impact of core histone 

acetylation on the different variants of H1. Following brief treatments with 

histone deacetylase inhibitor, most variants showed no change in H1 dynamics. A 

change in mobility was detected only when longer treatments were used to induce 

high levels of histone acetylation.  This hyperacetylation imparted marked 

changes in the dynamics of low-affinity H1 population, while conferring variant-

specific changes in the mobility of H1 molecules that were strongly bound. Both 

the CTD and globular domain were responsible for this differential response to 

TSA. Furthermore, we found that neither the CTD nor the globular domain, by 

themselves, undergo a change in kinetics following hyperacetylation. This led us 

to conclude that hyperacetylation of core histones affects the cooperative nature of 

low-affinity H1 binding, with some variants undergoing a predicted decrease by 

almost two orders of magnitude.   
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3.2 - Introduction 

Histone H1 or “linker histones” are of paramount importance in the formation and 

stabilization of higher order chromatin structure (Ramakrishnan, 1997; Thoma, 

1979; van Holde & Zlatanova, 1996; Widom, 1998; Zlatanova & van Holde, 

1996). There are at least six variants of histone H1 in mammalian somatic cells 

(H1.0, H1.1, H1.2, H1.3, H1.4 and H1.5) (D'Incalci et al, 1986; Kinkade & Cole, 

1966; Lennox & Cohen, 1983). They differ in their amino acid sequences, 

molecular weights, turnover rates (Pehrson & Cole, 1982), timing and pattern of 

expression (Higurashi et al, 1987; Khochbin & Wolffe, 1994), and efficiency of 

condensing DNA (Khadake & Rao, 1995; Liao & Cole, 1981a; Liao & Cole, 

1981b; Nagaraja et al, 1995). The latter could be attributed to small but significant 

differences in the amino acid sequences of the C-terminal domain, which affects 

the DNA binding properties of each variant (Th'ng et al, 2005).  

Positioned at the entry and exit points of DNA in the nucleosome, their highly 

basic C-termini interact with linker DNA to promote folding of the nucleosomal 

chain into highly organized chromatin fibers. Histone H1-containing nucleosomes 

constrain two left-handed superhelical turns comprising of 168 bp of DNA 

(Kornberg & Lorch, 1999). A strong association of histone H1 with the 

nucleosome is thought to keep the DNA wrapped sufficiently tight to limit its 

accessibility to transcription factors and other nuclear proteins. This limited 

accessibility has implications on transcription, replication, recombination and 

DNA repair (Strahl & Allis, 2000).   
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Transcriptional activation is associated with changes to chromatin structure 

(Wolffe & Hayes, 1999; Wolffe & Kurumizaka, 1998; Wu, 1997). Since histone 

H1 compacts DNA leading to limited nuclear dynamics, histone H1 was attributed 

the function of a global repressor of transcription (Laybourn & Kadonaga, 1991; 

Schlissel & Brown, 1984; Thomas, 1999; Zlatanova & Van Holde, 1992). This 

assertion was countered by studies demonstrating that the influence of H1 on 

transcription is contingent upon the gene and may not always be repressive 

(Crane-Robinson, 1999; Folco et al, 2003; Koop et al, 2003; Shen & Gorovsky, 

1996; Takami et al, 2000; Thomas, 1999; Wolffe et al, 1997). 

A more recent study showed that a two-fold reduction in H1 levels in embryonic 

stem cells led to an at least two-fold change in gene expression in only a few 

genes, although this impaired differentiation and resulted in death of mutant 

embryos in mid-gestation (Fan et al, 2003; Fan et al, 2005). Selective repression 

of genes has also been reported in histone H1 knockout mice (Fan et al, 2003; Fan 

et al, 2005).  Linker histones have also been implicated in the precise positioning 

of nucleosomes (Koop et al, 2003), which may explain the selectivity of histone 

H1 in the regulation of specific genes. 

The posttranslational modifications of histones by lysine acetylation is thought to 

reduce the binding of the histone H1 proteins to the nucleosome (Perry & 

Annunziato, 1989; Perry & Annunziato, 1991), leading to a more accessible 

chromatin structure (Hebbes et al, 1994a; Struhl, 1998). Genes in a transcription-

competent state are characterized by increased core histone acetylation (Hebbes et 

al, 1988b; Loidl, 1988; Reeves, 1984; Vidali et al, 1988), whereas 
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hypoacetylation is associated with gene silencing. Displacement of histone H1 by 

core histone acetylation not only alters chromatin condensation, but may also 

regulate the activity of transcription factors and enzymes involved in DNA repair 

and recombination (Roth et al, 2001; Wolffe & Hayes, 1999).   

A steady state of histone acetylation is maintained by the antagonistic effects of 

two enzymes – histone acetyltransferases (HATs) (Roth et al, 2001) and histone 

deacetylases (HDACs) (Taunton et al, 1996a). Core histone acetylation occurs 

primarily at multiple highly conserved lysine residues, and occurs in a site-

specific manner (reviewed in (Shahbazian & Grunstein, 2007)).  Hyper-

acetylation of core histones prevents chromatin from folding into the 30nm fiber 

and reduces the ability of chromatin to self–assemble into higher-order structures 

(Annunziato et al, 1988; Tse et al, 1998). Recent work that substituted glutamine 

to mimic acetyl-lysine residues on core histones, suggested that acetylation of 

H2B and H4 caused the greatest hindrance to nucleosomal self-association (Wang 

& Hayes, 2008), switching between a relatively open state of chromatin and a 

closed one by reducing nucleosomal interactions and occluding the interactions 

between linker DNA and core histone tails (Shahbazian & Grunstein, 2007). 

Acetylation of a single residue, lysine 16 of histone H4, could inhibit the 

formation of the 30nm in nucleosomal arrays in vitro (Shogren-Knaak et al, 

2006), although the role that linker histones play in regulating this switch is not 

clear (Robinson & Rhodes, 2006).  

We have previously used FRAP to establish the importance of the C-terminal 

domain of histone H1 in binding to chromatin (Hendzel et al, 2004). In addition, 
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we have shown that the individual histone H1 subtypes vary considerably in their 

chromatin binding affinity (Th'ng et al, 2005) (reviewed in (Raghuram et al, 

2009)). Mathematical modeling of FRAP recovery curves suggests that there are 

at least three different sub-populations of histone H1 in vivo, characterized as 

molecules bound with high affinity (which we will now term as HA sites), low-

affinity (LA) and freely-diffusing H1 molecules (Carrero et al, 2004a). In our 

current study, we have analyzed the influence of inhibition of HDACs by TSA on 

the mobility of N-terminal GFP-tagged constructs of all major somatic variants of 

H1 (H1.0-H1.5) as measured by FRAP.  Contrary to previously published studies 

(Misteli et al, 2000), we find that treatment with TSA for short durations (1-2 hrs) 

does not lead to significant change in H1 dynamics. The hyperacetylation of the 

core histones induced by lengthy (18 hrs) treatment with TSA induces a marked 

change in the binding of LA H1 molecules. Individual binding domains of H1 

(CTD and globular domain), however, do not change their kinetics upon 

hyperacetylation. This leads us to conclude that hyperacetylation acts by 

decreasing the cooperativity with which H1 binds chromatin, thereby pushing the 

vast population of H1 molecules into a state that maintains a much less stable 

association with chromatin.  

3.3 - Results 

3.3.1 - Comparison of binding affinities among different H1 variants.  

Mathematical modeling revealed that histone H1 was not a single kinetic 

population.  Rather, we obtained evidence for a HA binding population and a 

second, larger population, with an effective diffusion coefficient that was several 
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orders of magnitude too slow to be a diffusing molecule (Carrero et al, 2004a; 

Carrero et al, 2004b).  Because most histone H1 is visually associated with 

chromatin, we can conclude that this effective diffusion coefficient actually 

reflects a separate bound population, which we will refer to as LA.  For 

simplification, the time required for fifty percent recovery (t50) is used as a 

surrogate marker for this population, which is the predominant form of histone H1 

for every variant examined.  We use a second measure, the time to 90% recovery, 

as a surrogate measure for changes in the smaller HA population. The use of these 

surrogate markers is based on mathematical modeling revealing that there are two 

distinct kinetic populations of the protein.  

In order to characterize the changes in H1 dynamics in response to core histone 

acetylation, we studied the kinetics of H1 in cells with a basal level of core 

histone acetylation (control cells) compared with those containing hyperacetylated 

core histones. Previously, we showed that using SK-N-SH neuroblastoma cells, 

H1.1 and H1.2 had the weakest binding to chromatin whereas H1.4 and H1.5 

bound strongly (Th'ng et al, 2005). Here, using 10T1/2 mouse embryonic 

fibroblast cells, we confirm a similar distribution (control cells in Figure 3.1).  

Based on the recovery profile of H1 variants in these cells, H1.2 had high rates of 

recovery, low t50 (21±4 seconds) and t90 values (170±40 seconds).  H1.0, H1.4 and 

H1.5 behaved similarly and exhibited slow recovery kinetics, with a t50 of 62±18s, 

76±24s and 74±18s, and t90 of 637±156s, 667±168s and 638±165s, respectively.  

H1.1 and H1.3 had properties that reside between these two extremes.  The t50 
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values in H1.1 and H1.3 were 40±9s and 36±11s respectively while the t90 values 

were 382±117 seconds in H1.1 to 292±105s in H1.3.  
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Figure 3.1 - Comparison of t50 (a) and t90 (b) values of the six H1 variants 
before and after treatment with HDAC inhibitor, TSA. Based on the relatively 
high t50 and t90 values, we can group H1.0, H1.4 and H1.5 as a high-affinity H1 
group, whereas H1.1 and H1.3 constitute a mid/medium-affinity group. H1.2 
constitutes the low-affinity H1 group. Major changes in t50 and t90 values were 
found only after 18hrs of treatment with TSA. Each bar represents an average 
(±SEM) from 15 different FRAP experiments. Significance between control vs. 
TSA (1hr or 18hrs) was analyzed using unpaired t-test (95% confidence interval). 
[Notation for significance (***)p < 0.001, (**), 0.001< p<0.01, (*) 0.01<p<0.05]. 
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3.3.2 - Changes in histone phosphorylation and acetylation post TSA 
treatment 

 To gain insight into the molecular dynamics of histone H1 in response to 

TSA treatment, we examined the acetylation and phosphorylation status of the 

core histones and H1 following such treatment. Mouse embryonic fibroblasts 

were treated with 100ng/ml of TSA for 0.5hrs, 1hr or 18hrs. Cells were then 

harvested and the isolated histones were analyzed using acetic acid-urea-Triton 

X100 (AUT) gel electrophoresis (Supplementary Figure 3.1a, 3.1b). Some 

increase in histone acetylation was detectable within the first half hour of TSA 

treatment, as indicated by the relative increase of mono-acetylated H4 and the 

corresponding decrease in unacetylated H4. After one-hour treatment with TSA, 

there is an increase in mono-, di- and a small amount tri-acetylated H4 species. 

After 18-hrs of TSA treatment, mono-, di-, tri- and tetra-acetylated H4 species 

were abundant. Treatment of TSA for 48 hours did not lead to a further 

appreciable increase in H4 acetylation. Immunoblotting analysis using an 

antibody directed against acetyl-lysine was carried out to further characterize the 

changes in acetylation in core histones (Supplementary Figure 3.1c, 3.1d). TSA 

treatment for 0.5 hrs increased overall acetylation levels in core histones by 1.4 

fold, and a further increase to 2-fold (over control cells) was observed following 

1hr treatment with TSA. After 18hrs, there was a 7-fold increase in core histone 

acetylation over the untreated control cells. The antibody was unable to detect 

acetyl-lysine residues on histone H1 in either control or hyperacetylated cells.  

TSA exerts cellular effects other than inhibition of HDAC, including an inhibition 

of proliferation through the induction of p21 WAF1/Cip1 (Kim et al, 1999), 
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which inhibits the histone H1 kinase cdk2. This additional activity complicates 

the study on the impact on histone H1 binding, since phosphorylation of H1 has 

been shown to destabilize H1 binding and its inhibition would be expected to 

increase the binding affinity of histone H1. These secondary effects, which are 

characterized by induction of genes susceptible to changes in histone acetylation 

status, would be observed only after prolonged treatment with TSA (greater than 

6hrs). Consistent with that expectation, changes to the phosphorylation of H1 or 

that of core histone phosphorylation status were not observed with brief 

treatments with TSA. With prolonged treatment of 18hrs, we found the levels of 

core histone phosphorylation to be similar to those observed in control cells. The 

level of H1 phosphorylation, however, was lower after 18 hours of TSA treatment 

as compared to control cells (Supplementary Figure 3.2 a, b). Notably, the 

expression of H1.0 is also upregulated in these cells.  Phosphorylated histones 

from the ras-transformed Ciras-3 mouse cells were included as a positive control, 

where phosphorylation is observed on histone H1, H2A and H3.  

3.3.3 - Analysis of histone H1 dynamics post induction of core histone 

acetylation (TSA 1hr). 

Based on the above results, the most significant change in chromatin that we 

observe upon TSA treatment (1hr) is an upregulation of global histone acetylation 

levels.  We proceeded to test the impact of TSA treatment on histone H1 binding 

using FRAP.  MEFs were incubated with TSA for one hour and were then subject 

to FRAP experiments. The results show that a brief treatment with histone 

deacetylase inhibitors does not lead to any significant increase or decrease in 
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histone H1 binding.  All variants fail to show a change that reaches statistical 

significance (Figure 3.1 & 3.2).  

While t50 and t90 can provide some information on the changes in LA and HA 

binding sites, they are not as informative as extracted kinetic information obtained 

from mathematical modeling.  Using the latter approach, we are able to obtain 

information on changes in pool sizes, the amount of time H1 molecules spend 

bound to the chromatin (residence time/Res.T), the amount of time spent in the 

weakly bound and freely diffusing states before engaging in a high affinity 

binding event (transition time/T trans).  Changes in the effective diffusion 

coefficient provide a measure of binding to LA sites (Carrero et al, 2004a; Carrero 

et al, 2003).  Specifically, increased effective diffusion rates require that the 

binding to LA sites be reduced in duration and/or that there be fewer LA sites 

available for binding, resulting in an increased freely diffusing pool.   

Consistent with the trend seen in t50 and t90 values, no change in any kinetic 

parameter proved to be statistically significant following treatment with TSA for 

1hr (Table 3.1).  
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Figure 3.2 - FRAP recovery profiles post induction of core histone acetylation 
(TSA treatment for 1hr). Each FRAP recovery curve shown here is an average 
from 15 different FRAP experiments, repeated over three times. The plots show 
the relative intensity versus time (in seconds) for each of the six H1 subtypes. The 
inset re-plots the recovery profiles as the relative intensity versus the log of time. 
This better illustrates the recovery at earlier time points (1-100 seconds). Note that 
in most variants there is no change in recovery profiles following 1hr TSA 
treatment. 
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Table 3. 1 – Detailed kinetic modeling data. Kinetic parameters were obtained 
after modeling each FRAP curve based on the model described in Carrero, et al. 
Effective diffusion coefficient is associated with the freely-diffusing, low-affinity 
population, while residence time is an indicator of the affinity of the strongly 
bound population. The level of significance was determined by a two-sample 
Kolmogorov-Smirnov tests. 
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3.3.4 - Histone H1 dynamics with hyperacetylated core histones 

 To investigate the effects of core histone hyperacetylation on H1 mobility, 

we performed FRAP analysis after treating cells with TSA for 18 hours (overnight 

incubation) (Figure 3.3).  

H1.1 and H1.2 revealed a statistically significant decrease in t50 and t90 values 

(p<0.001) (Figure 3.1). This suggests that both the loosely bound sub-population, 

which predominates in the t50 measurement, and the strongly bound sub-

population, reflected in the t90 measurement, were altered by core histone hyper-

acetylation. Both subtypes share a similar FRAP recovery profile-- the two curves 

(control and TSA 18hrs) converged at later time points.   Histone H1.3 showed 

modest changes in mobility following core histone hyperacetylation. The t50 and 

t90 revealed a statistically significant decreases, although the drop in t90 was not as 

dramatic as seen in other variants. The strongly binding H1 variants, H1.0, H1.4 

and H1.5, were also affected by the 18-hour TSA treatment. There were 

statistically significant (p<0.001) drops in the t50 values in all the three variants, 

suggesting that the loosely bound sub-population increases its mobility upon TSA 

treatment. H1.0, H1.4 and H1.5 show a concomitant statistically significant drop 

in t90 values as well (p<0.001 in H1.0 and H1.4 and p=0.003 in H1.5). 

Interestingly, there is less apparent convergence in the recovery curves from 

control and TSA-treated cells for these more tightly binding histone H1 subtypes.   

We then proceeded to mathematically model the FRAP curves enabling us to 

better understand the changes in kinetic behavior of H1 molecules post induction 

of core histone hyperacetylation.  The hyperacetylation observed after an 18-hour 
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treatment with TSA led to significant changes in the kinetic parameters, although 

the changes were not uniform amongst all variants (detailed information can be 

found in Table I). The results of kinetic modeling show that there are significant 

increases in effective diffusion coefficient in all the variants analyzed (a p-value 

of less than 0.001 in H1.1, H1.2, H1.3 and H1.4, 0.004 in H1.0 and 0.01 in H1.5).  

The changes to the HA population were variant dependent. With the exception 

of histone H1.2, there was no statistically significant change in the proportion of 

H1 at HA sites after 18hrs of TSA treatment (p=0.03). Although the proportion 

did not change in most variants, the residence time dropped significantly in H1.0, 

H1.1, H1.3 and H1.4 (1.5-2 fold decrease compared to control cells). A decrease 

in residence time indicates a decrease in affinity to the HA sites, and is inversely 

proportional to the dissociation rate of HA molecules to the freely diffusing/LA 

states.   

Another similar time-dependent parameter obtained is the time H1 molecules 

spend cycling back and forth between the freely diffusing population and LA state 

before converting to a HA stably bound H1 population. This is known as the 

transition time, and the higher the transition time, the lower the association rate of 

HA H1 molecules. The only H1 variants in which a change in this parameter was 

observed were H1.1 and H1.5 (p=0.049 in H1.1 and p=0.044 in H1.5).  
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Figure 3.3 - FRAP recovery profiles post induction of core histone hyper 
acetylation (TSA treatment for 18 hrs). Each FRAP recovery curve shown here 
is an average from 15 different FRAP experiments, repeated over three times. The 
plots show the relative intensity versus time (in seconds) for each of the six H1 
subtypes. The inset re-plots the recovery profiles as the relative intensity versus 
the log of time. Note that in most variants, there is a marked change in recovery 
following core histone hyper-acetylation. This is most prominently seen in H1.0, 
H1.1, H1.4 and H1.5.  
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3.3.5 - Heterochromatin vs. Euchromatin  

Several studies have shown that specific H1 variants have preferential 

localization within the nucleus, some showing greater enrichment in euchromatin, 

while others in heterochromatin (Parseghian & Hamkalo, 2001; Th'ng et al, 2005). 

Using GFP tagged H1 variants and Hoechst staining, we had previously shown 

that in MEFs, H1.0, H1.1, H1.2 and H1.3 had a preferential enrichment in 

euchromatin, while H1.4 and H1.5 showed greater enrichment in heterochromatin 

(Th'ng et al, 2005). A similar pattern was found in human fetal fibroblasts using 

immuno-precipitation experiments (Parseghian et al, 2000).  

To quantify the changes in recovery patterns in these sub-domains upon 

treatment with TSA, we photo-bleached a spot of 1µm in diameter, specifically 

targeted to regions that were densely stained with Hoechst (heterochromatin) and 

those that weren’t (euchromatin). The mouse embryonic fibroblasts show visually 

distinct heterochromatin and euchromatin regions (Th'ng et al, 2005). Hoechst did 

not affect the binding of H1 at the concentrations used in this study 

(Supplementary Figure. 3.3).  

a. Control cells. Statistically significant differences in t50 were found between 

heterochromatin and euchromatin enriched pools for each variant, with the 

euchromatin enriched H1 molecules recovering much faster (lower t50) than those 

enriched in heterochromatin (Figure 3.4a). Similar changes were observed in t90 

values, although the change in mobility between heterochromatin and 

euchromatin is most distinct in H1.3, H1.4 and H1.5 (Figure 3.4b). The significant 

changes seen in the t50 value for all variants suggests that the major contributor to 
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the kinetic disparities between heterochromatin and euchromatin enriched H1 

molecules stems from the low-affinity sub-population of linker histones. Only 

histones H1.3, H1.4, and H1.5 showed a statistically significant difference in the 

t90 value, suggesting a physical difference in the HA sites for these histones in 

euchromatin versus heterochromatin.  

b. Induction of hyperacetylation. To analyze the effect of core histone 

acetylation and hyper-acetylation on the binding of H1 population between the 

euchromatin and heterochromatin, we treated MEF cells with TSA for 1hr and 

18hrs, respectively, and then specifically measured the recovery rates in the 

euchromatin and heterochromatin regions. Similar to the results in Figure 3.1, the 

1hr TSA treatment did not cause any statistically significant changes in t50 or t90 

values for all the variants (Figures 3.4c-f, FRAP curves are shown in 

Supplementary Figures 3.4-7). However, the values were reduced in a manner that 

is consistent with the trend previously observed after 18 hours of treatment. 

 Following treatment with TSA for 18hrs, statistically significant decreases 

in t50 in the euchromatin pool were observed for all of the H1 variants (Figures 

3.4c and 3.4d). When the time was represented in the log scale, significant 

changes seen in the low-affinity H1 population were obvious (Supplementary 

Figure 3.4). In heterochromatin-enriched pools of H1, however, there were also 

differences in the FRAP recovery profiles. A statistically significant decrease in 

t50 was observed for all of the variants, except for H1.2 (Figures 3.4e and 3.4f). 

The decline, however, was not as prominent as that observed in euchromatin. The 

t90 measurements showed that not all variants responded to the 18-hr TSA 
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treatment according to their affinities. The t90 values of the low-affinity H1.2 and 

high-affinity H1.4 were not affected by the TSA. The absence of an effect in the 

H1.2 was also observed in the t50 measurements, but the heterochromatin-enriched 

H1.4 showed an initial decline in t50 values. Similar to H1.0, the other 

heterochromatin-enriched variant, H1.5, showed a steep decline in t90 value. H1.0, 

H1.1 and H1.5 display a trend that is very similar to the population enriched in 

euchromatin.  
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Figure 3.4 - Comparison of t50 and t90 values between heterochromatin and 
euchromatin enriched H1 variants. a) the t50 values obtained from the FRAP 
recovery profiles of the different variants following a spot-bleach that specifically 
targeted either euchromatin or heterochromatin regions (ascertained via staining 
with Hoechst 33342). b) the t90 values from the same. c) and d) the t50 and t90 
values following spot-bleach in euchromatin regions, respectively, after 1-hr and 
18hrs TSA treatment. e) and f) the t50 and t90 values following spot-bleach in 
heterochromatin regions of the nucleus, after 1-hr and 18-hrs TSA treatment. Each 
bar represents an average (±SEM) from 15 different FRAP experiments. 
Significance between control vs. TSA (1hr or 18hrs) was analyzed using unpaired 
t-test (95% confidence interval). [ (***) p < 0.001, (**) 0.001<p< 0.01, (*) 0.01 
<p<0.05]. 
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3.3.6 - H1 hybrids and their response to hyperacetylation  

Both the globular domain and the CTD have an impact on H1 binding, with the 

CTD being the primary determinant for HA binding (Brown et al, 2006; Hendzel 

et al, 2004). In order to understand which domain of H1 played a role in 

influencing the behavior of H1 variants towards core histone hyperacetylation, we 

constructed H1 hybrids, which have the CTD and globular domain swapped 

between different variants (Th'ng et al, 2005). For example H1.1-1.4, has the 

globular domain of H1.1 and the CTD of H1.4. Should the CTD be the primary 

determinant that influences the changes seen upon core histone hyper acetylation, 

then all hybrids that harbor the same CTD should give a similar kinetic response.  

Since the globular domain is identical in H1.1-H1.5, the only other difference 

between the variants is restricted to the short amino-terminal domain (NTD).  

Differences between the behavior of the CTD in the native histone versus the 

hybrid, then, would imply a role for the NTD in the acetylation response.      

  In all of the H1 hybrids analyzed (H1.1-1.4, H1.4-1.1, H1.5-1.1, H1.1-1.5), we 

observed a decrease in t50 and t90 values, consistent with those observed for their 

“parent” molecules (Figure 3.5). There was a consistent decrease in effective 

diffusion coefficient, upon core histone hyperacetylation in all the hybrids. 

Hybrids H1.4-1.1 and H1.5-1.1, which share the same CTD of H1.1, also share a 

similar kinetic response seen in native H1.1, with a decrease in residence time and 

a stable proportion of strongly bound molecules being maintained. The change in 

the HA kinetic parameters, however, cannot be entirely explained by the sequence 

of the CTD. Hybrid H1.1-1.4, which shares the CTD of H1.4, did maintain a 
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stable pool of strongly bound molecules. However, the rapid fall of residence time 

seen in native H1.4 upon core histone hyperacetylation is not seen in hybrid H1.1-

1.4. In H1.5, where no change in residence time was observed following core 

histone hyperacetylation, a significant decrease is observed when coupled with the 

globular domain of H1.1.  This suggests that the NTD can make a subtle 

contribution to the influence of acetylation on histone H1 binding. 
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Figure 3.5 - Comparison of t50, t90, and kinetic parameters of H1 hybrids 
following core histone hyperacetylation (TSA 18hrs). All the hybrids showed a 
drop in t50, t90 and Deff values, similar to the response seen in their “parent” H1 
sub-types. The change in residence time, however, was varied.  
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3.3.7 - Hyperacetylation changes the cooperativity of H1 binding to 

chromatin  

Recent evidence suggests that the contributions of the CTD and globular 

domains to histone H1 binding are more than just additive.  The globular domain, 

which contains two defined DNA binding sites, only binds with one site in the 

absence of the CTD.  In the presence of the CTD, both sites are engaged.  The 

result is that the globular domain and the CTD bind to chromatin cooperatively 

(Stasevich et al, 2010). We therefore wished to test whether or not cooperativity 

was altered in the presence of histone acetylation. For the following cooperativity 

experiments, H1.1 was selected as a prototype for other H1 variants, given its 

mid-range affinity to chromatin and similar amino acid length to H1.2 (213 AA 

compared to 215 in H1.1) and H1.4 (219 AA).  Before we measured the change in 

cooperativity in the entire H1.1 molecule, we measured the binding affinities of 

the individual sub-domains in the presence of hyperacetylation. We found that the 

globular domain and the CTD (of H1.1) by themselves, failed to show a change in 

recovery following treatment with TSA (18hrs) (Figure 3.6e-f). This is in contrast 

to the increase in effective diffusion and reduction of residence time when the 

domains are coupled (as in WT H1).  We then compared the kinetics of the H1 

molecule with key mutations in the individual sites of the globular domain. The 

globular domain consists of two sites, Site I and II, which are critical in binding to 

DNA (Brown et al, 2006). Site I is thought to bind DNA near the nucleosomal 

dyad, while site II is thought to interact with linker DNA. As has already been 

shown in msH10 (R42A Site II and K73A Site I), mutation of critical residues in 
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these sites in H1.1 (R57A Site II and K88A Site I) also leads to significant change 

in recovery (Figure 3.6a). Note that these mutants still have an intact CTD. 

Interestingly, mutations at either site in the globular domain abrogate the response 

to core histone hyperacetylation (Figure 3.6b-d), with no effect on the effective 

diffusion coefficient being observed.  The removal of the CTD (R57A∆CTD, 

R57AK88A∆CTD) did not alter the effective diffusion coefficient in the presence 

of hyperacetylation.  

These results suggest that the only way histone hyperacetylation may be able to 

impact H1 dynamics is by decreasing the cooperativity in binding to chromatin. 

Cooperativity in binding is present when the binding of one domain influences (in 

a positive or a negative manner) the binding of the other domain. A mathematical 

model for assessing cooperativity was recently described (Stasevich et al, 2010). 

The degree of cooperativity (γ) is proportional to the difference in the ratio of the 

bound and freely diffusing sub-population in the complete protein (WT protein) 

and the sum of the ratios of the individual binding domains (Stasevich et al, 

2010).  

Since the individual domains (CTD, Globular domain, Site I & II) do not 

change their kinetics upon hyperacetylation, the change in cooperativity (Δγ) is 

just proportional to the change in the ratio of bound to free WT H1 molecules 

upon hyperacetylation. A mathematical formula for measuring the change in 

cooperativity is given in the Supplementary information. If there is no change in 

cooperativity (Δγ=0) then there is no change in how the two domains bind 

following the modification (i.e. hyperacetylation). On the other hand, if there were 
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a negative change (Δγ<0), then the binding of one domain would not support the 

binding of the other domain in the presence of the modification (i.e. 

hyperacetylation).  Based on our calculations on the change in cooperativity, all 

H1 variants and hybrids undergo a negative change in cooperative binding upon 

hyperacetylation (Figure 3.7).  

As per the existing model of H1 binding to chromatin, the CTD establishes 

initial contact, followed by the cooperative binding of either Site-I or Site-II to 

DNA (Brown et al, 2006; Stasevich et al, 2010). Analyzing the change in 

recovery of the K88A mutant allowed us to assess the change in cooperation 

between the CTD and Site II upon H1 binding, while the R57A mutant allowed us 

to assess the change in cooperation between the CTD and Site I upon H1 binding. 

Since these two mutants suffer negligible changes to Deff upon hyperacetylation, 

a change in cooperativity Δγ≈0 is seen (a value of -1±4 for R57A and -4±3 for 

K88A). This implies that the binding of the CTD-Site-I or CTD-Site-II is 

unaffected by hyperacetylation (Figure 3.8). However, when all the three domains 

of H1 are present (Site I, Site II and the CTD), there is a significant change in the 

cooperativity of binding in the presence of hyperacetylation (Figure 3.7). This 

change therefore occurs during the transition of CTD-Site-I binding or CTD-Site 

II binding to CTD-Site-I-Site II binding, which eventually paves the way for high-

affinity binding. H1.1 undergoes a change of cooperativity by a factor of -60 

following hyperacetylation. Note that this decrease is relative to control cells, 

since the absolute change in cooperativity would depend upon the ratio of bound 

and free fractions of the individual binding domains of the molecule.  
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Extrapolating these calculations to other variants and hybrids of H1, we see that 

all the variants and H1 hybrids show decreased cooperativity, with H1.4 having 

an almost 100-fold decrease in cooperativity when compared to control cells. This 

extrapolation is a predicted loss of cooperativity, since we did not directly 

measure the individual binding domains for other histone H1s.  The validity of the 

extrapolation rests on the assumption that the individual binding domains of the 

variants, like H1.1, do not undergo a change in cooperativity, and that the change 

is observed only in the intact molecule.  
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Figure 3.6 - Behavior of individual domains of H1 to hyperacetylation. a) Key 
residues within the globular domain (site I, site II or both) were mutated and their 
recovery was monitored with FRAP. This is a comparison in untreated cells (basal 
levels of acetylation). b-d) FRAP recovery curves of the mutants following an 
induction of hyperacetylation. Note that mutation of just one residue in the 
globular domain can entirely abrogate the kinetic response to hyperacetylation. e-
f) Both the globular domain and the CTD (of H1.1) by themselves, fail to show a 
change in recovery following hyperacetylation. 
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Figure 3.7 – Cooperativity in H1 binding is reduced following 
hyperacetylation. The change in cooperativity (Δγ) is a function of the difference 
of the reciprocal product of effective diffusion coefficient and fraction that is 
effectively diffusing following hyperacetylation (provided the individual domains 
do not change their affinity). Based on this relation, H1.1 undergoes a 60-fold 
decrease in cooperativity, while H1.4 is predicted to have a 100-fold decrease in 
cooperative binding. Predicted values are shown in gray bars, while calculated 
values are shown in black. 
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Figure 3.8 - Impact of hyperacetylation on LA and HA sites. Following the 
initial interaction of the CTD, either site-I or site-II of the globular domain 
interacts with their respective binding sites. This step is not significantly affected 
by hyperacetylation, as judged by the response of R57A, K88A H1.1 mutants to 
hyperacetylation. The transition from this state to a state that allows all the 
domains of H1 to be cooperatively bound is most affected by hyperacetylation (60 
fold decease in H1.1). Once the three dimensional structure of the CTD is 
acquired, hyperacetylation acts on decreasing either the residence time, transition 
time or the proportion of strongly bound H1 molecules in a variant-specific 
manner.  
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3.4 - Discussion  

Core histone acetylation has been shown to modify the structure of the 

chromatin fiber (Carruthers & Hansen, 2000; Fletcher & Hansen, 1995; Garcia-

Ramirez et al, 1995; Wang et al, 2001). Biochemical evidence suggests that 

hyperacetylation causes a moderate loosening of chromatin (Annunziato et al, 

1988; McGhee et al, 1983). The loosening of chromatin is consistent with weaker 

DNA-histone interactions seen in the thermal denaturation profile and increased 

DNase I susceptibility of nucleosome particles following hyperacetylation (Ausio 

& van Holde, 1986). From these studies, it can be inferred that core histone 

acetylation should impact all histone H1 variants equally through the potential 

disruption of the histone H1 binding site on the surface of the nucleosome. 

Instead, based on our results, we find significant differences in the relative change 

in cooperativity and the variant-specific changes in HA population. This suggests 

that either a) disruption of the H1 binding site by acetylation is not the sole 

mechanism explaining the influence of acetylation on H1 binding or b) different 

H1 subtypes have different requirements for binding to the surface of the 

nucleosome.    

 The caveats of studying core histone acetylation in the context of living cells is 

that, addition of HDACi can have indirect effects on H1 mobility and chromatin 

structure. In addition to the reported expression of H1.0 under the influence of 

HDACi (Girardot et al, 1994), and observed H1 dephosphorylation, we cannot 

rule out the possibility of other non-histone proteins changing their acetylation 

patterns upon induction of acetylation. For example, addition of HDACi may 
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impact the interaction of histone chaperones and other histone modifying 

enzymes, which rely on the acetylation status of histones (reviewed in (Hansen et 

al, 2010)). Furthermore, we cannot rule out indirect effects caused due changes in 

the expression levels of genes, sensitive to core histone acetylation (Van Lint et 

al, 1996).  

There have been previous attempts to address the influence of histone 

acetylation on the binding of H1 histones in living cells (Misteli et al, 2000; Rao 

et al, 2007).  Following a 2-hour incubation with TSA, mouse H1.2 (H1c) and 

H1.0 (H1o) were found to have significantly shorter residency time in both 

euchromatin and heterochromatin regions. We chose to examine cells after 1-hour 

treatment with TSA and after 18 hours treatment with TSA.  This was chosen to 

preferentially reflect the separate kinetic pools of acetylated histones (Reviewed 

(Davie & Hendzel, 1994)).  Brief periods of incubation with deacetylase inhibitors 

impact primarily euchromatic pools of histones while much longer incubations are 

required to impact heterochromatin regions.  Surprisingly, the 1-hour treatment 

with TSA had no significant impact on the recovery of histone H1 in euchromatin.  

This may be a reflection of the relatively low abundance of hyperacetylated 

chromatin in euchromatin.  A 1 µm circle necessary for conducting the FRAP 

experiment may limit the sensitivity to detect these smaller pools of chromatin.  

The failure to alter the recovery in heterochromatin following a 1-hour treatment 

with TSA was expected based on the slow kinetics of acetylation, even in the 

presence of TSA. 
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Induction of core histone hyperacetylation by longer treatments evoked marked 

changes in mobility of all H1 variants analyzed, with a consistent change in the 

effective diffusion coefficient being observed for all H1 variants tested. The 

effective diffusion coefficient reflects the combined contributions of both a small 

freely diffusing pool and a much larger weakly bound (LA) population that 

constitutes the bulk of the histone H1 nuclear pool for all variants.  The increased 

effective diffusion coefficient can arise through two (or more) mutually inclusive 

mechanisms.  The number of H1 binding sites may be reduced by disruption of 

chromatin structure and, in particular, the trajectory of the DNA at the entry and 

exit points of the nucleosome.  This would result in an increase in the freely 

diffusing pool of H1.  The other way effective diffusion coefficient can increase is 

if H1 is engaged in LA interactions and is unable to progress to HA interactions 

with chromatin. This implies that H1 cycles rapidly back and forth between freely 

diffusing and LA interactions, upon hyperacetylation.  This is almost certainly the 

case in this instance because the population of freely diffusing histone H1 is so 

small that these measurements are not sensitive enough to detect even a several-

fold change in freely diffusing H1.   

The changes imparted to the HA H1 population are more varied. Unexpectedly, 

the distribution of histone H1 between HA and LA sites is largely unchanged.  

The exception is histone H1.2, where the proportion of molecules bound to HA 

sites decreases by approximately 30%.  Interestingly, H1.2 is also unique in that 

the transition time and the residence time in the HA sites is unchanged.  Thus, for 

histone H1.2, the recycling at LA sites is increased but the duration of time it 
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takes for an individual histone H1.2 molecule to convert to a HA site remains the 

same.  Histone H1.2, commonly the most abundant histone H1 in the cell, may 

see a reduction in available binding sites as a result of changes in chromatin and 

nucleosome structure upon histone hyperacetylation.   

The transition time reflects the duration that an individual histone H1 molecule 

spends cycling between LA binding sites and unbound diffusing states before 

engaging in a HA interaction that provides a relative immobilization of the 

histone H1 molecule.  It reflects the likelihood that an interaction will be of high 

affinity.  For H1.1 and H1.5 the transition time decreases.  The increased cycling 

(the effective diffusion coefficient is increased) implies that the probability of 

engaging in a HA interaction may not have changed significantly for these two 

variants.  For the remaining H1s, however, the transition time remains unchanged.  

With the increased cycling of these variants, this implies that the probability of 

either directly engaging or, more likely, converting from LA to HA binding is 

significantly lower following TSA treatment.  Nonetheless, the proportion of HA 

binding sites remains the same.   

The residence time is a measure of the binding affinity of histone H1 at sites 

where it binds with relatively high stability.  For most H1 subtypes, the residence 

time of an H1 molecule at a high affinity site is dramatically reduced.  This 

illustrates that hyperacetylation has a very significant effect on the ability of 

histone H1 to be retained at sites of high affinity binding.  The exceptions to this 

are H1.2 and H1.5.  The binding of H1.5 seems remarkably robust in spite of 

hyperacetylation.    
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H1 binding to chromatin is largely mediated by the cooperative binding of the 

H1 CTD and globular domain (Stasevich et al, 2010). These individual domains 

do not alter their kinetics upon hyperacetylation.  Since there is a dramatic effect 

when these individual domains are combined in the wild-type protein, we 

concluded that it is the cooperativity of binding that is impaired upon 

hyperacetylation. In the case of H1.1, acetylation led to decreased cooperativity 

and the primary indicator of this change was the effective diffusion coefficient. 

This implies that the transition from a state partially bound by two domains, either 

CTD-Site-I or CTD-Site-II, to a state bound by all three domains, CTD-Site-I-

Site-II, is impaired (by a factor of 60x in H1.1 and a predicted value of 100x for 

H1.4). The latter state would pave the way for the acquisition of the three-

dimensional structure of the CTD allowing for high-affinity binding. The 

transition to a state in which both globular domain sites and the CTD are bound 

occurs less frequently, leaving more H1 in LA and freely diffusing states.  From a 

structural perspective, this implies that the CTD-Site I or CTD-Site II binding 

state is unable to undergo a conformational change that would bring the 

nucleosome entry and the exit linker DNA stems together, which is a prerequisite 

for high affinity H1 binding, and indeed, higher order chromatin structure.  

In conclusion, we have shown that core histone acetylation plays a pivotal role 

in regulating the dynamics of all histone H1 family members tested. However, 

once H1 binds to chromatin, the effect of core histone hyperacetylation becomes 

varied. It can affect the residence time, transition time or the proportion of HA 
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molecules in a variant-specific manner.  In all cases, there is a significant 

reduction in the cooperativity of binding.  

3.5 – Supplementary Material:  Core histone hyperacetylation impacts 

cooperative behavior and high affinity binding of Histone H1 to chromatin. 

3.5.1 - Assessing the change in cooperativity of H1 binding to chromatin, 

following hyperacetylation. 

It has been shown that H1 exists in three distinct kinetic populations at any given 

time - freely diffusing (f), bound to chromatin with low-affinity (bl) and bound to 

chromatin with high-affinity (bs) (Carrero et al, 2004a; Carrero et al, 2004b; 

Carrero et al, 2003; Carrero, 2009). The low-affinity H1 molecules, together with 

the freely diffusing H1, constitute an effective-diffusive state (Carrero et al, 

2004a; Carrero, 2009; Sprague et al, 2004). This proportion is represented by feff, 

and is just the sum of the fraction that is freely diffusing state and low-affinity H1 

molecules.  

 

 

 

If the total H1 population is represented as one, then  

 

€ 

bs+ feff =1 

         (Eqn.1) 
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The freely diffusing population is, thus, a sub-fraction of the molecules that are 

effectively diffusing. This population is shown to be less than 0.2%, rendering 

most of the H1 molecules in the nucleus to be in a chromatin bound-state (Carrero 

et al, 2004a). The effective diffusion coefficient, Deff, is a kinetic parameter used 

to describe feff fraction (Beaudouin et al, 2006; Carrero et al, 2004a; Carrero, 

2009; Sprague et al, 2006). Deff can be described in terms of the actual diffusion 

coefficient, D, by the following relation -  

 

 

 

Rearranging the terms, and using Eqn.1, we get,  

 

      (Eqn.2) 

 

The degree of cooperation, γ, is defined in terms of the ratio of H1 molecules that 

are bound and those that are freely diffusing, both in the wild-type protein and in 

the individual domains that make up the wild-type protein (Stasevich et al, 2010). 

A mathematical relation equating cooperativity in terms of the bound/free 

population is derived in (Stasevich et al, 2010). Assuming the binding of H1 is 

influenced by the CTD and the globular domain, then the cooperativity in H1 

binding will be defined by the difference of the (bound/free fraction) in the wild-
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type protein, and the sum of the (bound/free fraction) of the individual domains 

(Stasevich et al, 2010). Mathematically, γ can be represented as  

      (Eqn.3) 

(Stasevich et al, 2010) 

Following induction of core histone hyperacetylation, the new cooperativity in H1 

binding will be represented by γ*, which is defined as -  

 

€ 

γ* =
(b / f ) * wt − (b / f ) * c − (b / f ) * g

(b / f ) * c(b / f ) * g
      (Eqn.4) 

 

The change in cooperativity following acetylation is given as Δγ = γ*-γ. Here γ 

just represents the cooperativity in H1 binding at basal levels of core histone 

acetylation, while γ* represents the cooperativity in H1 binding, following an 

induction of core histone hyperacetylation (TSA 18hrs). If Δγ >0, then the 

cooperativity in H1 binding is enhanced upon acetylation, whereas, if the value is 

less than 0, then the cooperativity is diminished.  

 

As shown in Fig (6), core histone hyperacetylation does not produce a change in 

the kinetic parameters of the binding of the CTD or the globular domain by itself. 

There is no statistically significant change in Deff, residence time, transition time 

or the proportion of strongly bound molecules. This implies that,  

 

    and       (Eqn.5) 



	   144	  

Using Eqn.3, 4 and 5 the change in cooperativity reduces to  

 

       (Eqn.6) 

The ratio of bound H1 molecules and the freely diffusing H1 molecules can now 

be expressed entirely in terms of the freely diffusing population, using the relation 

given in Eqn. 1.  

 

      (Eqn. 7) 

Substituting Eqn.7, in Eqn.6, we can express the change in cooperativity in terms 

of the proportion of freely diffusing population (f).  

 

 

 

The freely diffusing population can be expressed in terms of Deff and the 

proportion of H1 molecules that are strongly bound, using Eqn. 2 as follows - 
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The terms  are constants for a given temperature and variant. 

Thus, the change in cooperativity for a particular variant can be expressed as a 

function of the difference of the reciprocal product of effective diffusion 

coefficient and fraction that is effectively diffusing, before and after a change of 

conditions - core histone acetylation. The fraction that is effectively diffusing, feff, 

can also be expressed as 1-bs, where the total H1 content is expressed as 1.  

 

€ 

Δγ ∝{ [1/Deff (1− bs)]*−[1/Deff (1− bs)]}    (Eqn. 8) 

 

Note that this relation is only true if the individual domains themselves do not 

suffer a change in dynamics upon the change in conditions, for which 

cooperativity is being assessed. Should the individual domains change their 

kinetics, then this change must be taken into account prior to assessing the change 

in cooperativity. 
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3.5.2 - Supplementary Figures  
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Supplementary Figure 3.1 – TSA increases core histone acetylation levels (a) 
illustrates a coomassie-stained AUT gel that shows the histones separated on the 
basis of their charge and mass. Nuclei were extracted at various time points (0, 
0.5, 1 and 18hrs) after TSA treatment. Increase in H4 acetylation, which is most 
prominently seen as a laddering of the bands, is visible most distinctly after 18hr 
time point, although smaller increases are visible at the 1hr time-interval. The 
laddering of the H4 band was quantified using MetaMorph software, and 
normalized to the intensity of the H2A band (Sup. Figure 3.1b). (c) a western blot 
following separation of core histones (acid-extraction) on an 18% SDS-gel, 
probed with anti-acetyllysine antibody. (d) quantification of the change in 
acetylation following TSA treatment for 0.5hrs, 1hr and 18hrs.  

 

 

 

 



	   148	  

 

 

Supplementary Figure 3.2 – Linker histone and core histone phosphorylation 
status upon TSA treatment. (2a) shows phosphorylated proteins as stained with 
ProQ Diamond Blot stain, followed by a SYPRO Ruby Protein Blot stain that 
detects total protein content. (2b) plots the average intensity of phosphorylated H1 
over the average intensity of total H1 bands and phosphorylated core histone 
bands over total amount of core histones present. H1 phosphorylation suffers a 
decline in its phosphorylation following incubation with TSA for 18hrs. Core 
histones undergo a relatively modest change in total phosphorylation levels. No 
such change is observed following shorter durations of TSA treatment (1, 1.5hrs). 
Ciras-3 cells, which have heightened levels of histone phosphorylation, are used 
as a positive control.  
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Supplementary Figure 3.3 – Analyzing whether addition of Hoechst 33342 
affects H1 mobility. Shown here are the t50 and t90 values following FRAP 
experiments on H1.4 transfected cells. There are no significant differences in 
values before and after addition of Hoechst.  
 



	   150	  

 

Supplementary Figure 3.4 - FRAP recovery profiles of H1 variants post 
induction of core histone acetylation (TSA treatment for 1hr) enriched in 
euchromatin. Each FRAP recovery curve shown here is an average from 15 
different FRAP experiments, repeated over three times. The plots show the 
relative intensity versus time (in seconds) for each of the six H1 subtypes. The 
inset re-plots the recovery profiles as the relative intensity versus the log of time. 
 

 

 



	   151	  

 

Supplementary Figure 3.5 - FRAP recovery profiles of H1 variants post 
induction of core histone acetylation (TSA treatment for 1hr) enriched in 
heterochromatin. Each FRAP recovery curve shown here is an average from 15 
different FRAP experiments, repeated over three times. The plots show the 
relative intensity versus time (in seconds) for each of the six H1 subtypes. The 
inset re-plots the recovery profiles as the relative intensity versus the log of time. 
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Supplementary Figure 3.6 - FRAP recovery profiles of H1 variants post 
induction of core histone hyper-acetylation (TSA treatment for 18hrs) 
enriched in euchromatin. Each FRAP recovery curve shown here is an average 
from 15 different FRAP experiments, repeated over three times. The plots show 
the relative intensity versus time (in seconds) for each of the six H1 subtypes. The 
inset re-plots the recovery profiles as the relative intensity versus the log of time. 
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Supplementary Figure 3.7 - FRAP recovery profiles of H1 variants post 
induction of core histone hyper-acetylation (TSA treatment for 18hrs) 
enriched in heterochromatin. Each FRAP recovery curve shown here is an 
average from 15 different FRAP experiments, repeated over three times. The plots 
show the relative intensity versus time (in seconds) for each of the six H1 
subtypes. The inset re-plots the recovery profiles as the relative intensity versus 
the log of time. 
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Chapter IV - Pin1 promotes chromatin condensation and regulates histone 

H1 dephosphorylation and chromatin binding * 

 

 

 

 

 

 

 

 

 

* A version of this chapter has been submitted for publication 
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4.1 – Abstract 

Histone H1 plays a crucial role in stabilizing higher order chromatin structure. 

Transcriptional activation, DNA replication, and chromosome condensation all 

require changes in chromatin structure and are correlated with the 

phosphorylation of histone H1. In this study, we describe a novel interaction 

between Pin1, a phosphorylation-specific prolyl isomerase, and phosphorylated 

histone H1. A sub-stoichiometric amount of Pin1 stimulated the 

dephosphorylation of H1 in vitro and modulated the structure of the C-terminal 

domain of H1 in a phosphorylation-dependent manner. Depletion of Pin1 

destabilized H1 binding to chromatin leading to chromatin decondensation. Pin1 

recruitment and localized histone H1 phosphorylation correlated with 

transcriptional activation but did not depend on RNA polymerase II transcription. 

Thus, we have identified a novel form of histone H1 regulation through proline 

isomerization and shown that this correlates with a more compact chromatin 

structure, an expected consequence of increased histone H1 binding. 
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4.2 - Introduction 

Histone H1 has an important role in the formation and mechanical stability of the 

30nm chromatin fiber by facilitating folding and increasing internucleosomal 

contacts (Kruithof et al, 2009; Robinson & Rhodes, 2006). Reversible 

phosphorylation is the most extensively studied post-translational modification of 

linker histone H1.  It is maintained by the antagonistic actions of protein 

phosphatases and CDC2/CDK2 kinase activities (Herrera et al, 1996; Paulson et 

al, 1996; Roth et al, 1991; Swank et al, 1997). The kinases require the presence of 

a consensus sequence (T/S)PXZ, where X can be any amino acid and Z represents 

a basic amino acid (Moreno & Nurse, 1990). Different variants of H1 have 

different numbers of these motifs. For example, H1.1 has two T/SPKK sites, 

while H1.5 has five (Parseghian & Hamkalo, 2001). Additionally, while 

interphase phosphorylation of H1 is restricted to Ser residues, both Thr and Ser 

residues are phosphorylated in mitosis (Sarg et al, 2006; Zheng et al, 2010), 

resulting in a maximally phosphorylated state at the G2-M transition (Bradbury, 

1992; Roth & Allis, 1992; Talasz et al, 1996; Th'ng et al, 1994).   

Histone H1 phosphorylation has been studied in a wide range of cellular 

processes. Increased levels of H1 phosphorylation are observed in cells that 

express several oncogenes correlating with a relaxed chromatin structure (Chadee 

et al, 1995; Taylor et al, 1995). H1 phosphorylation promotes chromatin 

decondensation that allows access to other DNA binding proteins (Hohmann, 

1983; Roth & Allis, 1992).  For example, phosphorylated H1 is associated with 

decondensed transcriptionally active sites (Chadee et al, 1995; Lu et al, 1995a).   
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While our interpretation of the function of histone H1 phosphorylation has largely 

been dominated by the assumption that electrostatic processes are regulated by 

phosphorylation, the recent recognition of the C-terminal domain (CTD) of 

histone H1 as an intrinsically disordered structure that adopts a more structured 

state when it interacts with DNA or nucleosomes necessitates other considerations 

(Caterino et al, 2011; Fang et al, 2011; Roque et al, 2005).  Proline isomerization 

is a mechanism that alters the structure of a protein in a single enzymatic step.  

Interestingly, the phosphorylation sites within the CTD of H1 are all adjacent to 

prolines and match the known target sequence of the Pin1 phosphorylation-

directed proline isomerase (Lu et al, 1999; Verdecia et al, 2000).  

In this study, we examined whether or not phosphorylated S/T-Pro residues on H1 

act as substrates for Pin1, a peptidyl-prolyl isomerase (PPIase). Pin1 recognizes 

and catalyzes the interconversion between the cis and trans conformations of the 

peptidyl prolyl bond. Pin1 is a highly abundant nuclear protein that is essential for 

progression through the cell cycle and has been shown to interact with a host of 

proteins, including RNA Polymerase II and Cdc25 (Albert et al, 1999; Lu et al, 

1996; Stukenberg & Kirschner, 2001). Pin1 has two domains, an N-terminal WW 

domain that recognizes and binds phosphorylated Ser/Thr-Pro residues and a C-

terminal PPIase domain. Isomerization can induce a conformational change in the 

protein backbone of a substrate which has been shown to alter the catalytic 

activity, localization, stability, as well as, the kinetics of phosphorylation and 

dephosphorylation events (Stukenberg & Kirschner, 2001; Zhou et al, 2000).  
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In this study, we found that Pin1 binds to histone H1 in a phosphorylation-

dependent manner.  Using FRET, we determined that Pin1 could directly alter the 

conformation of the phosphorylated but not the non-phosphorylated H1 CTD 

when bound to nucleosomes in vitro. Sub-stoichiometric levels of Pin1 were 

found to promote H1 dephosphorylation in vitro, consistent with an isomer 

preference for H1 phosphatase activity.  Pin1 stabilized the binding of H1 on 

chromatin by increasing its residence time.  Depletion of Pin1 resulted in a 

relaxed chromatin structure demonstrating the importance of Pin1 function in 

chromatin condensation. Pin1 and H1 phosphorylation levels were found to 

increase early following transcriptional activation, which is consistent with H1 

phosphorylation playing a crucial role in transcription (Koop et al, 2003; Lamy et 

al, 1977; Langan, 1969; Zheng et al, 2010). In the absence of Pin1, 

transcriptionally active and inactive sites decondensed and H1 mobility was 

increased. Together, our results implicate Pin1 and phosphorylation-dependent 

proline isomerization as a chromatin regulatory mechanism that promotes a 

compacted chromatin state. The only histone protein containing Pin1 target sites 

is H1, the Pin1-dependent regulation of histone H1, stimulating its 

dephosphorylation and promoting its binding to chromatin, is therefore a 

promising mechanism to explain Pin1’s function as a chromatin modifier. 

4.3 - Results  

4.3.1 - Pin1 interacts with histone H1 

 We first tested whether or not Pin1 physically interacts with histone H1 in 

co-immunoprecipitation experiments using antibodies specific to H1 or Pin1 
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bound to magnetic Dynabeads to immunoprecipitate proteins from nuclear 

extracts. The beads did not bind any detectable amount of either H1 or Pin1 in the 

absence of antibodies (Figure 4.1A). Anti-H1 antibodies co-immunoprecipitated 

Pin1 in 10T1/2 cells (Figure 4.1B) and Ciras-3 cells (Figure 4.1C). In the 

reciprocal experiment, H1 co-immunoprecipitated with Pin1 in 10T1/2 and 

Pin1wt cells (Figure 4.1D). Pin1 antibody did not pull down H1 in Pin1-/- cells 

(Liou et al, 2002) (Figure 4.1E). We confirmed that Pin1 was physically bound to 

GFP-H1.1, utilizing extracts from T98G cells that stably express GFP-H1.1. This 

interaction was dependent upon the phosphorylation status of H1, since treatment 

of the nuclear extracts with calf-intestinal phosphatases prior to 

immunoprecipitation prevented Pin1 from binding to GFP-H1.1  (Figure 4.1F).  

These observations are consistent with a previous report that used liquid 

chromatography tandem mass-spectroscopy to show that H1 is a substrate of Pin1 

(Tatara et al, 2010).  
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Figure 4.1 – Pin1 interacts with histone H1. Co immunoprecipitation 
experiments were carried out to test whether Pin1 and H1 interacted with each 
other in vitro. Total refers to the total nuclear extract prior to the addition of the 
antibody, while FT refers to flow-through (approximately 6% of the total 
volume). Black lines indicate that intervening lanes were spliced out, while 
arrows indicate bands that correspond to the protein being IB. Asterisks indicate 
heavy/light chain IgG antibodies that form part of the eluate. (A) Under the 
conditions used both histone H1 and Pin1 did not bind beads non-specifically. 
Histone H1 antibodies were used to immunoprecipitate (IP) H1 from mouse 
embryonic cells (B) and from Ciras-3 cells (C). Immunoblots (IB) reveals 
pulldown of Pin1 along with histone H1 demonstrating their association in vitro. 
Reciprocal experiments were carried out using Pin1 antibody to pull down Pin1 
from extracts prepared from Pin1wt cells (D) and Pin1-/- cells (E). RNA 
Polymerase II, which is an established substrate for Pin1, was used as a positive 
control. Both H1 and RNA Polymerase II form a part of the eluate in Pin1wt cells 
and not in Pin1-/- cells, demonstrating specific interactions mediated by Pin1. Top 
panel in (F) shows the interaction between Pin1 and GFP-H1.1 in extracts 
prepared from T98G cells stably expressing GFP-H1.1. GFP-H1.1 was 
immunoprecipitated using GFP-antibody coupled to magnetic particles (GFP-
Trap). This interaction is dependent on the phosphorylation status of proteins (E, 
lower panel) as treatment of the extracts with Calf Intestinal Phosphatase (CIP), a 
general non-specific protein phosphatase, abrogated the interaction between H1 
and Pin1.  
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4.3.2 - Pin1 promotes the dephosphorylation of H1 

Pin1 has been shown to promote the dephosphorylation of substrates, such as 

Cdc25 and Tau proteins (Zhou et al, 2000). Elegant in vitro experiments found 

that the major proline-directed protein phosphatase PP2A specifically 

dephosphorylates the trans-isomer of the pSer/Thr-Pro bond (Zhou et al, 2000), 

thereby imparting a post-phosphorylation, conformation-specific regulatory step 

to Pin1 substrates. The cis isomer has to achieve the right conformation either 

through slow spontaneous isomerization, or through Pin1 mediated isomerization 

in order to be a substrate of phosphatases. We hypothesized that a similar Pin1-

mediated regulatory mechanism may also exist for H1.  

We first determined whether or not steady-state H1 phosphorylation levels were 

altered in Pin1-/- cells compared to their wild-type counterparts. We probed both 

total H1 phosphorylation levels using a general phospho-specific stain, and 

site/variant specific (H1.2/H1.5 pS173, H1.4 pS187) phosphorylation levels in 

Pin1wt and Pin1-/- cells (Figure 4.2A). We found that Pin1-/- cells had higher total 

levels of phosphorylated H1 histones including pS173 and pS187 levels compared 

to the Pin1wt cells. Ciras-3 cells, murine embryonic fibroblasts with an activated 

ras-pathway, were used as positive control.  

The higher levels of phosphorylated H1 molecules in Pin1-/- cells compared to 

Pin1wt cells could be due to higher levels of cdk2 activity, lower activity of 

PP2A, or perhaps, due to a conformation-specific post-phosphorylation step 

imparted by Pin1. To examine these possibilities, we first determined whether or 

not the levels of cdk2 were similar in both Pin1wt and Pin1-/- cells (Figure 4.2B). 
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We further tested the activity of cdk2 extracted from either Pin1wt or Pin1-/- cells 

to determine the ability of each to phosphorylate H1 (Supplementary Figure 4.1). 

The kinetics of H1 phosphorylation, as measured by the relative levels of pS173, 

pS187 and pT146, was similar in extracts containing cdk2 immunoprecipitated 

from either Pin1wt or Pin1-/- cells. Omission of ATP from the reaction buffer 

resulted in cdk2 being unable to phosphorylate H1. These results suggest that 

cdk2 activity was not compromised in Pin1-/- cells.  

PP2Ac levels were also found to be similar in both Pin1wt and Pin1-/- cells 

(Figure 4.2B). We then tested whether PP2A activity was altered after Pin1 

knockdown. We immunoprecipitated PP2Ac from either Pin1-/- cells or Pin1wt 

cells and monitored their ability to dephosphorylate H1. The kinetics of H1 

dephosphorylation, as measured by the relative levels of pS187, was very similar 

in both groups (Figure 4.2C, E). Upon modeling the curves based on a one-phase 

decay, we found the rate of dephosphorylation in PP2Ac extracted from Pin1-/- 

cells to be 0.019±0.006min-1, while the extract from Pin1wt cells registered a 

dephosphorylation rate of 0.014±0.003min-1. This suggested that PP2A activity 

was not compromised in Pin1-/- cells.  

To test if Pin1 was able to impose a post-phosphorylation regulatory step, we 

carried out the same dephosphorylation assay as described above but in the 

presence of increasing amounts of Pin1 (Figure 4.2D,F,G). We found that at sub-

stoichiometric concentrations (molar ratio of H1: Pin1 1: 0.0005 to 1:0.1), Pin1 

increased the rate of H1 dephosphorylation. The rate of H1 dephosphorylation 

increased from 0.019±0.006min-1 observed in the absence of Pin1, to 
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0.0291±0.0003 min-1 at a molar stoichiometry of H1: Pin1 1:0.005 (0.04ug of 

Pin1) (Figure 4.2H). This suggested that sub-stoichiometric levels of Pin1 are able 

to promote H1 dephosphorylation in vitro. At higher levels of Pin1, with the 

molar stoichiometry approaching 1:1, we noticed that the rate of H1 

dephosphorylation approached that seen in the absence of Pin1. This was 

probably due to competition between Pin1 and PP2A for binding to the H1 

substrate. Note that the stoichiometries listed above are strictly molar 

stoichiometries, however, each H1 molecule may have multiple residues that are 

phosphorylated, and hence, may have multiple sites of interaction with 

Pin1/PP2A. 

To investigate whether or not Pin1 promoted H1 dephosphorylation in living 

cells, we utilized roscovitine, a competitive inhibitor of cdk2 activity, and 

measured the rate of in vivo pS187 dephosphorylation kinetics in both Pin1-/- and 

Pin1wt cells.  Histones were extracted using 0.4N H2SO4 at regular time intervals 

following roscovitine treatment and were then separated by electrophoreses. 

Histone H2A was used as a loading control. Consistent with the role of Pin1 in 

regulating the kinetics of Cdc25 and tau protein phosphorylation, we observed the 

rate of H1 dephosphorylation of pS187 was faster in Pin1wt cells, compared to 

that of Pin1-/- cells (Supplementary Figure 4.2). Fitting these curves using a one-

phase decay kinetics we found a higher half-life for H1 phosphorylation of 72.81 

min in Pin1-/- cells compared to 58.93 min in Pin1wt cells, explaining the higher 

steady state levels of pS187 observed in Pin1-/- cells. This suggested that Pin1 

promoted the dephosphorylation of these Ser residues on H1. Similarly, the level 
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of pT146 was higher in Pin1-/- cells but, in contrast to pS187, displayed a similar 

apparent rate of dephosphorylation compared to wt cells. However, it was difficult 

to assess the initial rate of dephosphorylation given the rapid rate at which Thr 

residues are dephosphorylated (an estimated half-life of 7-8 min compared to 59-

72 min for Ser residues).  
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Figure 4.2 – Pin1 promotes H1 dephosphorylation. (A) Histones were 
extracted from Pin1-/-, Pin1wt and Ciras-3 cells and were run on 18%-acrylamide 
gels. The blots were then probed with pS173(H1.2/H1.5), pS187(H1.4), and a 
phospho-specific stain that labels all phosphorylated proteins or with a stain that 
labels total protein. Levels of pS173, pS187 and net H1 phosphorylation levels 
were found to be higher in Pin1-/- cells as compared to Pin1wt cells, similar to 
those observed in Ciras-3 cells (positive control). (B) Nuclear extracts from Pin1-/- 
cells and Pin1wt cells revealed that the levels of cdk2 and PP2Ac were found to 
be similar in both cells. (C) The dephosphorylation activity of PP2Ac activity was 
analyzed using purified H1 as a substrate. PP2Ac was immunoprecipitated from 
either Pin1wt cells or Pin1-/- cells and resuspended in dephosphorylation buffer to 
which purified H1 was added. The reaction was stopped at the time intervals 
indicated by the addition of SDS-loading buffer. The mixture was then run on 
18% acrylamide gels and probed for pS187 levels. The kinetics of this 
dephosphorylation reaction are plotted in (E) with each dot/square representing 
the average H1 phosphorylation level obtained from at least three independent 
experiments. The average intensity from the zero-minute time point is set as the 
maximum, against which all other time points are compared. (D) PP2Ac was 
immunoprecipitated from Pin1-/- cells and was mixed with a constant amount of 
H1, while levels of purified Pin1 were varied from 0.004µg to 8µg. The former 
corresponds to a molar stoichiometry of H1: Pin1 1: 0.0005, while the latter 
corresponds to H1:Pin1 1:0.9. The reaction was stopped by the addition of SDS 
loading buffer at defined time intervals and the extracts were probed with pS187 
antibody. The kinetics of dephosphorylation is plotted in (F, G), with the average 
intensity at the zero-minute time point set to 1. These curves were then submitted 
to a one-phase decay curve analysis and the rate obtained was plotted as a 
function of the amount of Pin1 added to the reaction (H).  
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4.3.3 - Phosphorylation of H1 and Pin1 cause conformational changes in H1 

CTD 

The H1 CTD adopts a random disordered structure in solution, while in the 

presence of DNA and nucleosomes it is thought to assume characteristics of 

classical secondary structures, such as α-helices and β-sheets (Caterino et al, 

2011; Clark et al, 1988; Roque et al, 2005; Roque et al, 2007). Phosphorylation of 

H1 increases the proportion of β-sheets at the expense of α-helices (Roque et al, 

2008). Recently, H1 labeled with Cy3 and Cy5 on either end of the CTD in the 

same molecule was used to show that H1 binding to nucleosomes brings the two 

ends of the CTD into close proximity resulting in significant fluorescent 

resonance energy transfer (FRET)(Fang et al, 2011). The same level of FRET was 

not attained with H1 in solution, consistent with the prevailing view that the H1 

CTD is intrinsically disordered and acquires structure only upon interaction with 

DNA (Clark et al, 1988; Lu et al, 2009a; Roque et al, 2005; Roque et al, 2008; 

Roque et al, 2007). Given these studies, we tested whether or not phosphorylation 

of labeled H1 and Pin1 would alter FRET levels, reflecting a change in the 

conformation of the CTD. We used purified H1 that was directly labeled with 

either Cy3 or Cy5 or both on either end of the CTD, as shown in Figure 4.3A. 

These proteins were diluted to a concentration of 26nM and the solution was 

spread on a glass-bottomed dish. Fluorescence emission spectra were recorded 

with excitation at 514nm and 633nm with 5-nm slit width. Excitation of H1-Cy5 

at 514nm was minimal, while H1-Cy3 produced a spectra characteristic of a Cy3 

signal (Supplementary Figure 4.3B). Excitation of H1 Cy3Cy5 with 633nm also 
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produced an emission spectra characteristic of H1Cy5 indicating that the addition 

of a Cy3 tag did not compromise the emission spectra of Cy5 (Supplementary 

Figure 4.3C). Consistent with previous results, H1Cy3 and H1Cy5 mixed at a 1:1 

stoichiometry showed minimal inter-molecular FRET, as judged by the small 

amount of Cy5 emission at 671nm in the presence of nucleosomes. This signal 

increased dramatically when both Cy3 and Cy5 were present on the same 

molecule, as seen in the emission spectra for free H1Cy3Cy5. There is a further 

increase in FRET when the same molecules are mixed in the presence of 

reconstituted nucleosomes suggesting a change in the conformation of the CTD 

upon binding nucleosomes (Figure 4.3C).  

Next, H1Cy3Cy5 was treated with cdk2 immunoprecipitated from Pin1-/- cells in 

the presence or absence of ATP, as described above. Phosphorylation of H1 in the 

presence of ATP and cdk2 was confirmed following separation on an acrylamide 

gel, and phospho-specific staining (Figure 4.3B). Addition of labeled in vitro 

phosphorylated H1 to reconstituted nucleosomes led to higher levels of FRET 

signal when compared to labeled H1 that was not phosphorylated (incubated in 

buffer containing cdk2 devoid of ATP). This change in FRET signal between 

phosphorylated and non-phosphorylated H1 was not observed when H1 molecules 

were in solution devoid of nucleosomes, indicating that changes in the 

conformation of the H1 CTD induced by H1 phosphorylation, occur only in 

nucleosome-bound H1 (Figure 4.3D). The difference in Cy5 emission at 671nm 

between phosphorylated H1 molecules and non-phosphorylated H1 molecules, 

upon binding of nucleosomes, was significantly reduced in the presence of 
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stoichiometric levels of Pin1 (0.1µg of Pin1 or 1:1.4 H1:Pin1 molar ratio). In fact, 

FRET levels of phosphorylated H1 molecules were restored to the levels seen in 

non-phosphorylated H1 molecules in the presence of Pin1. For example, the 

FRET efficiency calculated using the RatioA method (Clegg, 1992; Fang et al, 

2011; Poirier et al, 2009) increases from 0.222±0.008 to 0.27±0.01 upon 

phosphorylation of H1 (Supplementary Figure 4.3D). This data demonstrates a 

decrease in the separation between the Cy3 and Cy5 tags from 6.18±0.05nm in the 

non-phosphorylated state to 5.94±0.06nm in the phosphorylated state. Upon 

addition of Pin1, the FRET efficiency of phosphorylated H1 molecules bound to 

nucleosome was reduced to 0.24±0.01, increasing the apparent separation between 

Cy3 and Cy5 to 6.09 ±0.08nm. Adding Pin1 did not change the FRET levels of 

non-phosphorylated H1, suggesting that the interaction of H1 and Pin1 was 

dependent on H1 phosphorylation. 
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Figure 4.3 – Pin1 and H1 phosphorylation change the structure of the CTD. 
(A) H1 labeled with Cy3 and Cy5 were treated with cdk2 immunoprecipitated 
from Pin1-/- cells in the presence or absence of ATP. Part of the extract was then 
run on 18% acrylamide gel, transferred onto nitrocellulose membranes and probed 
with a phospho-specific stain (imaged at 302nm UV lamp). These blots reveal 
successful phosphorylation of H1 in the presence of ATP (now referred to as 
phosphoH1) while cdk2 was unable to phosphorylate labeled H1 molecules in the 
absence of ATP (now referred to as non-phospho H1). (B) The position of the 
Cy3 and Cy5 label are indicated in relation to the whole H1 molecule (N=N-
terminal and C= C-terminal). The phosphorylation sites are marked with SP (Ser-
Pro). (C) Labeled phospho H1 molecules were then diluted either in solution (sol.) 
or with reconstituted nucleosomes (nuc) and placed on a coverslip. A 514nm laser 
was then used to excite the molecules and fluorescence emission spectra was 
obtained from 525-724nm (5nm slit-width). Fluorescence intensity was 
normalized to the total fluorescence intensity obtained from each spectrum. The 
spectra show a slight increase in FRET signal (peak at 671nm) in the mono-
labeled H1’s (either Cy3 or Cy5) mixed with each other in 1:1 stoichiometry 
together with nucleosomes, indicating inter-molecular FRET, while this signal 
increases dramatically when both Cy3 and Cy5 are on the same H1 molecule. (D) 
FRET signal was compared between phosphorylated H1 and non-phosphorylated 
H1 in solution vs. these molecules added to reconstituted nucleosomes. While 
FRET signal remains the same when H1 is in solution, FRET signal is dependent 
on the phosphorylation status of H1 in the presence of reconstituted nucleosomes. 
(E) FRET signal was compared between phosphorylated H1 and non-
phosphorylated H1 with reconstituted nucleosomes in the presence or absence of 
Pin1. While phosphorylation alone increases the FRET signal, addition of Pin1 
reduces this signal towards that of the non-phosphorylated H1 molecules.  
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4.3.4 - Pin1 modulates the dynamics of H1.1 and H1.5 

To determine whether or not Pin1 regulates H1 binding in vivo, we tested the 

contribution of Pin1 to histone H1 binding by performing fluorescence recovery 

after photobleaching (FRAP) experiments with N-terminally GFP-tagged H1.1 

(enriched in euchromatin) and H1.5 (enriched in heterochromatin (Th'ng et al, 

2005)). H1.1 has one Thr-Pro site (TP), and one Ser-Pro site (SP) on its CTD at 

positions 152 and 183, respectively. In contrast, H1.5 has the highest number of 

T/SP sites amongst known H1 variants, having 3 TP and 3 SP sites. We measured 

the in vivo H1 FRAP recovery kinetics and its dependence on Pin1, in Pin1wt and 

Pin1-/- cells. The resulting FRAP curves were then subjected to mathematical 

modeling, and kinetic parameters such as effective diffusion coefficient (Deff), 

residence time, transition times and the percentage of H1 molecules that are 

engaged with high affinity to chromatin, were obtained (Carrero et al, 2004a; 

Carrero et al, 2004b). The Deff is a measure of the freely diffusing population and 

the molecules bound with low-affinity, while the residence time (time engaged in 

an high affinity interaction, and inversely proportional to the dissociation rate) 

and transition time (time between two high-affinity interactions and inversely 

proportional to the association rate/affinity) reflect kinetic properties of a high-

affinity population (Carrero et al, 2004a; Carrero et al, 2004b). 

The dynamics of H1.1 and H1.5 were markedly different when compared in the 

presence or absence of Pin1 (Figure 4.4a,b). In cells expressing GFP-H1.1, the 

recovery was much faster in the absence of Pin1, as measured by FRAP. For 

instance, the t50 values of H1.1 decreased from 37±2 sec in Pin1wt cells to 23±1 
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sec in Pin1-/- cells (Figure 4.4c,d). In Pin1wt cells expressing GFP H1.5, we 

observed a t50 value of 80±5 seconds, which was half of that observed in Pin1-/- 

cells, where a t50 value of 40±3 seconds was observed. Thus both H1.1 and H1.5 

molecules are more mobile in the absence of Pin1. 

Upon mathematical modeling of the FRAP curves, we observed that Pin1 induces 

a significant increase in the residence time of H1.1, from 140±13 sec in Pin1-/- 

cells to 277±44 sec in Pin1wt cells, and of H1.5 molecules, 464±32 sec in Pin1wt 

cells to that of 292±24 sec in Pin1-/- cells (Figure 4.4 e, f, Supplementary table 4-

I). This suggests that the H1.1 molecules were able to engage in high-affinity 

interactions for longer durations in the presence of Pin1. However, there were no 

increases in the percentage of H1.1 or H1.5 molecules involved in high-affinity 

interactions with chromatin. Furthermore, a steep reduction in the effective 

diffusion coefficient of H1.1 and H1.5 in the presence of Pin1 was observed. 

Given that the diffusion rate is unlikely to change, the reduction in effective 

diffusion coefficient could imply a greater proportion of H1 pool bound to 

chromatin or, alternatively but not mutually exclusive, that there is an increase in 

the affinity of the weakly bound fraction. Additionally, once H1.1 engages in a 

high-affinity interaction with chromatin, Pin1 can further stabilize the interaction 

leading to longer residence times.  

We tested the impact of other known peptidyl-prolyl cis-trans isomerases, the 

Cyclophilins and FKBP, on H1 mobility, by selectively inhibiting these classes of 

proteins using Cyclosporine A and Rapamycin, respectively. A 1hr-incubation of 

10T1/2 cells in the presence of either drug produced no change in H1.1 dynamics 
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(Supplementary Figure 4.4). These results show that among the classes of prolyl-

isomerases, only Pin1 affects the mobility of H1 in a significant manner.  

In order to determine if the changes in H1 mobility in Pin1-/- and Pin1wt cells 

could be due to other chromatin modifications that have the potential to modify 

H1 mobility, we analyzed the composition of core histones and the level of 

histone acetylation by acetic acid-urea-Triton X100 PAGE and found each to be 

similar in both Pin1-/- and Pin1wt cells (Supplementary Figure 4.5). These results 

help confirm that the changes seen in H1 mobility are a direct consequence of an 

interaction between H1 and Pin1. 
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Figure 4.4 – Pin1 stabilizes GFP-H1.1 and GFP-H1.5 dynamics. GFP H1.1 (a) 
or GFP-H1.5 (b) were expressed either in Pin1-/- cells or Pin1wt cells. FRAP 
experiments were carried out to measure the dynamics of H1, each curve 
represents an average of approximately 20 cells (total) in three independent 
experiments. The inset represents the same FRAP curve with the x-axis in 
log(time) to highlight changes in the earlier phases of the FRAP curve. Both H1.1 
and H1.5 recover much faster in Pin1-/- cells as compared to Pin1wt cells. This 
trend was affirmed with a statistically significant increase in both t50 (c) and t90 (d) 
values in the presence of Pin1. FRAP curves were then submitted to mathematical 
modeling from which kinetic parameters such as effective diffusion coefficient (e) 
and residence times were obtained. Pin1 causes a decrease in effective diffusion 
coefficient, a measure of the freely diffusing and low-affinity population, while at 
the same time causes increases residence time of the high-affinity H1 population. 
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4.3.5 - Distinct effects of Ser at position 152 vs. 183 in H1.1 

Our results show that Pin1 interacts with and stabilizes H1 binding to chromatin. 

During interphase, serine residues proximal to the C-terminal end of H1 are 

exclusively phosphorylated, whereas during mitosis, Thr residues proximal to the 

globular domain are also phosphorylated (Sarg et al, 2006; Zheng et al, 2010). 

However, the contributions that these Ser/Thr residues make to Pin1-mediated H1 

stabilization have not been addressed. Since H1.1 has just one SP and one TP site, 

we mutated either Ser 183 or Thr 152 to Ala and analyzed whether these mutants 

could be phosphorylated in vivo, when expressed in either Pin1wt or Pin1-/- cells. 

We transfected FLAG-tagged versions of the H1.1 mutants in these cells, and 

extracted histones using 0.4N sulfuric acid. The histones were then separated on a 

10% SDS-gel ± Phostag. Phostag is a phosphate-binding molecule that, when 

supplemented in an acrylamide gel, retards phospho-proteins, thus providing a 

shift in the bands (Kinoshita et al, 2009; Kinoshita et al, 2008). 

 We found that in the absence of Phostag, all FLAG-H1.1 mutants migrate as 

single bands; however, in the presence of Phostag, there is a mutant-specific shift 

in the migration. Wild-type H1.1, for example, migrates as two distinct species, a 

lower non-phosphorylated band and an upper mono-phosphorylated band 

(Supplementary Figure 4.6).  

The Thr at position 152 in H1.1 was first mutated to Ala (T152A). This rendered 

position 152 devoid of phosphorylation and thus independent of Pin1-mediated 

isomerization. In this mutant, the only position where Pin1 can play a potential 

role is at position Ser 183.  We found that this mutant had a similar pattern of 
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migration on a Phostag gel to that of wt H1.1, suggesting that the Thr at 152 is not 

phosphorylated to a significant extent in the wt protein. To evaluate if the T152A 

mutation resulted in a change in the dynamics of H1.1 and the contributions that 

Pin1 has on the mobility of T152A, we transfected a GFP-tagged version of this 

mutant in Pin1wt and Pin1-/- cells and analyzed its mobility, by FRAP (Figure 

4.5b).   The t50/t90 values along with the results of mathematical modeling can be 

found in Supplementary Figure 4.7 and Supplementary Table 1. In Pin1wt cells 

expressing GFP-H1.1 T152A, the FRAP recovery rates were significantly slower 

than when GFP-H1.1 T152A was expressed in Pin1-/- cells. The t50 values 

increased from 25±1 sec in Pin1-/- to 43±3 sec in Pin1wt cells. Similar to the 

pattern seen in H1.1wt, we observed a significant decrease in the effective 

diffusion coefficient and increase in residence time of H1.1 T152A in the 

presence of Pin1. The only significant difference we detected between wt H1.1 

and H1.1T152A was that the latter had an increase in the time between two 

consecutive high affinity interactions when Pin1 was present. This implies that in 

the presence of Pin1, most of the H1.1T152A molecules are bound to chromatin 

with low-affinity and upon transition to a high affinity state, Pin1 further 

stabilized H1 binding resulting in higher residence times.   

We then switched the position of Ser and Ala, generating a H1.1 mutant that had 

Ser at position 152 and Ala at position 183 (T152S S183A) (Figure 4.5c). This 

mutant migrated as two distinct species, suggesting that the Ser at position 152, 

unlike the Thr at the same position, was indeed phosphorylated (Supplementary 

Figure 4.6). From FRAP analysis, we observed H1.1T152S S183A to recover 
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slower in Pin1wt cells as opposed to Pin1-/- cells. This was accompanied by a 

statistically significant increase in both t50 and t90 values. Upon kinetic modeling 

of the FRAP curves, however, we observed that the only kinetic parameter to 

change was the effective diffusion coefficient, which is decreased in the presence 

of Pin1. There was no significant difference detected in residence time or 

transition time for H1.1T152S S183A when expressed in either Pin1wt or Pin1-/- 

cells. The change in effective diffusion coefficient implies that most of the H1.1 

T152S S183A molecules are present in a low-affinity chromatin bound state in the 

presence of Pin1, following a transition from the freely diffusing pool. 

Next, we substituted the Thr at position 152 to Ser, creating a double-serine H1.1 

mutant T152S (Figure 4.5d). This mutant produces three distinct bands, 

suggesting the presence of non-phosphorylated, mono- and di-phosphorylated 

molecules. We observed that H1.1 T152S recovers slower in Pin1wt cells as 

compared to Pin1-/- cells. Upon kinetic modeling, we once again observed a drop 

in effective diffusion coefficient, suggesting an increase in Pin1-mediated 

conversion from a freely diffusing population to low-affinity chromatin-bound H1 

molecules. Surprisingly, H1.1 T152S fails to alter its residence time or transition 

time in the presence of Pin1, although this mutation does lead to an increase in the 

strongly bound population in the presence of Pin1.  

Our results imply that the action of Pin1 on H1 dynamics is dependent upon the 

location of its action. Having a potential Pin1 site of action at position 152 can 

shift the equilibrium from freely diffusing towards a low-affinity population. On 

the other hand, a Pin1 substrate at site 183 can also have the effect of converting a 
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freely diffusing H1 molecule to a low-affinity state and keeping it in that state. 

Once a high affinity state is reached, Pin1 has an additional effect of stabilizing 

that high-affinity state, an effect that is not seen when Pin1 acts at position 152.  
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Figure 4.5 – Pin1 primarily acts at phosphorylated position S183 on H1.1. 
GFP H1.1 (a) or GFP H1.1 mutants (b-i) were expressed either in Pin1wt (black 
filled circles) or Pin1-/- (open circles) cells. FRAP experiments were carried out to 
measure the dynamics of the H1 molecules. Each curve represents an average of 
approximately 20 cells (total), three independent experiments. The inset is a 
diagrammatic representation of the genetic alteration and relative position of 
serines (S), threonines (T), prolines (P) and alanines (A). Panels (b-d) allude to 
the role played by serine at either position 183 or 152 in contributing towards 
Pin1 mediated changes in H1 dynamics. Panels (e-g) show the role played by 
altering the Thr residue on H1.1 in Pin1 mediated changes in H1 dynamics. Panel 
(h) shows the recovery of H1.1 when the ser and thr positions are switched, while 
Panel (i) shows the lack of any change in H1 dynamics when both the ser and thr 
residues are changed to ala. 
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4.3.6 - Distinct effects of Thr at position 152 vs. 183 in H1.1 

Our results lead us to conclude that the Thr at position 152 may not be 

phosphorylated during interphase and therefore may not be a substrate for Pin1 

during interphase. We next characterized the effects of Thr further, by inserting 

Ala/Ser at sites where Thr is normally present in H1.1 and compared histone 

dynamics in Pin1wt and Pin1-/- cells. (The FRAP curves are shown in Figure 4.5. 

The t50 and t90 values and results of mathematical modeling of data obtained from 

these curves are shown in Supplementary Figure 4.7, Supplementary Table 4-I.) 

We first mutated the Ser at position 183 to Ala, creating a H1.1S183A mutant 

(Figure 4.5e). Thus, any Pin1 dependent change in H1 dynamics would be caused 

by isomerization of TP at site 152. There was no upward mobility shift seen in 

Phostag gel analysis (Supplementary Figure 4.6). We observed no change in H1 

dynamics when expressed either in Pin1wt or Pin1-/- cells. There were no 

statistically significant changes in t50, t90, effective diffusion coefficient, residence 

time or transition times, confirming that Thr at site 152 is not phosphorylated in 

interphase and, thus, is not a substrate for Pin1.  

We next switched the positions of Ala and Thr to generate a H1.1T152A S183T 

mutant (Figure 4.5f). Once again, there were no detectable upward shifts in 

electrophoretic mobility, however, H1.1T152A S183T displays a statistically 

significant increase in t50, t90, and residence times in Pin1wt cells compared to 

Pin1-/- cells. However, unlike all of the Ser mutants discussed above, there were 

no changes in effective diffusion coefficient. The increase in residence time 

indicates that high affinity H1.1T152A S183T molecules bind for a longer 
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duration in the presence of Pin1. The change in dynamics indicate that Thr at 

position 183 might be phosphorylated to a low degree and could be a potential 

substrate for Pin1. However, the changes imparted to H1 are not as dramatic as 

when a Ser occupies the same position (compare H1.1T152A to H1.1T152A 

S183T).  

Position 183 was mutated to a Thr, keeping position 152 intact, generating a H1.1 

S183T mutant (Figure 4.5g). Compared to wt H1.1 and H1.1T152A, H1.1S183T 

had a modest change in recovery in the presence of Pin1. There were statistically 

significant changes to the t50 values and effective diffusion coefficient, while the 

rest of the kinetic parameters remained unchanged. 

Lastly, mutation of both the Ser and Thr residues to Ala abrogated the change in 

H1.1 dynamics seen in Pin1wt and Pin1-/- cells, suggesting that at least one 

phosphorylation-competent residue on the H1 molecule is required in order for 

Pin1 to mediate changes in H1 dynamics (Figure 4.5i).  

4.3.7 - Pin1 depletion relaxes chromatin and causes decondensation 

Several in vitro experiments have shown the pivotal role played by H1 in 

condensing chromatin (Bednar et al, 1998; Carruthers et al, 1998). Changes in 

histone H1 levels and changes in H1 phosphorylation levels have been shown to 

cause changes in the level of chromatin condensation (Fan et al, 2005; Herrera et 

al, 1996; Roth & Allis, 1992). Polynucleosomes extracted from cells with an 

approximately 50 percent reduction of H1, as a result of knockout of three of the 6 

somatic H1 subtypes, were found to be heterogeneous and less compact (Fan et al, 

2005), while higher levels of H1 phosphorylation corresponded to increased 
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nuclease sensitivity to chromatin (Chadee et al, 1995; Herrera et al, 1996). We 

hypothesized that if Pin1 could alter H1 dynamics then it could also alter 

chromatin condensation levels. In order to test this, Pin1-/- and Pin1wt cells were 

imaged by transmission electron microscopy (TEM) and examined for differences 

in chromatin ultrastructure (Figure 4.6 A, B). In contrast to Pin1wt cells, we found 

that the euchromatin in Pin1-/- cells had a more dispersed appearance. (Figure 4.6 

C, D). A line scan of approximately 2µm in length drawn across the nucleus 

showed that Pin1wt cells had a high frequency of peaks (chromatin fibers) 

compared to Pin1-/- cells (Figure 4.6E, F). This suggested that there was a 

reduction in the efficiency with which higher order chromatin structures were 

formed in the nucleus. Fourier transformation of 2D high-resolution images 

(n=36) from both Pin1-/- cells and Pin1wt cells was carried out and the resulting 

power spectra plotting the intensity of the signal at a particular spatial frequency 

is shown in Figure 6G. The analysis demonstrates that the major differences in 

chromatin structure between Pin1-/- cells and Pin1wt cells arise in the region 

between 10-30nm range, with Pin1wt cells having a higher frequency of these 

structures compared to Pin1-/- cells.  

We then analyzed whether knockdown of Pin1 can induce chromatin 

decondensation in living cells. This is of particular relevance to processes such as 

transcription, which has been shown to induce chromatin decondensation (Elgin, 

1990; Ericsson et al, 1989; Hu et al, 2009; Tumbar et al, 1999). In order to study 

the role of Pin1 in chromatin decondensation in vivo, we used the lac array system 

developed by the Belmont lab and, more specifically, an array system constructed 
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by the Spector and Janicki labs (Janicki et al, 2004; Rafalska-Metcalf et al, 2010; 

Robinett et al, 1996; Tsukamoto et al, 2000). The system is comprised of 256 

repeats of the lac operon, followed by 96 repeats of tet-responsive elements that 

are upstream of a minimal CMV promoter, which drives transcription of the CFP-

SKL gene. Transcription is activated by adding Tamoxifen, which binds mcherry-

ER-tTA causing it to relocalize to the nucleus and bind the tet-responsive 

elements and subsequent RNA Polymerase II accumulation (Rafalska-Metcalf et 

al, 2010), (Supplementary Figure 4.9). To visualize transcriptionally inactive 

chromatin, we transfected cells with mcherry-LacR alone (Rafalska-Metcalf et al, 

2010). In accordance with published literature, we observed that transcriptionally 

elongating chromatin was more decondensed compared to chromatin in a 

transcriptionally inactive state (Hu et al, 2009; Janicki et al, 2004; Muller et al, 

2001; Rafalska-Metcalf et al, 2010; Robinett et al, 1996; Tumbar et al, 1999) 

(Supplementary Figure 4.10). The transcriptionally activated lac-array occupied 

an approximately 40% greater nuclear volume compared to its transcriptionally 

inactive state. Chromatin decondensation was strictly dependent on elongation 

induced by RNA Polymerase II. Overnight treatment with α-amanitin 

(Supplementary Figure 4.9) completely abolished the decondensation induced by 

targeting mcherry-ER-tTA to the lac arrays (Figure 8A)(Muller et al, 2001). Pin1 

knockdown had a maximal effect on the nuclear volume occupied by the lac 

arrays (Figure 6H). Under reduced Pin1 levels, the lac arrays increased in volume 

by approximately 40%, compared to Pin1 proficient cells. Similarly, after 

induction of transcription, the nuclear volume occupied by the arrays in Pin1-
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deficient cells was 40% higher than the transcriptionally active locus in Pin1 

proficient cells.  

Our results analyzing the chromatin ultrastructure as well as results measuring the 

chromatin condensation state in living cells reveal an important role for Pin1 in 

maintaining a more compact chromatin structure in both transcriptionally inactive 

and transcriptionally active genes.  
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Figure 4.6 – Pin1-/- cells have a relaxed chromatin structure. The chromatin 
structure of Pin1-/- cells (A) and Pin1wt cells (B) were analyzed by TEM. The 
same images in much greater detail can be viewed below. Panels (C) and (D) 
show the chromatin morphology of the boxed region in panel (A/B), in greater 
detail. Pin1-/- cells have a more homogenous appearance in the region surrounding 
the heterochromatin. A line scan drawn across the nucleus in panel (A/B) is 
shown in panel (E) and (F), and demonstrates the coarse texture of chromatin 
present in Pin1wt cells. Similar 2D high- resolution images of Pin1-/- and Pin1 wt 
cells were then analyzed by Fourier transformation and rotationally averaged to 
yield a one-dimensional plot of the power (normalized intensity ± SEM) and 
spatial frequency (reciprocal nm). Much of the deviation in the power spectra of 
Pin1-/- cells and Pin1wt cells occur in the range of 10-30nm, with Pin1wt cells 
having a higher frequency of these structures. (H) U2OS 263 cells harboring the 
lac-arrays were transfected with mcherry-LacR or mcherry-ER-tTA. The volume 
occupied by the arrays was measured in both the transcriptionally inactive state 
(mcherry-LacR alone) and in the transcriptionally active state (addition of 
Tamoxifen to cells expressing mcherry-ER-tTA for either 1hr/3hrs). Volume was 
measured through rapid acquisition of z-stacks in living cells. While transcription 
caused an increase in the volume occupied by the arrays, treatment of cells with 
α-amanitin led to compact arrays. Both transcriptionally active and inactive arrays 
were found to occupy larger volumes when Pin1 was depleted by Pin1siRNA 
treatment. 
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Figure 4.6 (A) – Ultrastructure of Pin1 knockout cell. EM of Pin1 knockout 
cells show decondensed chromatin architecture and homogenous appearance of 
chromatin fibers, compared to Pin1 wild-type cells. One factor that might 
contribute to such a phenotype might be the reduced binding of histone H1 
molecules. H1 has been shown to a key architectural protein that stabilizes the 
folding of the 30nm chromatin fiber. 
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Figure 4.6 (B) – Ultrastructure of Pin1wt cell. The ultrastructure of Pin1 wild-
type cells shows a heterogeneous or coarse chromatin structure, compared to Pin1 
knockout cells (previous image) that are more homogeneous or "smooth" in 
appearance. 
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4.3.8 - Role of Pin1 in transcription 

Phosphorylated histone H1 molecules are enriched at sites of active transcription 

and in vitro studies show that phosphorylation of H1 is one of the prerequisite 

steps for gene induction (Koop et al, 2003; Vicent et al, 2011; Zheng et al, 2010). 

In addition, Pin1 interacts with proteins involved in transcription, most notably 

RNA Polymerase II (RNA Polymerase II) (Xu & Manley, 2007b). We quantified 

the levels of Pin1, H1 phosphorylation and the dynamics of H1 at transcriptionally 

silent vs. active chromatin to determine how Pin1 modulated these events 

associated with transcription. 

Upon activation of transcription, we found that there was at least a 2-fold increase 

in the levels of H1 phosphorylation at the lac arrays (Figure 4.7, Supplementary 

Figure 4.8). This increase was significantly higher than H1 phosphorylation levels 

seen at transcriptionally inactive sites, using mcherry-LacR as a marker. This is 

consistent with several in vitro as well as in vivo studies (Dou et al, 1999; Koop et 

al, 2003; Zheng et al, 2010). Surprisingly, we found that the increase in H1 

phosphorylation levels was independent of transcript elongation by RNA 

Polymerase II, since overnight pre-treatment with α-amanitin prior to the 

activation of transcription by Tamoxifen led to the accumulation of high levels of 

H1 phosphorylation at the lac arrays (Figure 4.7, Supplementary Figure 4.9).  

Consistent with the increase in H1 phosphorylation, we also observed an increase 

in the relative amounts of Pin1 at sites of transcription (Figure 4.7, Supplementary 

Figure 4.8). The modest increase in Pin1 is significant given the high abundance 

of Pin1 in the nucleus. The increase in Pin1 was also independent of RNA 
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Polymerase II, since overnight treatment with α-amanitin prior to the addition of 

Tamoxifen led to high levels of Pin1 being targeted to the mcherry-ER-tTA sites. 

This suggests that Pin1 accumulation and an increase in H1 phosphorylation are 

marks of transcriptionally competent chromatin.  

In order to analyze H1 mobility at sites of transcription, we co-transfected GFP-

H1.5 and mcherry-ER-tTA in cells housing the lac arrays (Figure 4.8A). 

Following addition of Tamoxifen (1hr/3hrs), a circular spot of 0.7µm diameter 

was photobleached and the intensity of GFP-H1.5 was monitored over time. The 

region photobleached coincided with the mcherry-ER-tTA region within the 

nucleus, while a second circular spot of the same dimension and Y-axis position 

was simultaneously photo-bleached and served as an internal control. To control 

for transcription-dependence, parallel experiments were done in cells co-

transfected with mcherry-LacR and GFP-H1.5, conditions where the array is not 

transcriptionally active. H1 kinetics, measured by FRAP is shown in Figure 4.8C, 

while the t50 values obtained from these curves is shown in Figure 4.8B.  

First, we measured the kinetics of H1.5 at the lac arrays in the absence of 

transcriptional stimulation (Figure 4.8Ci). H1.5 kinetics was only slightly faster at 

the arrays compared to internal control. We next stimulated transcription at the 

arrays by transfecting mcherry-ER-tTA and incubating these cells in the presence 

of Tamoxifen for 1hr/3hrs. Despite the increase in levels of Pin1, H1 

phosphorylation and decondensed chromatin following the addition of Tamoxifen 

(1hr/3hrs), we found H1 mobility to be similar to that observed in 

transcriptionally inactive chromatin (Figure 4.8C ii,iii). For example, following 
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1hr of transcriptional activation at the lac-arrays, H1.5 was found to bind more 

stably than that observed at transcriptionally silent chromatin (Figure 4.8B, 

4.8Cii). However, after a longer treatment with Tamoxifen (3hrs), there was no 

difference in the FRAP recovery profiles of H1.5 observed at transcriptionally 

inactive vs. transcriptionally elongating chromatin (Figure 4.8B, 4.8Ciii). This 

trend was seen with other variants of H1, such as GFP-H1.1 and GFP-H1.2, which 

are enriched in euchromatin (Th'ng et al, 2005). The mobility of these molecules 

remains unchanged following activation of transcription (Supplementary Figure 4. 

11).  

Our earlier experiments suggested that Pin1 played a role in modifying chromatin 

as well as in stabilizing H1 binding. We next wished to determine whether 

reducing the level of Pin1 would destabilize H1 at sites of transcription. Using 

siRNA directed against Pin1, we reduced Pin1 to 50-60% of its original level. 

Under these conditions, there was a statistically significant increase in the 

phosphorylation levels of H1 at transcriptionally inactive chromatin 

(Supplementary Figure 4.8). Note that this increase was in the absence of any 

transfected transcriptional activators, such as mcherry-ER-tTA. This suggested 

that Pin1 depletion was able to increase the steady-state levels of H1 

phosphorylation, consistent with our earlier observation in Pin1-/- cells. When 

transcription was induced in Pin1 siRNA-treated cells through transfection of 

mcherry-ER-tTA and Tamoxifen, H1 phosphorylation was found to further 

increase to levels seen in Pin1 proficient cells. This suggested that Pin1 had no 
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effect on the activity of the enzyme that phosphorylates H1 during transcriptional 

induction, namely Cdk2.  

We then analyzed the dynamics of H1 at transcriptionally inactive vs. active sites 

(Figure 4.8B, 4.8C iv-ix). We found H1.5 mobility at the arrays to be similar to 

the internal controls (chromatin sites away from the lac arrays) irrespective of 

whether the site was transcriptionally active or not (Figure 4.8B, 4.8C iv-vi). A 

major difference in H1 mobility was seen when the kinetics were compared in 

Pin1-proficient cells compared to Pin1-deficient cells (Figure 4.8B, 4.8C vii-ix). 

This difference was maintained irrespective of transcriptional status. Our results 

imply that Pin1 plays a role in promoting chromatin condensation and stabilizing 

H1 binding at both transcriptionally active and inactive chromatin sites.  

 

 



	   193	  

 

Figure 4.7 – Pin1 and H1 phosphorylation are marks of transcriptionally 
competent chromatin. U2Os 263 cells harboring lac arrays followed by TRE, 
CMV promoter, and CFP-SKL gene were either transfected with mcherry LacR or 
mcherry ER-tTA. The former represented the transcriptionally inactive state while 
addition of Tamoxifen (3hrs) to the latter represented the transcriptionally active 
state of chromatin. Pin1 levels (A) and pS173H1.2 levels (B) were measured 
using immunofluorescence. Both Pin1 and pS173H1.2 levels were found to 
increase at sites of active transcription. α -amanitin, was used to deplete RNA 
Polymerase II levels in the cells. When transcription was activated in these 
competent, yet transcriptionally silent cells, Pin1 and H1 phosphorylation levels 
were elevated suggesting that these were early events in the initiation of 
transcription. Unless otherwise specified, scale bar represents 5µm.  
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Figure 4.8 – Pin1 stabilizes H1 binding at sites of transcription. (A) GFP-H1.5 
was co-transfected with either mcherry LacR or mcherry-ER-tTA in U2OS 263 
cells harboring the arrays. H1 dynamics were monitored using FRAP with two 
separate regions in the nucleus being photo-bleached. One bleached region 
corresponded to either the mcherry LacR (transcriptionally inactive site) or 
mcherry-ER-tTA (transcriptionally active site) and photo-bleached region 2 
corresponded to a random site within the nucleus in the same horizontal plane. (B) 
T50 values of the FRAP curves (C) show that H1.5 dynamics at the lac arrays is 
fairly similar to those of internal controls, in the transcriptionally uninduced state 
(Ci) The same trend is seen even when transcription is stimulated by transfection 
of mcherry-ER-tTA and Tamoxifen is added for either 1hr (Cii) or 3hrs (Ciii). 
Similar experiments were carried out in cells treated with Pin1siRNA (Civ-Cvi). 
Major differences in H1 mobility can be observed when comparing the recovery 
rate in Pin1 proficient cells vs. those seen in Pin1 deficient cells (Cvii-ix). The 
increase in H1.5 dynamics upon Pin1 depletion is independent of transcriptional 
activity.  
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4.4 - Discussion   

In this study, we have shown an interaction between phosphorylated H1 

molecules and Pin1 and have examined the implications of this interaction. We 

define a novel role for Pin1 in interphase as a chromatin modifier, through its 

association with histone H1. Lack of Pin1 lead to a relaxed, decondensed 

chromatin structure, which was coupled with reduced H1 retention on chromatin 

and reduced turnover of the phosphorylated state of H1. At transcriptionally 

active sites, where both H1 phosphorylation and Pin1 levels are elevated, Pin1 

serves to stabilize the binding of H1 and correlated with a reduction in chromatin 

decondensation.  

4.4.1 - Histone H1 interacts with Pin1 

Our current understanding of how H1 phosphorylation affects its binding centers 

around electrostatic repulsions between negatively charged phosphorylation 

residues and the high degree of negative charge associated with the DNA 

backbone (Dou et al, 2002; Dou & Gorovsky, 2000). Our data favor a model that 

is a product of several biophysical studies describing the CTD of H1 as 

intrinsically disordered (Clark et al, 1988; Hansen et al, 2006; Roque et al, 2005; 

Roque et al, 2008; Roque et al, 2007). The CTD condenses and acquires classical 

secondary structures such as α-helices and β-sheets upon interaction with DNA or 

nucleosomes (Caterino et al, 2011; Fang et al, 2011; Roque et al, 2005). 

Interestingly, the proportions of CTD secondary structures appear to be dependent 

upon the phosphorylation status of H1 (Roque et al, 2008). The acquisition of 

structure is thought to further determine the strength of H1 binding to chromatin, 
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with high affinity H1 particles having a more folded structure compared to freely 

diffusing molecules (Misteli et al, 2000; Raghuram et al, 2009; Stasevich et al, 

2010). In this study, we have shown that Pin1, through its interaction with the 

phosphorylated residues on H1, can modulate the conformation of the CTD, 

thereby influencing the binding dynamics of H1. We previously showed that 

variants of H1 bind chromatin with differing affinity, where the affinity roughly 

correlates with the length of the CTD (Hendzel et al, 2004). This correlation can 

be further extended to the residues that are phosphorylated on H1. For example, in 

interphase, H1.1 is mono-phosphorylated, while H1.5 can exist as a tri-

phosphorylated species (Sarg et al, 2006). This implies that the higher the number 

of phosphorylated residues on H1, greater is the amount of stabilization mediated 

by Pin1. This argument is consistent with the fact that H1.5 has a much higher 

residence time compared to H1.1.  

We have demonstrated that Pin1 and histone H1 interact with each other only 

when H1 is phosphorylated. This interaction leads to a conformation of the H1 

CTD that is more conducive for dephosphorylation by PP2A, thereby causing a 

reduction in the half-life of H1 phosphorylation in Pin1wt cells  

4.4.2 - Pin1 as a chromatin modifier 

Histone H1 has been shown to stabilize chromosome architecture and play a 

crucial role in the formation of the 30nm chromatin fiber (Bednar et al, 1998; 

Carruthers et al, 1998; Robinson et al, 2006; Robinson & Rhodes, 2006; 

Woodcock et al, 2006). Elegant single-molecule force spectroscopy experiments 

have shown that binding of H1 increases the mechanical stability of the chromatin 
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fiber (Kruithof et al, 2009). It has long been known that in native and 

reconstituted chromatin, phosphorylation of H1 destabilizes chromatin structure 

(Hill et al, 1991).  In this study, we have shown that depletion of Pin1 leads to an 

increase in H1 phosphorylation levels and more rapid H1 dynamics, as analyzed 

by FRAP.  

We also find that Pin1 promotes chromatin condensation in both a model gene 

array system and by transmission electron microscopy of Pin1 wild type and Pin1 

null cells.  Pin1 has previously been shown to participate in chromosome 

condensation (Xu & Manley, 2007c). This effect was attributed to a role in 

regulating the association of TopoIIα with chromosomes (Xu & Manley, 2007c). 

However, Histone H1 is also required for chromosome condensation (Maresca et 

al, 2005) and mitosis is a period of maximal H1 phosphorylation.  Thus, the 

regulation of histone H1 represents an alternative or additional target of Pin1 that 

may mediate requirement in mitotic chromosome condensation.  Similarly, other 

targets that could contribute to the Pin1-mediated regulation of interphase 

chromatin structure that we observe. Given the ubiquitous nature of both Pin1 and 

histone H1 in the nucleus, coupled with the classical role ascribed to H1 in 

condensing chromatin and maintaining 30nm chromatin fibers, the simplest 

explanation is that the interaction of Pin1 with H1 is an important factor in 

regulating chromatin condensation.  This is consistent with Pin1-mediated 

phosphorylation-dependent changes in the H1 CTD that we observed by FRET in 

vitro. The role of Pin1 as a chromatin modifier is consistent with recent 

developments in the field where a member of FKBP class of prolyl-isomerases 
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(Fpr4 in yeast) was able to alter transcription and chromatin through its histone 

(H3, H4) isomerase activity (Nelson et al, 2006). Our study adds Pin1, a member 

of the Parvulin class of peptidyl-isomerases, into this list of histone isomerases.  

4.4.3 - Histone H1 phosphorylation, Pin1 and transcription 

A well-characterized target of Pin1 in transcription is the CTD of RNA 

Polymerase II. Pin1 modulates the CTD phosphorylation status and,  thus, RNA 

Polymerase II activity. Here we show that Pin1 recruitment to sites of 

transcription is independent of RNA Polymerase II. The increase in Pin1 parallels 

the increase in H1 phosphorylation at these transcriptionally competent sites. 

Increases in H1 phosphorylation during the early stages of transcriptional 

initiation may act to recruit Pin1 to these sites. The recruitment of Pin1 establishes 

a dynamic cycle of H1 phosphorylation and dephosphorylation at sites of 

transcription.  

It has been a decade since the rapid mobility of H1 in the nucleus was established 

(Lever et al, 2000; Misteli et al, 2000). However, our immunofluorescence 

experiments demonstrate a localized increase in H1 phosphorylation upon 

induction of transcription, despite its rapid mobility. A similar result was obtained 

when LacR-Cdk2 was targeted to Lac arrays, wherein H1 phosphorylation 

increased locally as opposed to the spreading of H1 phosphorylation from a focal 

point (Alexandrow & Hamlin, 2005). These data collectively confirm the 

stringent spatial regulation of H1 phosphorylation and dephosphorylation in vivo. 

The early recruitment of Pin1 to sites of transcription helps to promote H1 
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dephosphorylation and stabilize its binding, a mechanism that may prevent 

inappropriate transcriptional activation of adjacent genes. 

The lack of any real change in H1 dynamics when chromatin is subject to strong 

transcriptional activators contradicts in vitro experiments that suggest H1 to be 

displaced upon initiation of transcription. This, however, could be due to the 

limitations of in vitro systems to replicate in vivo complexity. In recent in vitro 

transcription assays where such complexity was established using reconstituted 

chromatin assembled from purified core histones, H1, and histone chaperones (Li 

et al, 2010), the level of compaction approximated that of the 30nm fiber and H1 

molecules were found to be present throughout a complete cycle of elongation, 

including the preceding changes to chromatin that are associated with 

transcriptional activation (Li et al, 2010). These results complement electron 

microscopy data showing H1 to be present in all stages of transcription from the 

Balbiani ring genes (Ericsson et al, 1990). The presence of H1 from initiation to 

elongation, even at very high frequencies of transcription (1 Polymerase II 

enzyme/100bp of DNA) suggests a role for H1 in the process of transcription 

(Ericsson et al, 1990). Furthermore, in vivo transcription of a model DHFR gene 

has been shown to occur in chromatin structures that were much more condensed 

than a 30nm fiber (Hu et al, 2009; Tumbar et al, 1999). Induction of transcription 

did lead to decondensation, however, the resulting chromatin was significantly 

more compact than expected of a 30nm fiber conformation (Hu et al, 2009).  

Pin1 could play a pivotal role in stabilizing H1 at transcriptionally active sites. 

Reduction in the level of Pin1 led to an increase in H1 mobility that was 
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accompanied by chromatin decondensation. Transcriptionally active regions 

undergo an additional increase in chromatin decondensation that parallels a 

further increase in H1 phosphorylation. Furthermore, transcriptionally active 

regions in Pin1 competent cells bind H1 with a higher affinity compared to Pin1 

deficient cells, suggesting that Pin1 could play a role in stabilizing H1 at sites of 

transcription. However, it remains to be seen if additional factors play a role in 

this process, or if it is a direct consequence of Pin1 acting on H1.  
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4.5 – Supplementary Figures  

 

Supplementary Figure 4.1 – Activity of Cdk2 extracted from Pin1wt and 
Pin1-/- cells. (A) Cdk2 was immunoprecipitated from either Pin1-/- cells or Pin1 wt 
cells and diluted in H1 kinase buffer along with purified H1+/- ATP. The 
phosphorylation reaction was stopped at regular time intervals with the addition of 
SDS loading buffer. The extracts were then run on 18% acrylamide gels and 
probed for changes in pT146, pS173, and pS187 levels. The changes in the 
intensity are plotted in (B-D), with the intensity measured at time zero, set to 1.  
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Supplementary Figure 4.2 – Pin1 promotes H1 dephosphorylation of Ser 
residues in vivo. (A) Pin1-/- cells and Pin1 wt cells were treated with roscovitine 
for defined time intervals, following which the nuclei were harvested. Histones 
were extracted using 0.4N H2SO4 and run on 18% acrylamide gels. Blots were 
probed against pS187 levels and pT146 levels. H2A was used as a loading 
control. (B) Plot of pS187 levels and pT146 (C) against duration of Roscovitine 
treatment. Note that the H1 levels are corrected for load and normalized such that 
intensity measured at time zero was set as 1. 
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Supplementary Figure 4.3 – FRET controls and FRET efficiency. (A) 
Nucleosome reconstitution was carried out as described in materials and methods. 
Free DNA and two different batches of reconstituted nucleosomes were run on 
5% native gels with 0.5%TBE running buffer. H1Cy3Cy5 were added in a 1:1 
molar stoichiometry in samples run on lanes (4 and 5). Addition of nucleosomes 
causes a characteristic shift in the migration of DNA around 600bp mark. (B) 
H1Cy3 and H1 Cy5 emission spectra when excited with 514nm laser. Note that 
there is very little emission of Cy5 at the 671nm range (peak for Cy5), while there 
is a slight “shoulder” still present for Cy3 emission spectra at this wavelength. (C) 
H1Cy5 and H1Cy3Cy5 emission spectra when excited at 633nm laser. Similar 
emission spectra suggest that the addition of a Cy3 tag does not interfere with Cy5 
emission. (D) Changes in FRET efficiencies upon phosphorylation of H1 and 
addition of Pin1 in H1Cy3Cy5 constructs. Formula for the measurements can be 
found in materials and methods and references within. Plus sign indicates the 
mean while the horizontal line in between the boxes represents the median.  
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Supplementary Figure 4.4 – Effect of Cyclosporine and Rapamycin on H1 
dynamics. GFP H1.1 was transfected in 10T1/2 mouse embryonic cells and were 
treated with either 1hr of Cyclosporine A or Rapamycin following which H1 
dynamics was measured with FRAP. T50 and t90 values were quantified, however, 
there were no statistically significant changes in the dynamics of H1 following 
such treatment.  
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Supplementary Figure 4.5 – Core histone and H1 composition in Pin1wt vs. 
Pin1-/- cells. Histones were extracted from Pin1-/- cells and Pin1 wt cells using 
0.4N H2SO4 and run on an AUT gel at 200V for 3.5hrs at 4°C. Gels were then 
stained with coomassie brilliant blue. Core histone composition and other post-
translational modifications, such as acetylation of H4 (which usually appears as 
ladders) were found to be very similar.  
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Supplementary Figure 4.6 - Mobility shift assay for detecting phosphorylated 
H1. FLAG tagged H1.1 wt and H1.1 mutants were transfected in Pin1-/- and 
Pin1wt cells. Histones were then extracted using 0.4N H2SO4 and the extracts 
were then run a 10% acrylamide gel+/- Phostag. Phostag is a ligand that interacts 
with phosphate molecules imparting shifts in mobility. H1.1wt migrates as two 
distinct species in the presence of phostag, while H1.1T152S migrates as three 
distinct species. In the absence of Phostag, all mutants migrate as a single band.  
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Supplementary Figure 4.7 – Mathematical modeling data derived from 
H1.1mut FRAP curves. (a, b) GFP-H1.1 wt and GFP-H1.1mut were transfected 
in Pin1wt (white bars) and Pin1-/- cells (black bars) and their kinetics was 
analyzed by FRAP. The t50 and t90 values obtained from these FRAP curves are 
reported here. Student t-tests were carried out to analyze significance of the 
differences between data (*denotes a p-value between 0.01 to 0.05, ** denotes a 
p-value between 0.001 to 0.01 and *** denotes a p-value of less than 0.001). 
These FRAP curves were further submitted to mathematic modeling which 
revealed further kinetic parameters such as effective diffusion coefficient (c) and 
residence times of the high affinity H1 population (d) were obtained. Note that 
most of the changes in both these kinetic parameters stem from mutating the 
serine residues at position 183 or shifting the serine to position 152. These 
mutants have higher effective diffusion coefficient (larger pool of freely diffusing 
or low-affinity H1 population) and shorter residence time in the absence of Pin1, 
compared to their Pin1wt counterparts.  
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Supplementary Figure 4.8 – Quantification of Pin1 and pS173 levels at lac 
arrays. Pin1 levels and H1.2/H1.5 pS173 levels were measured by using the 
mcherry-LacR or mcherry-ER-tTA as a mask to define regions of interest. The 
intensity obtained from this channel was measured against the average intensity of 
the entire nucleus to obtain fold enrichment. Each dataset is an average value 
reported from more than 30 cells compiled from two or more independent 
experiments. These experiments clearly show the increase in Pin1 levels and 
pS173 levels at sites of transcription, with this increase being independent of 
RNA Polymerase II.  
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Supplementary Figure 4.9 – Accumulation of RNA Polymerase II at sites of 
transcription and the affect of a-amanitin on its levels. (A) U2Os 263 cells 
were transfected with either mcherry-LacR or mcherry-ER-tTA following which 
Tamoxifen was added to stimulate the translocation of the mcherry-ER-tTA to the 
nucleus. This is accompanied by an accumulation of RNA Polymerase II at the lac 
arrays. Mcherry-LacR fails to recruit any RNA Polymerase II alluding towards a 
transcriptionally silent chromatin state. (B) U2Os 263 cells were treated with a-
amanitin for either 5hrs or 18hrs in order to deplete the pool of RNA Polymerase 
II. At the 5hr time point, some RNA Polymerase II foci were still observed, 
however, at the 18hr time point, these were significantly reduced.  
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Supplementary Figure 4.10 – Chromatin decondensation upon 
transcriptional activation. U2Os 263 cells were transfected with either mcherry- 
LacR or mcherry-ER-tTA, following which transcription as induced with the help 
of Tamoxifen. These cells (living) were then placed under a confocal microscope 
and subject to z-stacks (50 slices in 9sec). The stacks were then analyzed on 
Imaris surface rendering software and the volume occupied by the arrays were 
measured. Examples illustrated here show the “puffing” of the arrays upon 
transcriptional induction. The average volume (more than 60 cells) increases from 
0.67µ3 to 0.997µ3 upon activation of transcription.  
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Supplementary Figure 4.11 - Dynamics of H1.1 and H1.2 at sites of 
transcription. U2OS 263 cells were co-transfected with either GFP H1.1 or GFP 
H1.2 and mcherry-LacR or mcherry-ER-tTA. The dynamics of GFPH1.1 were 
measured at the lac arrays at transcriptionally inactive sites (A) and when the 
same was activated with transcription (B) with Tamoxifen (1hr). Similarly, the 
dynamics of another euchromatin enriched H1 variant H1.2 was measured at 
transcriptionally inactive (C), and when transcriptionally activated with 
Tamoxifen for 1hr (D) and 3hrs (E). The t50 values from the FRAP curves are 
shown in (F).  
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Supplementary Table I – Mathematical modeling data of H1.1, H1.5 and 
H1.1mut. Kinetic parameters such as effective diffusion coefficient, residence 
time, transition time and the percentage of strongly bound population were 
derived from modeling the FRAP curves shown in Figure 4.5. Statistically 
significant values are shown in bold.  
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4.6 - Supplementary unpublished results and discussion 

4.6.1 – H1 dynamics at sites of replication  

Histone H1 has higher levels of phosphorylation at sites of DNA replication and 

leads to chromatin decondensation (Alexandrow & Hamlin, 2005; Chadee et al, 

1997; Yasuda et al, 1981). We wished to investigate the role that Pin1 played in 

influencing the dynamics of H1 at the sites of replication. In order to accomplish 

this, we cotransfected Pin1wt and Pin1-/- cells with RFP-PCNA and GFP-H1 and 

spot-bleached sites that were enriched with PCNA, and monitored the recovery of 

H1. PCNA (proliferating cell nuclear antigen), a polymerase clamp, forms distinct 

replication foci allowing easy visualization of the sites of DNA replication 

(Leonhardt et al, 2000a; Sporbert et al, 2005; Sporbert et al, 2002). It is an 

essential protein for ensuring processivity of DNA replication and is commonly 

used as a marker for replication foci/factories (Jonsson & Hubscher, 1997; 

Leonhardt et al, 2000b; Wyman & Botchan, 1995). We used PCNA foci as a mask 

to photobleach GFP-H1 at the sites of replication, and then monitored the 

dynamics of these proteins, by FRAP. We were able to increase the number of S-

phase cells by carrying out a single-thymidine block, which gave us a mixture of 

early to late S-phase cells.  

Wild-type H1.1 associated with sites of replication, recovered faster in the 

absence of Pin1 than when Pin1 was present (Supplementary Figure 4.12 A). This 

pattern was similar to that observed earlier in asynchronous population of cells. 

However, when we mutated the Thr site to Ala (T152A) (Supplementary Figure 

4.12 B), we observed very little change in recovery profiles in the presence or 
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absence of Pin1. A similar recovery pattern was obtained when site 183 was 

substituted with Thr (T152A S183T) (Supplementary Figure 4.12 C). This 

suggested to us that neither Ser nor Thr were subject to Pin1 dependent 

isomerization at position 183, in the absence of Thr at site 152. It also alludes 

towards the crucial role played by Thr at site 152 in influencing H1 dynamics. 

This is in stark contrast to the pivotal role played by Ser at position 183 and the 

minimalistic role played by Thr 152, when the analyzed the global changes in H1 

dynamics in interphase cells. Interphase cells do contain a sizable population of S-

phase cells, however, analyzing the changes in H1 mobility at localized regions 

(such as sites of replication) is more sensitive to localized changes, that would 

otherwise, be missed in the global analysis of H1 population.  

We next targeted site 183 and replaced it with Thr, producing H1.1 (S183T) 

(Supplementary Figure 4.12 D) mutant and monitored the recovery at sites of 

replication. We found that this mutant showed a significant decrease in mobility 

in the presence of Pin1, similar to the response seen in wtH1.1, although 

completely different from the H1.1S183T kinetics seen in asynchronous 

populations. The marked change in kinetics was abrogated when one of the Thr at 

site 183 was changed to Ala (S183A) (Supplementary Figure 4.12 E). This 

suggests that phosphorylation of Thr at 152 is dependent upon the presence of a 

phosphorylated residue at site 183.  

Next we substituted Ser at site 152 (T152S) (Supplementary Figure 4.12 F). 

Unlike H1.1 S183T, H1.1 T152S showed no change in FRAP recovery profiles in 

Pin1wt vs. Pin1-/- cells. However, this failed to elicit any response in the presence 
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of Pin1. A similar response was seen in H1.1 T152S S183T (Supplementary 

Figure 4.12 G).  However, H1.1 T152S S183A (Supplementary Figure 4.12 H) 

had a recovery pattern like wtH1.1. This suggests that either H1.1T152S is not 

phosphorylated, or may have counter-balancing changes in binding/unbinding 

rates.  

We haven’t been able to show the presence of Thr phosphorylations at 

sites of replication, due to the incompatibility of site-specific antibodies for 

immunofluorescence experiments. For the interpretations made below, we assume 

that variants that show a change in H1 dynamics between Pin1-/- and Pin1wt cells 

to be phosphorylated, and that the change in dynamics is due to the 

phosphorylation dependent Pin1 mediated stabilization in binding. A lack of any 

change in dynamics between Pin1-/- and Pin1wt cells would imply that the H1 

variant is not phosphorylated. While such an approach was validated by our 

analysis of H1 mutants in an asynchronous population, it is an indirect approach, 

and more direct approaches to monitor Thr phosphorylation needs to be adopted. 

If our above assumption is valid, then it would appear that at sites of 

replication, additional rules that need to be followed for Pin1 mediated 

stabilization of H1 – A. Thr at position 152 is absolutely necessary for 

phosphorylation, whereas, Ser is incompatible for phosphorylation at this 

position. B. Phosphorylation of Thr at position 152 is dependent on a phospho-

compatible (either Ser/Thr) residue at position 183. However, it must be 

emphasized that these rules are based on the assumption that the sites are 

phosphorylated, and more experiments are warranted to test our hypothesis.  
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Supplementary Figure 4.12 – H1.1 dynamics at sites of replication. GFP-H1.1 
was co-transfected with RFP-PCNA in Pin1-/- (open circles) and Pin1wt cells 
(filled circles) , and the cells were enriched in S-phase using a double thymidine 
block. RFP-PCNA was used as a mask to photobleach GFP-H1 molecules at the 
sites of replication and the recovery was compared against a background of Pin1 
depletion. (A) Wildtype H1.1 shows faster recovery in the absence of Pin1 at the 
sites of replication, however, mutation of the Thr residue at position 152 (B) 
completely abolishes the change in dynamics upon Pin1 depletion, which suggests 
the crucial role played by Thr at this position. Substitution of Thr at position 183 
(C & D), however, showed that Pin1 mediated stabilization is only possible if a 
Thr occupies position 152, proving the greatest Pin1 mediated stabilization. 
However, Thr at 152 is not sufficient for Pin1 mediated stabilization as mutation 
of position 183 to Ala abrogates this effect (E). The importance of Thr at position 
152 is further highlighted by the fact that mutation of this residue to Ser, once 
again, abrogates the Pin1 mediated stabilization (F-H).  
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4.6.2  - Focal accumulation of Pin1 alters chromatin condensation 

Our results so far have alluded towards elevated Pin1 levels and H1 

phosphorylation levels at a transcriptionally competent chromatin state. In order 

to understand what these two key events play in establishing this state, we 

engineered a LacR-mcherry (or CFP) –Pin1 construct, and transfected these to 

263 cells harboring the lac array system described above. Two other constructs, 

LacR-mcherry-Pin1 R68,69A and LacR-mcherry-Pin1 C113A (Stukenberg & 

Kirschner, 2001; Zhou et al, 2000) (referred to as LacR-Pin1mut) were generated 

to investigate whether the isomerase activity of Pin1 was needed to accomplish its 

role in establishing a transcriptionally competent state.  

Our previous results with Pin1-/- and Pin1 siRNA studies alluded towards the 

potential role of Pin1 in influencing chromatin condensation levels (Figure 4.6). 

Here, we wished to investigate if a local increase in Pin1 concentration would 

achieve a similar effect and the consequences of such a change. We transfected 

the 263 cells with either mcherry-LacR, mcherry-LacR-Pin1, mcherry-LacR-Pin1 

R68,69A or mcherry-LacR-Pin1 C113A (Supplementary Figure 4.13A, B). We 

observed that the Pin1 constructs (both wildtype and mutants) lead to increased 

chromatin decondensation, as compared to mcherry-LacR alone. These 

experiments were done in the absence of any added transcriptional activators 

(such as mcherry-ER-tTA) or Tamoxifen. The decondensation levels were similar 

to that seen in transcriptionally elongating chromatin (mcherry-ER-tTA + 

Tamoxifen 3hrs). However, unlike the decondensation seen in the presence of 

transcriptional activators (mcherry-ER-tTA+Tamoxifen), which are sensitive to 
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the presence of α-amanitin, the decondensation seen in the presence of LacR-Pin1 

and LacR-Pin1mut were found to be insensitive to α-amanitin (Supplementary 

Figure 4.13B). α-amanitin causes the degradation of RNA Polymerase II (Nguyen 

et al, 1996), hence, this suggested that the decondensation induced by LacR-Pin1 

(and Pin1mut) were independent of RNA Polymerase II.  

The observed chromatin decondensation in both LacR-Pin1 and LacR-Pin1mut 

could be either due to the decondensation being independent of the isomerase 

activity and Pin1 being a scaffold for other chromatin modifiers, or perhaps, due 

to a difference in the rate at which the decondensation is achieved. To test these 

models, we transfected cells with the LacR-Pin1wt and LacR-Pin1mut as 

described above, but in the presence of IPTG. IPTG is a strong inhibitor of LacR 

and prevents its binding to DNA (Hu & Davidson, 1987). In the presence of 

IPTG, LacR-constructs adopt a uniform nuclear distribution, as opposed to 

concentrating at the lac-arrays. Following 24hrs of transfection, cells were washed 

three times with PBS and grown in media devoid of IPTG. Following regular time 

intervals, we measured the volume occupied by the lac arrays using rapid z-stacks 

on living cells, as described above (Supplementary figure 4.13C). The 18-hour 

time point is taken as the final steady state level, and measured in cells without 

any added IPTG (overnight transfection).  

As can be seen in Supplementary Figure 4.13C, both the LacR-Pin1mut lead to 

chromatin decondensation much more rapidly than LacR-Pin1wt. The difference 

is obvious at 6hrs post removal of IPTG, wherein LacR-Pin1mut achieve steady 

state chromatin decondensation levels seen at the 18hr time point. Chromatin 
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decondensation mediated by LacR-Pin1wt is much slower compared to the 

catalytically inactive mutants. These experiments suggested that the isomerase 

activity (or lack thereof) is important in promoting chromatin decondensation.  
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Supplementary Figure 4.13 – Focal accumulation of Pin1 and Pin1mut causes 
chromatin decondensation at lac arrays. (A) U2OS 263 cells were transfected 
with either LacR or LacR Pin1 and the changes to the volume occupied by the lac 
arrays was monitored in living cells. Raw image of the lac array obtained from a 
representative sample is shown in the top panel, while the same image series, 
upon volume rendering is shown in the middle panel. As can be seen in these 
representative images, upon tagging Pin1 to lacR, the volume of the lac arrays 
increases from 0.831µm3 when transfected with just lacR to 1.259µm3 in the 
presence of lacR-Pin1. (B) Quantification of the changes in the volume occupied 
by the arrays when transfected with either LacR, LacR-Pin1, LacRPin1mut or 
with tTA-ER+ Tamoxifen, in the presence/absence of α-amanitin. 
Decondensation of chromatin seen in the presence of transcriptional activation 
(tTA-ER+Tamoxifen) is abolished when treated with α-amanitin. However, 
chromatin decondensation caused by LacR-Pin1, or LacR-Pin1mut is relatively 
unaffected by the presence of α-amanitin. (C) Mcherry-LacR-Pin1 and mcherry-
LacR-Pin1mut were transfected in U2OS cells housing the lac arrays and 
incubated with IPTG for 24hrs. The next day, the IPTG was washed away and the 
decondensation of the array was monitored with time. As can be seen, LacR and 
LacR-Pin1 cause very little change in the decondensation of the array from 2-6hrs 
following IPTG withdrawal. LacR-Pin1mut on the other hand, induces rapid 
decondensation of the arrays in the same time frame. Overnight transfection of 
these constructs (18hrs), in the same cell-line, however, causes the similar 
amounts of decondensation both in lacR-Pin1 and lacR-Pin1mut constructs.  
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4.6.3 – Focal accumulation of Pin1 recruits RNA Polymerase II 

The decondensation of chromatin by LacR-Pin1 and LacR-Pin1mut to levels seen 

in transcriptionally elongating chromatin raised the possibility that accumulation 

of LacR-Pin1 and the LacR-Pin1mut were sufficient to induce transcriptional 

elongation. In order to test this, we tested whether there was an increased 

accumulation of RNA Polymerase II at these sites. Indeed, local enrichment of 

LacR-Pin1 and LacR-Pin1mut did lead to increased RNA Polymerase II 

accumulation (Supplementary Figure 4.14A, B). The enrichment of RNA 

Polymerase II was at levels similar to those observed at transcriptionally 

elongating chromatin (arrays targeted by mcherry-ER-tTA+Tamoxifen). 

However, the accumulation of RNA Polymerase II, was independent of the 

isomerase activity of Pin1. Following transfection of LacR-Pin1 and LacR-

Pin1mut, growth in IPTG and PBS washes, RNA Polymerase II accumulation was 

monitored at regular time intervals (Supplementary Figure 4.14C). We found no 

differences in the rate at which Polymerase II accumulates at arrays targeted by 

either LacR-Pin1 or LacR-Pin1mut.  
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Supplementary Figure 4.14 – Focal accumulation of Pin1 leads to 
recruitment of RNA Polymerase II in an isomerase independent manner. (A) 
LacR-Pin1 was transfected into U2OS 263 cells housing the lac arrays. 
Immunofluorescence experiments were carried out to test the recruitment of RNA 
Polymerase II at these sites of increased Pin1 accumulation. The arrow shows that 
even in the absence of added transcriptional activators, RNA Polymerase levels 
increase at these sites. (B) Accumulation of RNA Polymerase II levels were 
quantified following transfection of LacR-Pin1 or LacR-Pin1mut in U2OS 263 
cells. RNA Polymerase II levels rose to the same extent in LacR-Pin1 and LacR-
Pin1mut as actively transcribing chromatin (mcherry-ER-tTA + Tamoxifen 
(1hr/3hrs). Basal level of RNA Polymerase II was observed when just mcherry-
LacR was transfected in these cells. (C) Kinetics of RNA Polymerase II 
recruitment following focal accumulation of Pin1. Mcherry-LacR-Pin1 and 
mcherry-LacR-Pin1mut were transfected in U2Os 263 cells with IPTG overnight. 
Next day, the IPTG was washed away and the kinetics of RNA Polymerase II was 
monitored using time-course immunofluorescence experiments. Both LacR-Pin1 
and LacR-Pin1mut were able to recruit RNA Polymerase II at similar rates and 
quantities, suggesting that this mechanism was independent of isomerase activity. 
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4.6.4 – Focal accumulation of Pin1 does not lead to transcriptional elongation 

The decondensation, increased H1 phosphorylation and elevated RNA 

Polymerase II accumulation at the lac arrays following transfection of LacR-Pin1 

(and LacR-Pin1mut) alluded towards Pin1, in itself, being able to initiate 

transcriptional elongation. However, we could not find evidence for high levels of 

elongation at the lac arrays with just LacR-Pin1/LacR-Pin1muts. There was no 

increase in YFP-MS2 colocalization at these sites. Accordingly, there was a lack 

of a translational product (CFP-SKL) when the arrays were targeted with LacR-

Pin1/LacR-Pin1muts. This is in comparison to high levels of YFP-MS2 

colocalization at the lac arrays and CFP-SKL product being formed when 

transcription is activated by mcherry-ER-tTA and Tamoxifen (Supplementary 

Figure 4.15A, B, C).  

This suggested that the transcriptionally competent chromatin setup by Pin1 

accumulation needed an additional factor (such as transcriptional activator) to 

initiate elongation. When we co-transfected LacR-CFP-Pin1, LacR-CFP-

Pin1muts and mcherry-ER-tTA we found the chromatin to undergo 30% more 

decondensation upon addition of Tamoxifen, than those that were transfected with 

GFP-LacR and mcherry-ER-tTA (Supplementary Figure 4.16). 
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Figure 4.15 – Focal accumulation of Pin1 or Pin1mut does not lead to 
transcriptional elongation. (A) Upon transcriptional activation of the lac arrays, 
the system is designed to drive to expression of an artificial CFP-SKL gene. 
Transfection of LacR-Pin1(and Pin1mut) does not lead to accumulation of the 
translational product of the arrays (CFP-SKL). Transfection of mcherry-ER-tTA 
along with Tamoxifen induces a strong expression of the CFP-SKL translational 
product. β-actin is used as a loading control. (B) Transcriptional activation drives 
the expression of CFP-SKL gene that also contains MS2 repeats. Transfected 
YFP-MS2 binds the MS2 repeats on the transcribed mRNA resulting in localized 
accumulation of YFP MS2 at these sites. While mcherry-ER-tTA+Tamoxifen 
induces a strong enhancement of the YFP MS2 signal at these sites, mcherry-Pin1 
(and Pin1mut) show no increase in YFP MS2 enrichment at the lac arrays. (** 
denotes statistical significance with p-value less than 0.5, greater than 0.001, 
while the horizontal line in the boxes represents the median value of the 
population). (C) Representative images showing the accumulation of CFP-SKL 
and YFP MS2 when transcriptionally activated using the mcherry-ER-tTA 
construct + Tamoxifen (1hr, top panel and 6.5hrs midpanel). The CFP-SKL 
product is seen to accumulate at peroxisomes, given the SKL peroxisome-
targeting motif present in this protein. There is no accumulation of CFP-SKL or 
YFP MS2 at LacR-Pin1 sites, suggesting that these sites are not transcriptionally 
active in the absence of transcriptional activators.  
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Figure 4.16 – Transcriptional activation at sites of Pin1 accumulation leads to 
increased chromatin decondensation. Transfection of LacR-Pin1 to lac arrays 
leads to chromatin decondensation, however it does not, by itself, lead to 
transcriptional activation. When such sites are transcriptionally activated by 
transfecting mcherry ER-tTA+ Tamoxifen, further chromatin decondensation is 
seen. For example, the representative image (above) shows that in the absence of 
any ‘priming’ from Pin1, chromatin decondenses to 1.13µm3. When cells are 
transfected with lacR-Pin1 prior to activation of transcription, the lac arrays 
decondense to occupy a volume of 1.484µm3.  
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Chapter V – Perspectives 
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5.1 - Synopsis   

Compared to the regulation of core histones by post-translational modifications, 

the regulation of H1 has received much less attention. Core histone acetylation 

and H1 phosphorylation are critical events during transcriptional activation. 

Furthermore, both core histone acetylation and H1 phosphorylation are mis-

regulated during oncogenesis further emphasizing the need for detailed 

mechanistic insight into their regulation and their impact on chromatin structure. 

From our studies involving core histone acetylation and H1, we discovered the 

mechanisms whereby this modification has an impact on the mobility of low-

affinity H1 population, while having variant-specific effects on the mobility of the 

high-affinity H1 population. We also found that core histone acetylation 

significantly reduced the cooperativity of H1 binding. This was a novel finding 

correlating the changes in chromatin structure to the cooperativity of H1 binding 

to chromatin. The ability of FRAP to assess cooperativity in H1 binding provides 

a vehicle for studying different types of H1 binding in living cells.   

In our studies with H1 phosphorylation and Pin1, we characterized a novel 

mechanism of histone H1 regulation--phosphorylation-dependent proline 

isomerisation. The molecular mechanism behind H1 phosphorylation, a post-

translational modification in many different cellular events including 

transcription, replication and mitosis, is poorly understood. In this study we 

demonstrated that Pin1 acts on phosphorylated H1 molecules in which it alters the 

conformation of the C-terminal domain of H1. This conformation stimulated 

dephosphorylation by PP2A. Furthermore, Pin1-mediated proline isomerisation 
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promoted H1 binding to chromatin thereby leading to chromatin condensation. 

This was true even during transcriptional elongation. Our study provided 

mechanistic insight into the regulation of H1 phosphorylation in interphase cells. 

Furthermore, we detailed a hitherto unknown function of Pin1. Pin1 modifies 

chromatin structure by modulating the association of histone H1 with chromatin 

through isomerisation of the carboxy terminal domain. The role of Pin1 as a 

chromatin modifier is consistent with recent developments in the field where a 

member of FKBP class of prolyl-isomerases (Fpr4 in yeast) has been shown to 

alter both transcription and chromatin structure through its histone (H3, H4) 

isomerase activity (Nelson et al, 2006). Our study revealed that histone H1 was 

also a target of proline isomerisation but that, in the case of Pin1, proline 

isomerization is dependent upon phosphorylation, thereby establishing post-

phosphorylation isomerization of the peptidyl proline bond as an important 

regulatory mechanism in transcription and chromatin condensation. Our study 

represented a significant advance in our understanding of how the chromatin-

dependent functions of H1 are controlled.  

5.2 – Comprehensive model 

Our studies analyzing the impact of core histone acetylation and proline 

isomerization of H1 have alluded to a general mechanism whereby 

posttranslational modifications regulate H1 dynamics. FRAP experiments and the 

analysis of FRAP data by mathematical modeling have provided us with 

experimental evidence that H1 binding involves a series of low-affinity 

interactions with DNA that eventually lead to a high affinity chromatin bound 
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state. The progression of binding from a freely diffusing state to a high affinity 

chromatin bound state also correlates with increasing stability of the nucleosomal 

particle. H1 binding is initiated by the CTD then either site-I or site-II of the 

globular domain establishes contact with the DNA (Stasevich et al, 2010). This 

positions the CTD to bind the linker DNA. Following acquisition of structure by 

the CTD, a high-affinity state is formed (Brown et al, 2006; Stasevich et al, 2010). 

Our studies found that core histone acetylation altered the cooperativity of H1 

binding, which resulted in a reduced efficiency of globular domain binding and 

subsequent positioning of the CTD of H1 for high affinity interactions. Proline 

isomerization, on the other hand, was able to alter the conformation of the CTD 

and stabilize H1 binding to chromatin. Further experiments need to be carried out 

to elucidate whether Pin1 affects H1 at multiple stages of binding, or whether a 

single isomerization event is sufficient to stabilize H1. However, our results 

reveal the general mechanism employed by core histone acetylation and 

phosphorylation dependent proline isomerization – these act by impeding or 

stabilizing one or more steps in the H1 binding cycle, thereby affecting H1 

function. While impeding a step in the H1 binding cycle, by preventing the 

transition from low-affinity interactions to high affinity interactions would 

destabilize H1 and may lead to chromatin decondensation, mechanisms that 

facilitate this transition or further stabilize the high affinity H1 binding could lead 

to condensed chromatin structures.  
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Figure 5.1 – Changes in nucleosomal structure upon induction of 
transcription-associated post-translational modifications of histones. In the 
absence of H1 binding, the linker DNA strands are in an “open” configuration 
given the mutual electrostatic repulsive forces of the linker DNA strands. Binding 
of H1 to deacetylated chromatin initiates the folding of the linker DNA to form a 
stem-like motif, thought to be responsible for directing higher order folding of 
chromatin (Bednar et al, 1998). This structure is thought to be attained when the 
CTD of H1 acquires a structure upon interacting with DNA, thus establishing a 
high affinity chromatin bound state for H1. When the core histones are acetylated, 
we have shown that this modification reduces the cooperativity of H1 binding, 
which may impede the ability of H1 to bring the linker DNAs together. 
Phosphorylation dependent proline isomerisation mediated by Pin1 on the other 
hand, increases the residence time of high affinity H1 population, thereby 
stabilizing H1 binding. Thus posttranslational modifications, such as core histone 
acetylation and Pin1 mediated proline isomerisation, affect one or more binding 
steps of H1 potentially affecting H1 function of condensing chromatin.  
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5.3 - Applicability to other post-translational modifications –  

 DNA methylation and H1 – Our studies alluded towards a possible mechanism 

through which post-translational modifications may change H1 binding. This 

model can be used to predict the changes in H1 mobility following other 

chromatin modifications, such as DNA methylation. DNA methylation involves 

the addition of a methyl group on the cytosine residues of DNA (Hurwitz et al, 

1965). This modification does not change the negative charge on the DNA 

backbone and, consequently would predictably not affect the binding of the CTD 

or the globular domain, which are primarily mediated by electrostatic charge 

interactions. The CTD would be in a more hydrophobic molecular environment. 

One could, therefore, predict a change in the acquisition of CTD structure. 

Increasing the hydrophobicity within the H1 CTD by deprotonating lysine 

residues at an alkaline pH increases the folding of the CTD (Roque et al, 2009), 

alluding towards hydrophobicity being favorable for H1 binding and chromatin 

compaction. However, it remains to be seen whether increasing the 

hydrophobicity of the external environment of CTD can alter its structure and thus 

stabilize or destabilize H1 binding. One could predict from our model that most of 

the changes in H1 mobility upon DNA methylation would arise from changes in 

the high-affinity H1 population, while the low-affinity H1 population would 

remain unaffected.   

Consistent with increased hydrophobicity increasing H1 binding to 

chromatin, DNA methylation induced by 3-aminobenzamide causes chromatin 

condensation only in the presence of linker histones in vitro (Karymov et al, 
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2001). DNA methylation also induces changes at the nucleosomal level by 

increasing the rigidity and compactness of the nucleosomes (Choy et al, 2010). 

However, cells in which DNA methylation is completely knocked out (Dnmt3a-/- 

and Dnmt3b-/-), showed that these cells had no change in chromatin compaction 

but had decreased mobility of H1, as analyzed by FRAP (Gilbert et al, 2007). 

Compensatory mechanisms might play a role in the complete absence of DNA 

methylation induced in these cells, which might also explain why an increase in 

core histone acetylation is also observed in these cells (Gilbert et al, 2007). The 

latter could also be due to the close association of HDACs with methyl CpG 

binding proteins. For example, MeCP2 forms a complex with HDAC1 and 

HDAC2 and is thought to play key roles in transcriptional silencing (Dobosy & 

Selker, 2001; Jones et al, 1998; Nan et al, 1998). It will be interesting to analyze 

whether the change in H1 dynamics can be reproduced when DNA methylation is 

induced in the presence of a drug, such as 3-aminobenzamide.  

The example with DNA methylation and H1 dynamics also highlights the 

limitations of our model. It cannot predict H1 behavior in the presence of multiple 

pathways that can simultaneously impact H1 behavior. For example, in our 

studies with TSA and H1 dynamics, we observed that an overnight treatment with 

TSA led to both core histone hyperacetylation and H1 dephosphorylation. This 

makes it difficult to predict the changes in H1 behavior upon such a treatment and 

further experimental evidence may be needed to make accurate predictions of H1 

behavior.  
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5.4 - Implications of the model – 

5.4.1 - Core histone hyperacetylation and phosphorylation dependent proline 

isomerization of H1 modulate the ‘site-exposure’ of chromatosomes.  

The sequential binding steps of H1 result in bringing the two linker DNA in close 

proximity to form a closed stem like structure (Bednar et al, 1998). Post-

translational modifications that disrupt H1 binding would impede the processes 

that bring the linker DNA together in space. The chromatosomes can be thought 

of being in equilibrium between a conformation with a loosely bound H1 

molecule and one in which H1 is strongly bound. Post-translational modifications 

that impede the binding of H1 would result in a conformation of the 

chromatosome that is loosely bound with an ‘open’ conformation of linker DNA 

thereby increasing the ‘exposure’ of the chromatosome. This is of physiological 

relevance since it would increase the probability of binding by transcription 

factors or DNA dependent proteins, allowing greater access to DNA.  

5.4.2 - Chromatin decondensation and transcription 

One of the implications of our model is that H1 is still bound to chromatin 

following changes to chromatin upon induction of transcription (such as core 

histone hyperacetylation), albeit with lower affinity. The stably bound H1 

population remained fairly constant for all variants regardless of the modification 

induced. Most of the changes induced either by core histone acetylation or Pin1, 

included changes in the proportion of low-affinity H1 population and temporal 

changes (residence time, transition time) to high affinity H1 population. 

Consistent with this observation, we also found that the affinity of H1 for 
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chromatin was independent of transcriptional activity. Moreover, others have 

observed a modest reduction (20% (Ericsson et al, 1990; Kamakaka & Thomas, 

1990) – 30% (Ridsdale & Davie, 1987)) in the amount of H1 at sites of 

transcription. These studies and our observations suggest that chromatin does not 

require the complete displacement of histone H1 to be transcribed but, rather, H1 

is well-retained on transcribed DNA. 

This is in contrast to in vitro models and some in vivo studies that 

suggested that H1s displacement is a key step in transcriptional elongation (Koop 

et al, 2003; Vicent et al, 2011) and that chromatin could decondense to the level 

of nucleosomes during this process (Andersson et al, 1982). Such decondensation 

is common in polytene chromosomes, which harbor very high rates of 

transcriptional activity (frequency of 1 RNA Polymerase II/300bp) (Andersson et 

al, 1982) (Lamb & Daneholt, 1979), but may not be a common feature of 

eukaryotic transcriptional units (average frequency of 1 RNA Polymerase 

II/transcriptional unit) (Jackson et al, 2000).  

The retention of H1 in chromatin undergoing transcription-associated 

modifications has implications on the structure of the 30nm fiber under such 

conditions. The current model describing the changes in chromatin structure upon 

transcriptional induction (Bassett et al, 2009; Robinson & Rhodes, 2006; Travers, 

2009), which will now be referred to as the hierarchical structure model, in order 

to differentiate it from the dynamic structural model proposed by us, is detailed 

below. The hierarchical model suggests that in the presence of H1 in a 1:1 

stoichiometry to nucleosomes and long nucleosome repeat lengths, the 
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predominant structure of the 30nm is a one start helical model similar to the one 

proposed by Robinson & Rhodes (Robinson et al, 2006; Robinson & Rhodes, 

2006). This forms the apex of chromatin compaction for the 30nm fiber under 

physiological conditions, and is thought to be the predominant structure in mitotic 

chromosomes (Bassett et al, 2009) or transcriptionally inactive chromatin 

(Robinson & Rhodes, 2006). The 30nm fiber can fold into even higher order 

structures, although the nature of these structures is unknown. The Robinson & 

Rhodes model packs in 11 nucleosomes/11nm with a long nucleosome repeat 

length (187bp) with a near 1:1 nucleosome:H1 stoichiometry (Robinson et al, 

2006). Under conditions of suboptimal or shorter nucleosome repeat lengths 

(167bp), the 30nm structure is thought to decondense and adopt a conformation as 

suggested by Richmond and colleagues encapsulating 5-6nucleosomes/11nm 

(Richmond et al, 1984) and forms the second level in the hierarchy. Since 

nucleosome repeat lengths are variable, the Richmond model is thought to be the 

default 30nm fiber in a transcriptionally uninduced state.  

Eviction of linker histones from this structure is thought to further promote 

decondensation, which in turn, facilitates transcription. The mechanism of this 

transformation is thought to involve a change in the DNA trajectory due to the 

decrease in linker DNA entry/exit angle upon H1 eviction. This induces a 

decondensation of the chromatin fiber increasing the exposure of the linker DNA 

(Kepper et al, 2008). Upon transcriptional induction and increases in core histone 

acetylation, further chromatin decondensation of the chromatin fiber is 

anticipated, which may be facilitated by the incorporation of histone variants.  
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Figure 5.2 – Current model describing the changes in chromatin structure 
upon transcriptional induction or the hierarchical model of transcription 
induced changes to chromatin. The top panel illustrates the changes in linker 
DNA trajectory upon H1 binding. The bottom panel shows the corresponding 
changes in higher order structure of chromatin. Transcriptionally inactive 
chromatin is thought to adopt the conformation of chromatin that resembles the 
model of 30nm structure as reported by Robinson & Rhodes (Robinson et al, 
2006). In the absence of optimal nucleosome repeat lengths, the chromatin fiber is 
thought to adopt a decondensed structure, similar to the two-start helical model 
reported by Richmond, et al (Schalch et al, 2005). In the absence of linker 
histones, chromatin is thought to be further decondense. This allows the binding 
of transcription factors and proteins associated with transcription. Histone 
acetylation and/or incorporation of histone variants are thought to further 
decondense the chromatin leading to a transcriptionally active chromatin state. 
Note that in this model (Bassett et al, 2009; Robinson & Rhodes, 2006; Travers, 
2009), only two structures (towards the right, or structures at the apex of the 
hierarchy) have an active participation of H1. All other structures are devoid of 
H1, which is inconsistent with our data.  
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Deficiencies of this model – The hierarchical model does not take into account 

the dynamic nature of linker histones, or that of the chromatin fiber itself. This 

model is derived from static images of X-ray crystal structures of tetra-

nucleosomes and EM-pictures of fixed chromatosomal arrays and fails to consider 

the wealth of information gained from kinetic experiments done on nuclear 

proteins and the nucleosome itself (dynamicity of chromatin is reviewed in 

(Hubner & Spector, 2010)). Only two structures (of the four proposed) are 

thought to be in an equilibrium mediated by the presence/absence of H1 binding. 

Our experiments clearly show the presence of H1 under different chromatin 

conditions.  

Furthermore, whereas the Richmond model is the ‘default’ model for the 

30nm fiber, it has been shown that the 30nm fiber adopts a conformation similar 

to that proposed by Robinson & Rhodes in the presence of H1 and physiologically 

relevant salt concentrations (Robinson et al, 2006). The Rhodes model is also 

based on nucleosome repeat lengths most commonly found in nature (178-197bp) 

while the Richmond model is based on a repeat length of 167bp. The 

transformation from the compact and thick fibers as suggested by the Rhodes 

model to the thinner 30nm fibers Richmond model, is assumed to depend upon 

changes in nucleosome repeat lengths, while it has been shown that nucleosome 

repeat length does not correlate with the diameter of the fiber (Robinson et al, 

2006). Thus, nucleosome repeat length alone cannot be the sole mechanism that 

can cause the transformation between structures. The deficiencies in this model 

can be explained if we take into account the dynamic structure of the chromatin 
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fiber and the contribution that H1 molecules play in influencing the structure, as 

explained below. 

The dynamic chromatin model - Before we describe a model of how chromatin 

changes upon transcriptional induction and associated post-translational 

modifications, the structure of the chromatin fiber in the absence of post-

translational modifications needs to be described. Numerous biochemical 

experiments have conclusively shown the presence of H1 at near 0.8-1:1 

stoichiometry with core histones in most eukaryotic organisms (reviewed in 

(Woodcock et al, 2006; Zlatanova & Van Holde, 1992)). With stoichiometric H1 

concentrations and chromatin fibers with longer nucleosome repeat lengths, the 

predominant model is proposed to adopt a one-start helical model as suggested by 

Robinson & Rhodes (Structure III in Figure 5.3). In the absence of the stabilizing 

role of H1, this structure forms puddles of nucleosomes and is disorganized, as 

reported in (Routh et al, 2008) (Structure I). Our model predicts that the ‘default’ 

chromatin structure is in a state of constant equilibrium between these structures 

(Structure II).  

Ours and several other FRAP experiments on H1 have shown that most of 

the H1 molecules are bound to chromatin with low affinity (88% by our own 

estimate) (Carrero et al, 2004a; Carrero et al, 2004b; Misteli et al, 2000). More 

importantly, H1 is in a state of dynamic equilibrium undergoing complex binding-

unbinding events (Lever et al, 2000; Misteli et al, 2000). If we work under the 

assumption that H1 binding and the consequent changes in linker DNA trajectory 

has a direct impact on chromatin structure, then it would imply that the chromatin 
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fiber itself is in a state of dynamic equilibrium that is dictated by the binding of 

architectural proteins such as H1. This is supported by atomic force spectroscopy 

experiments that have described the 30nm fiber as being highly compliant and 

dynamic (Kruithof et al, 2009).  

One of the key differences between the two models is that our model 

places H1’s role in stabilizing chromatin fibers as a key feature in shaping 

different chromatin structures. With a stronger binding of H1 to chromatin, the 

equilibrium would be shifted to the more compact and ordered structure proposed 

by Robinson & Rhodes (Structure III), while a relatively weaker binding of H1 

would favor the more disorganized structure (Structure I/II). In FRAP or 

mathematical modeling terms, a stronger binding would imply a greater residence 

time for high affinity H1 population and/or higher affinity for the freely diffusing 

pool to chromatin. The transition between chromatin structures can, of course, be 

enhanced or impeded by other chromatin remodelers or histone variants, which 

also play a significant role in determining chromatin structures. Unlike the 

hierarchical model, furthermore, our model does not require eviction of H1 from 

decondensed structures such as transcriptionally active chromatin. Post-

translational modifications, for example, can impede the binding cycle of H1 by 

preventing the transition from low-affinity to high affinity interactions and push 

the equilibrium of 30nm structures towards a decondensed state (Structure I). 

Furthermore, the process of evicting H1 is energetically unfavorable given the 

strong electrostatic interactions between H1 and DNA. 
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Our data does not support a complete transformation of the 30nm fiber to 

the Robinson & Rhodes model (Structure III) in an interphase nuclear 

environment. Numerous FRAP experiments have established that the majority of 

H1 molecules are bound to chromatin with low-affinity (Carrero et al, 2004a; 

Carrero et al, 2004b; Misteli et al, 2000). This assumption in this interpretation is 

that a complete transformation to the Robinson & Rhodes model would 

necessitate a high degree of H1 molecules bound with high affinity, to stack and 

orient successive nucleosomes. Such a high proportion of H1 molecules engaged 

in high-affinity binding is inconsistent with our FRAP data. Transition to the 

Robinson model (one-start), however, might be an event seen in condensed 

chromatin structures, such as in mitotic chromosomes. The proportions of high 

affinity H1 molecules in condensed chromosomes have not been reported, 

although they have been observed to still be highly dynamic (Lever et al, 2000). 

As such, the formation of mitotic structures may require the added contribution of 

proteins such as condensins and SMCs (Kireeva et al, 2004). 

Similarly, our data does not support either a complete disorganization of 

the structure I. Since H1 is always present, even in structures that are 

transcriptionally elongating. Hence the ‘default’ model of chromatin is in a 

constant state of flux. This is in contrast to the hierarchical model that describes 

an ‘all or none’ effect whereby nucleosomal arrays in the presence of longer 

nucleosome repeat lengths and H1, radically transform from the Richmond model 

of 30nm fiber to the Robinson & Rhodes model (Bassett et al, 2009; Robinson & 

Rhodes, 2006; Travers, 2009). Our model describes a structure of chromatin fiber 
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that is in a state of dynamic flux between two one-start helices, flux which is 

dependent on the affinity with which H1 binds. It could be a result of this 

dynamicity that the structure of the 30nm fiber has been so controversial. Models 

based on X-ray crystal structures of tetranucleosomes (Schalch et al, 2005) or 

paraformaldehyde-fixed EM samples (Robinson et al, 2006) represent a 

conformation of the chromatin that is static and conformationally immobile. Our 

model is based on the dynamic nature of H1, and hence, is a functionally relevant 

model. However, it will be interesting to see whether different structures of 

chromatin are obtained when chromatin fibers are reconstituted with 

phosphorylated H1 molecules, or when the core histones are acetylated. We will 

now explore the changes to chromatin structure when such changes are imposed 

on the chromatin fiber. 

Our results would support the ‘dynamic chromatin’ model for 

transcription-associated changes in chromatin structure. Upon induction of 

transcription and accompanying acetylation of histones and phosphorylation of 

H1, H1 binding is reduced through changes in H1 binding cycle. This change at 

the nucleosomal level changes the orientation of the linker DNA from a 

predominantly closed position to a relatively open position. In other words, 

impeding the H1 binding cycle decreases the linker DNA entry/exit angle. This 

relaxation in the conformation at the nucleosomal level may be necessary and 

sufficient to allow higher orders of chromatin structures to decondense, allowing 

the acquisition of 30nm structures with a lower compaction ratio.  
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Based on our model in which H1 is always present on chromatin, there are 

two possible, mutually inclusive, modes through which a compact chromatin fiber 

with one start helical structure can decondense.  

1. A change in entry/exit angle induces a change in chromatin structure 

with a lower packing ratio. Upon transcriptional activation, and reduced H1 

binding, the entry-exit angle decreases, which may be sufficient for changes in the 

packaging density of the chromatin fiber. Support for this hypothesis comes from 

Monte-carlo simulations of the one-start helical 30nm fiber, which has revealed 

that upon decreasing in the entry-exit angle from 104° to 84°, the compaction 

ratio decreases from 6.6 nucleosomes/11nm to 5.9 nucleosomes/11nm (Kepper et 

al, 2008).  

2. A transformation to the two-start helix through a reduction in 

nucleosomal repeat length. Although nucleosome repeat lengths from a wide 

variety of tissues and organisms have revealed these values to vary between 175-

190bp, some exceptions to this rule have been reported. Nucleosome repeat 

lengths in the range of 167bp have been found, so far, only in yeast (165bp) 

(Downs et al, 2003; Woodcock et al, 2006) and rat neurons (162bp) (Pearson et al, 

1984). In such cases, the two-start helix, as proposed by Richmond et al., could be 

the predominant structure of the 30nm fiber, with lower compaction and longer 

fiber lengths. Note that such structures have a low dependence for H1 mediated 

compaction (Routh et al, 2008). The lower compaction may be of benefit for 

chromatin structures in yeast that experience high rate of transcriptional activity.  
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Figure 5.3 – Dynamic chromatin conformation model. This model is based on 
the dynamic behavior of H1 molecules in the nucleus, coupled with our 
observation that most changes to chromatin (such as hyperacetylation and Pin1 
mediated proline isomerisation) affect the low-affinity H1 binding or alter the 
residence time of the high affinity population. The proportion of stably bound H1 
molecules is fairly consistent among different chromatin environments, even at 
transcriptionally active chromatin sites. Under conditions of maximal H1 binding 
which ensures maximal coiling of the linker DNA, we expect the conformation of 
the 30nm structure to resemble closely the model proposed by Robinson & 
Rhodes (Structure III) (Robinson et al, 2006). However, under physiological 
conditions under which most of the linker histones are bound to chromatin with 
low affinity, the chromatin fiber is expected to decondense, decreasing the 
packing ratio (Structure II). In the complete absence of H1, the chromatin fiber 
adopts a disorganized structure, forming puddles of nucleosomes (structure I). 
Changes such as increased core histone acetylation and H1 phosphorylation 
change the temporal dynamics of H1. This changes the linker DNA entry/exit 
angles, allowing a further decrease in compaction ratio. Our data predicts that the 
majority of the 30nm fibers seen in vivo would be in state of equilibrium between 
structures I and II, with the strength of linker histone binding determining the 
prevalence of the structure. Euchromatin, which have a higher proportion of 
weakly bound H1 molecules, would also a higher proportion of Structure I, while 
heterochromatic structures would be expected to have a higher proportion of 
Structure II. Structure III could be observed in condensed chromatin structures 
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such as mitotic chromosomes, while structure I could be observed in regions with 
very high transcriptional activity, such as Balbiani ring structures (Andersson et 
al, 1982). The key difference between our model and the one previously 
suggested is the active participation of H1 molecules in determining the shape of 
the chromatin structures. Figure adapted from (Routh et al, 2008), with 
permission from PNAS. 
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Limitations of our model –  

1. Our model is primarily based on the strength of H1 binding in vivo, and as 

such, cannot accurately predict the nature of the fiber itself (such as packing ratio, 

exact angles of linker DNA entry/exit).  

2. There is limited structural information as to the nature of the chromatin fiber 

under reduced H1 binding. It will be interesting to analyze the nature of the 30nm 

fiber in the presence of such modifications, either through cryo-EM procedures 

(Robinson et al, 2006) or molecular simulations on existing models (Kepper et al, 

2008). Atomic force spectroscopy can be used to further elucidate the physical 

properties of the 30nm fiber when nucleosomal arrays are reconstituted with 

phosphorylated H1 or acetylated core histones.  

3. Additionally, our model cannot predict the nature of higher order structures of 

chromatin (greater than 30nm fibers), although we can postulate that the dynamic 

nature of the 30nm fiber could be translated to these higher order structures as 

well.  

5.5 - Future directions   

5.5.1 - Understanding the role of the NTD of H1 

Most of our studies have involved the fusion of the GFP molecule to the NTD of 

H1 (Hendzel et al, 2004; Th'ng et al, 2005). We, and others, have assumed that the 

NTD of H1 plays a minimal role in influencing H1 dynamics (Hendzel et al, 

2004; Stasevich et al, 2010). We have argued against fusing GFP at the CTD, 

since it is intrinsically disordered and has been shown to acquire a structure upon 

interacting with DNA (Raghuram et al, 2009). Placing an ordered GFP molecule 
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at this end would disrupt the molecular architecture of the protein, consistent with 

our observation that H1-GFP binds with lower affinity as compared to GFP-H1 

(Hendzel et al, 2004). However, it has been shown that the NTD is also 

intrinsically disordered, and may also play a role in influencing H1 dynamics 

(Vila et al, 2001). While the NTD lacks the chromatin condensing function that is 

characteristic of the CTD (Allan et al, 1986), it may play a role in positioning and 

orienting the globular domain and the CTD, enhancing the binding of the entire 

molecule (Brown et al, 2006; Vyas & Brown, 2012a). Furthermore, our 

experiments with the switch mutants of H1 in response to core histone acetylation, 

suggest that the NTD of H1 may also a play in influencing the behavior of H1 

towards this modification.  

In order to test this, we will have to use fluorescent tags that do not compromise 

the structure of H1. This can be accomplished by introducing artificially labeled 

H1Cy3 molecules into living cells (Fang et al, 2011), either with the help of 

microinjection or protein transfection methods described elsewhere (Gros et al, 

2006; Yan et al, 2009). H1 proteins are unique in that there is a complete absence 

of cysteine residues in the primary sequence of H1. However, cysteine can be 

introduced by site directed mutagenesis and can be tagged with fluorophores such 

as Cy3 using the free sulphydryl group. H1-Cy3 molecules can be microinjected 

into living cells, and FRAP can be performed as before. The Cy3 tag is 

considerably smaller than GFP and should offer minimal resistance to H1 binding. 

The advantage of using the H1-Cy3 label to study the dynamics of H1 is that it 
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may provide us with the kinetic parameters that would be very close (and perhaps, 

our best) approximation to that of the endogenous H1 molecules.  

The mathematical model that describes the cooperativity of H1 makes an 

assumption that assigns the globular domain and the NTD as since one binding 

module (Stasevich et al, 2010). Should the NTD act as an independent binding 

module, the mathematical model needs to modified to take into account the 

contributions of the NTD to H1 binding.  

The key limitation to this experimental approach is the efficient delivery of the 

labeled proteins to the nucleus. Although microinjection has been utilized by 

several studies, it is fairly invasive.  

5.3.2 – Understanding the role of Thr phosphorylations in H1  

Thr-Pro sites are located proximal to the globular end of the CTD and in the NTD 

of some H1 variants (Th'ng et al, 2005). They are exclusively phosphorylated 

during mitosis (Sarg et al, 2006). Our results showed that Ser in position 183 on 

H1.1 was phosphorylated during interphase. Our studies with Thr switch mutants, 

where we switched the positions of Thr and Ser residues revealed several 

interesting findings. For example, we found that substituting Thr in the position of 

Ser at 183 in H1.1 (H1.1 S183T), resulted in no phosphorylation in interphase. 

This suggested that the kinase that phosphorylates H1 in interphase has a strong 

preference for serine residues at position 183 and not for Thr residues. Thus, it is 

likely that H1 is phosphorylated by a different kinase (perhaps Cdk1) or a 

different kinase/cyclin combination (Cdk2 and cyclin E/A). For example, Cdk2 

activity is thought to occur throughout G1 while peaking at the G1/S transition 
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(Paris et al, 1994). Cdk1, on the other hand, is inactive during G1 due to the 

presence cyclin dependent kinase inhibitors (CKI) and the absence of Cdk1 

specific cyclins (Amon et al, 1994). The activity of Cdk1 increases during late 

G1, and the cyclinB-cdk1 complex is imported into the nucleus prior to nuclear 

envelope breakdown, where it’s active till anaphase (Amon et al, 1994; Schwob et 

al, 1994). Expression of cyclins also varies with cell cycle. Cyclin A expression 

can be detected at the onset of S-phase as well as at the G2 phase interacting with 

both cdk2 and cdc2 (cdk1) (Pagano et al, 1992). Cyclin E, levels peak at the G1/S 

border (Lew et al, 1991), while cyclin Ds are primarily expressed in G1 phase 

(Sherr, 1995). This leads us to the simple hypothesis that in G1 phase, cyclin D-

Cdk2 primarily target Ser residues of H1 while cyclin E-Cdk2 or cyclin A-Cdk1 

target the Thr residues in mitosis.  

Our kinetic studies analyzing the rates of H1 phosphorylation, revealed 

that Thr residues are phosphorylated approximately ten fold faster by 

immunoprecipitated cdk1/2. Similarly, dephosphorylation rates were higher for 

Thr residues, compared to Ser residues in cells treated with cdk2 inhibitor, 

Roscovitine (which also inhibits Cdk1, Cdk5 and cdk7 (Meijer et al, 1997)). Thr 

residues were rapidly dephosphorylated (10-15 min) while Ser residues took 

much longer (30-120 min). While we cannot conclude that cdk2 is the sole kinase 

targeting H1 Ser sites, we can postulate that unlike Ser residues, the Thr sites are 

rapidly and dynamically modified.  

Thr phosphorylated H1 molecules have been observed in mitotic enriched 

cells (Sarg et al, 2006). Our data analyzing H1 dynamics at sites of replication 
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alluded towards the possibility that Thr residues may be phosphorylated at these 

sites. However, neither us nor others have able to show accumulation of H1 Thr 

phosphorylation at sites of replication. This is either due to the lack of specific 

antibodies that recognize this modification, or maybe due to the rapid removal of 

threonine phosphorylation resulting in very low steady state levels of 

phosphorylated threonines in interphase. Furthermore, it is currently unknown if 

H1 is phosphorylated exclusively at sites of replication or if H1 phosphorylation 

is a global, genome-wide event associated with S-phase. Additionally, little is 

known about the percentage of H1 molecules undergoing this change during S-

phase. Based on our experiments looking at the global changes in H1 dynamics in 

interphase cells, we observed that Thr residues play no role in phosphorylation 

dependent proline isomerisation mediated changes in H1 dynamics. Furthermore, 

in H1 extracted from asynchronous mixtures of cells, Thr residues were not 

phosphorylated even when otherwise phosphorylated serines were mutated to 

threonine. This argues against a simple model whereby accessibility limits 

phosphorylation of the more internal threonines relative to the more external 

serines during interphase. This apparent contradiction between our global analysis 

of H1 (which also includes S-phase cells) and replication-specific H1 dynamics, 

can be resolved if the fraction of H1 molecules undergoing this phosphorylation is 

small. FRAP experiments analyzing the dynamics of the global population of H1 

may not be sensitive enough to detect changes locally. For replication-dependent 

experiments, H1 mobility has to be monitored both at sites of replication as well 
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as sites that are not undergoing replication. This can be done using RFP-PCNA as 

a marker for active replication sites.  

Mass-spectroscopy on H1 extracted specifically from S-phase enriched cells 

would provide us with an answer as to whether Thr sites on H1 are specifically 

targeted during S-phase. The Thr-specific antibodies used in our studies were 

unable to detect threonine phosphorylation during interphase in 

immunofluorescence experiments. Thr-phosphorylation specific H1 antibodies, 

however, are essential to answering the questions regarding H1 phosphorylation 

during S-phase and greater emphasis needs to be placed in generating such 

antibodies. Little is yet known about how H1 phosphorylation can regulate the 

dynamics of chromatin structure during replication, or whether Pin1 has a role 

during this crucial process. It would be interesting to see if the replication foci, 

visualized by RFP-PCNA accumulation increase in size upon depletion of Pin1 

(chromatin decondensation) or are subject to changes in H1 phosphorylation, 

similar to the changes observed during transcriptional activation.  

5.3.3 – Does Pin1 recruit RNA Polymerase II to sites of transcription? 

Our studies with Pin1 and H1 phosphorylation revealed that these were 

modifications associated with transcriptionally competent chromatin. We 

hypothesized that phosphorylation of H1 could be a potential mechanism of 

recruiting Pin1 to these sites of chromatin. It is possible that Pin1 is responsible 

for recruiting additional proteins to sites of transcription. The WW domain of 

Pin1 interacts with a number of different proteins and was initially thought of as a 

domain that played a role similar to the Src-homology domain (SH2 domain) to 
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serve as a binding module (Chen & Sudol, 1995). This would imply that local 

enrichment of Pin1 (and the WW domain) at transcriptionally competent sites 

would serve to recruit other proteins to initiate transcriptional activation.  

Support for our hypothesis comes from studies where we artificially tagged Pin1 

to LacR and transfected these into U2OS osteosarcoma cells housing the lac 

arrays. We found RNA Polymerase II to accumulate at these sites independently 

of any added transcriptional activators, such as mcherry-ER-tTA. This suggested 

that a focal accumulation of Pin1 at lac arrays was sufficient to recruit RNA 

Polymerase II to sites of transcription. We also found that this increase was 

independent of Pin1 isomerase activity. Critical mutations in the catalytic domain 

failed to alter recruitment of RNA Polymerase II. Furthermore, we found that the 

recruitment of RNA Polymerase II in itself was not sufficient for initiation of 

transcription because no enrichment of YFP-MS2 was found at these sites. We did 

not find any increase in the amount of translational product, CFP-SKL, being 

formed upon expression of LacR-Pin1. This is in direct contrast to the high 

amount of CFP-SKL expressed when transcription is activated upon expression of 

mcherry-ER-tTA and Tamoxifen (Rafalska-Metcalf et al, 2010).  

The recruitment of RNA Polymerase II to sites of Pin1 accumulation independent 

of Pin1 isomerase activity is surprising. This suggests that the WW domain of 

Pin1 could play a principal role in recruiting proteins, such as RNA Polymerase II 

to sites of transcription and/or lac arrays. However, this notion is in contradiction 

with the phosphorylation cycle of RNA Polymerase II. RNA Polymerase II is 

heavily phosphorylated only upon transcriptional initiation and elongation. Any 
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direct interaction between Pin1 and RNA Polymerase II would have to be 

mediated by the phosphorylated version of RNA Polymerase II due to the strict 

requirement of Pin1 for phosphorylated substrates. Whether the recruited RNA 

Polymerase is present in its phosphorylated form or not remains to be determined. 

More studies need to be carried out to define the recruitment of RNA Polymerase 

II and other proteins to these sites. It remains possible that the recruitment of 

RNA Polymerase II is an indirect consequence requiring the presence of an 

intermediate protein mediator that is present in a phosphorylated form.  

Further molecular characterization of the proteins recruited following Pin1 

accumulation at transcriptionally active sites is needed to appreciate the role of 

Pin1 and that of the WW domain at these sites. While the association of RNA 

polymerase and Pin1 has been studied in the context of transcriptional elongation 

(Xu & Manley, 2007b), little is known about their function at transcriptionally 

competent sites. This can be achieved with the help of tethering either Pin1 or the 

WW domain by itself to LacR and expressing these artificial constructs in U2OS 

263 cells. This can be followed up with an examination of the phosphorylation 

status of RNA Polymerase II and different transcription associated proteins 

recruited to these sites using immunofluorescence or live cell microscopy. These 

include TFIIH, TBP and transcription associated histone marks. While TFIIH 

would help us in understanding the phosphorylation status of the recruited RNA 

Polymerase II, the presence of TBP would suggest that the accumulation of Pin1 

at these sites changes the site-exposure of nucleosomes, allowing sequence 

specific transcription factors to bind. Acetylated H3 and H4 will allow us to 
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characterize whether this recruitment of RNA Polymerase II is dependent upon 

HATs, such as Gcn5, PCAF or p300.  
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