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Abstract 

With the rapid development of machine learning models along with increasingly complex data 

structures, it becomes difficult to ground the reliability of models’ predictions despite the 

substantial progress in favor of high approximation properties. The lack of interpretability 

remains a key barrier in order to fully leverage the tremendous success of intelligent systems 

since it delivers critical analysis abilities to the end user to achieve efficiency in decision-making 

processes. The purpose of Interpretability and transparency is to reveal interconnections of 

intelligent models leading to justifying decision-making process, eliminating vagueness and 

capturing a factor of uncertainty in data space. Therefore, any advancement made to the 

interpretability feature will positively impact overall models’ performance. In the presented 

considerations, this work relies on logic-oriented fuzzy neural networks to represent knowledge 

in a transparent way with the aid of information granules. In the synergistic collaboration with 

fuzzy logic, neural networks deliver a vast array of learning abilities that can be even augmented 

with various fuzzy analytical methods to discover hidden data patterns for better interpretability. 

The high modularity of the constructed networks (leading to multifunctionality and robustness) is 

inherited from the logic nature of AND/OR neurons. The logic-oriented neurons play a pivotal 

role in the developed models and realize a logic approximation of experimental data and reflect 

general decomposition of Boolean function in two-valued logic. 

Information granularity is a key component in building abstract concepts to humans for 

knowledge acquisition and reasoning. In fact, information granules serve as a vehicle to interpret 

and represent knowledge domain, offering efficient way to describe complex and nonlinear 

systems. Fuzzy sets, as a form of information granules, adequately handle imprecise and vague 
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knowledge in systems and consequently are a key in building transparent and interpretable 

models. Thus, humans can easily comprehend real-world systems or natural phenomena. 

The overall model efficiency, expressed in terms of accuracy and interpretability when dealing 

with the design and validation of AND/OR networks, constitutes a focal point of this research, 

along with effective quantification of the extracted knowledge especially in the case of high-

dimensional input–output space. The primary objective of this dissertation is to analyze and 

design a cohesive interpretable framework capable of maintaining high approximation 

capabilities. In this study, we used logic-oriented fuzzy AND\OR networks as a backbone of 

overall interpretable framework. Starting off with structural analysis of the network, the structure 

exhibits low efficiency caused by gradient-based learning algorithms. Therefore, other gradient-

based learning alternatives are superior in improving convergence due to their adaptive learning 

mechanisms. We demonstrate that the rate of convergence can be improved significantly by 

integrating randomized learning techniques through generating random weight values of 

connectives. Furthermore, we proposed an innovative interpretable method to describe and 

quantify data using concepts. The approach describes reference information granules positioned 

in some space (output space) inducing fuzzy sets localized in the input space. The description is 

realized by running a conditional fuzzy clustering followed by a calibration process completed 

through logic networks. The synergy between conditional clustering and logic networks presents 

highly cohesive linguistic dependency between objects and their attributes. As for the 

interpretability, a thoroughly discussion of interpretation aspects of concept analysis and 

conceptual clustering is presented as a means for uncertainty quantification and rigorous 

explainability. Further enhancement of the interpretation framework is proposed by presenting a 

novel method of conditional clustering. We developed a mathematical model that takes into 
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consideration multi conditions positioned in the output space to induce information granules in 

input space simultaneously making these types of models more reflective of reality. The 

experimental studies involve synthetic data machine learning datasets from publicly-available 

repositories.  
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1. Introduction 

Logic, in general, is the study of reasoning, as well as the formation and analysis of 

arguments. It is therefore one of the fundamental principles of philosophy.  Recently, it has been 

commonly studied in mathematics, law and applied to computer science. The parts that make up 

a computer chip are often called "logic gates" which has opened up a new era of computing. 

Hence, the scope of logic can be very broad, ranging from core topics such as the study of 

fallacies and paradoxes, to specialized analyses of reasoning such as probability, correct 

reasoning, and arguments involving causality. Logic is also commonly used today in information 

theory; data mining and artificial intelligence (AI) as the human knowledge could be expressed 

using logic with mathematical notations even with the complexity of human reasoning. Hence, 

logic has an important role to play in at least some central areas of AI research 

Logics have emerged as an influential driver within AI community due to several distinct 

characteristics such as reasoning approximation and resilience to vagueness in knowledge 

domain. Furthermore, logic-based methodologies preserve several strengths, in particular, 

interpretability, verifiability, and broadly generalization to novel tasks. The verifiability 

characteristic in logics allows us to identify cases where a system may fail and to formulate 

verification as a computationally traceable optimization problem [211], [212]. These distinctive 

features, and some others, of logic-based methods make logic ideal to solve existing problems 

emerged in the field of Machine Learning (ML). Consequently, logics have been widely 

incorporated in a plethora of different methods to construct coherent intelligent models such as 

with Neural Networks (NNs) [5], [6] in what so-called logic-oriented networks to study 

autonomous behaviors in complex systems. These types of networks have evolved ever since to 

the point in which sufficient description of qualitative behavior of real-world systems can be 

modeled. Currently, logics are not necessarily bounded to conventional values such as (0s, 1s) or 

(True, false), yet they are crucial components of today’s intelligent modeling. Logic interval has 

been expanded to include infinite logic spectrum for more precise behavior modeling of real-

world systems. It has since been devised with an infinite number of "degrees of truth” or 

“probability of the subjective truth value” such as in Fuzzy Logic (FL) or Bayesian reasoning 

[11]. This conceptual extension had has augmented the benefit of infinite logic spectrum to be 
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used in different domain such as pattern recognition, control engineering and handling 

incomplete information and uncertainty [2], [12], [13].  

Fuzzy logics [1] emerge as a conceptual augmented framework of infinite logic. It generalizes 

the fundamental idea of two-valued logic to allow for more detailed analysis and accurate 

knowledge representation due to its linguistic interpretation and approximation properties. 

Furthermore, FL is efficient in representing data and extract knowledge to capture uncertainty in 

the data space. In fact, it constitutes a useful vehicle to quantify data uncertainty. The deviation 

from classical to non-classical logic in FL has changed the way we perceive knowledge by 

determining the truth-value of knowledge’s components. That is, the value of a logical 

compound proposition is given a "degree of truth" assuming values between [0, 1]. 

Consequently, the represented knowledge matches intuition and captures the semantics of the 

intended representation. The essence of logic networks that revolve around FL comes from the 

simplicity of extracting data descriptors realized by information granules (fuzzy sets). Each 

fuzzy set comes with its own well-defined semantics and as such, the granules can be associated 

with a certain linguistically sound meaning that is well-justified and reflective of the existing 

experimental data. 

The combination of fuzzy logic and logic-oriented networks by taking advantages of fuzzy 

neurocomputing delivers an array of learning mechanisms that are either supervised or 

unsupervised learning schemes. Furthermore, the successful synergy between fuzzy sets and a 

learning mechanism strike the best balance between the fundamental requirements of fuzzy 

modelling in which the accuracy-interpretability trade-off have to be met to the highest extent. 

This requirement is commonly visible in constructing fuzzy models in which some models lean 

toward improving interpretation with very limited learning capabilities while other models 

compromise interpretability in favor of high accuracy of approximation. Interpretation 

capabilities of fuzzy logics have solved the black-box nature of generic learning algorithms and 

eliminated vagueness and uncertainty occur in decision-making processes. The well-structured 

semantic mapping between the input-output data carried out in logic-oriented fuzzy networks 

allows for easy translation and extraction of the semantic meaning of the acquired knowledge. 

The extracted knowledge through interpretation has a pivotal role in revealing essential hidden 

linkages between input-output pairs. Therefore, the resultant fuzzy models are capable to 

recognize complicated patterns and provide quantitative decision support. The development of 
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the relationship between fuzzy sets (information granules) or fuzzy relations, in fuzzy modelling 

serves as a vehicle and a convenient way to describe complex and nonlinear systems. In the 

construction of fuzzy models, fuzzy clustering techniques are often used, in particular Fuzzy C-

Means (FCM) [2], [15]. Clustering is used even more intensively in constructing linguistic models 

[20] through the formation of fuzzy sets in the output space and subsequently produces induced fuzzy 

sets positioned in the input space [4], [10]. Linguistic models [10], [16], [17], [18], [19], [20], [26], 

[27], [28] are inherently dwell upon collections of highly interpretable and user-oriented entities. 

Fuzzy neurocomputing [29], [30], [31], [32], [33] utilizes the advantages of Artificial Neural 

Networks (ANNs), as a learning mechanism, and Fuzzy Systems (FS) for better data mining and 

knowledge discovery therefore they are efficiently capable of approximating reasoning and 

handling uncertainty [34]. The main difference between fuzzy theory and neural paradigms is 

that fuzzy set theory attempts to mimic the human reasoning and thought processes, whereas 

neural networks attempt to emulate the architecture and information representation scheme of the 

human brain. It is therefore meaningful to integrate these two distinct paradigms, enhancing their 

individual capabilities in order to build a more intelligent processing system. This new 

processing paradigm has become quite dominant models [35], [36], [37], [38] that try to cope 

with a fundamental challenge of system modeling and strike a balance between accuracy and 

interpretability as these two requirements have contradictory nature. These two requirements 

might inconsistent together [25] when designing intelligent systems especially when system 

complexity increases and nonlinearities become more substantial. In a nutshell, interpretability and 

learning accuracy are the crucial requirements when designing intelligent model. In spite these 

requirements are contradictory, they must be met to the highest possible degree to achieve an 

efficient and optimize architecture. 

In light of growing concern about the black-box nature of neural networks, exacerbated by rapidly 

growing complexity and the size of the constructed models, concept design and discovery has gained 

substantial momentum to improve interpretability and knowledge extraction and representation. 

Concept design plays a significant role in numerous fields of machine learning [48] concerning 

pattern recognition, data representation, prediction, and classification [49], [50], [51]. It aims to 

capture the essence of data by building experimentally and semantically justifiable relations 

among data entities. Hence, systems’ interpretability and the credibility of classic decision-

making models, i.e., the precision of predictions, are enhanced because of their close alliance 

with how people perceive and structure knowledge [52]. Concept learning [53], [54], [55] is 
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considered as learning unknown data pattern structures and descriptions by utilizing certain 

methods [56], such as fuzzy concepts [57], [60] and granular computing [57], [58], [59], [191]. 

Several other approaches [61], [62], [63], [64], [65] have been utilized to characterize explicit 

concepts to provide a certain linguistic meaning to data collection instead of leaving the 

interpretation task to the user [61]. Formally, different concept structures with rigorous models 

have been proposed to specify certain concept meanings and to provide a formal semantics for 

data analysis  [59], [66], [67], [68], [70], [71], [72], [73]. 

In a more general context, the dissertation is built on a special type of neuro fuzzy systems 

that is logic-oriented fuzzy AND\OR networks [24]. The logic-oriented fuzzy neurons 

(AND\OR) [7], [8] are incorporated in neural networks and exhibit superior capabilities to unveil 

the logic behind decision-making processes to interpret the outcomes linguistically. Furthermore, 

they show flexibility and sufficient plasticity to allow the network to have learning abilities. The 

network offers a novel promising processing environment especially when they are integrated 

with other fuzzy tools such as fuzzy clustering mechanism. We developed several methodologies 

that utilize fuzzy logic, information granules, neural networks, and fuzzy clustering to improve 

knowledge acquisition and interpretation. 

1.1 Preliminary Definitions 

This research revolves around developing explainable, interpretable, transparent and yet 

accurate intelligent models. The three terms, interpretability, explainability and transparency, 

might seem undistinguishable in some context due to characteristics similarities. However, the 

misuse of the terms hinders the establishment of a common ground. Therefore, it is necessary to 

give fundamental knowledge to remove any potential for ambiguity in the thesis. Generally, 

interpretability technology, including explainability, transparency, understandability and 

intelligibility considered as the ability to understand the internal logic, inner workings, and 

rationale behind predictions [205]. In the following, we present clarifications of the 

terminologies that we use throughout the context of the thesis [206] [208] [209], [210]: 

 Explainability: Explainable AI gives insights into how decisions are made by ML 

algorithms with the capacity to defend their actions and to provide relevant responses 

to questions. 
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 Interpretability: It is defined as the ability to explain or to provide the meaning in 

understandable terms to a human. This is a subjective property and user-dependant 

when evaluating interpretation of a model.  

 Transparency: A model is transparent if all inner connections can be revealed to 

understand how variables are related to each other. Usually interpretable models are 

transparent too. 

Deep neural networks are example of complex models that are hard to interpret due to their 

huge number of parameters and nonlinearity nature. Conversely, rule-based models are typical 

examples of highly interpretable models. Evidently, some certain models may tolerate a limited 

performance degradation to achieve a full interpretation operation. In fact, performance and 

interpretability\explainability are typically considered conflicting objectives [207], [208]. The 

developed models, in this research, consider meeting these two objectives at the highest possible 

extent as a primary objective.  

 

1.2 Research objectives and originality 

The key objectives of this research are: 

 To revisit several logic-oriented fuzzy architectures to analyze and optimize fuzzy 

networks, and make the resulting structures as robust as possible. 

 To address the three fundamental requirements of fuzzy modelling in which the accuracy, 

interpretability, and transparency trade-off have to be met to the highest extent. The 

discussion is essential in the era of explainable AI. 

 To develop novel strategies to design and analyze concepts and subsequently obtain well-

defined semantics with a certain linguistically sound meaning which results in an optimal 

interpretation of datasets. 

 To construct and optimize data clustering mechanism that can be incorporated with logic-

oriented structure to improve interpretability\accuracy measures. 

This research exhibits several novel facets and addresses new interesting issues. We focus on 

new directions to utilize logic-oriented networks architecture by addressing the shortcomings of 

AND\OR networks and integrating several methodologies to improve learning scheme, 

knowledge extraction and interpretability. Moreover, we take advantage of our study on several 
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optimization algorithms in [9] along with other studies from the literature to assess the 

implementation of optimization algorithms on logic networks. The thesis sought to stay away 

from relying on traditional techniques for the purpose of originality in augmenting the 

effectiveness of logic-oriented networks. 

This research exhibits a significant level of originality: 

 A new design for concept discovery in data by developing a coherent interpretable model 

that integrate logic networks into the formation of concepts. 

 A better learning approach to overcome the computing overhead of gradient-based 

learning in logic networks as well as reduce the need for optimization algorithms. 

 An innovative fuzzy clustering technique used to enhance and refine the quality of 

clusters to help in identifying data patterns, or to efficiently reconstruct interpretation 

models. 

 Proposal of a three dimensional taxonomy to clearly lay out a better understanding of the 

AND\OR architecture to pave the way for new perspectives and possibilities to recognize 

the full potential of logic-oriented architectures in different realms of Machine Learning. 

1.3 Models Development 

The dissertation put the logic networks as a focal module in developing interpretable models. 

Other modules describe parts of data processing and contribute to producing a sound balance 

between transparency of a system and accuracy of approximation. It is therefore essential 

modules in forming of concepts in data space. 

In Figure 1.1, an overall scheme of the proposed design in this study is depicted.  

 

Figure  1-1: Overall scheme for the design and construction of the granular fuzzy models. 
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As it is displayed in the figure, the scheme starts with experimental data which may come as 

input-output pairs of numerical synthetic data, or from real-world data sets. After the data is 

preprocessing, it is fed onto the ensuing modules as follows; 

 Fuzzy Clustering: Clustering plays a crucial role in linguistic modeling by forming 

several information granules from numeric data to form the backbone of the model. 

Fuzzy C- Means is used to find data patterns in the output space and construct fuzzy sets 

before they are given linguistic landmarks. The data patterns are represented as a partition 

matrix and given a linguistic description to reference a specific concept in the output 

space. The ensuing modules concern building fuzzy relations realized as triangular norms 

in a learning framework. 

 

 Conditional Fuzzy C-Means: This algorithm introduces directionality into forming 

relations between input and output spaces. A condition, from the output space, constraint 

identifying partitions in the input space and consequently the constructed clusters (fuzzy 

sets) are focused and more reflective. This module occupies a central role in the 

development of interpretable model by identifying relationships between output-inputs in 

the form of concepts. Forming concepts might go in a single mode or in multi concepts 

mode which depends on the form of conditional clustering used. In the multi context-

based clustering, several referential information granules are identified and connected to 

several fuzzy sets in the input space simultaneously. Subsequently, the revealed 

interpretation is more accurate and informative than the genuine (single) concept mode. 

An improved conditional clustering algorithm is presented to help carrying out multi-

concepts discovery and augment interpretability capability.  

 

 Concept discovery: a concept constitutes a pair of reference information granule and its 

counterpart fuzzy sets already established in the input space through a clustering 

mechanism. A concept provides a better and yet a clear interpretation of a knowledge 

domain. All modules contribute in forming and optimizing the concept. Here, concept 

discovery uses fuzzy clustering as a central method in most of the steps of forming 

concept since clustering is a key algorithm is forming information granules. A concept is 

better way for knowledge extraction and representation. The synergy between all other 



8 

 

modules presents highly cohesive linguistic dependency between information granules 

and their counterpart fuzzy sets. 

 

 Logic-oriented network: This is probably the pivotal module of the framework. Once the 

information granules (fuzzy sets) are obtained from the previous modules, interpretation 

is extracted in the form of logic expressions. It provides quantitative and qualitative 

relationships of inputs-outputs mapping through a learning mechanism along with logic-

oriented fuzzy neurons. In (A), structure discovery is completed based on the formed 

concepts in the previous module whereas (B) concerns a learning scheme; ideally it is a 

gradient-based. Typically, gradient algorithms experience several drawbacks which have 

been discussed thoroughly in this dissertation. Hence, we worked in (B) to improve the 

accuracy of approximation while decreasing the effects of gradient learning. The 

improvement is completed by the utilization of feedforward learning side to side with a 

gradient-based learning in a two-phase design. 

 

While the outcomes of this work are significant to improve interpretation of datasets, 

interpretability feature remains a subjective property that deals with the issues surrounding 

algorithmic opacity. This feature, interpretability, is user-oriented and therefore, it depends on 

the perception of a user to satisfy their own interests in accordance with their position in human-

centric models. When we say “subjective property” we mean that there is no exact meaning of 

what facilitate understanding the relationships in data. In this work, we discuss characteristics 

that impact interpretability and we try to distinguish interpretability from other interpretation-

alike features such as transparency, explainability and knowledge representation. The discussion 

is essential in designing effective interpretation framework of data.  

1.4 Dissertation organization 

The dissertation flowchart shows how the document is organized (Figure 1.2). The document 

starts from Chapter 1, were we introduced an overall picture of fuzzy and linguistic modeling 

through logic-oriented networks. Then, we move to Chapter 2 to present a literature review of 

each components used in the design along with identifying several shortcoming of the whole 

design. Furthermore, we present full background knowledge on construction interpretable, and 

transparent, linguistic models. We took the advantage of the literature review presented in 
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chapter 2 to present an improved learning mechanism in Chapter 3. Background knowledge of 

logic-oriented networks, neurocomputing and concept discovery were expanded further in 

Chapter 3 and Chapter 4 to cover essential information. Subsequently, the logic networks were 

utilized in Chapter 5 to presents an interpretation framework of data by using fuzzy clustering. 

Hence, knowledge is extracted and presented in understandable terms (logic expressions) for 

users. Afterwards, we move to Chapter 6 to present an enhancement made on fuzzy clustering 

for better interpretation framework of data to clearly reflect the essence of experimental data. 

Finally, we arrived to chapter 7 to present a brief discussion of what we have presented in the 

dissertation, conclusions and future directions. 
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Figure  1-2: Dissertation flowchart 
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The subsequent chapters are structured as follows 

 

Chapter 2: Literature Review and Background knowledge 

In this chapter, we provide a comprehensive review of logic oriented neural networks starting 

form formal Boolean logic till the construction of logic-oriented neural networks. The review 

emphasizes one of objective of this thesis which is revisiting and discussing logic-oriented fuzzy 

networks from different perspectives. Consequently, the development and enhancement 

presented in this thesis is ensured to exhibit high degree of originality. 

Additionally, this chapter presents full background knowledge on construction interpretable, and 

transparent, linguistic models. We tried not to be repetitive by covering all essential information 

in this chapter and not repeating background in the ensuing chapters. 

 

Chapter 3: Neurocomputing in Logic-oriented Fuzzy Networks 

This chapter is concerned with the adaptive information processing between objects through 

neuromorphic processes. The underlying techniques of designing logic networks, namely; 

structure discovery and parametric refinements, are presented. Moreover, we discuss the learning 

mechanism in-depth to assess the performance of gradient-based learning applied to AND\OR 

networks and offer alternative solutions to the optimization of the constructed networks. 

Therefore, the knowledge embedded in the neurocomputing system can be represented in a well-

structured form, such as logic expressions or fuzzy rules. 

The chapter is divided into three subsections to reflect the design process of logic-oriented fuzzy 

networks: 

3.1 Construction of Information Granules: Information granules (Fuzzy sets) serves a 

vehicle for the construction of the logic-oriented networks, offering a convenient and efficient 

way to reflect the existing experimental data. It is the initial building block for the 

construction of the networks. 

3.2 Structure Discovery: This step aims to set up the logic skeleton of a problem. It utilizes 

several to find an optimal construct such as especially optimization algorithms. 

3.3 Parametric refinements: we discussed gradient and non-gradient learning schemes with 

a complete assessment of several optimizers. Also, we present a better technique to improve 

parametric refinements by focusing on Feedforward neural networks. 
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The outcomes of this chapter were utilized in subsequent chapters in the formation of concepts to 

extract useful knowledge from datasets. Both performance index and interpretability of 

knowledge domain were carefully assessed to ensure optimal results 

  

 

Chapter 4: Cognitive Computing: Conceptual Knowledge Acquisition  

Cognitive computing implements computational intelligence to solve the problems of 

imprecision, uncertainty and partial truth in biological systems. The recent advances in several 

computing disciplines such as neuromorphic processors, big data, predictive modeling, machine 

learning, are accelerating advances in cognitive science and cognitive computing. The field of 

cognitive computing has been one of the main pillars in knowledge extraction and representation.  

Therefore, the intention of this chapter is to discuss cognitive computing systems and the 

formation of concepts in data by simulating human cognitive and neuromorphic processes. 

Furthermore, the chapter thoroughly discusses concept analysis and conceptual clustering from 

interpretability perspective to clearly lay out some fundamentals of knowledge interpretation. 

 

Chapter 5: Concept Discovery: Interpretation Framework of Conditional Clustering and 

Logic Networks 

This chapter describes the overall architecture of a concept discovery model which revolves 

around a logic-oriented network of intuitively structured collection of information granules pairs. 

The details of the construction of concepts and their optimization are presented, where we focus 

on a specialized fuzzy clustering algorithm; a so-called context-based FCM algorithm. This 

algorithm considers output space when clustering input space which improves the construction of 

linguistic, interpretable, models.  

 

Chapter 6: Enhancement of Fuzzy Clustering and Interpretation of Knowledge Domain 

This chapter introduces an extension of the generic conditional Fuzzy C-Means (CFCM) for 

better interpretation of datasets. First, we improve the mathematical model of the context-based 

FCM cluster to interpret several concepts positioned in the output space simultaneously, and in 

consequences the interpretation has improved to reflect the essence of the data sets. Experimental 

evidences are presented to assess the method efficiency. 
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Chapter 7: Conclusions and Future Studies 

A number of conclusions are drawn from our research in this chapter, and we suggest a number 

of directions for future works.  
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2. Literature Review and Background Knowledge 

The development of highly accurate and interpretable models reveals deep understanding of 

systems' behaviour to support decision-making process. In real-world system modelling, it is 

difficult to efficiently build highly transparent model even with rigorous mathematical ground 

due to the fact that only input and output data acquired from running the process is accessible for 

the design. Therefore, uncertainty and vagueness in predicted outcomes arises as a focal problem 

in knowledge representation. It is preferable to analyze data in a context of fuzzy sets with the 

use of such information granules to facilitate precise knowledge extraction and cope with 

uncertainty in knowledge systems. 

In this chapter, we comprehensively review logic-based networks with all other components 

used in knowledge representation and extraction for better interpretability. Furthermore, the 

background knowledge presented here aims to cover all different aspects of different techniques 

used in linguistic modelling through fuzzy logic. Additionally, we covered, in an introductory 

manner, the contradictory requirements of fuzzy modelling, that is; interpretation capabilities and 

accuracy of approximation. 

2.1 Interpretability and Explainability of Machine Learning 

Traditionally, AI practitioners consider system accuracy to be the main metric in their 

workflows. However, this metric is far from sufficient to reflect the reliability of decisions made 

by ML models. Several current ML models are found vulnerable to imperceptible attacks [213], 

biased against underrepresented groups, lacking in user privacy protection which result in 

degradation of end-user experience and trust [214]. Therefore, various metrics, beyond system 

accuracy, should be considered to improve models’ trustworthiness including but not limited to 

algorithmic fairness, explainability, and transparency. In important high-stake domains, such as 

in healthcare, those metrics are vital to the adoption of machine learning which, if not applied 

properly, may have serious consequences. 

The ultimate purposes of interpretability\explainability are to understand the underlying 

decision-making processes, justify the predictions and to help us to understand how, when, and 

why predictions are made [211]. Therefore, it can build greater trust and improve the safety of 

our use of AI models. Practically, AI models are aimed to achieve specific quantitative 

objectives. On the other hand, explainable AI reveals inner relations of a model to evaluate 
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whether or not an objective has been truly met. Furthermore, decisions that are relevant, easy to 

understand, and not prone to misrepresentation are highly trusted which lead to better adoption 

by humans. In case of black-box models, user trust can be manipulated by creating a framework 

to generate misleading explanations which can be, mistakenly, verified by experts. Therefore, 

level of trust will rise in conjunction with the level of models’ transparency. Several metrics 

must be utilized when designing ML models in order to arrive to efficient construct. Each of 

these metric is closely tied to each other and may overlap in their underlying meaning. They are 

distinct in their desired outcomes and characteristics [211], [215]. 

 Understandability: The concept of understandability, also known as intelligibility, is 

the property of the overall model to be understandable without any need for details 

and explanation of its internal algorithmic structure used by the model. Therefore, the 

functionality of an AI model must be understandable to humans. 

 Comprehensibility: It refers to the ability of a model to represent and convey its 

learned knowledge in a human-understandable fashion. In general, measuring how 

well humans can understand explanations is difficult in a nominal sense, but somewhat 

easier from a relative perspective. 

 Interpretability: The goal of interpretability is to describe the structure of a model in a 

way that is easily understandable by humans. Subsequently, model predictions can be 

explained. 

 Transparency: It helps to comprehend the basis of a model and reveal the internal 

relations. It is worth mentioning that a model can have different degrees of 

understandability. 

The progress on interpretability has been difficult to measure, as lack of clear consensus 

definitions have exposed interpretability’s inherent subjectivity and field-specific meanings. This 

has limited the real-world impact of interpretability methods [205], [216], [217]. 

Working with explainable AI forces us to deal with various types of trade-offs, not only the 

well-known accuracy-explainability trade-off. For instance, the General Data Protection 

Regulation (GDPR) introduced by the European Commission [219] enforces data privacy as an 

inherent consideration in real-world systems. This requirement may limit explainability of the 

systems which can affect system overall efficiency. It is because the need to hide some necessary 

private data from being visible in the explanation process to meet privacy-preserving 
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requirement. Therefore, there is a need to address this dilemma when designing privacy-

preserving machine learning models. Finally, improving explainability of AI models may limit 

other performance metrics. Hence, understanding the inner relations and the limitations of 

different explainable methods may help to meet all requirements, simultaneously, at the highest 

extent. 

2.2 Fuzzy and Probability: The Relationship 

In this dissertation, we think it is crucial to start off with a concise clarification of the 

relationship between fuzzy and probability theories to eliminate any ambiguity that may arise in 

the subsequent chapters. Although many papers have discussed this topic from different 

perspectives, the short discussion here is meant to be focused and self-contained. 

The relationship between fuzzy set theory and probability theory has been under debate for a 

long time [11], [196]. As a matter of fact, probability theory and fuzzy set theory are distinct 

theories with different agendas. Fundamentally, probability theory may be viewed as a 

formalization of perceptions of likelihood and count; fuzzy set theory may be viewed as a 

formalization of perceptions of class and similarity [196]. Fuzzy set theory describes partial 

truths, i.e., degrees of truths. According to the “Principle of Valence”, propositions are not only 

either true or false but they can have intermediate truth-values which are modeled by numbers in 

the unit interval. Fuzzy sets theory derives that fuzzy logic is logic of partial degrees of truth, 

imprecise notions, and propositions, which may be more or less true, and expressed through the 

natural language. Fuzzy sets theory has embraced uncertainty modeling when membership 

functions have been reinterpreted as possibility distributions [38,39] such that a fuzzy set µ 

measures the belongingness of x to set A. This conceptual extension was necessary when fuzzy 

logic was used in several domains such as pattern recognition and control engineering.  On the 

other hand, probability theories describe the degrees of uncertainty when there is lack of 

knowledge about the truth. The probability pA (x) measures the knowledge or ignorance of the 

truth of the event that x belongs to the set A. Therefore, the probability of a proposition, true or 

false propositions, is the degree of belief on the truth of that proposition. 

Regarding the differences between probability theory and fuzzy theory, Dennis Lindley states 

that probability theory is sufficient for dealing with uncertainty and imprecision of any kind, 

implying that there is no need for fuzzy set theory and therefore probability is the only sensible 

description of uncertainty and is adequate for all problems involving uncertainty [197]. However, 
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Zadeh in [198], [199] has a contradiction view to Professor Lindley’s assertion by stating that 

some problems, even simple problems, cannot be solved through the use of standard probability 

theory. Furthermore, Zadeh discusses probability theory by rooting it to two-valued logic 

(bivalent-logic-based-theories) where basic concepts are defined as bivalent concepts, with no 

shades of truth allowed while, in reality, most basic concepts are fuzzy. Hence, the capability of 

probability theory to deal with real-world problems can be enhanced through the generalization 

of fuzzy theory. It is therefore better to think about the relationship between probability theory 

and fuzzy logic as complementary rather than competitive since probability theory and fuzzy 

logic have distinct agendas and different domains of applicability [204] 

2.3 Fuzzy Systems Modelling 

Fuzzy systems are grounded on fuzzy logic which was introduced by Lotfi Zadeh in [1] to 

model the interactions and relationships among variables in vague terms instead of precise 

Boolean logic. They have proven to be an important tool for modeling nonlinear and complex 

systems in which classical approaches are unsuccessful due to their complexity. The systems 

provide an effective conceptual framework to solve the shortcoming of the conventional 

approach to knowledge representation that is based on two valued logic. Systems built around 

fuzzy logics exhibit two essential advantages: the capability of fuzzy sets to handle uncertainty 

and the approximate reasoning of fuzzy logic. Zadeh also proposed the use of linguistic 

landmarks to allow experts to utilize knowledge through fuzzy logic [26], [27], [28]. In this 

consideration, The relationships between variables are commonly presented as collections of 

fuzzy if-then rules and each rule consists of one or more rule terms (antecedents, consequents) 

and unites them using logical terms AND or OR. In this sense, rules can be defined by capturing 

human expertise and incorporate them into expert systems, or they can be extracted through a 

learning approach. Subsequently rules present linguistic interpretation of knowledge domain 

instead of being a black box without sacrificing the accuracy of the constructed model. In a 

broader sense, fuzzy modelling deals with modes of human reasoning that are approximate rather 

than exact [39]. Therefore, the essence of fuzzy modeling is concerned with the development of 

relationships between information granules regarded as fuzzy sets or fuzzy relations. The 

diversity of existing models is enormous and well documented in the literature with a vast array 

of methodologies, architectures, and algorithms [10]. 
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Figure  2-1: A general view of the underlying fuzzy model showing the three main modules. Note that, the results might be in the 

form of fuzzy sets or numeric data conveyed to the numeric environment. 

A general architecture of fuzzy models is depicted in Figure 2.1. The figure shows the three 

components where each of them comes with well-defined objectives. The architecture 

components are able to interact efficiently due to their underlying well-defined mechanism.  

Starting off with the numeric data, it is transferred through the interface and sent to the 

processing core. The numeric mode is regarded as a multivariable nonlinear input–output 

mapping resulting numeric values of the corresponding output. In another arrangement, the 

input-output mapping is completed in the context of rule-based systems which brings substantial 

level of modeling flexibility. The integration of knowledge domain into fuzzy modelling for the 

interpretation purposes supports the user-centric facet of fuzzy modeling [7]. 

Rule-based modelling have been presented and widely adopted in the literature. It requires 

that any input is transformed and expressed in terms of fuzzy sets. It captures relationships 

among fuzzy sets and link linguistic terms with their computational realization. Subsequently, it 

produces highly qualitative linguistic description of some piece of knowledge. The main 

modelling schemes of rule-based systems are; Mamdani [74] and Takagi-Sugeno-Kang (TSK) 

[75]. Both presents transparent relationship pertinent to the problem with the main difference 

between them is that Mamdani-type fuzzy rules consider a linguistic variable in the consequent, 

whereas TSK fuzzy rules are based on representing the consequent as a polynomial function of 

the inputs. Mamdani systems are most often classified as a form of approximate reasoning, and 

defined as “the process or processes by which a possible imprecise conclusion is deduced from a 

collection of imprecise premises” [47]. This type of modeling is more interpretable because both 

the premises and consequents of the rules are fuzzy sets while the TSK types are more accurate 
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and computationally efficient. Mamdani fuzzy rules for a fuzzy system can be described as 

follows: 

𝐼𝑓 𝑥1 𝑖𝑠 𝑀1𝑎𝑛𝑑 …𝑎𝑛𝑑 𝑥𝑛𝑖𝑠 𝑀𝑛       𝑇ℎ𝑒𝑛     𝑌 = 𝑦1 𝑖𝑠 𝑀3 

where x1, …, xn are input variables, y1 is the output variable, M1, …, Mn are fuzzy sets and AND 

are fuzzy logic operator. “𝐼𝑓 𝑥1 𝑖𝑠 𝑀1𝑎𝑛𝑑 …𝑎𝑛𝑑 𝑥𝑛𝑖𝑠 𝑀𝑛” is called the rule antecedent, whereas 

the remaining part is named the rule consequent.  

On the other hand, TSK style rules formalize the ability of rules to predict in a real valued 

output space, making them candidate solutions to continuous function estimation or regression 

problems. TSK is composed of several rules in the following format: 

if 𝑋 is 𝐴𝑖(𝒙) then 𝑦 = 𝑓(𝒙, 𝒂𝑖), 𝑖 = 1, 2, … , 𝑐 

where x = [x1, x2, …, xn]
T
 is a vector of n input variables, y is the rule’s output, 𝐴𝑖(𝒙) is the 

membership function of the i
th

 multivariable fuzzy set, c is the number of rules and 𝑓(𝒙, 𝒂𝑖) is a 

local polynomial. The previous formula can be rewritten in another format as follows: 

𝐼𝑓 𝑋1 𝑖𝑠 𝐴1𝑎𝑛𝑑 …𝑎𝑛𝑑 𝑋𝑛𝑖𝑠 𝐴𝑛𝑇𝐻𝐸𝑁 𝑌 = 𝑝1. 𝑋1 +⋯+ 𝑝𝑛. 𝑋𝑁 + 𝑝0 

Note that, in both modelling schemes the rule parts, antecedent and consequent, formed as 

information granules, conceptual entities, that are semantically sound abstractions. These rule 

based systems are adapted for different systems and exercise predication properties that make 

them ideal for several applications in different domains such as geophysics, image processing, 

pattern recognition and Industrial applications  [7], [13], [40], [41], [42], [43], [44]. 

The two terms “Fuzzy logic” and “Fuzzy sets” constitute the basis for setting up the linguistic 

labels and meanings through building the fuzzy relation matrices according to the input-output 

process data. A fuzzy relation is used to represent and quantify associations between objects; in 

the case of a Boolean relation, it represents the presence or absence of an association, this 

concept is generalized in fuzzy relations by allowing various degrees of association between 

numerical entities [7], [76]. The transformation process, from Boolean to fuzzy, is done through 

some composition operators. These compositions are realized by using triangular norms [77]. A 

triangular norm is a binary operation used in the multi-valued logic framework to represent 

logical conjunction or disjunction in fuzzy logic. The triangular norms (t-norms) are used to 

represent an AND operation, in fuzzy set theory. The t-conorms (s-norms) are dual to the t-
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norms and used to represent an OR operation. The realizations of the t-norms and t-conorms 

have direct and significant impact on the approximation capabilities of a modeled system. In this 

dissertation, we rely on the product and probabilistic sum as a realization t-norms and s-norms, 

respectively, to allow for the highest level of interactivity between objects. 

 t-norm t-conorm Effects 

Min\Max min (a, b) max (a, b) 

Lack of interactivity between operands. 

Results only reflect the influence of one 

operand. 

Product \ Probabilistic 

Sum 
(atb = ab) (asb = a + b - ab) 

Provide interactivity, but at a high 

computational cost 

 

The fuzzy operations, AND\OR, are significantly important in constructing logic-oriented 

fuzzy neural networks. Here, logic-oriented fuzzy operations through AND\OR neurons replace 

the conventional neurons found in neural networks with substantial increase in advantageous 

outcomes presented as interpretation capabilities. 

2.4 Logic-Oriented Fuzzy Networks 

Fuzzy Neural Networks (FNNs) [35], [144] represent a generalization of the McCulloch–Pitts 

neurons [145] in which inputs and weights are either real or fuzzy values. FNNs extend the 

benefit of multi valued logic by the integration of expert knowledge into the system, and are 

considered inherently more understandable because of their use of human-like fuzzy inference. 

Therefore, the networks are easily comprehended by a user. The networks are built upon the 

advantages of neural networks and fuzzy systems. They are efficiently capable of approximate 

reasoning and handling uncertainty due to their composition nature that is structured as fuzzy-

sets driven with the aid of logic processing units, fuzzy neurons [6] [8] [24].  

This work focuses on a special type of infinite-valued-based architecture that is endowed with 

outstanding abilities to eliminate ambiguity in knowledge domain through interpretation 

capabilities. The architecture synergistically integrate AND and OR logic-oriented fuzzy neurons 

with neural networks to improve, with high efficiency, data representation and knowledge 

extraction to capture uncertainty in datasets [36], [37], [80]. In fact, it constitutes a useful vehicle 

to quantify data uncertainty [78], [79]. The network, in its basic architecture, consists of logic-

driven AND/OR neurons placed in series in the hidden and output layers of a three layered 
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neural network (Figure 2-2). It combines the learning abilities of neural networks with 

interpretation capabilities that are the consequences of utilizing AND/OR neurons. 

 

Figure  2-2: General topology of AND/OR network. 

The design of fuzzy networks starts at early stages by the determination of the size of fuzzy 

sets (information granules) to show a level of detail one wants to capture. It affects 

interpretability as both specificity and coverage could reveal (or hide) some important 

information. Later, the development of logic-oriented network for the approximation of 

experimental data concerns two main fundamental facets which are structural discovery and 

parametric learning. The structure discovery is the process of setting up the logic skeleton of a 

problem followed by the learning technique, ideally a gradient-based learning, to optimize the 

connection and complete the development process. The two steps are completed separately. 

However, both are tied together in which good results of one phase positively impact the other. 

Initially, we start with constructing a topology of the network and select the realization of t-norm 

and t-conorm. Selecting the type of topology means the organization of neurons (AND\OR or 

OR\AND) followed by choosing the number of neurons in each layer. Parametric learning comes 

next to adjust the weight of the connections of the neurons. In the learning phase, where 

interpretation is revealed, the iterative nature of the interpretation process allows a designer to 

monitor and control interpretation (level of details) and readability through pertinent pruning 

mechanisms [80], [81].Those values are might not work side by side with performance index 

since all networks’ parameters are independent from each other and thus the network preserve 

high degree of controllability and plasticity. The development process is carried out in an 

iterative fashion where the performance is assessed, and if not accepted the network is revised. 

Once the network meets certain objectives in terms of its accuracy, interpretability and stability, 

hence the network has reached an optimal design. 
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In the literature, we can encounter a plethora of different approaches employed to construct 

AND\OR from numerical data. The paper [80] addresses the interpretability challenge of 

neurofuzzy system through the underlying logics. It reveals models’ transparency through a 

collection of logic driven processes and shows that the presented logic-oriented networks retain a 

well-define interpretability and exhibit plasticity by mutually enhancing neurons and 

connections. This paper could be set as a backbone of later studies on AND\OR architectures as 

it shows the practical benefits of neurofuzzy computing. In a different setting, Evolutionary 

Computing (EC) has been used to augment AND\OR construct to help combat high-dimensional 

problems in which gradient-based learning is vulnerable. Furthermore, EC provides optimization 

support in the case of large space of structures. Subsequently, only a small subset of features is 

essential and their reduction may help to develop compact and efficient AND\OR networks [81], 

[82], [83], [85]. The independency of group-based optimization, such as EC algorithms, from the 

gradient information makes them more robust and suitable for complex problems. Ideally, it is 

better to use hybrid techniques where a population-based algorithm is set to find initial structure 

or fuzzy sets followed by a gradient-based learning to optimize the connectives and lower the 

computing overhead. The type of EC-based algorithm to implement, or to start with in case of 

hybridization, is always a problem-dependent issue.  

An interesting implementation of AND\OR neurons is with hardware design to take advantages 

of power consumptions and analog electronics [86], [87], [88]. These types of implementations 

give a perception of the plethora of areas in which the logic networks can be used. Several other 

implementations of AND\OR architecture worth mentioning to stress the adoptability of the 

architecture such as in biomedical pattern classification [89], [90], software engineering for 

describing software process and products quantitatively [91], data representation and 

dimensionality reduction [92] and finally Karnaugh map minimization [80]. Additionally, the 

fuzzy logic operators (AND\OR) offer various other advantages such as transparent data 

representation which allows introducing a novel granules logic-oriented autoencoder [92]. 

2.5 Concept Design and Discovery 

A convenient definition of concepts is inspired by Port-Royal logic [93], which indicates that 

a concept consists of its extent and intent. The extent of a concept is a collection of all objects 

that are covered by the concept, while the intent is the collection of all attributes covered by the 

concept. Following the Port-Royal logic, a concept structure follows the format such that a 
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concept p2 is a sub-concept of p1, which implies that p1 is a super-concept of p2. In this manner, a 

structure of concepts can be built no matter what kind of linguistic meaning we give to the 

concepts. The logic description of a concept (that is, a pair of (object, attributes)) has inspired 

several researchers to follow a similar path for knowledge representation and extraction in 

several domains. 

Concept discovery was first incepted in [94] to describe a collection of objects 𝓞 positioned in 

a space of attributes A to achieve optimal knowledge acquisition and representation. The 

literature is rich of methodologies to tackle the design and learning of explicit concepts that 

preserve a high level of generalization. The ground-breaking paper by Wille [95] is one of the 

earliest works to describe a concept by defining a set of objects O, a set of attributes A and a 

binary relation in the form 𝐼 ⊆ 𝑂  𝐴, to indicate the relations between an object and its 

counterpart attributes. A complete concept lattice then formed by the set of all formal concepts of 

formal contexts with their relations to sub-concepts and super-concepts. This method, called 

formal concept analysis (FCA), has since been applied in many domains due to its mathematical 

effectiveness [48], [96]. One limitation of Wille’s concepts is that only one set is allowed as an 

extent (or intent), while more extents (intents) must be disjunction expressions. This limitation 

was addressed in the monotone concept [107], which allows for a set of unions for the extents 

and disjunction for the intents. 

Concept analysis and discovery has been generalized to a theory on fuzzy relations [93], [97], 

[98]. Fuzzy formal concepts introduce a structure L to form a complete resituated lattice and 

provide a scale of truth values with its structure. The binary relation is interpreted as the truth 

degree to which the object o ∈ 𝑶 has the attribute 𝑎 ∈ 𝑨. Other types of concepts with 

different formation characteristics, such as power concepts [99], property-oriented concepts [72], 

object-oriented concepts [70], [71], AFS concepts [103] and approximate concepts [62], [104], 

have been presented to meet different requirements of cognitive knowledge discovery. Those 

well-defined concepts can be distinguished from one another according to the characteristics of 

their intensions, whose forms may be conjunctive, disjunctive or mixed [106]. Object-oriented 

and property-oriented concepts [70], [71], [72] are based on rough set theory and incorporated 

into FCA to discover useful data patterns. The work in [108] utilizes property-oriented concepts 

to tackle the problem of uncertainty and complexity in a formal context that is traditionally 
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composed of 0s and 1s. It uses linguistic values to describe the connotation of a decision in the 

formal context directly, thereby reflecting the importance of group meaning. 

AFS concepts, a family of completely distributive lattices, are related to the semantic 

interpretation of fuzzy attributes. The approach has been applied to fuzzy clustering [109], [110] 

to meet the requirements of real-world applications. Further improvements on fuzzy AFS 

concepts were presented in [111] to mimic human reasoning and provide definitive semantic 

interpretation. Fuzzy sets emphasize the idea of partial membership to offer a possibility of 

dealing with concepts where the binary view of the underlying concept is not suitable or overly 

restrictive [112]. They solve the issue of limited interpretation capabilities for a full linguistic 

description of concepts. 

Concept learning aims to acquire and extract valuable knowledge according to human 

cognitive processes. It is a very active research area with several challenges, especially when 

processing consistently changing data [105]. Generally, concept learning for a certain structure 

from certain datasets is computationally expensive [59]. Thus, fuzzy logic and granular 

computing [112], [113], [114] have been incorporated into concept learning to effectively 

improve knowledge discovery. Furthermore, concept learning requires less processing time than 

is required for detailed numeric processing [33], [34], 41]. A concept granular computing system 

comprises two complete lattices and two operators [31]. The incorporation of granular 

computing into FCA allows for eliminating redundant concepts [42], [43] from the constructed 

concept lattice of formal context, and thus, the knowledge processing efficiency of FCA 

improves. 

2.6 Fuzzy Clustering in the Development of Interpretable Models 

Fuzzy clustering [7], [20], [46] establishes a solid framework for constructing linguistic 

models by forming clusters geometry in the feature space and hence clusters become more robust 

and reflective of knowledge domain. In general, Fuzzy clustering partition a collection of data 

points into a number of clusters, where the objects inside a cluster show a certain degree of 

closeness or similarity, defined by a membership grade, to different clusters in a soft clustering 

fashion. The similarity is measured mathematically by well-defined distance functions to 

discover boundaries and classify objects into subsets. Fuzzy clustering deals with uncertainty in 

data in which there is no a priori information on the data distribution given through unsupervised 

learning. It is, therefore, an essential technique in user-centric modelling where the models 



25 

 

should help the user to justify decisions being taken and hence outcomes are readily understood.  

Furthermore, fuzzy clustering is an effective explanatory analysis technique and can deliver 

findings at the level of information granules which is an important facet in designing linguistic 

models where interpretability arises as a focal manifestation. 

2.6.1 Fuzzy C-Means 

The generic Fuzzy C-Means algorithm was proposed by Dunn [116], was called ISODATA, 

when extended the hard means of clustering to preliminary concepts fuzzy means. Bezdek [2], 

[117], [118], [120] improved fuzzy clustering to more a general case by adding fuzzy factor and 

proposed FCM. To improve convergence rate of FCM, several other variants of the algorithm 

was proposed. Wei and Xie [140] proposed rival checked fuzzy C-means clustering algorithm 

(RCFCM) on the basis of competitive learning. RCFCM magnifies the biggest membership 

degree and suppresses the second biggest membership degree to improve convergence speed. 

Later, suppressed fuzzy c-means clustering algorithm (S-FCM) is proposed [141]. The new 

algorithm establishes more natural and reasonable relationships between hard c-means clustering 

and FCM algorithm by eliminating sensitivity to the fuzzy factor. The work in [142] modifies the 

objective function of FCM algorithm to compensate for such intensity inhomogeneity induced by 

the radio-frequency coil in magnetic resonance imaging (MRI). It tailored the FCM algorithm as 

a bias corrected FCM (BCFCM) with the regularization of the FCM objective function with a 

spatial neighborhood regularization term. This algorithm was improved in [143] to lower the 

computational complexity by replacing Euclidean distance with a kernel-induced distance and 

proposed kernel versions of FCM with spatial constraints. 

The generic FCM method has some disadvantages such as the need for a large amount of time to 

converge and the sensitivity to noise, because of squared-norm to measure similarity between cluster 

center and data points. The noise in the clustering refers to the outliers of the data set in the clustering 

which have significant numerical difference from most of the other data or have a large spatial 

distance with areas with high density of data points [115]. Outliers affect FCM robustness despite the 

algorithm stability which could compromise the performance of ensuing clusters [123], [124], [125]. 

This issue has been in the centre of research activities of fuzzy clustering to limit its downsides. The 

work in [126] proposed a noisy cluster algorithm to assign noisy data points to what is called a noise 

class to eliminate the effects of outliers. Another technique was proposed in [127] to make the 

clustering algorithm more robust by using an iteratively reweighted least-squares technique (IRLS) 
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combined with the Mahalanobis distance. Although the algorithm has some disadvantages, it remains 

one of the most commonly used objective function-based clustering techniques that form a 

prerequisite for pursuing other processing. It is very efficient when representing the essence of the 

numerical data. 

The way how Fuzzy C-Means algorithm works is by calculating the centers of clusters v and the 

membership matrix U to partition the data space to minimize the following objective function: 

 

 

 

where c is the number of clusters, ‖. ‖ is the Euclidean distance function computed between 𝑥𝑘 

and the prototype (𝑣𝑖) of the ith cluster, and p is the fuzzification coefficient (>1) which affects 

the shape of the produced membership function. We, typically, choose the value to be equal 2. 

Minimizing the objective function must satisfy one constraint: 

∑𝑢𝑖𝑘 = 1

𝑐

𝑖=1

 (2.2) 

The partition matrix and the prototypes are updated iteratively in each context to determine the 

structure of each dataset falling within a fuzzy set Ai. The iteration mechanism to update the 

membership matrix follows: 
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Typically, the Euclidean distance measure is used. It helps to avoid any bias toward any 

particular component. The objective function is minimized when large membership values are 

assigned to input patterns that are close to their nearest cluster centers and low membership 

values are assigned to those that are far from the cluster center. The cluster centers (prototypes) 

are calculated as follows: 

𝑣𝑖 =
∑ 𝑢𝑖𝑘

𝑝  𝑥𝑘
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 (2.4) 

FCM, sometimes, fails to discover data structure in data because it always takes all the points in 

given data to calculate the new cluster leading to high sensitivity to outliers. Moreover, FCM has 

𝑄 =∑∑𝑢𝑖𝑘
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a long computational time in dealing with large scale of data as the number of iterations will 

significantly increase when data and dimension increase. Furthermore, Fuzzy C-Means is largely 

influenced by the initialization of the partition matrix. When the algorithm starts with the 

imperfect initial condition, it would have the risk of getting into local extremum and cannot get 

the optimal solution. Furthermore, the performance of FCM is always dependent on the dataset even 

with high adaptability of FCM on a wide range of engineering and scientific disciplines. In a 

nutshell, FCM algorithm is efficient, robust, and has been extensively (and successfully) 

implemented in different domains even with some downsides that must be taken into consideration. 

2.6.2 Conditional Fuzzy C-Means 

A modified algorithm of FCM, called Conditional Fuzzy C-Means (CFCM) [4], is geared 

towards forming direction-sensitive information granules of fuzzy clusters. In CFCM, the search 

for data structures (clusters) is narrowed down to a certain context (a subset of output space) 

making the discovery of structure more promising and the computing more manageable. 

However, this algorithm does not necessarily reflect the essence of experimental data and could 

be a realization of developer design because of the added context (condition).  

The formation on context (condition) is performed in the output space (the space of condition 

variables) as an independent task. For a specific condition, clustering is performed to reflect on 

the pertinent portion of data in the input space (Figure 2-4). By changing the condition, 

clustering focus on different parts of input space to form different information granules. 

Conditions in this case are fuzzy sets with well-defined semantics that is experimental evidence. 

The formulation of clustering differs from the generic fuzzy clustering. Instead of “cluster data 

set,” we formulate the clustering process as “cluster data set in context A” as A being a fuzzy set 

defined in the output space. The task of fuzzy clustering can be reformulated to reflect the added 

condition in the following way: 

Determine data structure (cluster) in X under condition (context) A. 
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Figure  2-3: Conditional clustering exhibits similar process as in the generic fuzzy clustering 

The clustering method in CFCM is the same as FCM that we thoroughly discussed in the 

previous section. However, the essence of this method is that clustering is carried out in the 

context of some auxiliary information granule so that the formation of the structure is conditional 

implied by some additional piece of knowledge. Therefore, it is an example of knowledge-based 

clustering [46], [169]. 

The problem is formulated on a dataset composed of pairs (xk, yk), k =1, 2, …, N where xk 

∈ ℝ𝑛and 𝑦𝑘 ∈ ℝ
𝑝. The data set X is endowed with context F meaning that with each xk a value 

of membership grade associated with it, denoted by fk, is given. Subsequently, we form pairs of 

objects (xk, fk) to be involved in the clustering process. The context values fk have to be taken 

into consideration when formulating the problem. The objective function assumes the standard 

form similar to Eq. (2.1): 

 

 

 

The added condition requests that the minimization of the objective function must satisfy the 

following constraint: 

∑𝑢𝑖𝑘 = 𝑓𝑘

𝑐
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 (2.5) 

The partition matrix is incorporate the membership grades fx that guide the clustering process 

which leads to the computing of the partition matrix realized in the following way: 
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where fK describes a degree of membership of xk in the constructed clusters to be associated with 

or allocated among the computed membership values of xk. 

As mentioned earlier, the value of the fuzzification coefficient p, in CFCM, affects the shape 

of the membership functions (clusters) being generated. With lower values of p, the membership 

functions tend to resemble characteristic functions of sets, whereas higher values of p produce 

spiky membership functions with a profound rippling effect. It is common in the literature to use 

p = 2 [39]. 

Conditional fuzzy clustering in the design of the logic-oriented fuzzy AND/OR network aims 

to solve the problem of low efficiency as the dimensionality of the input–output space increases. 

A cluster in n-dimensional space is described by prototypes v1, v2, … ,vi. The variable x1 in the 

input space has the prototypes v11, v21, …, vi1 which are calculated using Equation (2.6). 

The general architecture of a CFCM-based AND/OR network, context-based FCM, is based 

on formalization of fuzzy sets, information granules, in the output space followed by generating 

v clusters (prototypes) in the input space. Since the model proposed in this scheme is inherently 

structured around the AND/OR network and aimed to produce semantically sound terms with 

high interpretability, a collection of fuzzy sets A1, A2, …, Ap, with linguistic description, are 

positioned in the output space to form a partition of the output space. Each fuzzy set, information 

granule, is projected onto the input space and reflected through a collection of fuzzy sets. In a 

nutshell, for each fuzzy set A there is a certain number of clusters formed: v1, v2, …, vp. The main 

feature of such a model is that the collection of fuzzy sets in input space is induced by the output 

fuzzy set, which leads to fragmentation of problem space into a series of context-driven 

clustering problems, greatly reducing computational overhead [41]. 

Conditional clustering has been employed in a wide range of domains. CFCM was used in the 

preprocessing phase to design receptive fields of radial basis neural networks as homogeneous 

clusters of the network [129]. In [130] conditional fuzzy C-means clustering algorithm with 

spatial information is employed to improve robustness of the segmentation of Magnetic 

Resonance Images (MRI) and deal with noise and inhomogeneous features. Moreover, the 

algorithm was also used to construct granular fuzzy models with the aid of logic-oriented 
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networks [131]. Furthermore, CFCM was employed for blind channel equalization to estimate 

desire states of an unknown digital communication channels. The clustering technique was used 

because it exhibits shorter processing time than population-based methods and faster 

convergence rate along with the reliable estimation accuracy in search of optimal output states 

[119]. The work [132] used fuzzy equalization [133] to guide the granulation of the output space 

by utilizing triangular fuzzy sets. In subsequent, a logic-oriented fuzzy network was utilized to 

refine the resultant fuzzy sets and helped to extract useful hidden knowledge of several datasets 

because of fuzzy neurons that have learning abilities. Finally, the successful implementations of 

CFCM in different domain show the effectiveness of the modified clustering algorithm. It even 

helps to reduce the influence of heavy noise sequences in the underlying clustering procedure 

[119]. 

2.7 Interpretability and Accuracy of Fuzzy Models 

Interpretability, and transparency, allows perceiving qualitative relationships and explicit 

representation between variables for sufficient explanation of decision-making process 

linguistically to an observer. Moreover, transparency in the context of intelligent models reveals 

the inner description along with input-output mapping to eliminate uncertainty and provides in-

depth vision to knowledge domain. Several researches have suggested turning our eyes to and 

focusing on the importance of interpretability rather than relying only on accuracy to achieve 

high degree of overall model’s performance [21], [22], [23]. In order to improve efficiency of an 

intelligent model, it is important that a proposed model has to improve interpretability while 

maintaining high learning performance. Subsequently, the model is capable to produces 

understandable and trusted outcomes to humans. Recently, there is a tendency toward more 

attention being placed on approximation capabilities being highly glorified and focused upon 

while the interpretation abilities are being quietly reduced. This tendency may not be surprising 

at all since the approximation abilities are easier to quantify and eventually easier to realize [80] 

whereas the interpretability measures are difficult to define as it depends on several factors such 

as model structure and the number of features. 

The three measures of fuzzy models are related and yet contradiction. Several studies use the 

terms transparency and interpretability interchangeably. However, we believe that these are 

different terminologies and suggest different directives in the context of logic networks. An 

intelligent model can be interpretable, with lower accuracy index, without necessarily being 
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transparent even if both features can reveal and extract hidden knowledge. Having high accuracy 

index is not necessarily an advantage because more details about a system reveal more 

information at the expense of complexity [79]. Accuracy concerns a higher similarity between 

the actual and predicted results while Interpretability, which is a subjective property that depends 

on the designer perspective, concerns the capability of a model to interpret data linguistically to 

an observer through the transparency characteristic. This specific characteristic, the transparency, 

gives the design the ability to reveal all inner and yet hidden knowledge. Transparency in the 

context of intelligent models reveals the input-output mapping along with inner descriptions to 

provide in-depth vision to knowledge domain. Subsequently, the model is capable to produce 

understandable and trusted outcomes to humans (Interpretability). Interpretability and 

transparency are much related to model reliability. Therefore, decision-making processes are 

trustworthy due to the simplicity in detecting and assisting in identifying the underlying reasons. 

The literature of system modelling defines a challenge of meeting the two requirements 

(accuracy and interpretability) at the highest degree to be almost impossible [14], [25], [134]. 

Thus, researchers try to achieve the best trade-off between them depending on the user’s 

requirements that are under consideration when constructing intelligent models [135], [136]. The 

AND\OR architecture has shown supportive experiment evidences on its capability to optimize 

the three requirements (instead of two requirements) at highest degree due to the underlying 

features of added components (neurons and NN). The logic networks, with the aid of AND\OR 

neurons, have the ability to optimize the three criteria (accuracy, interpretability and 

transparency) and significantly strike the best trade-off with the potential to even improve 

models’ competency further due to the structure nature. 

2.8 Summary 

In summary, we presented a thoroughly discussion on the design of linguistic models that 

retain high degree of interpretability along with approximation capabilities. Those types of 

models are capable of extracting legitimate knowledge out of dataset and eliminate uncertainty 

and ambiguity due to their underlying logic-oriented structure. The discussion went through each 

component separately to show its contribution in the interpretation of intelligent models. This 

chapter aimed to study the literature, along with background knowledge, to develop several 

novel strategies to design and improve interpretation of knowledge domain in the ensuing 
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chapters, without negatively affecting approximation capabilities. Finally, the literature has 

shown that architecture of logic-oriented networks, as an essential neurocomputing paradigm, 

could offer a novel promising processing environment if they are integrated with other fuzzy 

tools such as fuzzy clustering. 

For a better representation of design and optimization solutions, the alternative strategies will 

be presented in ensuing chapters to build optimal models for knowledge extraction and 

representation. 
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3. Neurocomputing in Logic-oriented Fuzzy Networks 

Neurocomputing concerns the adaptive information processing systems that develop 

associations (transformations or mappings) between objects in response to their environment. It 

is one of the pillars of computational intelligence that could be trained to produce autonomous 

behavior [45], [46]. Neurocomputing methods imitate the brain as a network of simple 

interconnected processing elements corresponding to neurons. The collective processing of 

artificial neurons drives the chief advantages that being exhibited in the learning capabilities 

along with adaptability to a changing environment. In knowledge-based neurocomputing, the 

emphasis is on the use and representation of knowledge domain. The reason is that humans find 

it difficult to interpret the numeric representation of a neural network. The key assumption of 

knowledge-based neurocomputing is that knowledge is obtainable from, or can be represented 

by, a neurocomputing system in a form that humans can understand. That is, the knowledge 

embedded in the neurocomputing system can also be represented in a symbolic or well-

structured form, such as logic expressions, fuzzy rules, or other familiar ways. 

This chapter discusses the development and optimization of logic-oriented fuzzy neural 

networks as a significant form of neurocomputing paradigm. These types of networks combine 

three main components in one simple construct that is transparent, interpretable and accurate.  

The three components; fuzzy sets (information granules), fuzzy neurons and neural networks 

constitute the backbone (blueprint) of linguistic, and interpretable, logic-oriented models (Figure 

3-1). We will go in details on how all models’ components work cohesively to extract and 

represent knowledge efficiently. 

 

Figure  3-1: The logic oriented fuzzy neural network utilizes three main components for the purpose of constructing an 

interpretable model. 
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3.1 Logic-Oriented Neural Networks 

Neural networks are equipped with significant learning capabilities to the extent that any 

continuous function can be approximated to any desired accuracy. NNs are well known 

mechanism for predictive analysis with exceptional performance on many real-world problems 

[48]. The network models the operation of an unknown system from a given set of input–output 

data. In basic systems, where no nonlinearities occur, it is easy to understand the properties of 

the unknown system through simulation a given set of input–output data and handle them 

properly. Conversely, if the unknown system is nonlinear and complex, involving a large number 

of variables, advanced system modeling approaches are necessary. Learning deals with the 

optimization of the parameters through gradient-based techniques to construct the topology of 

the network. In some cases in which gradients are not possible to be computed, evolutionary 

algorithms become the best candidate for parametric learning. Due to the lack of underlying 

semantics of processing carried out at the level of the individual neuron, there is no any 

mechanism to examine the character of the produced mapping and investigate it. This brings the 

lack of confidence to the generalization abilities of the neural networks since the construct is 

neither interpretable nor transparent. 

The architecture of AND\OR networks incorporate a hybrid paradigm of Artificial Neural 

Networks (ANNs), fuzzy sets, and evolutionary computing to efficiently mimic some aspects of 

human reasoning [137]. The network is built with the aid of conceptually simple neurons that 

mimic AND and OR logic operations. Connections between neurons, and the set of inputs-

outputs, are easily adjusted by a standard gradient-based learning scheme which adds plasticity 

feature to the network. The network produces a collection of logic expressions similar to rule-

based systems. The logic-oriented AND/OR architecture allows for a deeper analysis and better 

understanding of nonlinear systems because of its linguistic interpretation and approximation 

properties being the chief advantages. Thus, the network is efficient in representing data and 

extract knowledge to capture uncertainty in the data space. Although the construct is simple, it 

has been applied to plethora of applications efficiently and successfully. 
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Figure  3-2: A general construct of logic-oriented AND\OR network 

Incorporating AND\OR networks in fuzzy modelling utilized as processing core builds a 

complete qualitative and quantitative interpretable framework (Figure 3-3). Quantitative 

description concerns the construction of a logic network, with the aid of AND/OR neurons, 

based on a qualitative description followed by the incorporation of gradient-based learning 

approach. The learning approach is utilized to quantify the relevance of descriptive variables and 

interpret the knowledge domain more precisely. The graph in Figure 3-3 is similar to a generic 

fuzzy model with only difference being the logic network. The interfaces link fuzzy model and 

logic network with the external world. They convert between numeric to fuzzy sets to be 

accepted by the model environment. The model may be used in a numeric mode through the 

transformation of inputs-outputs or in a user-centric mode through the presentation of results in a 

granular format. The user-centric is more informative and comprehensive than a single numeric 

quantity [7].  

 

Figure  3-3: A logic-oriented serves as a processing core to build a complete qualitative and quantitative interpretable framework 
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Designing the AND\OR architecture consists of three main phases namely; a) defining 

information granules (fuzzy sets) representing semantically sound linguistic landmarks; b) 

building an initial learning structure that capture the essence of knowledge domain; c) refining 

the structure by tuning  its parameters through parametric learning. Each phase is independent of 

each other but the efficiency of each phase will be reflected on ensuing phase. Thus, the design 

process is divided into three sup-processes for optimal results. 

 

Figure  3-4: The three main phases of constructing logic oriented networks with fuzzy neurons start by defining fuzzy sets 

followed by building an initial AND\OR structure that equipped with learning capabilities. 

3.2 Construction of Information Granules 

Construction of information granules (fuzzy sets) is the process to map data in the input–

output space (universe of discourse (X)) into unit interval [0, 1]. It goes through a membership 

function to assess data belongingness to a specific fuzzy set. The membership function captures 

and quantifies the transition that occurs in the description of a problem. Several membership 

functions can represent a problem in either a continuous or discrete format, which brings the 

advantage of diversity to fuzzy systems. The diversity of membership functions available for the 

quantification of information granules is an important operational facet of fuzzy computing. In 

general, fuzzy sets are constructed in two main ways: 

1. User-driven approach: fuzzy sets result from a designer’s preferences. The designer 

determines the number of information granules, specificity and coverage for data structure. 

Subsequently, the results reflect the interest of the user. 

2. Data-Driven approach: fuzzy sets are determined by a clustering process such as fuzzy 

clustering or conditional fuzzy clustering, and based on experimental data. Here, the 

constructed fuzzy sets are experimentally justifiable and legitimate and  better in terms of 

predictive accuracy [146]. 
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Fuzzification (Granulation) of input variables goes through a granular coder that converts 

numeric inputs coming from the external environment into membership grades of the fuzzy sets 

or relations. It assign, to each possible value x of the corresponding quantity, a degree of 

belongingness A(x). However, if the values x1 and x2 are close, then the membership degree of 

these values, A(x1) and A(x2), are expected to be close. The resultant fuzzy set generalizes the 

concept of a single numeric quantity by providing an envelope of possible values it can assume. 

A membership function defines a fuzzy set A in X as follows: 

 

𝐴(𝑥) ∶ 𝑿 → [0, 1] 

 

 

 

Figure  3-5: Fuzzifier and defuzzifier serve as main interfaces of logic-oriented networks. 

Another way to fuzzify the input–output space is by a clustering method such as fuzzy C-

means [35], where clusters are represented by their respective centers (centroids). The algorithm 

partitions data space by calculating the centers of classes and the membership matrix U until an 

objective function is minimized, leading to the formation of information granules (fuzzy sets) 

that best describe a system by linguistic terms. Accuracy in the fuzzification of the input–output 

space results in better extracted logic expressions from the AND/OR network. It clearly states 

that interpretability of the AND/OR network reflects how data in the input–output space was 

fuzzified. Additionally, increasing the dimensionality of the input–output space by fuzzification 

is a reason for the low learning efficiency of the AND/OR network. Therefore, it is better to 

reduce the dimensionality of the problem first by approximating the relationship between a 

specific fuzzy set from the output space to the corresponding fuzzy sets in the input space before 

learning of parameters starts through a clustering mechanism. In Figure 3-6, as dimensionality of 

the input–output space increases, the number of parameters that must be refined (w, v) increase 
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as well leading to increasing in model complexity. As complexity increases, and nonlinearity as 

well, optimization is necessary to handle the AND/OR network. 

 

 

 

Figure  3-6: AND/OR Network (Left) numeric network (Right) Fuzzifized input/output space. 

 

Commonly, expert knowledge is the source to determine and assign linguistic terms (such as 

low, med, hi) to some interval to build a linguistic model. A family of fuzzy sets defined in same 

space forms a structure of linguistic terms of some variables (say; temperature). Furthermore, 

each fuzzy set might be described by a set of fuzzy sets such as (Med-low, High-low) in same 

space.  

In this work, we rely use both data-driven and user-driven approaches to form information 

granules. We rely mainly on fuzzy clustering to construct linguistic landmarks. We also used 

triangular membership function to formalize fuzzy sets of each variable to test and optimize the 

AND/OR network. 

3.3 Structure Design and Discovery 

AND\OR architecture differs from other neurocomputing systems by the incorporation of the 

fuzzy logic-driven AND and OR neurons into the neural networks in a simple construct. Hence, 

the whole architecture offers simplicity, plasticity along with a useful balance in quantifying 

accuracy side to side with the interpretation capabilities. The processing scheme of the AND\OR 

network is augmented by the incorporation of fuzzy neurons into one structure. Each component 

of network, namely; fuzzy sets, fuzzy neurons and neural networks, plays a unique role in the 

final output of the networks. Therefore, designing and constructing each component goes 
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through individual process to optimally quantify how well the original data are represented. 

Building the network at the level of information granules (fuzzy sets) makes the construct more 

reflective of reality and subsequently the network provides superior understanding of the data 

under observation.  

We will elaborate on the main categories of the fuzzy neurons and their main properties, and 

then we will move on to the architectures of networks composed of such neurons, and then 

discuss various facets of network interpretation. 

3.3.1 Logic-Oriented Fuzzy Neurons 

Fuzzy neurons [8], [24], [139], [148] are endowed with the clearly delineated logic structure. 

The classes of Logic-based neurons are either (a) aggregative logic neurons which realize OR 

and AND operations (Figure 3-7), b) the referential logic-based neurons which analyze input 

signals with respect to a given reference point (through a matching, inclusion, difference or 

dominance relationship) [31], [46] (Figure 3-8). The neurons, in both classes, solve the lack of 

underlying semantics of individual neuron processing in neural networks. Consequently, one can 

directly examine the character of the produced results and investigate it with regard to the data at 

hand. Consequently, it increases our confidence in the generalization abilities of the network 

because it alleviates the limitation black-box nature of neural networks by revealing the inner 

description along with input-output mapping to provide in-depth vision to knowledge domain. 

Several evident benefits can be carried out by the neurons; first, easy interpretation of results and 

providing highly description of data. Second, learning mechanism is highly facilitated [46]. 

Therefore, the fuzzy logic-driven neurons address the issues of interpretability\transparency very 

efficiently which in result can be translated into a collection of textual semantics that take logic 

statements form. 

Computationally, the use of t-norm and t-conorm inherit nonlinearity and plasticity 

characteristics to the AND\OR architecture. The incorporation of this nonlinearity changes the 

numerical characteristics of the neuron, but its essential logic behavior is maintained. The 

nonlinearity transformations add interpretability to the architecture because they can be treated as 

models of linguistic modifiers [79], [138]. The potential plasticity of the neurons becomes 

critical when incorporating a learning scheme to the networks. Several realization of the logic 

operations exist with several drawbacks that have to be taken into consideration. When we say 

“realization of logic operations”, we mean the mathematical models translation of AND\OR 
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operations. Those realizations affect the final results as well as the model interpretation by 

adding interactivity of both neuron operands. In some realization, in particular min\max, the 

results only reflect the influence of one operand and obviously the true interpretability of such 

model will not be reflected. Furthermore, the high nonlinearity processing coming from the logic 

neurons is dependent on the selection of the t-norms and t-conorm. These forms of triangular 

norms (t-norms and t-conorm) are a well-defined robust fuzzy mathematical framework and they 

meet the minimal set of properties of logic connections which consists of commutativity, 

associativity, monotonicity and some boundary conditions [69], [105]. 

A. Aggregative Neurons 

The aggregative neurons realize a logic mapping from [0,1]
n
  to [0,1]. The OR Neuron 

realizes and logic operation on inputs x and the corresponding weights w. the computation is 

realized as: 

𝑦 = OR(𝐱;𝐰) =  𝑆𝑖=1
𝑛 (𝑥𝑖 𝑡 𝑤𝑖) (3.1) 

The logic operator here is modeled via s-norm (t-conorm) where the typical examples of 

this particular model are maximum, probabilistic sum and Lukasiewicz or connective. The 

formula retains a higher degree of flexibility for better interpretability in the following 

manner: 

𝑦 =  (𝑥1 𝑎𝑛𝑑 𝑤1) 𝑜𝑟 (𝑥2 𝑎𝑛𝑑 𝑤2) 𝑜𝑟 …  𝑜𝑟 (𝑥𝑛 𝑎𝑛𝑑 𝑤𝑛) 

The weight of inputs impacts the final results by the following relations; lower value of wi 

lowers the impact of the corresponding input xi which implies if the value of a connection 

equals zero then the corresponding inputs are eliminated. 

  On the other hand, the AND Neuron exhibits converse characteristics from what we 

observed for the OR neuron. Here, the computation is governed by: 

𝑦 =  𝐴𝑁𝐷(𝒙;𝒘) =  𝑇𝑖=1
𝑛 (𝑥𝑖 𝑠 𝑤𝑖) (3.2) 

The logic operator presented here is modeled via (t-norm) where the typical examples of 

this model are minimum, product, and Lukasiewicz connective. This formula also preserves 

higher degree of flexibility and can be interpreted in the following manner: 

𝑦 =  (𝑥1 𝑜𝑟 𝑤1) 𝑎𝑛𝑑 (𝑥2 𝑜𝑟 𝑤2) 𝑎𝑛𝑑 …  𝑎𝑛𝑑 (𝑥𝑛 𝑜𝑟 𝑤𝑛) 
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The final results are impacted by the value of inputs’ weights similar to OR neuron. 

However, the relationship between input and weight is different here as higher value of wi 

lowers the impact of the corresponding input xi which implies that if the value of a connection 

equals one then the corresponding inputs are eliminated. 

 

Figure  3-7: An aggregative AND logic Neuron 

B. Referential Neurons 

This type of neurons deals with processing logic predicates [28, 44]. Predicate logic allows 

solving the problem of multiple generality due to its nature to analyze a problem (or a 

statement) into subject and argument in different ways. The computation in this class is first 

carried out with respect to some given reference point then the results of processing are 

aggregated in a similar way as encountered in aggregative neurons discussed in the previous 

sections. The reference neurons are described as follows: 

𝑦 = OR(REF(𝐱; 𝐫𝐞𝐟𝐞𝐫𝐞𝐧𝐜𝐞 𝐩𝐨𝐢𝐧𝐭),𝐰) (3.3) 

𝑦 = AND(REF(𝐱; 𝐫𝐞𝐟𝐞𝐫𝐞𝐧𝐜𝐞 𝐩𝐨𝐢𝐧𝐭),𝐰) (3.4) 

The expression P(x, a) evaluates the truth value of the predicate (P) in which “a” is the 

reference point that the input is analyzed against. There are several analysis mechanisms to 

compare an input xi to a reference point to show the degree of satisfaction of the truth value of 

the predicate (P). The four analysis mechanisms are; matching, inclusion, difference and 

dominance. The expression is translated with regard to the implemented analysis as “x is 

matched to a,” “x is included in a” and so on. Therefore, the meaning (interpretation) of an 

expression depends on the chosen analysis mechanism.  Pedrycz in [21], [28], [44] has 

presented full analysis of referential neurons and discussed its potential in fuzzy systems. 

It is worth mentioning that, the impacts of inputs’ weights on final results are exactly 

similar to those of aggregative neurons. These types of neurons reveal specific knowledge 

about a certain reference which adds more specificity to the network. 
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Figure  3-8: A referential AND logic-based neurons. a1 and an serve as reference points in analyzing input data 

3.3.2 Logic-Oriented AND\OR Networks 

The network, in its basic architecture, consists of logic-driven AND/OR neurons placed in 

series in the hidden and output layers of a three layered neural network. It combines the learning 

abilities of neural networks with interpretation capabilities that are the consequences of utilizing 

AND/OR neurons. The neurons constitute the main computational structure of the logic-driven 

fuzzy neural networks by modeling the logic operators AND and OR with t-norms and t-conorms 

fuzzy set operators respectively [77], [149]. Such fuzzy neurons are also interesting 

generalizations of the basic structures of logic gates encountered in digital system design. They 

help in representing data in logical expressions form and extract knowledge through a learning 

approach within logic networks. These types of networks are capable of being modularized, 

debugged, and refined because of their construction nature. Those features become substantially 

important as the complexity of system modeling increases due to increase in nonlinearity. 

Furthermore, logic networks offer an interesting feasibility to linguistically interpret intelligent 

models without sacrificing the accuracy which leads to support decision-making process and 

hence decisions are justifiable and legitimate. Several other features of logic networks, such as 

adaptability for different systems and predicative properties, have yielded to successful 

integration with other algorithms in different domains [80], [86], [89], [150]. 

The logic processing of the logic networks comes from the famous Shannon theorem of 

decomposition of Boolean functions [151] in which any Boolean function can be represented as 

sum of min-terms or product of max-terms. The decomposition theorem implies that there are 

two modes of logic networks which directly affect the construction of the neural networks.  In 

the first construct, a two-layer neural network consists of AND neurons (similar to logic AND 

gate) in the first layer whose outputs are aggregated by a single OR neuron (gate) (Figure 3-9). 

The opposite construct occurs for the decomposition mode where OR neurons are placed in the 

first layer and a single AND neuron aggregates the outputs then produces the final results (Figure 

3-10). One can look the two modes of aggregation as a way that gives the architecture a positive 
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flexibility characteristic in knowledge representation. Here, ambiguity and uncertainty in datasets 

are reduced, and might be eliminated, through a collection of composite rules (referred to as 

logical expressions). 

 

Figure  3-9: The architecture of product of max-term. The decomposition of the first layer is translated as x1 AND x2 … AND xn 

while the output layer is interpreted as z1 OR zn 

 

Figure  3-10: The architecture of sum of min-terms. The decomposition of the first layer is translated as x1 OR x2 … OR xn while 

the output layer is interpreted as z1 AND zn 

3.3.3 Gradient-based Learning Schemes 

Deep learning (DL) [152] in the context of neural networks indicates the multiple processing 

layers for predictive analysis with multiple level of abstraction. When NNs is designed with 

AND\OR neurons followed by an implemented DL mechanism, we end up with a complete 

AND\OR architecture.  AND\OR architecture is trained in supervised learning fashion in which 

weights of connections are refined iteratively by an optimizer [79]. It reserves it’s distinguish 

logic processing feature that offers high degree of parametric flexibility. However, this type of 

learning is usually slow, especially if the predictive model is updated after all observations have 

been evaluated, which may result in a local minimum of the performance index. The efficiency 

of an optimizer is determined by two factors: the speed of convergence and a way on how the 

trained model performs on new data. 

In a standard learning scenario, realized as supervised learning, of AND\OR architecture, a 

collection of experimental data organized into a family of input-output pairs as the following: 

{𝐱 (𝑘), 𝑡𝑎𝑟𝑔𝑒𝑡(𝑘)}      𝑘 = 1, 2, … ,𝑁 



44 

 

A generic AND/OR network comes equipped with the connections that could be easily 

adjusted through a gradient-based learning. Connections optimization modifies the network’s 

parameters (connection weights) to minimize the performance index QN through iterative process 

that could be schematically described in the form: 

𝒄𝒐𝒏𝒏 (𝑖𝑡𝑒𝑟 + 1) = 𝒄𝒐𝒏𝒏(𝑖𝑡𝑒𝑟) −  𝛼 𝛻𝒄𝒐𝒏𝒏(𝑖𝑡𝑒𝑟) 𝑄 (3.5) 

where 𝛻𝒄𝒐𝒏𝒏(𝑖𝑡𝑒𝑟) 𝑄stands for the gradient of Q determined with respect to the connections, α is 

the positive learning rate. Here, it is necessary to find an optimal learning rate since small values 

result in slow convergence, whereas large values prevent convergence, making the loss function 

fluctuate at the minimum.  

The learning is carried out in a supervised mode with input-output data. After specifying the 

form on t-norm and t-conrom to implement a fuzzy function multi inputs and a single output, the 

performance index is expressed as a sum of squared error: 

𝑄 =  ∑(𝑦𝑘 − 𝑡𝑎𝑟𝑔𝑒𝑡𝑘)
2

𝑁

𝑘=1

 (3.6) 

where yk is the output of the network and ŷ is the target output and N is number of instances. 

Updating of connection values are made after the presentation of each pair of input–output 

data through back-propagation technique which is responsible for the slow convergence, 

especially when the network is large (i.e., the number of neurons is high). Furthermore, global 

minimum is not feasible and it is most likely to end up with a local minimum due to gradient-

based mechanism. When specifying the form of t-norm and t-conorm as min and max operators, 

the final do not realistically reflect the arguments of t-norms and s-norms. 

In this work, we assessed several gradient-based optimizers namely; ADAM, AdaMax [121], 

and AMSGRAD [122]. Although the optimizers share the same idea of updating weights in a 

back-propagation step, they have shown better convergence rate when implemented on different 

intelligent models. However, there is a lack of available data of how efficient those optimizers 

are when implemented to optimize AND/OR networks due to the fact that mathematical 

operations of AND/OR neurons differ from ordinary neural networks. To close this gap, we 
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evaluate the performance of the AND\OR construct on different learning schemes. These are as 

follows: 

 ADAM: an adaptive learning rate optimization method that computes individual 

learning rates for different parameters and uses moving average of the gradient instead 

of the gradient itself. The learning scheme is governed by: 

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝑔𝑡 (3.7) 

𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)𝑔𝑡
2 (3.8) 

where mt is the exponential moving average of the gradient, vt is the squared gradient 

which is the estimates of the 1
st
 and 2

nd
 moment, β1 and β2 control the exponential decay 

rate and they equal 0.9 and 0.999 respectively. However, these parameters need to be 

tuned for each specific application and don’t rely on the default parameters. 

𝑚�̂� = 
𝑚𝑡

1 − 𝛽1
𝑡 (3.9) 

𝑣�̂� = 
𝑣𝑡

1 − 𝛽2
𝑡 (3.10) 

where 𝑣�̂�and 𝑚�̂� are biased corrected estimates of the 1
st
 and 2

nd
 moment respectively. 

Weights of connectives are updated as follows:  

𝑤𝑡+1 = 𝑤𝑡 −
𝑎 𝑚�̂�

√𝑣�̂� +  𝜀
 (3.11) 

where α is the positive learning rate, ε is fixed value equal 10
-8

 

 

 AdaMax: an improved version of the Adam optimizer that solves stability problems 

that occur in special cases when training some models. Both algorithms share similar 

parameters and the learning goes as following: 

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝑔𝑡 (3.12) 

𝑚�̂� = 
𝑚𝑡

1 − 𝛽1
𝑡 (3.13) 

𝑢𝑡 = max (𝛽2𝑢𝑡−1 , |𝑔𝑡|) (3.14) 

𝑤𝑡+1 = 𝑤𝑡 −
𝑎 

𝑢𝑡
�̂�𝑡 (3.15) 
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 AMSGRAD: uses the maximum of the past squared gradient rather than the 

exponential average to update the parameters. This prevents the poor generalization 

behavior of adaptive learning rate methods caused by the exponential moving average 

of the past squared gradient. 

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝑔𝑡 (3.16) 

𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)𝑔𝑡
2 (3.17) 

𝑣�̂� =  𝑚𝑎𝑥 (𝑣𝑡, 𝑣𝑡−1̂ ) (3.18) 

𝑤𝑡+1 = 𝑤𝑡 −
𝑎 𝑚

√𝑣�̂� = 𝜀
 (3.19) 

Table  3-1: Performance of gradient based algorithms on AND\OR Network 

 

As Table 3-1 suggests, we used AMSGrad as a learning optimizer when training AND\OR 

networks. It is because this optimizer improves the convergence by avoiding large abrupt 

changes in the learning rate for each input variable. AMSGrad solves the limitation of gradient 

decent which is the hyperparameter step size that is used for all inputs variables whereas 

AMSGrad uses a separate step size (learning rate) for each parameter in the optimization 

problem. We re-stress the issue of very slow learning that may occur especially when the size of 

the network gets large. This problem emphasizes having preliminary knowledge about the 

structure of the network in what is called structure discovery process [81]. 

3.4 Interpretation of Logic-Oriented Fuzzy Networks 

Knowledge extraction starts once the performance index is minimized and connection values 

are optimized. The extracted understandable terms that reflect a model’s nature are, ideally, in 

the form of logical expressions similar to Sum of Minterm (SOP) or Product of Maxterm (POS) 

that are found in canonical form in Boolean algebra. The extracted knowledge exhibit similar 

feature of Fuzzy rules-based systems (FRBS) and reflect the logic (Boolean) nature of the 

neurons. The following logic expressions follow the network construct depicted in (Figure 3-9): 
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Conclusionk  = 

condition1 AND condition2 AND . . . conditionL 

OR 

condition1’ AND condition2’ AND . . . conditionL’ 

Rules can be represented in a different scheme if we rely on a different network construct 

such as in (Figure 3-10): 

Conclusion k  = 

condition1 OR condition2 OR . . . condition L 

AND 

condition1’ OR condition2’ OR . . . condition L’ 

The representation of extracted knowledge (as in the above examples) shows substantial 

advantages to an observer or a designer since they usually do not require explicit explanations. 

The neurons along with a learning mechanism play a pivotal role to highlight the significance (or 

relevance) of the key elements of knowledge domain through the adjustment of connectives 

values and in consequence, the explanation is constructed accordingly. The well-structured 

semantic mapping between the input-output data of constructed networks allows for easy 

translation and extraction of the semantic meaning of the acquired knowledge. Therefore, the 

resultant networks are capable to recognize complicated patterns and provide quantitative 

decision support since essential hidden linkages between input-output pairs are revealed. 

 

Table  3-2: Taxonomy of the three contradictory requirements of designing logic-oriented fuzzy architecture 

  Accuracy, Interpretability and Transparency 

1 Active Structure 

 Structure is actively changing when it is under learning 

for better Interpretability. 

 Learning can take different approaches; supervised 

learning or evolutionary computing 

 Transparency alters as a result of structure 

modification. 

2 Explanation 
 Transparency is revealed as a result of hidden neurons. 

 Interpretation is presented in terms of knowledge 

extraction (logic expressions or if-then rules). 

3 Interpretability 
 Local: Interpretation of individual prediction. 

 Global: Interpretation of a model as a whole in terms of 

fuzzy rules or logic expressions 
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The taxonomy in Table 3-2 is meant to explore how the three criteria are cohesively tied 

together in an integrative process. It facilitates the three contradictory requirements and tries to 

integrate them to optimally construct the network [21]. Furthermore, it shows the AND\OR 

architecture is being actively modified when it’s under learning. In this case, low accuracy is not 

of vital problematic as the interpretability increases at the expense of accuracy. Quality of 

interpretation should be discussed with the subject of information granules. It is because 

specificity and coverage measures affect quality of data blocks since the more specific (more 

descriptive) the information granules are, the precise interpretability is revealed (Figure 3-11). 

However, that might not be needed in some cases in which the degree of knowledge is not highly 

specific. Therefore, a sound balance between specificity and coverage is desired.  That leads us 

to the significance of the formation of information granules (fuzzy sets) in the first place and 

even before network construction. On the other hand, transparency is discussed away from data 

entities leading to focusing on the algorithm that being used or the structure itself. 

 

Figure  3-11: Specificity and coverage measures of information granules in 2D output space; (a, b) low specificity and high 

coverage, (c) high specificity and sound semantic. 

The AND\OR architecture not only interprets a dataset as whole and extracts knowledge; it is 

endowed with the ability to focus on certain information granules in the output space (referential 

information granules) to extract focused knowledge about a specific concept. This could be utilized 

with the aid of fuzzy clustering [4], [129], [132] to add better interpretation capabilities. Furthermore, 

interpretation of individual prediction adds traceability feature to help identify the cause of a certain 

decision. This type of architecture is able, to some extent, to learn the cause-and-effect structure of a 

decision that has been made and subsequently could improve the reliability and trustworthiness of 
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machine learning. The mutual advantages of different components, e.g. NNs, neurons, fuzzy sets, … 

etc., help to achieve high level of overall performance. 

We should emphasize here that logic-oriented fuzzy neural networks could be categorized under 

the umbrella of Responsible AI by prioritizing and addressing uncertainty, interpretability and 

fairness in decision-making. Responsible AI framework is essential to evaluate fairness and react on 

unfair predictions for the benefit of human beings. AI algorithms tend to be biased, which is reflected 

in deteriorated fairness, since the data considered in the construction of the models are biased as well. 

More specifically, a prediction model may actually be inherently biased since it learns and preserves 

historical biases [91]. The architecture under review quantifies the credibility of intelligent models 

and contributes to the formation of a sound trade-off between accuracy and interpretability. Thus, 

decision making processes are justified which will eliminate bias. Therefore, fairness of models’ 

outcomes is positively impacted. 

3.5 Design of Two-phase Logic–Oriented Fuzzy Networks 

The development of two-phase AND\OR networks is meant to close the performance gap of 

approximation capabilities between fully deep random AND/OR networks and deep AND/OR 

networks. The gap is caused by high computation overhead of back-propagation algorithm. 

Rather than relying fully on gradient-based learning, feedforward neural networks are efficient in 

approximating any continuous function to a desired degree of accuracy which makes 

feedforward networks suitable to model nonlinear fuzzy systems especially when the system is 

hard to be mathematically described. 

3.5.1 Feedforward Neural Networks 

The speed of learning is one of the biggest advantages of feedforward neural networks along 

with good nonlinear approximation capabilities [84]. Additionally, simplicity of implementation 

makes the networks attractive to be dominant in leaning scheme of AND\OR networks. 

Feedforward AND/OR networks exhibit the behavior of neural systems where the majority of 

connections are randomized or more generally fixed according to some specific heuristic, either 

in a stochastic or a deterministic fashion [153]. To overcome the drawback of gradient-based 

learning algorithms such as local minima, slow convergence, and poor sensitivity to learning 

setting, it would be practical to turn to randomized algorithms to train the AND/OR networks. 
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(A) 

 

(B) 

Figure  3-12: A simple model for feedforward AND\OR network, (A) Pure random. (B) Semi random 

In this random scheme of learning algorithms, the weights feeding into the hidden layer can 

be randomly assigned with no need to be tuned. Then, the weights connected to the output layer 

are calculated by solving a simple linear regression problem (Figure 3-12 (A)) [154]. In a simpler 

form, we could rely on fully random weight generator for both layers (Figure 3-12 (B)). 

However, the learning will certainly suffer local minimum problem. The benefit of relying on 

random training is that it will outperform gradient-based methods in terms of speed of 

convergence which is a significant advantage in AND\OR networks. It is therefore a preferable 

way to be able to increase the size of knowledge domain since time of convergence is reduced. 

3.5.2 Development of Two-phase Network 

In the two-phase AND\OR network, two duplicated AND\OR models where the first model is 

trained with feedforward neural network whereas the second model is trained with a gradient-

based method (Figure 3-13). Here, AMSGrad optimizer is used to train the second model 

because of its faster convergence due to adaptive learning mechanism. The benefit of this 

technique is that the first model will optimize the weight of connections in a short time since 

there is no backpropagation step. Afterwards, the second model will start from the best weights 

values (w, v) from the previous model to find a better solution “better local minimum” with a 

possibility to arrive to a global minimum. In nutshell, the objective the first phase is to find a 

better starting point in relatively short time to efficiently train a model whereas the objective of 

the second phase is to further refine weight values to better optimize the network. Figure 3-14 

explains how the second model will start from near optimal weight values to meet these 

objectives. 
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Figure  3-13: The design consists of two duplicated AND\OR networks. 

 

Figure  3-14: Effects of implementing tow-phase AND\OR model 

As stated before, the two-phase AND/OR network starts with randomly generated weight 

values for all connections in all network’s layers for n number of iterations in Feedforward 

mechanism with only using Equations (3.1, 3.2) for OR neuron and AND neuron respectively. A 

targeted performance index (Qtaeget) can be either pre-defined based on a user preferences or it 

can be left undefined to let the model complete the maximum number of iterations (max (n)). 

The benefit of setting up the values of (Qtaeget) is that the number of iteration n can be shortened 

if the targeted performance is reached before max(n) which results in reducing the training time. 

In the other hand, specifying the value of (Qtaeget) might limit the efficiency of the model since 

there is no guarantee that the obtained performance value is optimized. Therefore, it is better to 

leave (Qtaeget) undetermined and let the model completes the feedforward step for (max (n)).  

 In the second phase, new iteration value (m) is introduced. Since the computation overhead 

increases rapidly due to calculation associated with gradient-based algorithm, number of iteration 
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(m) must be significantly lower than n to make the presented model optimal. In the development 

process, the following condition applies: 

 

 

Since the second model start form a better known initial performance index, the developed 

model’s performance will meet two objectives; the performance will either and outperform a 

stand-alone gradient-based model or it will reach a stable state faster where no further 

improvements can be gained. Both objectives are reachable, and within boundaries, if the first 

phase successfully finds ideal weights values. 

3.5.3 Experimental Studies 

The experiments have been conducted on both numeric and fuzzy datasets of three datasets, 

(See Appendix A). Results are organized in two sub-sections to clearly report the model 

effectiveness in all cases. To illustrate the model effectiveness, AND/OR networks were 

constructed with different size of hidden layer (Figure 3-12 (A)). Number of AND neurons in the 

hidden layer equals 2 and 4 whereas number of OR neuron in the output layer always equals 1. 

The OR neuron aggregates the outputs of AND neurons, in the hidden layer, to produce the final 

logic expression (such as sum of products in Boolean algebra). The quality of learning is 

measured by monitoring the value of the performance index. The fuzzy quantization involves 

three fuzzy sets for each variable which results increase in input-output dimensionality. We 

assure that the intent of this study it to investigate the performance index when implementing the 

two-phase model. Optimization of fuzzy sets will certainly lead to refine the extracted fuzzy 

rules. 

A. Numerical Experiments 

The results of developed model are presented for each phase individually to show how 

improvements are obtained. Figure 3-15 shows results of both phases and compare them with 

stand-alone gradient-based algorithm. In phase one, number of iteration n equals 1000 and it 

consumed 15% of training time. While in phase two, number of iteration m equals 500 and it 

consumed 85% of training time. It is worth mentioning that number of iteration, n and m, is a 

problem specific parameter and it needs to be re-adjusted for other applications. In 

comparison between two phase model and stand-alone gradient-based algorithm in training 

AND/OR network, there is 15% increase in training time. However, there is 16% 

max(𝑚) ≤
1

2
𝑛 (3.20) 
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improvement in performance index (Q). The increase in training time of two-phase model 

comes from phase one which can be reduced by reducing the number of iteration. Figures 3-

16, 3-17, 3-18, 3-19, 3-20, 3-21, 3-22, 3-23 and 3-24 show refined results of both models. 

 

Figure ‎3-15: Demonstration of (Red) two-phase model, (Blue) Gradient-based algorithm. (Blue) line is offset by 1000 to clearly 

show the comparison. 

All experiments have been conducted with similar settings, in terms of number of 

iterations and number of AND/OR neurons, on three different datasets. Results have shown 

that the phase one, which randomly set the values of connections weights for n number of 

iteration, is effective in reaching better performance index. The Tables 3-3, 3-4 and 3-5 show 

clearly the improvement in performance index when implementing the proposed model. The 

increase in training time between 15% to 20% is noticed as results of the first phase. 
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Figure  3-16: Improvements in performance index (Red) two-phase model (Blue) gradient-based.  AND/OR network with two 

AND neurons (numeric Boston housing dataset) 

 

Figure  3-17: Improvements in performance index (Red) two-phase model (Blue) gradient-based. AND/OR network with four 

AND neurons. (Numeric Boston housing dataset) 

 

Table  3-3: Results of training/ testing AND/OR network (numeric Boston housing dataset) 
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Figure  3-18: Improvements in performance index (Red) two-phase model (Blue) gradient-based. AND/OR network with two 

AND neurons. (Numeric Diabetes dataset) 

 

Figure  3-19: Improvements in performance index (Red) two-phase model (Blue) gradient-based. AND/OR network with four 

AND neurons. (Numeric Diabetes dataset) 

 

Table  3-4: Results of training/ testing AND/OR network (numeric Diabetes dataset) 
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Figure  3-20: Improvements in performance index (Red) two-phase model (Blue) gradient-based. Both models are AND/OR 

network with two AND neurons. (Numeric Iris plants dataset) 

 

 

Table ‎3-5: Results of training/ testing AND/OR network (Numeric Iris plants dataset) 

Method 
Neuron = 2 

(Q) Training\Testing 

Two-phase Model  0.0141/ 0.0392  

Gradient-based 0.03134 / 0.1073 

 

 

B. Fuzzy-set based Experiments 

As pointed out earlier, we rely on experts to assign, to each possible value x of the 

corresponding quantity, a degree of belongingness A(x). Triangular membership function 

(Equation 3.8) is used to formalize fuzzy sets of each variable in the Boston housing dataset 

and Diabetes dataset to test and optimize the AND/OR network. Linguistic landmarks (High, 

Med, Low) were given to each fuzzy set. The membership function of a triangular fuzzy set is 

given by the following way: 

𝐴(𝑥: 𝑎,𝑚, 𝑏) =

{
 
 

 
 

0, 𝑥 ≤ 0
𝑥 − 𝑎

𝑚 − 𝑎
, 𝑥 𝜖 [𝑎,𝑚]

1 −
𝑏 − 𝑥

𝑏 −𝑚
, 𝑥 𝜖 [𝑚, 𝑏]

0, 𝑥 ≥ 𝑏

  (3.8) 
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In fuzzy-set based AND/OR experiments, we use similar settings from numeric 

experiments for the purpose of consistency. The number of iterations in phase one (n) equals 

1000 whereas the number of iterations in the second phase (m) equals 500. We obtained ~ 

17% improvement in terms of the performance index (Q) in many cases. Tables 4 and 5 show 

the advantage of the proposed method quantified by the performance index. 

 

Table  3-6: Results of training/ testing rule-based AND/OR network (Boston hosing dataset) 

 

 

 

Figure  3-21: Improvements in performance index (Red) two-phase model (Blue) gradient-based. AND/OR network with two 

AND neurons (Boston hosing dataset) 
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Figure  3-22: Improvements in performance index (Red) two-phase model (Blue) gradient-based. AND/OR network with four 

AND neurons (Boston hosing dataset) 

Table  3-7: Results of training/ testing rule-based AND/OR network (Diabetes dataset) 

 

 

 

Figure  3-23: Improvements in performance index (Red) two-phase model (Blue) gradient-based. AND/OR network with two 

AND neurons (Diabetes dataset) 
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Figure  3-24: Improvements in performance index (Red) two-phase model (Blue) gradient-based. (Right) AND/OR network with 

four AND neurons (Diabetes dataset) 

To perform fuzzy rule extraction, we introduce threshold values to prune weak connections 

[81]. Pruning of connections mechanism works whenever a connection weight is higher/lower 

than a threshold value which depends on the form of the neuron. For the OR neuron, the 

higher the value of some connection, the more significance the corresponding input is. To 

show this effect, a threshold value λ is introduced. The following formula returns the original 

value of the connection (v) if it exceeds its value or it is equal to λ: 

𝑣𝜆 = {
𝑣,    𝑖𝑓 𝑣 ≥ 𝜆
0,         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   (3.21) 

On the other hand, for the AND neuron, the lower the value of some connection, the more 

significance the corresponding input is. To show this effect, a threshold value µ is introduced. 

The following formula returns the original value of the connection (w) if its value is lower 

than or it is equal to µ: 

𝑤µ = {
𝑤,    𝑖𝑓 𝑤 ≤ µ
1,         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   (3.22) 

 



60 

 

 

 

 

 

3.5.4 Accuracy and Interpretability of Two-phase Model 

Although the main objective of two-phase model is to improve accuracy and computation 

overhead, the other modelling requirements interpretability, and readability of extracted 

knowledge, were improved as an indirect advantage of the model. The presented design 

improves accuracy of approximation in several ways; optimal performance index Q values can 

be reached faster with fewer number of iterations which means less computing overhead. Even if 

number of iterations is equal in both models, the proposed two-phase model and the stand-alone 

gradient-based model, the training time of two-phase model has no negative impact on 

computation overhead or network efficiency since it mainly comes from feedforward learning 

mechanism where calculations are straightforward. Based on the experiments, improved 

performance index is always reached which reflects the efficiency of two-phased model in 

training AND/OR network. It is worth mentioning that, number of AND/OR neurons is a 
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problem-specific parameter and it differs for each dataset. This specific parameter exhibits a 

direct relation with interpretation capabilities since the interpretation of datasets is derived from 

the underlying logic of fuzzy neurons. It is always a good practice to keep the number of neurons 

as low as possible to improve readability of extracted knowledge. We stress that the presented 

model should improve the overall results regardless of the number of neurons. It also improve 

overall efficiency and convergence rate of the learning process. Furthermore, interpretation of 

datasets, as in tables above, exhibit sound meaning that is well-justified and reflective of the 

existing experimental data. 

3.5.5 Comparative Analysis of Results 

The obtained results of the proposed learning mechanism were promising and encouraging 

but further analysis is necessary to legitimate the results. We have worked with several 

optimization algorithms in [9] to assess their efficiency and complexity when solving complex 

problems. Optimization problems, in general, involve maximization or minimization of an 

objective function, often subject to multiple constraints.  High computational complexity hinders 

the use of optimization algorithms in applications that have limited power resources while slow 

convergence speed makes it unsuitable for time critical applications. The number of parameters, 

such as mutation rate and crossover, which must be tuned, adds complexity and computation 

overhead. In this regard, calculating the complexity of some optimization algorithms, say 

Genetic Algorithms (GA), requires computing the “big O” of all other operators (mutation, 

crossover, … etc). Adding that to the computation complexity of gradient-based learning which 

generally depends on number of iterations, number of samples and number of features will result 

in very high computation complexity. Eventually, efficiency of AND\OR networks degrade 

substantially [200]. 

The presented learning technique is augmented by the simplicity of feedforward neural 

networks in which weights of connectives are randomly applied. It eliminates the use of 

optimization algorithms to reduce the computing overhead which is a substantial improvement in 

the efficiency of AND\OR networks. Speed of learning coming from the randomness nature of 

feedforward learning allows a designer to try almost all possible fuzzy sets instead of trying to 

optimize fuzzy sets in a preprocessing stage. The randomness of weight generation is the reason 

of high accuracy of approximation exhibited by the presented design.  
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3.6 Summary 

In summary, this chapter introduced the construction of logic-oriented networks that utilizes 

fuzzy neurons for better interpretation capabilities. The network strikes the best balance between 

the fundamental requirements of fuzzy modelling in which the accuracy-interpretability trade-off 

have to be met to the highest extent. The requirements of fuzzy modelling were discussed and 

presented in a taxonomy to show how accuracy, transparency and interpretability are cohesively 

tied together in an integrative process. Furthermore, we proposed a two-phase model to train the 

logic-oriented network composed of functional modules of AND/OR neurons. Training of the 

network aims to refine weight connections to improve performance index. The improvements 

were demonstrated on numeric data along with fuzzy sets to show that the design can be adopted 

in different cases with different datasets. We stress on the advantages of feedforward propagation 

in a random mode on the accuracy of approximation. Generating weights randomly can be 

implemented as a stand-alone learning algorithm on AND/OR networks. However, the 

integration of feedforward neural networks on AND/OR architectures with a gradient-based 

learning scheme ensures better values of performance index (Q) which result in better 

interpretation of datasets. 
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4. Cognitive Computing: Conceptual Knowledge Acquisition 

Cognitive computing [160] is an essential part of artificial intelligence that provides a novel 

and effective methods for knowledge and concept discovery problems such as classification, 

image annotation and rule extraction [51], [54], [155], [156], [157], [158]. This emerging 

computing paradigm implements computational intelligence by perfectly deal with problems of 

uncertainty and partial truth to stimulates human cognitive processes such as learning and 

problem solving [59], [160], [161], [162], [163]. Hence, cognitive computing handles complex 

human problems, which are dynamic, information-rich, sometimes conflicting, and requires 

understanding of contexts. 

A concept is a basic cognitive entity of knowledge and inferences to represent intrinsic 

regularities to explain and predict behaviors of an observed phenomena [201], [202], [203]. 

Formally, it has two constituent parts: its extension, which consists of all objects belonging to the 

concept, and its intension, which comprises all attributes shared by the objects. An important 

notion in formal concept analysis is thus a formal concept, which is a pair consisting of a set of 

objects (the extension) and a set of attributes (the intension) such that the intension consists of 

exactly those attributes that the objects in the extension have in common, and the extension 

contains exactly those objects that share all attributes in the intension [172]. A wide range of 

machine learning algorithms have been utilized in constructing concepts due to its efficiency in 

data analysis, information retrieval, extracting and visualizing hierarchies. It is worth mentioning 

that concept is somehow similar to granule computing as it can stimulate human thinking 

patterns and transform complex structures into simpler ones, and from coarser to finer piece of 

knowledge [59], [104], [172]. They both seek an approximation scheme to solve a complex 

problem effectively. 

 

Figure  4-1: The relationships between several sub-fields of concept formation and learning 
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4.1 Concept- cognitive learning 

Concepts are the foundation of human cognition, and humans gain knowledge rapidly through 

continuous learning of concepts. Thus, carrying on cognitive learning by concepts to solve a 

variety of practical problems has attracted the attention of many scholars [12]. A concept 

represents an abstraction of a type of thing in the world. For instance, the concept of a certain 

fruit, say orange, is an abstract description of all oranges containing information about an orange 

such as typical size, color and taste. Concept formation, learning of concepts, concerns observing 

unlabeled examples one after another and try to find a clustering of these examples into 

categories, which are then organized in a conceptual hierarchy. It is legitimate to say that 

concept-cognitive learning models mainly focus on how to gradually acquire knowledge and its 

properties. This type of learning, called Incremental learning, has been widely used in simulating 

the human brain to learn concepts through a computer system. Apart from ordinary machine 

learning approaches where learning is performed using stochastic gradient descent (SGD) 

optimization in batch mode where all training data are given at the same time, concept learning 

follows incremental scheme in which after each observation, or observations, the system needs to 

update its conceptualization. It is because the observations are made one after another. This 

dynamic environment of acquiring new knowledge force the decision-makers to quickly, and 

efficiently, react to ever-changing information by imitating the mechanisms of human brain. The 

area of incremental learning, also called continual learning [128], has been rapidly expanding, 

fueled by the potential utility of deploying continual learning algorithms for applications such as 

medical diagnosis or autonomous driving [100], [101]. 

Incremental learning concerns the learning process that takes place whenever new example(s) 

emerges and adjusts what has been learned according to the new example(s) [182]. In the context 

of concept learning, learning can reflect the cognitive process of a human brain by effectively 

updating the corresponding concept lattice as well as the embodied implication rules [179]. We 

could, therefore, list the main types of incremental learning: 

 Concept-Incremental learning: this is to provide a new set of concepts such as new 

face images for a face recognition system. 

 Object-Incremental learning: this is when adding one object to a knowledge base 

such as adding a new user in a face recognition system 
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 Attribute-Incremental learning: this is when attributes are provided after a learning 

system is trained. 

The new added concepts, objects and attributes dynamically change the existing model. A 

system might need to “forget” the old structure and adjust what have been induced. 

Consequently, the mechanism of incremental learning faces some shortcomings, such as the 

model having to adapt gradually [175] and preservation of previously acquired knowledge 

without the effect of catastrophic forgetting [156], [170], [176], [177]. This specific limitation, 

the catastrophic forgetting, is due to the unavailability of the entire dataset. The unavailability of 

data is due to “temporal causes” in the old data cannot be reused once new data comes [192].  

Concept space contains a set of all possible concepts. The space grows exponentially as 

number of concepts increases which then becomes an NP-hard problem construct and compute 

all concept. To demonstrate this difficulty, Let’s consider the information table, Table 4-1, from 

[181] which shows three attributes “height”, “hair” and “eyes” with respect to the objects. Given 

an object set {1, 3, 4, 5, 6}, the corresponding attributes shared by all objects is {eyes = blue}. 

Then the pair ({1, 3, 4, 5, 6}, {eyes = blue}) is called a concept. Now let’s consider the concept 

space of Table 4-1, there are 28 − 1 possible object sets. To construct a single object, we need to 

compute 𝐶8
1object sets. That is {1}, {2}, …, {8}. Similarly, 𝐶8

2needs to be computed when 

considering two objects, that is {1, 2}, {1, 3}, …, {7, 8}. Thus, it becomes NP-hard problem to 

construct a set of all concepts as it is very high resource consuming process to search the entire 

search space.  

TABLE  4-1: Information table for concept construction 

Object Height Hair Eyes Class 

1 Short Blond blue A 

2 Short Blond Brown B 

3 Tall Red Blue A 

4 Tall Dark Blue B 

5 Tall Dark Blue B 

6 Tall Blond Blue A 

7 Tall Dark Brown B 

8 Short Blond Brown B 

Concept classification in conceptual hierarchies comes as a way to organize concept in 

readable and understandable way to a user. It reflects how humans would classify groups of 

entities. The idea is to order concepts from a “super-concept” to “sub-concept” hierarchy. For 

instance, let’s consider a knowledge base that represents mode of transportation, for the set of 
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objects {car, train, airplane} and the attributes {land, air}. We could draw conceptual hierarchy 

as in Figure 4-2 below: 

 

Figure  4-2: A Conceptual hierarchy 

Hence, the hierarchies grow as concepts added in an incremental manner. Here, the challenge 

remains to ensure true retention of knowledge by balancing between plasticity (the ability to 

adapt to new knowledge) and stability (the ability to retain prior knowledge). Extreme plasticity 

can cause forgetting the prior information when learning a new concept. On the other hand, 

extreme stability, incremental concept learning may become more difficult. This phenomenon is 

known as the stability-plasticity dilemma [102]. 

The above explanation and discussion of cognitive learning shows the complexity of 

acquiring and leaning new knowledge when adopting concept learning scheme. Although the 

hierarchy scheme is sufficient in knowledge representation, it does not necessarily exhibit 

interpretation capabilities. Knowledge representation could reveal some hidden knowledge and 

introduce readability to knowledge domain but that it will certainly fail to manifest in revealing 

essential input-output interconnections. 

4.2 Conceptual Clustering 

Conceptual clustering focuses on dividing concepts into different categories. Rather than the 

conventional clustering analysis methods that are based on the similarity between geometric 

distances of data objects like K-means clustering, conceptual clustering are assembled into a 

single cluster not because of their pairwise similarity, but because together they represent a 

concept from a predefined set of concepts [170], [171]. Therefore, conceptual clustering has two 

crucial tasks: concept classification and concept generation. 

In conceptual clustering, a system must know a priori knowledge “concepts” about the 

dataset. In this regard, the similarity between data points, x1 and x2, is a function of these points, 

context E, and a set of predefined concepts C; 

Similarity (x1, x2) = f(x1, x2, E, C) 
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Groups, in conceptual clustering, are divided based on the quality of the resulting concept 

descriptions. Those groups have some understandable descriptions that characterize their 

belongingness. Entities are grouped together if they belong to the same concept, even if 

physically located “far” from each other [184], [185] [186]. This clustering mechanism solves 

the limitation of conventional clustering which is the lack of interpretation capabilities, by 

forming a class only if it is describable by a concept from a predefined concept class.  

To illustrate the significance of priori knowledge in conceptual clustering, consider the Figure 

4-3 which is taken from [184]. Conventional clustering method, say K-means, would consider 

the configuration of points as a collection of independent points. Therefore, the points (x1 and x1) 

would likely be placed into the same group based on the distances between point pair or 

similarity feature. On the other hand, a person would place the two points into two different 

groups. Here, the data points would be partitioned into groups not on the basis of pairwise 

distance between points, but on the basis of “concept membership”. This method represents a 

significant difference between conventional clustering and conceptual clustering which is that 

points placed in same cluster represent the same concept. Therefore, the created groups would 

conform that the concepts are the letter A and the letter B. Taking advantages of available priori 

knowledge will allow the clustering algorithm to select groupings with meaningful concept 

descriptions which results in better interpretation of datasets. 

 

Figure  4-3: Conceptual clustering; two different concepts. The letter A and the letter B 

Formally, conceptual clustering is defined as follows: 

Let O = {o1, o2, …, on} be a collection of objects described in terms of a set of attributes A = {a1, 

a2, …, am}. The collection O is organized into a set of clusters G = {g1, g2, …, gk} such that the 

three conditions are fulfilled: 

 Each cluster, gi , has an extensional and intentional associated descriptions. 
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 Every object in O belongs to at least on cluster. That is 

∀ 𝑜𝑖 ∈ 𝑂, 𝑖 = 1,… , 𝑛, ∃ 𝑔𝑗 ∈ 𝐺, 𝑗 = 1, … , 𝑘, 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑜𝑖 ∈ 𝑔𝑗 

 Each cluster in the solution contains at least one object of the collection. 

 

Generally, classes in conceptual clustering are presented in hierarchies in top-down scheme. In 

this form, the set of objects is divided into a small number of classes, each of which may be 

divided into subclasses, iterating until a termination condition is met. On the other hand, bottom-

up scheme may be used such that each object is initially considered to be in its own class; they 

are then grouped together, and the resulting groups are then brought together into super classes, 

until the top level is reached. However, since incremental scheme is widely used which means 

that clustering analysis observation one at a time, creating and modifying classes is based on the 

new information which, in return, will lower learning efficiency. 

4.3 Interpretability of Conceptual Clustering 

In general, clustering algorithms focus only in organizing the collection of objects into a set of 

clusters, leaving the interpretation of those clusters to the user. There has been limited success in 

addressing cluster interpretability in the original feature space [174]. Conceptual clustering 

algorithms, in addition to the list of objects belonging to the clusters, provide for each cluster one 

or several concepts, as an explanation of the clusters. These algorithms could be suitable for 

applications in which the users do not only wish to know the clusters existing in the data but 

some additional information that explains why certain clusters are formed [173]. However, 

conceptual clustering experiences several limitations that could make it difficult to be applied on 

real problems. These limitations are mainly related with a high computational complexity, 

several parameters tuning, the inefficient updating of the clustering after changes in the 

collection, the high complexity of the language used for building the concepts and the 

impossibility of processing objects described by mixed and incomplete data; these drawbacks 

make the study of conceptual clustering algorithms a research area of concern nowadays. 

Hereinafter, we will talk indistinctly about conceptual clustering algorithm and conceptual 

algorithm to refer to the same term. 

Conceptual clustering forms a classification tree (conceptual hierarchy) where a concept is 

specified through three types of conditional probability distributions: 
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 Predictability p(value|concept) represents the distribution of possible feature values for 

members of the concept: If you know that the observation x belongs to the concept C, 

which kind of feature values v do you expect it to have? 

 Predictiveness p(concept|value) this probability tells us how indicative a certain feature 

value is for concept membership. 

 Relative frequency p(concept|parent): indicates the frequency of a concept in comparison 

to its sibling in the hierarchy. It basically the the likelihood of the observation x to belong 

to a concept c if the observation x belongs to the parent concept p. 

The interpretation is mainly based on Boolean relation that represents the presence or absence 

of an association through concept lattice. In concept formation and concept hierarchies, concept 

lattice is an essential component to describe the relationship between the objects and the 

attributes. It is a common graph structure with excellent mathematical properties which can 

clearly describe generalization and specialization relations between concepts. The concept lattice 

normally contains a plenty of redundant information especially when processing uncertain 

information [183]. Therefore, the reduction of lattice, relationship, improves information 

retrieval and knowledge representation. The generalization of ordinary concept lattice to fuzzy 

lattice through fuzzy concepts has led to a major disadvantage that is a fuzzy context contains a 

considerable number of fuzzy concepts which makes it very time-consuming to generate a fuzzy 

concept lattice, and therefore it is difficult to find important concepts [195].  

We cannot discuss the interpretation of conceptual clustering without relating it to the basics 

of concept since it is a basic knowledge unit that provides some sort of explanation to a user. 

Let’s recall that a concept can be identified by its extent and intent. A formal interpretation of a 

concept would look similar to the following: 

“object g has attribute m”. 

Let’s consider the example in Figure 4-4 that identifies a concept of “Bird”. In this case, we 

could choose an object g to be “Sparrow” with the attributes “winged, feathered and bipedal”. 

Subsequently, a single concept is formed with duality feature which means each of the two parts, 

extent and intent, determines each other. Let’s write that in concise way: 

({Sparrow}, {winged, feathered and bipedal }) 

The above explanation is explicit but it does not necessarily distinguish between the bird 

“sparrow” from other birds since other birds, objects, might share similar attributes. This binary 
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relation determines whether the object has the attribute or not, it is usually represented by 1 or 0. 

However, the situation is different when we deal with a real-life dataset due to the complexity of 

objective things and the fuzziness of human thinking, which makes people prefer to express with 

natural language when they evaluate things. Therefore, we need to turn our attention to different 

alternatives that linguistically and semantically describe knowledge domain.    

 

Figure  4-4: A concept presents a cognitive unit of meaning 

Interpretability of formal concepts does not suggest the importance of separate attributes. It 

provides interpretable patterns a priori since it deals with such understandable patterns as sets of 

attributes to describe both classes and clusters. Therefore, several methods such as Shapley value 

from Cooperative Game Theory tries to cope with this issue by ranking separate attributes based 

on the importance of such attribute through some combinatorial formulas [187], [188]. However, 

some methods are unfeasible for large sets of attributes and hence we should use some attribute 

reduction techniques [189], [190]. In this case, it is preferable to direct our attention towards 

attribute aggregation by similarity to keep semantic and meaningful attributes even if there is 

some degree of redundancy or extra complexity paid for their processing. In the above concept 

extracted from Figure 4-4: 

({Sparrow}, {winged, feathered and bipedal}) 

We might transform the concept to some linguistic expressions such as (Sparrow has small 

wings) which can be done by adding several attributes that explain the parent attribute (winged) 

Figure (4.5). This mechanism can go iteratively until clear linguistic explanation is obtained. 

 

Figure  4-5: Adding more attributes to a parent attribute to provide linguistic explanations 
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Figure  4-6: The overall scheme of interpreting data through concept formation and analysis 

Overall, it may be said, interpretation of concept lacks the capability of presenting 

conceptually, and semantically, meaningful sound knowledge. Due to the incremental nature of 

building conceptual framework, the structure will arrive to a point in which the structure is 

complex and therefore we, as observers, will experience vagueness when interpreting the data. It 

is important to model concepts linguistically because the acquired conceptual knowledge is 

difficult to understand due to the substantial amount of linguistic concept knowledge in the 

concept lattice with imprecise linguistic information [193]. Therefore, it is necessary to process 

qualitative information by some fuzzy linguistic approaches that utilize concept lattice with 

linguistic values and manage fuzzy linguistic data.  

4.4 Logic-oriented fuzzy concept discovery 

Logic has been regarded as the core of concept-cognitive learning. It uses judgment, 

comparison, analysis and generalization to learn rational thinking to guarantee the accurate 

cognition to the objective world. Following the logical cognitive mechanism, these concept-

cognitive systems highly rely on the patterns and methods of logical thinking in the concept-

cognitive process, which leads to rigid concept-cognitive results. Logic-based cognition allows 

building logical consequences models, taking into account the linguistic relationships (objects 

and attributes). Although logic-based concept formation is rigorous, logic may cause cognitive 

process to stagnate or even to interrupt when humans are faced with complex problems. 

Therefore, it is better to utilize fuzzy cognition to find better concept-cognitive results. In fact, 

such action is more consistent with the cognitive laws of human brain, which can provide a new 

cognitive perspective for intelligent computing [178], [194]. Experimental evidence supports the 

notion that human behavior is highly consistent with fuzzy, and probabilistic, inference in both 

the sensory and cognitive domain. 
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Constructing a model of associations, that is built as a network through some logic-oriented 

fuzzy approaches, can support interpretation of data, which then become easy to translate the 

knowledge domain into human-like language. 

4.5 Interpretability Analysis: A Discussion 

Generally, there is no a clear and a specific definition of interpretability since there can be 

many different perspectives of what constitutes interpretability of different applications. 

Interpretation is a user-driven and domain-specific measure to convey why a system has 

predicted a certain outcome. Concept formation and analysis along with other conceptual-related 

algorithms do not provide interpretation, explanation of datasets. They only deal with data 

representation by doing some sort of organization or matching between objects and attributes. 

The mechanism of matching is inaccurately referred to as, sometimes in the literature, 

interpretability. To see the difference, it is much easier to detect bias or unfairness with an 

interpretable model. However, the same is not true with concept discovery due to the way the 

concepts are organized. I would argue that concepts could reveal some necessary knowledge to 

some extent which leads to eliminating some ambiguity but that does not mean it interprets the 

dataset. 

If one would associate concept discovery with interpretability feature, it is only because 

concept design obeys structural knowledge of the domain and allows a view of how some 

variables interact jointly rather than individually. Take an example of a formal interpretation of a 

concept: 

“object g has attribute m”. 

This is not an interpretation. Rather, it is a piece of knowledge that is directly extracted from 

the dataset without iteratively and deeply learning the cognitive entities. Generally speaking, the 

most accurate predictors with meaningful interpretation are constructed through an iterative 

process to refine the data. In practice, the performance of machine learning algorithms would be 

augmented by the ability to interpret results. Concept design and analysis does not provide some 

necessary characteristics of interpretability such as causality, which is tracing causal effects from 

inputs to outputs in a supervised learning algorithm [218], [219]. Furthermore, the ability to 

extract knowledge, provide readable and understandable quantitative and qualitative expressions 

are pivotal requirements when presenting interpretation of a dataset. Thus, 

interpretability\explainability is not a feature of concept analysis or conceptual clustering.  
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4.6 Summary 

In this chapter, we thoroughly discussed concept formation and learning from interpretability 

point of view. Concept discovery, as a substantial method in knowledge acquisition and 

representation, is essential in supporting decision making processes due to the dynamic nature 

that resemble real-world scenarios. Therefore, interpretation is an important facet that needs to 

be addressed carefully. Although the literature that discusses concept analysis is rich, we firmly 

believe that concepts have to be associated with a certain linguistically sound meaning to 

produce more specific sound view of the data. 

In the subsequent chapters, we utilize concept formation in logic-oriented networks for better 

interpretation that match human cognitive and produce human-like language. The representation 

of knowledge domain in the form of understandable expressions is essential in user-centric 

modelling in which the models should help the user justify decisions being taken.  
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5. Concept Discovery: Interpretation Framework of Conditional 

Clustering and Logic Networks 

Concept formation is not enough to produce sufficient interpretation of datasets unless it is 

augmented with iterative learning scheme to refine acquired knowledge followed by efficient 

knowledge representation mechanism to produce sound conclusions. In this consideration, 

concepts can be associated with certain linguistically sound meanings to achieve a better and 

clear understanding of newly acquired knowledge. Starting with a simple knowledge entity 

represented as a concept which is regarded as pairs of items in the form: 

C = (reference information granule, description). 

Then, precise knowledge is acquired through logic or rational iterative learning by the 

implemented logic-oriented fuzzy neural networks. Concepts are built upon a context reside in 

the output space called referential information granules. Those information granules are focal 

pieces of knowledge commonly provided externally (by the user or designer) or through some 

initial data analysis. For instance, they could include some simple terms such as high inflation, 

low temperature, high approximation error, …etc, or more advanced composed in the form (low 

temperature and high pressure), etc. The description is provided (expressed) in terms of other 

independent variables. The construction of the concept is completed in two phases by invoking 

conditional fuzzy clustering followed by the use of logic networks. Both are essential to reveal 

concepts in the form of logic expressions. These expressions are realized and calibrated using 

logic AND and OR neurons studied in fuzzy neurocomputing. These fuzzy logic-driven neurons 

are generic processing units that offer a high level of parametric flexibility and are endowed with 

significant interpretation abilities. 

The approach of concept formation and knowledge extraction (Figure 5-1) describes reference 

information granules positioned in some space (output space) inducing fuzzy sets localized in the 

input space. Reference information granules are either provided by designers that articulate the 

individual perspectives or are based on experimentally justifiable facts. The description is 

realized by running a conditional fuzzy C-means algorithm followed by a calibration process 

completed through logic networks. The synergy between conditional clustering and logic 

networks presents highly cohesive linguistic dependency between objects and their attributes, 
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adding originality and providing with a graphical representation of concepts. The design 

performance is evaluated using both synthetic and machine learning datasets. 

We provide full description of concepts in chapter 2 and chapter 4. We relate the contents of 

this chapter to what was presented before. In this chapter, we propose a method to describe and 

quantify data using concept. Logic-oriented network is incorporated to provide qualitative and 

quantitative description of knowledge domain. 

 

Figure  5-1: General scheme of concept formation and knowledge extraction 

5.1 Underlying design of Concepts 

In the basic setting of concept discovery, input variables concern descriptive attributes applied 

to some objects (reference information granules) that reside in the output space. The 

determination of reference information granules is an independent task and is defined in a certain 

feature space, and Y is a universe of discourse in which the referential fuzzy sets G1, …, Gn ∈ 

F(Y). The term F(Y) stands for the set of all fuzzy sets on Y in which all fuzzy sets have some 

semantics, such as “low” for G1 and “high” for G2, and so on. The resultant is several fuzzy sets 

defined over a space of reference information granules involving a small number of terms, say 

{low, medium, high}. 

An object of a concept is more reflective when it is described by more than one descriptor in 

the input space. Then, each individual variable (descriptor) is granulated into c clusters to reflect 

the nature of the variable. For example, the reference information granule (high inflation rate) is 

better described with more detailed interpretability by production cost and money supply. In this 

case, centers of clusters are projected onto the descriptor variables, and a Cartesian product of 

clusters c defined in the individual input spaces as 𝑐1 × 𝑐2 × … .× 𝑐𝑖. In the sequel, the 

relationship between clusters of descriptive variables and a single referential information granule 

can be translated as a family of logic rules containing a collection of output-inputs pairs. 
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An object of a concept can be a single information granule or multiple information granules to 

describe the entire output space in which they can be connected by logic lattices, as shown in 

Figure 5-2. The connectedness of concepts provided by logic networks in later stages is crucial 

for interpretation and reasoning [164]. One should note that the number of referential fuzzy sets 

(or length of information granules) impacts the specificity criterion. As the number of elements 

covered by the information granules increases, the specificity measure decreases and thus 

becomes less detailed. The underlying design of reference information granules suggests that the 

meaning of an object must be obvious; otherwise, it may be difficult to discover or reveal its 

interpretation. 

 

Figure  5-2: A single concept within a dataset 

 

 

Figure  5-3: A dataset is composed of multi-concepts. 
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It is crucial not to rely only on the designer’s expert-driven point of view when defining a 

concept that may not reflect the essence of experimental data. A data-centric approach, by using 

a clustering method, is an alternative way to construct information granules, or objects, that are 

experimentally justifiable and legitimate. In fact, a data-driven approach is better in terms of 

predictive accuracy [146]. In this case, the formation of data entities is accomplished in one of 

two ways: either based upon qualitative guidelines provided by the designer, in what is called 

designer-oriented data analysis [129] or based on experimentally justifiable facts through fuzzy 

clustering methods. Typically, a sufficient number of concepts is necessary for building 

semantically sound relations to reveal meaningful interpretation that reflects high transparency 

measures. This process is employed through conditional fuzzy clustering algorithm to introduce 

directionality to the formation of a frame of reference. In light of this, the quality of objects and 

their relations to the descriptive variables depends on experimental evidence and the designer’s 

perspective. 

5.2 Construction of Reference Information Granules 

Any information granule 𝒢 can be represented through a family of reference information 

grapnels (frame of reference) that is constructed based on some data X and defined in the 

corresponding output space, 𝐺𝑖: 𝐘 → [0, 1]. The family of reference information granules helps 

to clearly express any information granules with different semantics based on their elements with 

different levels of granularity [46], [105], [165]. 

The reference information granules are constructed in two main ways: 

a. Expert-oriented information granules: the reference information granules result from a 

designer’s preferences. The designer determines the number of information granules, 

specificity and coverage for data structure discovery. Subsequently, the results are 

expressed in terms of reference information granules and directly reflect the interest of 

the user. 

b. Algorithmic information granules: the reference information granules are determined 

by a clustering process, such as conditional fuzzy clustering, based on experimental data 

from a previous dataset [46]. Here, the concepts are described in terms of the already 

existing referential information granules. 

The granularity of the frame of reference is associated with the specificity measure because 

the number of building blocks (granularity) controls the level of revealed details. A less specific 
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frame of reference delivers a general look at a model, while a more detailed model requires more 

referential information granules. 

5.3 Qualitative and Quantitative Description of Concepts 

This section provides a qualitative and quantitative description of concepts by taking 

advantage of the perceptual task of logic-driven AND/OR neurons. 

5.3.1 Qualitative Description 

Similar to linguistic modelling design, the qualitative description of concepts is built on two 

main pillars, fuzzy clustering and linguistic terms [10], which are contained in a coherent 

framework for better interpretability. The qualitative description provides different conceptual 

constructs with meaningful landmarks, such as (high or low price). In this manner, the entire 

output space is divided into a frame of reference where a designer might employ a clustering 

method or certain specifications to construct information granules. However, in the case of a few 

reference information granules defined in the output space, some crucial data structures might be 

unintentionally neglected. Alternatively, an experimentally generated frame of reference is 

justifiable and semantically sound. Specificity and coverage measures should be considered to 

reflect the essence of the dataset and reveal a practically sound, meaningful description. 

Qualitative description of a reference information granule starts with the construction of c 

clusters of descriptive variables with linguistic landmarks. Subsequently, centers of clusters are 

projected onto the output space through conditional clustering to reveal the projection of the 

prototypes to their individual input space. Figure 5-4 shows how a qualitative description is 

revealed; a symbolic descriptor (L) is given for the large centroid values vLarge, and (S) is given 

for the small centroid values vSmall. Subsequently, centers of clusters are joined through an AND 

operation to generate prototypes (vi) and aggregated through an OR operation in the following 

way: 

(x1)Large AND (x2)Small 

OR 

(x1)Small AND (x2)Large 
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Figure  5-4: The projection of the prototypes to their individual input space, where S and L are small high labels of the prototypes 

Although the extracted qualitative description includes all input variables, the qualitative 

description lacks relevance quantification of descriptive variables to a reference information 

granule. Thus, a precise description that relies only on linguistic landmarks is not feasible. 

Hence, describing a frame of reference quantitatively and incorporating a learning approach can 

eliminate unnecessary descriptors for an optimal concept design. 

5.3.2 Qualitative Concept Description 

Quantitative description concerns the construction of a logic network, and AND/OR neurons 

[147], based on a qualitative description followed by the incorporation of gradient-based learning 

approach (Figure 5-5). The learning approach is utilized to quantify the relevance of descriptive 

variables and interpret a frame of reference more precisely. In the basic setting of quantitative 

concept description, a logic network is constructed in which prototypes (vi) are formed with the 

aid of the logic-oriented fuzzy AND neuron while an OR neuron aggregates the prototypes to 

reveal the description of a reference information granule. 

The computational operations by the logic-driven operators have no negative effects on the 

information granules (clusters and concepts) because they are stable in the sense of holding their 

meaning across any experimental evidence. In multi-dimensional data, it is not possible to depict 

a prototype’s projection onto output space due to limitations in visualization techniques. Thus, 

linguistic interpretation through concept design can perfectly reflect the nature of the dataset. In 

a nutshell, the constructed granules preserve a high degree of stability when building logic 

networks, extracting knowledge and constructing logic expressions. 
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Figure  5-5: Quantitative description of concepts through a logic network. The network describes a single concept. 

 

Figure  5-6: Several reference information granules describing a dataset quantitatively by adding an OR neuron. 

The description of concepts is quantified through a series of network connection refinements 

in a deep learning manner. The refinement of the connection weights helps to unveil the 

interpretation of information granule-descriptors mapping by modifying the network’s 

parameters to minimize the performance index Q. In this work, we use an accumulated 

performance index QN to express the approximation error for all training data. Root-mean-square 

error (RMSE) is used in training the networks: 
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𝑅𝑀𝑆𝐸 =  𝑄𝑁 = √
1

𝑁
 ∑(𝑦𝑘 − ŷ𝑘)2
𝑁

𝐾=1

 (5.1) 

The minimization of error requires a back-propagation algorithm to update the weight of the 

connection. The detailed logic expressions depend on the realization of the t-norm (AND neuron) 

and the t-conorm (OR neuron). In this work, we adopted the product realization of the t-norm (a t 

b= ab) and the probabilistic sum realization of the t-conorm (a s b = a + b), where a and b are 

neuron’s connections, to allow for a higher degree of interactivity between connections to 

optimally interpret the system. However, that approach is accompanied by high computation 

costs that can be reduced by embracing different learning approaches [79]. 

The computation aspects of AND neurons in logic networks realize the nonlinear 

transformation from [0, 1]
n
 → [0, 1] in the following way: 

𝑦 =  𝐴𝑁𝐷(𝒙;𝒘) =  𝑇𝑖=1
𝑛 (𝑥𝑖 𝑠 𝑤𝑖) (5.2) 

where xi is the ith input, wi denotes the associated weight, and T is the t-norm [166]. The network 

can be interpreted with a series of logic expressions given the semantics of logic operators. Its 

main role in the context of concept discovery is to connect clusters of input variables and 

generate prototypes (Figure 5-5). The logic representation of Equation (5.2) shows the 

processing and underlines the available parametric flexibility of the module residing within its 

connections. As the interpretation suggests, Equation (5.2) has the following interpretation: 

y = (x1 or w1) and (x1 or w1) and … and (xn or wn). 

In contrast, an OR neuron is slightly different when it is interpreted. The neuron realizes a 

nonlinear transformation from [0, 1]
n
 → [0, 1] as: 

𝑦 =  𝑂𝑅(𝒙;𝒘) =  𝑆𝑖=1
𝑛 (𝑥𝑖 𝑡 𝑤𝑖) (5.3) 

where xi is the ith input, wi denotes the associated weight, and S is the t-conorm [166]. The OR 

neuron works as an aggregator of different prototypes and information granules and produces the 

most relevant ones. Equation (5.3) preserves the parametric flexibility needed to better interpret a 

dataset conceptually in the following manner: 

y = (x1 and w1) or (x1 and w1) or … or (xn and wn). 
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The nonlinearity transformations add interpretability to the architecture because they can be 

treated as models of linguistic modifiers [138]. The network model implicitly encodes a set of 

logic expressions in its recurrent multilayer topology. The topology suggests a relationship 

between the network structure and the concept formation to extract linguistic knowledge after 

implementing a learning scheme through a neural network. Hence, fuzzy-based architecture 

provides a high level of interpretability of revealed knowledge. 

The interpretability framework of the design is introduced through pertinent pruning 

mechanisms [80], [81]. The pruning of the weakest (unnecessary) connections helps to facilitate 

the process of interpretation and reduce the structure of the detailed logic expressions to their 

essential substructures with the most meaningful topology. The connections-pruning mechanism 

works whenever a connection weight is higher/lower than a threshold value that depends on the 

form of the neuron. For the OR neuron, the higher the value of a connection is, the more 

significant the corresponding input is. A threshold value λ is introduced to highlight this effect. 

The following formula returns the original value of the connection (v) if it exceeds its value or it 

is equal to λ: 

𝑣𝜆 = {
𝑣,    𝑖𝑓 𝑣 ≥ 𝜆
0,         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (5.4) 

Meanwhile, for the AND neuron, the lower the value of some connection, the more significant 

the corresponding input is. A threshold value µ is introduced to show this effect: 

𝑤µ = {
𝑤,    𝑖𝑓 𝑤 ≤ µ
1,         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (5.5) 

Pruning of connectives has a crucial role in controlling specificity and level of abstraction of 

the revealed knowledge. By tuning the threshold values (µ, λ), some concepts and clusters will 

be dropped, which results in higher or lower specificity or coverage. The final results presents an 

optimal interpretation framework (and build an AND/OR model) and extract logic expressions 

that linguistically interpret the knowledge domain.  

In this work, the AND/OR network may experience an overfitting case when there is a 

minority representation of instances for a certain context that deteriorates the quality and 

accuracy of results. Adding a regularization term has changed the cost function to the following: 
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 𝑄𝑁 = ∑(𝑡𝑎𝑟𝑔𝑒𝑡𝑘 −  𝑁𝑁(𝑥𝑘, 𝑤))
2

𝑁

𝐾=1

+ 𝜆 ∑ 𝑤𝑖
𝑎𝑙𝑙

𝑤𝑒𝑖𝑔ℎ𝑡𝑠

 (5.6) 

5.3.3 Visualization of Concepts 

Logic expressions can be visually illustrated to present simplicity and better concept 

representation [167]. Larger text size or darker color means the expressions are more relevant, 

while smaller text size or lighter color means the expression is less relevant. The font size and 

color are determined by the weight value of a neuron connective to reflect the connective's 

significance. Quantitative description allows for better concept visualization due to the nature of 

logic networks while the qualitative description provides simple concept description without 

prioritizing concept’s relevance. The visual illustration follows the following rules: 

 For the AND neuron, the lower the value of some connection, the darker the color of 

font is to reflect the input’s high relevance. 

 For the OR neuron, the higher the value of some connection, the larger the font is to 

reflect the input’s high relevance. 

The following example illustrates the visualization of rule relevance: 

(a3) AND (a2) AND (a1) AND …. AND (an ) 

OR 

(b1) AND (b3) AND (b2) AND …. AND (bn) 

In this regard, the first term ((a3) AND (a2) AND (a1) AND …. AND (an )) is more significant 

than the second term of the logic expression which is reflected by the larger font size. On the 

other hand, the variable (a3) within the first term of the logic expression is more significant than 

other variables and that is reflected by the darker font color. 

5.4 Experimental Studies 

To illustrate the design process of the concept discovery carried out by the logic network 

model and conditional clustering, we discuss in the following sections several experiments 

conducted on synthetic data and machine learning datasets. Datasets are chosen based on 

different size scales to better represent the concept design and its interpretations.  

Two important points must be taken into consideration: 
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 Imbalanced data were considered when training the model to avoid poor data 

interpretation. The work follows the data-level approach by over-sampling the 

minority in a pre-processing step. 

 Logic expressions are arranged successively based on their decreasing relevance. 

 

A. Synthetic Data 

A two-dimensional synthetic dataset with multi-input, single-output data is generated using 

the function 𝑦 =  𝑠𝑖𝑛(10(𝑥2 + 𝑦2))/10 over the range [−10, 10]. This dataset contains 550 

data points using a uniform distribution. The data are split into 80% and 20% to train and test 

the model. The frame of reference in the output space is formed with different linguistic 

labels. In the experiments, p, which denotes the number of reference information granules in 

the output space, is set for different values, p = 2, 3 and 5. Furthermore, the number of 

clusters c ∈{2, 3, 5}. We present detailed results for some cases that better interpret the 

dataset while we report other results more concisely.  

In the experiments, the assigned linguistic terms are meant to easily define and distinguish 

the frame of reference. The matching of the frame of reference with their descriptive input 

variables in the input space is employed through the construction of the logic network. Input 

variables are ANDed to construct a list of prototypes in a straightforward process. Meanwhile, 

an OR neuron aggregates the frame of reference and reveals the dominant information granule 

of a dataset. 

 

Figure  5-7: Quantitative representation of the reference information granules (low) 
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The three reference information granules are interpreted as follows along with the 

performance index of the learning: 

Low (Train = 0.095– Test = 0.1754) 

[X1(c1)AND X2(c1)] OR [X1(c2)AND X2(c2)] OR [X1(c3)AND X2(c3)] 

 

Medium (Train = 0.108 – Test = 0. 163) 

[X1(c2) AND X2(c3)] OR [X1(c1)AND X2(c2) ] OR [X1(c3)AND X2(c1)] 

 

High  (Train = 0.129 – Test = 0.251) 

[X1(c1) AND X2(c1)] OR [X1(c3) AND X2(c3)] OR [X1(c2) AND X2(c2)] 

 

To describe the whole dataset (that is, the frame of reference generated out of the 

information granule in output space), we further train the three reference information granules 

to better interpret the dataset and to explicitly present the dominant concept of the dataset.  

After further training of the network, the resultant logic expression is obtained: 

DATA = Low (0.64) OR Med (0.56) OR High (0.15) 

 

Figure  5-8: Quantitative description of multi-concepts of a dataset 

The above logic expression is re-rewritten for better graphical representation and readability 

as: 

DATA = Low OR Med OR High 

Note that the values associated with each connection in (Figure 5-8) indicate the 

significance of the related concept. The final logic expression implies that (low) is more 

significant in interpreting the dataset. In other words, the following expression exhibits 

relevance over other logic expressions: 
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[X1(c1) AND X2(c1)] OR [X1(c2)AND X2(c2)] OR [X1(c3)AND X2(c3)] 

In the subsequent cases, we extended the experiment for more reference information 

granules to pursue better interpretability. Note that the linguistic term (low) when p = 3 differs 

from the linguistic term (low) when p = 5. 

Following a similar process from the previous experiment to determine which reference 

information granule has the highest relevance, we further train a logic network with p = 5 

{low, low-med, med, med-high, high}. We arrived at the following logic relationship: 

DATA = low OR low-med OR med-high OR high OR med 

B. Selected Machine Learning Data 

The following experiments have been conducted on several real-world datasets [168]. A 

thorough process description is provided for the Boston Housing Dataset to clearly present the 

design and clarify the explicit knowledge extraction in concept-based modelling. For other 

datasets, brief results are presented to show the design efficiency. 

1. Boston Housing Dataset 

The Boston Housing Dataset was chosen because of its popularity in the literature, which 

makes it easier to measure design competence. Three referential information granules are 

generated out of the output variable (MEDV) with different meaningful linguistic landmarks: 

Low, Med and High. The triangular membership function was employed to form and describe 

the frame of reference (Figure 5-9). Once again, we try to rely on experimentally justifiable 

and legitimate concept generation rather than expert orientation. As a result, the decision-

making process will be trustworthy because the degree of model interpretability increases. 



87 

 

 

Figure  5-9: Visualization of the output space for three reference information granules. 

Conditional fuzzy clustering is applied to input space variables to build concept pair 

relations and extract the qualitative description of the knowledge domain. For the object 

(high), as in (Figure 5-9), fk is all membership values of the object. These values work as a 

constraint when generating membership matrices U of clusters in the input space. Following 

the same procedure, each centroid is given a symbolic value (linguistic landmark) to 

qualitatively describe the dataset and the relations between the centroids. In the case of c = 2, 

prototypes and symbolic labels are depicted in the following radar figure (Figure 5-10): 

 

Figure  5-10: Qualitative description of the object (high), c = 2. 
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The construction of prototypes deals with the linguistic terms. Given the letter (L) for the 

large centroid values and (S) for the small centroid values, it is a straightforward process to 

extract the prototypes from (Figure 5-10). As an example, the prototype v1 (the blue line in 

Figure 5-10) of the concept MEDV high is: 

(L)CRIM AND (S)ZN AND (L)INDUS AND (S)CHAS AND (L)NOX AND (S)RM AND (L)AGE 

AND (S)DIS AND (L)RAD AND (L)TAX AND (L)PT AND (S)BL AND (L)LSTATE 

 

Centroid values certainly affect the data structure of each cluster, which affects the logic 

expressions extracted from the knowledge domain. Thus, data points will have different 

meanings when associated with different concepts because the objects of a concept change the 

structure of a cluster even if the cluster resides in the same region of another concept. 

Subsequently, the linguistic landmark (Large L) has a different meaning when we change the 

value of c from 2 to 3 (Figure 5-11). 

 

Figure  5-11: Qualitative description of the object (high) with c = 3, v =3 

Other experiments were conducted on the case when p = 3 and c = 3. The processes of 

generating prototypes are similar. However, because the number of prototypes and linguistic 

terms is higher, interpretation of concepts and knowledge domain differ. Increasing the 

number of clusters has a positive impact on the interpretation of concepts because of the 

diversity added to the formation of prototypes. 
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A similar process can be carried out for other concepts to build the initial relations between 

different entities in the form of logic expressions. However, knowledge extraction from the 

dataset has not yet been completed. Revealing the meaningful linguistic description is a 

substantial process. We only have completed the generation of reference information 

granules, clusters and the formation of prototypes in the input space. 

In the training of a network with all relative descriptive variables for a certain reference 

information granule, we measure the performance index (Q) (Equations 5.1 and 5.6) to find 

the relevance of constructed prototypes to that information granule in the output space. The 

results indicate the significance of extracted logic expressions to a certain concept. Pruning 

conditions (λ, µ) (Equations 5.4 and 5.5) are applied on weights connectives for better 

interpretability of concepts. Pruning is a well-regulated method and it is essential when 

building relations between concept pairs to explicitly show the most significant linguistic 

terms. Tuning the parameter values can vary the level of abstraction (generality) based on the 

designer’s perspective without changing the meaning of concepts (information granules). If 

the pruning parameter of AND neurons is set to high, you might end up with few descriptive 

terms, and the description becomes more specific. 

2. Computer Hardware Dataset 

This dataset contains data describing the relative central processing unit (CPU) 

performance of computer hardware (ftp://ftp.ics.uci.edu/pub/machinelearning-databases/cpu-

performance/). The dataset is a small-scale dataset where the frame of reference is relatively 

limited. Unless the number of information granules is defined by a designer, experiments 

show that the output space can be linguistically divided into any values of {2. 3} as shown in 

(Figure 5-12). In our experiments, the frame of reference is defined with three linguistic 

terms. 
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Figure  5-12: Generating frame of reference in the output space 

Qualitative descriptions are drawn directly from Figure 5-13. Because there are only two 

clusters (c =2), we could assign the linguistic terms {Small, High} to each cluster and then 

connect the first cluster of each input variable with an AND neuron to extract the description. 

The referential information granules (Low) are qualitatively described by: 

MYCTSmall AND MMINHigh AND MMAXHigh AND CACHHigh AND CHMINHigh AND 

CHMAXHi 

OR 

MYCTHigh AND MMINSmall AND MMAXSmall AND CACHSmall AND CHMINSmall AND 

CHMAXSmall 
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Figure  5-13: Construction of prototypes of the referential information granules (Low) 

A similar procedure can be used to extract qualitative descriptions of a specific information 

granule. Then, logic AND/OR networks can highlight the most significant terms through 

gradient-based learning. The following quantitative description reveals the relevance 

descriptors to the reference information granule (Low): 

[(CACH is Low) AND (CHMIN is Low) AND (CHMIN is Low) AND (MYCT is Hi) AND (MMIN is Low) AND 

(MMAX is Low)] 

OR 

[(MYCT is Low) AND (MMIN is Hi) AND (MMAX is Hi) AND (CACH is Hi) AND (CHMIN is Hi) AND (CHMIN is Hi)] 

 

Interpretability of the concept discovery framework is a high-efficiency feature as it can 

precisely match a region of output space to a specific cluster in the input space. Logic 

expressions have shown high explainability measures of the knowledge domain and are 

linguistically and precisely represented in a way that a human can understand. 

3. Delta Elevators Dataset 

This dataset is larger than other datasets in this work, with 9,517 instances, six inputs and a 

single output. We followed the same procedures used with other datasets. The instances are 

split into 80/20 training and testing sets. The output values are within a short range [−0.014, 

0.013]. Once a reference information granule has been formed, coverage and specificity are 

evaluated. The number of concepts does not necessarily correlate with the number of output 

instances. Thus, we considered the frame of reference p = 2, 3 and 4 with different values of 
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clusters for input variables. After testing the dataset for different numbers of referential 

information granules (and linguistic terms) with descriptive variables, (Figure 5-14) describes 

the output space in an experimentally justified manner. 

 

Figure  5-14: Clustering of output space to generate a frame of reference with the linguistic descriptors (Low, Med, Med-high, 

High). 

 

 

Figure  5-15: Qualitative Description of (Med elevation). Knowledge (Interpretations) is easily extracted from the figure, where 

each line represents a prototype. 

The construction of a logic network of the frame of reference ensues. In a similar 

procedure, several numbers of clusters were constructed for each variable to obtain insight 
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into which input variables have a higher impact on a specific object. Finally, the logic 

network reveals which concept is more significant than the others. The most significant 

reference information granule that describes the output space has the following interpretation: 

Med-Elevation =  [(climbRate is High) AND (Altitude is High) AND (RollRate is High) AND (curRoll is Low) AND 

(diffClb is Low) AND (diffDiffClb is High)] 

OR 

[(climbRate is Low) AND (Altitude is Low) AND (RollRate is Low) AND (curRoll is High) AND(diffClb is High) AND (diffDiffClb is Low)] 

 

The following logic expression delivers a final interpretation of the data. Note the ordering 

of logical terms which represents terms significance represented by font size. 

Output Space = (Med-Elevation) OR (Med-Low Elevation) OR (Low-Elevation) OR (Hi-Elevation) 

5.5 Summary 

In summary, a conceptual interpretation framework to quantify datasets and extract useful 

knowledge through the utilization of conditional fuzzy clustering and logic networks is 

presented. Referential information granules are focal pieces of knowledge in the design, while 

the description of such information granules is realized in terms of other independent variables. 

The design exercises a direction-sensitive process by starting from the output space to form the 

relations with the descriptive input variables and construct logic networks with the aid of 

AND/OR neurons. This characteristic gives the design the ability to reveal all inner and yet 

hidden knowledge. Hence, the model is parametrically flexible due to the nature of logic 

networks. Outcomes of the design are expressed in terms of linguistic terms and logic 

expressions that are readable and understandable.  

The process of concept formation and knowledge extraction involves several major activities 

summarized in Figure 5-1: 

 Knowledge acquisition: it involves the acquisition of knowledge from human experts, 

sensors, or computer systems.  

 Knowledge representation: The acquired knowledge is organized into a knowledge 

representation. This activity involves preparation of a knowledge map through the 

prototypes construction. 

 Interpretation and justification: This involves the design of an interpretation capability to 

answer questions like why and how a specific piece of information was obtained. 
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Although the work presents a promising design to extract useful knowledge in the form of 

concept, we believe the design can be improved further by improving the clustering mechanism. 

In the following chapters, we will introduce an improved conditional clustering mechanism 

which in return should improve knowledge extraction and interpretation of dataset.  
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6. Enhancement of Fuzzy Clustering and Interpretation of 

Knowledge Domain 

Fuzzy clustering, as an essential tool in granular modelling, helps to convert numeric data into 

information granules regardless of some possible hints of knowledge domain. Clustering, as a 

basic algorithmic framework, operates on a single data set and concerns with building partitions 

of data sets on the basis of some performance index. It is therefore, a data-driven analytical 

approach that revolves around available data aimed at revealing a structure in data and it is 

prerequisite for a slew of detailed algorithms. This clustering mechanism is conceptually sound 

and algorithmically appealing vehicle to construct fuzzy sets by determining their membership 

grades (functions). 

Generally speaking, the generic fuzzy clustering, Fuzzy C-Means, forms data structures based 

on the concepts of closeness (resemblance). Typically, clustering dose not distinguish between 

input and output variables. So, the final product of cluster analysis results in a collection of 

clusters as concise descriptors of data. The generic fuzzy clustering can be referred to as 

condition-free clustering in which clustering can be formulated as follows: 

Determine structure in data X 

Most practical models are directional constructs that represents a certain mapping from 

independent to dependent variables. Thus, the role of variables (either inputs or outputs) is 

critical in constructing interpretable models. Conditional clustering develops clusters by focusing 

on a certain portion of the original data which adds directional features to the process. This gives 

rise to the decomposition of clustering and helps carry out more focused data analysis. The quest 

for conditional clustering can be formulated in a uniform manner as follows: 

Determine structure in data X under condition (context) D 

In this case, the clustering algorithm focuses only on a subset of X conditioned by the context 

D (Figure 6-1). 

 

Figure  6-1: Conditional fuzzy clustering operates on a subset of data. 
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As you can see in Figure 6-1, other regions of output space are not considered when forming 

clusters in the input space. As a result, it may not be possible to reveal some important hidden 

data structures. This leads us to reconstruct the clustering mechanism in order to obtain a better 

interpretation framework of data.  

In this chapter, we study the conditional fuzzy clustering with the attention to enhance the 

clustering mechanism to improve the process of building knowledge entities. Although 

conditional fuzzy clustering is capable of describe ambiguity in data which result in better 

interpretation, the fact that it focus only on one context limits its efficient functionality in 

revealing data patterns. The presented algorithm takes into consideration all possible contexts 

when clustering input space in either user-centric mode or data-driven mode. Furthermore, the 

improved conditional clustering mechanism could be augmented with logic-oriented fuzzy neural 

network to guide knowledge discovery in datasets. 

6.1 Problem Formulation: Enhancement on Conditional Fuzzy Clustering 

Most studies rely on fuzzy clustering when constructing linguistic models to express the 

uncertainty in the classification and the empirical complexity. Conditional clustering operates on 

a subset of data and neglects the effects of other parts (context) of output space which certainly 

does not reflect the essence of knowledge domain. For instance, if we are interested in modeling 

a phenomenon of low inflation rate on housing prices, we would define a number of fuzzy sets of 

context focused on low values of inflation rate. Subsequently, the clustering is only focused on 

the pertinent portion of data in the input space. In this case, a question that one might ask, what 

would clusters look like if we are interested in modeling low and high inflation rates on housing 

prices at the same time. The clustering has to be customizable by identifying pursuits of fuzzy 

clustering on the pertinent portion of data in the input space. 

In an enhanced version of conditional clustering, we regard several contexts simultaneously to 

decompose the problem. Given several contexts (conditions), each context is mapped to its 

corresponding subsets of X while taken into consideration the effects of other contexts on the 

formation of prototypes in the input space. Here, the task can be reformulated, as opposed to 

conditional clustering, in the following way: 

Determine structures in data X under conditions (contexts) D1 AND  D2 AND, …, AND Dp 
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Figure  6-2: A detailed view at the enhanced conditional clustering in case of two contexts 

6.2 Mathematical Model of Enhanced Conditional Clustering 

This method comes as a modification of the conditional fuzzy clustering (CFCM) which is 

also a modification of the generic version of Fuzzy C-Means. In general, fuzzy clustering tries to 

minimize an objective function through iterative mechanism.  Let’s recall the objective function 

encountered in FCM: 

𝑄 =∑∑𝑢𝑖𝑘
𝑝 ‖𝑥𝑘 − 𝑣𝑖‖

2

𝑁

𝑘=1

𝑐

𝑖=1

 (6.1) 

where c stands for the number of clusters, U=[uik] is a partition matrix, p > 1 is the fuzzification 

coefficient expresses the impact of the membership grades on the individual clusters and implies 

the shape of membership function, uik is the membership degree of data xk to the ith cluster and 

‖. ‖ is a distance function between xk and the prototype (vi) of the ith cluster. Here, the 

performance index (Q) is minimized by modifying the values of clusters, viz prototypes and a 

partition matrix. 

The proposed fuzzy clustering mechanism modifies the objective function to include all 

porotypes that reside in all clusters. Formally speaking, a dataset composed of pairs (xk, yk), k =1, 

2, …, N where xk ∈ ℝ𝑛and 𝑦𝑘 ∈ ℝ
𝑝 .  Several reference information granules D1, D2, …, Dp are 

defined in ℝ𝑝 and constraint the process of building clusters in  ℝ𝑛. In this work, we adhere to 

the practice of using square brackets to identify a certain context such that [ii] denotes the iith 

context where ii = 1, 2, …, p. The objective function for the iith context, D[ii], is minimized as 

follows: 

𝑄[𝑖𝑖] =∑∑𝑢𝑖𝑘
𝑝 [𝑖𝑖]‖𝑥𝑘 − 𝑣𝑖[𝑖𝑖]‖

2 −  𝛼 

𝑁

𝑘=1

∑∑∑∑𝑢𝑖𝑘
𝑝
[𝑖𝑖]‖𝑣𝑗[𝑗𝑗] − 𝑣𝑖[𝑖𝑖]‖

2
𝑁

𝑘=1

𝑐

𝑖=1

𝑐

𝑗=1

𝑝

𝑖𝑖=1

𝑐

𝑖=1

 (6.2) 

where 𝑣𝑖[𝑖𝑖]and 𝑣𝑗[𝑗𝑗] stands for the iith, jjth contexts respectively, α is a problem-specific 

learning parameter that needs to tuned. Here, the objective function includes the distance 

between any prototype vi[ii] of the current context D[ii] and all other prototypes in different 
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context D[jj] which is guided by the learning parameter α. The optimization of Q [ii] completed 

with respect to the membership matrix U [ii] and the prototypes v1 [ii] …, vc [ii] indicates that 

there are two individual optimization tasks to be carried out separately for the partition matrix 

and the prototypes. Firstly, we concentrate on optimizing the following: 

Minimize Q [ii] 

with respect to V {v1[ii] … vc[ii]} 𝜖 ℝ𝑛 

Determining the prototypes is impacted by the selection of the distance function. We consider 

the Euclidean distance that is ‖𝑥𝑘 − 𝑣𝑖[𝑖𝑖]‖
2 − ∑ (𝑥𝑘𝑠 − 𝑣𝑖𝑠[𝑖𝑖])

2𝑛
𝑠=1 . Now the optimization of 

prototypes vi [vil], l = 1,2, … n, reads as: 

𝑄[𝑖𝑖] =  ∑𝑢𝑖𝑘
2 [𝑖𝑖]

𝑁

𝑘=1

∑(𝑥𝑘𝑠 − 𝑣𝑖𝑠[𝑖𝑖])
2

𝑛

𝑠=1

− 𝛼 ∑∑∑𝑢𝑖𝑘
2

𝑐

𝑘=1

[𝑖𝑖]

𝑐

𝑖=1

𝑝

𝑖𝑖=1

∑(𝑣𝑗𝑠[𝑖𝑖] − 𝑣𝑖𝑠[𝑖𝑖])
2

𝑛

𝑠=1

 (6.3) 

 

The gradient of the objective function with respect to 𝑣𝑖𝑙    

 

𝜕𝑄

𝜕𝑣𝑖𝑙
= ∑𝑢𝑖𝑘

2 [𝑖𝑖]
𝜕

𝜕𝑣𝑖𝑙[𝑖𝑖]

𝑁

𝑘=1

∑
(𝑥𝑘𝑠 − 𝑣𝑖𝑠[𝑖𝑖])

2

𝜕𝑠2

𝑛

𝑠=1

− 𝛼 ∑∑∑𝑢𝑖𝑘
2

𝑐

𝑘=1

[𝑖𝑖]
𝜕

𝜕𝑣𝑖𝑙[𝑖𝑖]

𝑐

𝑖=1

𝑝

𝑖𝑖=1

∑
(𝑣𝑗𝑠[𝑖𝑖] − 𝑣𝑖𝑠[𝑖𝑖])

2

𝜕𝑠2

𝑛

𝑠=1

 (6.4) 

 

 

𝜕

𝜕𝑣𝑖𝑙[𝑖𝑖]
∑

(𝑥𝑘𝑠 − 𝑣𝑖𝑠[𝑖𝑖])
2

𝜕𝑠2

𝑛

𝑠=1

= 2
𝑥𝑘𝑙 − 𝑣𝑖𝑙[𝑖𝑖]

𝜕𝑙2
 (6.5) 

 

𝜕

𝜕𝑣𝑖𝑙[𝑖𝑖]
∑

(𝑣𝑗𝑠[𝑗𝑗] − 𝑣𝑖𝑠[𝑖𝑖])
2
  

𝜕𝑠2

𝑛

𝑠=1

= −2 
(𝑣𝑗𝑙[𝑗𝑗] − 𝑣𝑖𝑙[𝑖𝑖]) 

𝜕𝑙2
 (6.6) 

 

To achieve the minimum of V for k = 1, 2, …, N, we set the following conditions: 

𝜕𝑄[𝑖𝑖]

𝜕𝑣𝑖𝑙[𝑖𝑖]
= 0 

 

∑𝑢𝑖𝑘
2 (𝑥𝑘𝑙 − 𝑣𝑖𝑙[𝑖𝑖]) =  𝛼 ∑∑∑𝑢𝑖𝑘

2 [𝑖𝑖](𝑣𝑖𝑙[𝑗𝑗] − 𝑣𝑖𝑙[𝑖𝑖])

𝑐

𝑗=1

𝑝

𝑖𝑖=1

𝑁

𝑘=1

𝑁

𝑘=1

 (6.7) 

 

We arrive to the final expression: 
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∑𝑢𝑖𝑘
𝑚[𝑖𝑖]𝑥𝑘𝑙 − 𝑣𝑖𝑙[𝑖𝑖]∑𝑢𝑖𝑘

2 [𝑖𝑖] =  𝛼∑∑∑𝑢𝑖𝑘
2 [𝑖𝑖]𝑣𝑗𝑙[𝑖𝑖] −  𝛼𝑣𝑖𝑙[𝑖𝑖]∑∑∑𝑢𝑖𝑘

2 [𝑖𝑖]

𝑐

𝑖=1

𝑝

𝑖𝑖=1

𝑁

𝑘=1

𝑐

𝑗=1

𝑝

𝑖𝑖=1

𝑁

𝑘=1

𝑁

𝑘=1

𝑁

𝑘=1

 (6.8) 

 

Setting up auxiliary expressions for readability purposes, we arranges the following expressions 

𝐴𝑖𝑙[𝑖𝑖] = ∑𝑢𝑖𝑘
2 𝑥𝑘𝑙

𝑁

𝑘=1

 (6.9) 

𝐵𝑖[𝑖𝑖] =  ∑𝑢𝑖𝑘
𝑚

𝑁

𝑘=1

[𝑖𝑖] (6.10) 

𝐷𝑖𝑙[𝑖𝑖] = ∑∑∑𝑢𝑖𝑘
𝑚

𝑐

𝑗=1

𝑣𝑗𝑙[𝑖𝑖]

𝑝

𝑖𝑖=1

𝑁

𝑘=1

 (6.11) 

𝐹𝑖𝑙[𝑖𝑖] = ∑∑∑𝑢𝑖𝑘
𝑚

𝑐

𝑖=1

𝑝

𝑖𝑖=1

𝑁

𝑘=1

[𝑖𝑖] (6.12) 

 

The prototypes are computed as: 

𝑣𝑖𝑙[𝑖𝑖] =  
𝐴𝑖𝑙[𝑖𝑖] −  𝛼𝐷𝑖𝑙[𝑖𝑖]

𝐵𝑖[𝑖𝑖] −  𝛼𝐹𝑖𝑙[𝑖𝑖]
 (6.13) 

 

To produce a concise form of calculations of prototypes, we plug in (6.9), (6.10), (6.11) and 

(6.12) in (6.13): 

𝑣𝑖𝑙[𝑖𝑖] =  
 ∑ 𝑢𝑖𝑘

2 [𝑖𝑖]𝑥𝑘𝑙
𝑁
𝑘=1 −  𝛼 ∑ ∑ ∑ 𝑢𝑖𝑘

𝑚[𝑖𝑖]𝑐
𝑗=1 𝑣𝑗𝑙[𝑖𝑖]

𝑝
𝑖𝑖=1

𝑁
𝑘=1

∑ 𝑢𝑖𝑘
𝑚𝑁

𝑘=1 [𝑖𝑖] −  𝛼 ∑ ∑ ∑ 𝑢𝑖𝑘
𝑚[𝑖𝑖]𝑐

𝑖=1
𝑝
𝑖𝑖=1

𝑁
𝑘=1

 (6.14) 

The second optimization task involves the optimization of partition matrix. We introduce 

Lagrange multiplier 𝜇 to transform the problem with constraint into its constraint-free version. 

We form an augmented objective function formulated for each data point 

 

𝑉[𝑖𝑖] = ∑𝑢𝑖𝑘
2

𝑐

𝑖=1

[𝑖𝑖]𝑑𝑖𝑘
2 −  𝛼∑∑∑𝑢𝑖𝑘

2 [𝑖𝑖]𝐹𝑖𝑖 ,𝑗𝑗 ,𝑖 ,𝑗+  

𝑐

𝑖=1

𝑐

𝑗=1

𝑝

𝑖𝑖=1

𝜇 ∑𝑢𝑖𝑘[𝑖𝑖] − 𝐺𝑘[𝑖𝑖]

𝑐

𝑖=𝑘

 (6.15) 

 

where  

𝑑𝑖𝑘
2 = ‖𝑥𝑘 − 𝒗𝑖[𝑖𝑖]‖

2 

 𝐹𝑖𝑖,𝑗𝑗 ,𝑖,𝑗 [𝑖𝑖] = ‖𝒗𝑗[𝑗𝑗]−𝒗𝑖[𝑖𝑖]‖
2
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We set the following condition: 

𝜕𝑉[𝑖𝑖]

𝜕𝑢𝑠𝑡[𝑖𝑖]
= 0 

where s =1, 2, …, c, t =1, 2, …, N  

Now, we calculate the partial derivative of V with respect to the elements of the partition matrix 

in the following way: 

𝜕𝑉[𝑖𝑖]

𝜕𝑢𝑠𝑡[𝑖𝑖]
= 2 𝑢𝑠𝑡[𝑖𝑖]𝑑𝑠𝑡

2 − 2 𝛼 ∑∑𝑢𝑠𝑡[𝑖𝑖]

𝑐

𝑗=1

𝑝

𝑗𝑗=1

𝑓𝑖𝑖 ,𝑗𝑗 ,𝑠 ,𝑗 [𝑖𝑖] +  𝜇 (6.16) 

 

−𝜇 = 𝑢𝑠𝑡
2 [𝑖𝑖](𝑑𝑠𝑡

2 −  𝛼 ∑∑𝑓𝑖𝑖 ,𝑗𝑗 ,𝑠 ,𝑡 [𝑖𝑖]

𝑐

𝑗=1

𝑝

𝑗𝑗=1

) (6.17) 

 

The membership grade 𝑢𝑠𝑡 is equal to 

𝑢𝑠𝑡[𝑖𝑖] =  −𝜇 
1

2𝑑𝑠𝑡
2 − 2 𝛼 ∑ ∑ 𝑓𝑖𝑖 ,𝑗𝑗 ,𝑠 ,𝑗 [𝑖𝑖]

𝑐
𝑗=1

𝑝
𝑗𝑗=1

 (6.18) 

 

We introduce the term 𝑃𝑠𝑡[𝑖𝑖] for better readability of the equations 

2𝑃𝑠𝑡[𝑖𝑖] = 2𝑑𝑠𝑡
2 − 2 𝛼 ∑∑𝑓𝑖𝑖 ,𝑗𝑗 ,𝑠 ,𝑗 [𝑖𝑖]

𝑐

𝑗=1

𝑝

𝑗𝑗=1

 (6.19) 

 

Given the requirement∑ 𝑢𝑠𝑡[𝑖𝑖] = 𝐺𝑡[𝑖𝑖]
𝑐
𝑠=1 , and plug in it in (6.18)  

 

−𝜇 ∑
1

𝑃𝑠𝑡[𝑖𝑖]
= 𝐺𝑡[𝑖𝑖]

𝑐

𝑠=1

 (6.20) 

 

Now, plug in (6.20) in (6.17) the above expression 

2 𝑢𝑠𝑡[𝑖𝑖]𝑃𝑠𝑡[𝑖𝑖]
1

𝑃𝑆𝑡[𝑖𝑖]
= 𝐺𝑡[𝑖𝑖] (6.21) 

 

We obtain the entries of the partition matrix 

𝑢𝑖𝑘[𝑖𝑖] =  
𝐺𝑡[𝑖𝑖]

∑
𝑃𝑖𝑘[𝑖𝑖]
𝑃𝑙𝑘[𝑖𝑖]

𝑐
𝑙=1

 
(6.22) 
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It is evident that the computing of the partition matrix and the prototypes is intertwined: to 

calculate the partition matrix, we need the prototype and vice versa. Overall, the algorithm is 

completed through a sequence of iterations involving (6.14) and (6.22) where we start from some 

random allocation of data to clusters (a certain randomly initialized partition matrix) and carry 

out the following updates by adjusting the values of the partition matrix and the prototypes. In 

summary, the overall iterative scheme is outlined as follows: 

 Define contexts G[1], G[2], …, G[p] 

 Randomly initialize partition matrix U[1], U[2], …, U[p] 

o Repeat 

 ii = 1, … p 

 update prototypes using Equation (6.14). 

 update partition matrix Equation (6.22). 

 Calculate performance index Q[1], Q[2], …, Q[p] (Equation (6.2)). 

o until a certain termination criterion has been satisfied. 

The iterative process improves interpretation and knowledge representation as it tries to find 

the optimal prototypes locations. Note that, the learning parameter α is significant in the 

clustering process. It controls the interactions between prototypes from different contexts. 

Therefore, this parameter should be tuned till prototypes are fully optimized. 

6.3 Numerical Studies 

Two experiments are reported in this section to illustrate the design process of the enhanced 

conditional clustering. The first one shows the details of the algorithm, whereas the second 

example alludes to linguistic data mining of multidimensional data. 

 

Example 1. A two-dimensional synthetic dataset consisting of 600 points is randomly generated 

by using a normal distribution with 6 clusters. 
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Figure  6-3: Two dimensional data set consisting 6 clusters. 

Outputs were separately generated using the distribution N(µ = 2,  σ = 0.18) and N(µ = 4,  σ = 

0.15). Two contexts were generated (D1 and D2) following Gaussian membership (Figure 6-4): 

 

Figure  6-4: Representation of the contexts D1 and D2 

Testing cases 

The presented clustering algorithm is implemented for different values of α. This parameter is 

problem-dependent that effects the data structure. However, we assume that α = 0.05 will show 

the effects of the algorithm on the generated clusters. For better visualization of the algorithm, 

we use α = 0.06 and 0.03 
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Figure ‎6-5: (Left) Results of multi-conditional fuzzy clustering into three clusters (α = 0.06). (Right) The performance index. Note that: Pink 

color indicates the prototypes without conditioning effect. Black\Red color of the prototypes indicate the new location after conditioning 

effects. 

 

Table  6-1: The effects of the proposed fuzzy clustering method. The results show the change in prototypes positions after 

implementing multi-condition FCM. α = 0.06, c = 2, p =2 

Multi-conditional clustering with simultaneous condition effects 

Context 1 

prototype 1 -0.8271 5.8427 

prototype 2 2.9370 2.9603 

prototype 3 5.0816 4.9355 

Context 2 

prototype 1 2.1427 -2.0867 

prototype 2 -1.5705 -1.9911 

prototype 3 -0.5194 2.2883 

Fuzzy clustering  with separate condition effects 

Context 1 

prototype 1 0.0144 4.9964 

prototype 2 2.9661 3.225 

prototype 3 4.6978 4.9262 

Context 2 

prototype 1 2.449 -0.9447 

prototype 2 -0.8758 -0.9128 

prototype 3 0.0214 2.929 
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(a) 

 

(b) 

Figure ‎6-6: (Left) Results of multi-conditional fuzzy clustering into three clusters (α = 0.03). (Right) The performance index. Note 

that: Pink color indicates the prototypes without conditioning effect. Black\Red color of the prototypes indicate the new location 

after conditioning effects. 

 

 

Table  6-2: The effects of the proposed conditional clustering. The results show the change in prototypes positions after 

implementing multi-condition FCM. α = 0.03, c = 2, p =2 

Multi-conditional clustering with simultaneous condition effects 

Context 1 

prototype 1 -0.4065 5.1286 

prototype 2 2.9977 3.056 

prototype 3 4.94 4.984 

Context 2 

prototype 1 2.3713 -1.5769 

prototype 2 -1.2812 -1.4627 

prototype 3 -0.2794 2.6929 

Fuzzy clustering  with separate condition effects 

Context 1 

prototype 1 0.0144 4.9964 

prototype 2 2.9661 3.225 

prototype 3 4.6978 4.9262 

Context 2 

prototype 1 2.449 -0.9447 

prototype 2 -0.8758 -0.9128 

prototype 3 0.0214 2.929 

 

The clustering reveals different data structures that exhibit different organization of the 

patterns. The effects of clustering are shown explicitly in the Figures 6-1 and 6-2. The effects, 
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which depend of the value of α, are maximal when new prototypes locations move to the 

boundaries of clusters (Figure 6-5).  

 

Example 2.  

Now let’s consider the New York air quality measurements dataset [180]. A full description is 

provided in (Appendix B). The dataset is characterized by the four-dimensional feature vector: 

ozone - mean ozone level (parts per billion), 

solar - solar radiation, 

wind - average wind speed, 

temperature - maximal daily temperature. 

We will treat temperature as the context then we will generate three linguistic terms modelled 

through the triangular membership function. The enhanced conditional clustering is carried out 

for the feature space composed of the three features (ozone, solar and wind) 

  

 

Figure  6-7: Visualization of contexts generation. Linguistic terms were given to each context. 

For the comparison purposes, we report the results of clustering in Tables 6-3 and 6-4 which 

shows the difference if we apply the condition separately or simultaneously. Results show that 

the proposed method exhibits a visible impact on the locations of the prototypes.  
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Table  6-3: The effects of the proposed conditional clustering. The results show the change in prototypes positions after 

implementing multi-condition FCM. α = 0.06, c = 2, p =2 

Conditional Fuzzy clustering  with separate condition effects 

Context 1 

Low 

prototype 1 38.09412 242.2084 10.3784 

prototype 2 29.6264 112.6668 9.5844 

Context 2 

Med 

prototype 1 15.6291 59.9641 13.2491 

prototype 2 23.4303 270.7182 11.8380 

Multi-conditional clustering with simultaneous condition effects 

Context 1 

Low 

prototype 1 36.2795 225.9680 8.7966 

prototype 2 26.8374 72.9598 8.4079 

Context 2 

Med 

prototype 1 9.7887 17.9727 12.1039 

prototype 2 20.3820 266.5977 10.7885 

 

 

Table  6-4: The effects of the proposed conditional clustering. The results show the change in prototypes positions after 

implementing multi-condition FCM. α = 0.03, c = 2, p =2 

Conditional Fuzzy clustering  with separate condition effects 

Context 1 

Low 

prototype 1 38.09412 242.2084 10.3784 

prototype 2 29.6264 112.6668 9.5844 

Context 2 

Med 

prototype 1 15.6291 59.9641 13.2491 

prototype 2 23.4303 270.7182 11.8380 

Multi-conditional clustering with simultaneous condition effects 

Context 1 

Low 

prototype 1 37.1232 234.3362 9.5663 

prototype 2 28.0671 91.9237 8.9499 

Context 2 

Med 

prototype 1 12.5903 37.9606 12.5688 

prototype 2 21.8769 268.4123 11.2730 

 

The simultaneous conditioning exhibits a visible impact on the location of the prototypes. 

Consider two classes, c = 2. With only the effect of one condition, one of the prototypes 

([15.6291 59.9641 13.2491]) comes as an effect of the condition patterns and thereafter gets 

moved to a different location as an effect of simultaneous conditioning which result a different 

data structure. 

Interpretation mechanism differs from the generic conditional clustering to reflect the added 

condition to the conditional clustering. In the proposed algorithm, a designer is giver p number 



107 

 

of conditions to be applied the dataset. Therefore, it is articulated to reveal dependencies as 

follows: 

Determine structures in data X given D1 is Low AND D2 is Med 

where low and Med are fuzzy sets with linguistic descriptions, X is a set of inputs in the feature 

space. Note that, data structures changes as results of adding more condition to reflect some 

linguistic terms of interest defined for each variable.  

6.4 Summary 

In this chapter, we extend the generalization of conditional fuzzy clustering to involve several 

conditions to guide clustering mechanism in a concurrent way. In a direction-sensitive process, 

the proposed clustering method starts from the predefined information granules in the output 

space to form the relations with the descriptive input variables. The proposed method improves 

the process of revealing data structures and hence improves interpretation of dataset. Moreover, 

of considering several regions of output space in direction-sensitive clustering will certainly help 

in eliminating vagueness in linguistic models especially when implemented in multi disciplines 

environment that requires interpreting several concepts jointly and cohesively.  

The proposed method can be further augmented by utilizing logic-oriented fuzzy networks to 

extract quantitative descriptions with the effects of multiple conditions that coming from the 

fuzzy clustering. 
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7. Conclusions and Future Studies 

This thesis presented several methodologies to augment interpretability of datasets through 

the utilization of logic-oriented fuzzy neural networks. The primary objective was to build a 

cohesive framework capable of coping with contradictory requirements of fuzzy modelling. To 

achieve this objective along with other objectives, state-of-the-art logic-oriented fuzzy 

components were utilized; also, various analytical methods were proposed to extract useful 

knowledge, quantify the extracted knowledge and present semantically sound linguistic 

expressions. Consequently, vagueness is significantly reduced from datasets by presenting 

knowledge domain linguistically that is easily comprehended by the end user. 

Starting off with a comprehensive review of all related logic-oriented fuzzy components to re-

assess the design and reach an optimal construct, the rate of convergence of the AND\OR 

architecture was noticeably improved by not relying on gradient-based learning. The presented 

two-phase learning scheme reduced the computation overhead by implementing a randomized 

learning technique. Optimization algorithms were not heavily utilized in this work to avoid 

extensive parameters alternation for each application. Furthermore, to reach optimally good 

approximation capabilities along with relevant interpretations, several optimizers were tested on 

different numeric and granule datasets. The results were employed throughout the dissertation to 

ensure better experimental evidences. 

Interpretability, also explainable AI, stands as a core objective in modelling trustworthy 

intelligent systems. In this regard, we discussed the interpretability of formal concept analysis in 

terms of their capability in knowledge extraction and representation. Although concept analysis 

offers interesting knowledge representation, it lacks several characteristics that make it optimally 

interpretable such casualty and linguistic interpretation. Therefore, we presented an interpretable 

framework of data that utilizes directional fuzzy clustering along with a supervised learning 

scheme. The design exercises a direction-sensitive process by starting from the output space to 

form the relations with the descriptive input variables and construct logic networks with the aid 

of AND/OR neurons. This characteristic gives the design the ability to reveal all inner and yet 

hidden fuzzy relations. Hence, the model is parametrically flexible due to the nature of logic 

networks. We also presented a modified way to visualize fuzzy rules (or logic expressions) for 

the purpose of simplicity and better concept representation. The visualization of logic 

expressions takes advantages of underlying logic processing of fuzzy AND\OR neurons. 
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Apparently, connectives of the logic network are given weighted values before producing the 

final result. These values are used in an automated fashion to generate logic expressions, similar 

to bag-of-word model used in natural language processing. 

Additionally, we studied conditional fuzzy clustering with the attention to enhance the 

clustering mechanism to improve the process of building knowledge entities. Evidently, 

conditional clustering focuses only on one context which limits its efficient functionality in 

revealing data patterns. Eventually, the clustering is only focused on the pertinent portion of data 

in the input space. We presented an innovative version of conditional clustering that takes into 

consideration all possible contexts, from the output space, when clustering input space. The 

clustering is linguistically customizable by identifying pursuits of fuzzy sets on the pertinent 

portion of data in the input space. The most robust aspect of the presented method is the 

underlying interpretation capabilities in which a designer takes controllability of input-output 

spaces by considering criteria of coverage and specificity. If the specificity of a context in the 

output space is at minimum and the coverage is maximal then we end up with a generic fuzzy 

clustering. Increasing specificity identify some areas of interest leading to uncover some 

interesting relations between input-output spaces. It is intuitively apparent that these two 

characteristics are associated: the increase in one of then implies a decrease in another: an 

information granule that “covers” a lot of data cannot be overly specific and vice versa. 

7.1 Research Limitations 

Although the research outcomes are encouraging, some limitations have to be taken into 

considerations; a plethora of research have discussed interpretability of machine learning 

especially with the growth of models’ complexity leading to extremely complex black-box 

functionality. As such, the functions used to make decisions may be too complex for humans to 

comprehend; and therefore, it may not be possible to completely understand the full decision-

making rationale. It becomes an open question that at what extent a possible interpretation is 

capable of closing the expectation gap in machine learning. Because humans can handle at most 

7 ± 2 cognitive entities at once, practitioners from different domains can’t agree whether 

produced explanations actually useful or not.  In an interdisciplinary working environment, more 

and different cognitive entities are required to cover a certain knowledge domain and satisfy 

different disciplines requirements. The proposed multi-conditional clustering might seem an 
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ideal candidate to work in an overlapping conceptual structures leading to meeting 

interdisciplinary requirements.  

Additionally, logic-oriented fuzzy networks requires tuning several parameters such as 

learning rate, number of neurons and the type of decomposition mode of Boolean representation. 

One might think of this as positive characteristics of the construct because of the added 

flexibility. However, this could lead to missing the optimal combination of parameters values. 

These reported limitations are starting points for further future investigations. 

7.2 Future Research Directions 

First and foremost, the presented multi-conditional fuzzy clustering algorithm has a potential 

to open up a new research direction for building more interpretation-dedicated linguistic models. 

The newly developed algorithm, which is geared towards forming direction-sensitive 

information granules of fuzzy clusters, should reveal hidden knowledge for better data analysis 

in several domains of machine learning such as pattern recognition and classification. 

There are other interesting venues deserve further study directly linked with the undertaken 

research. The well-known interpretability-accuracy trade-off is worth more investigation. Given 

what has been said in this thesis, the ability to interpret, then reprocess, dataset could lead to 

improvements in performance, which could be done through an iterative process. Even though, 

all recent publications imply, implicitly or explicitly, that the trade-off between interpretability 

and accuracy generally exists, iterative knowledge discovery could lead to some sort of 

interpretability that can be imbued directly into models without losing accuracy. 

Although we intentionally overlooked optimization algorithms in this work, there is a 

potential of integrating optimization algorithms in the interpretation framework of concept 

presented in Chapter 5. This could be done in a preprocessing stage when constructing 

information granular. The results could have positive impacts on the presented multi-conditional 

clustering presented in Chapter 6 leading to optimized knowledge extraction process.  

We envision from the presented work the following research directions as an extension of this 

thesis: 

 Choosing a better representative level of information granular in the theoretical 

development of linguistic modeling. 
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 Optimization algorithms could improve the construction of referential information 

granules to extract the semantic meaning of the acquired knowledge. 

 Coverage and specificity criteria could be further discussed in the context of multi-

conditions fuzzy clustering. Both inputs and output spaces are a collection of several 

fuzzy sets and hence we need to search for the best level of granularity to avoid any 

detrimental effect on the fuzzy clusters and information granules being developed and 

optimized. 

 Constructing and optimization logic-oriented networks in high-dimensionality 

problems without suffering from premature convergence and low optimization precision. 

 Type-2 information granules have not been sufficiently studied in knowledge 

discovery and representation and are a good candidate for better concept 

interpretability. 
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Appendix 

A. Appendix A 

This section presents full description of datasets used in conducting experiments in 

Chapter 3.  

 
Table  0-1: Description of Boston housing dataset 

Number of instances 506 

Attributes 1. CRIM: per capita crime rate by town 

2. ZN: proportion of residential land zoned for lots over 25,000 sq.ft. 

3. INDUS: proportion of non-retail business acres per town 

4. CHAS: Charles River dummy variable (= 1 if tract bounds river; 0 otherwise) 

5. NOX: nitric oxides concentration (parts per 10 million) 

6. RM: average number of rooms per dwelling 

7. AGE: proportion of owner-occupied units built prior to 1940 

8. DIS: weighted distances to five Boston employment centres 

9. RAD: index of accessibility to radial highways 

10. TAX: full-value property-tax rate per $10,000 

11. PTRATIO: pupil-teacher ratio by town 

12. B: 1000(Bk - 0.63)^2 where Bk is the proportion of black people by town 

13. LSTAT: % lower status of the population 

Target MEDV: Median value of owner-occupied homes in $1000’s 

 

 

 

 
Table  0-2: Description of Diabetes dataset 

Number of instances 442 

Number of attributes 1. Age: age in years 

2. sex: 

3. BMI: body mass index 

4. BP: average blood pressure 

5. S1 TC: total serum cholesterol 

6. S2 LDL: low-density lipoproteins 

7. S3 HDL: high-density lipoproteins 

8. S4 TCH: total cholesterol / HDL 

9. S5 LTG:, possibly log of serum triglycerides level 

10. S6 GLU: blood sugar level 

Target measure of disease progression one year after baseline 
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Table  0-3:  Description of Iris plants dataset 

Number of instances 150 

Attributes 1. sepal length 

2. sepal width 

3. petal length 

4. petal width 

Classes 1. Setosa 

2. Versicolour 

3. Virginica 

 

 

A. Appendix B 

Daily readings of the following air quality values from May 1, 1973 to September 30, 

1973. The data were obtained from the New York State Department of Conservation 

(ozone data) and the National Weather Service (meteorological data). 

This dataset was used in Chapter 6 

 
 

Table  0: Description of New York air quality measurements dataset 

Number of instances 156 

Attributes 1. Ozone: Mean ozone in parts per billion from 1300 to 1500 hours. 

2. Solar.R: Solar radiation in the frequency band 4000–7700 Angstroms from 

0800 to 1200 hours. 

3. Wind: Average wind speed in miles per hour at 0700 and 1000 hours. 

4. Temp: Maximum daily temperature in degrees Fahrenheit. 

 

 


