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Abstract

The IETF’s Differentiated Services (DiffServ) architecture provides a general
framework for provisioning quality of service (QoS) over the Internet. Ex-
tending the DiffServ architecture to mobile users of the third generation (3G)
wireless systems is expected to provide a low cost means of running guaranteed-
service applications on personal communication devices.

In this thesis, we extend the proportional delay differentiation to 3G mo-
bile systems, and provision such service on the downlink of wide-band code-
division multiple access (W-CDMA) air interface. We seek to devise a set
of admission control and scheduling mechanisms that aim at maximizing the
effective throughput of the system. Taking user mobility and CDMA soft ca-
pacity into consideration, two proportional delay differentiation schedulers and
an admission control scheme integrated with power prediction are proposed.
Our simulation results show that significant improvement in the average delay,
fairness among the DiffServ classes, and the total effective throughput can be

attained using the predictive admission control scheme.
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Chapter 1
Introduction

This thesis deals with methods for extending future Internet Quality of Ser-
vice architecture to mobile users in future generation wireless cellular en-
vironments. In particular, the thesis considers extending the Differentiated
Services (DiffServ) model to mobile users in the proposed Universal Mobile
Telecommunication Systems (UMTS) cellular environment. Towards this
goal, this chapter motivates the general research direction. The chapter is
organized as follows. Section 1.1 gives an overview of the UMTS system and
the IMT-2000 requirements. Section 1.2 discusses two prominent quality of
service (QoS) architectures for future Internet structures, in connection with
the goal of extending such architectures to the wireless cellular domain. Fi-
nally, Section 1.3 concludes by outlining the thesis organization and main

contributions.

1.1 An Overview of Future Mobile Cellular

Environments

Personal mobile communication systems have evolved in three distinct stages:
analog, digital, and multimedia. The first generation (1G) analog mobile
communication systems provided mobile users with voice only services. Then,

in the 1990s, the second generation (2G) digital mobile communication sys-



tems were developed. The second generation mbbile devices offer users digital
voice services, as well as data and short message capabilities, at data trans-
mission rates from 9.6 Kbps to 14.4 Kbps. The most successful of the 2G
cellular systems is the Global System for Mobile Communications (GSM),
which supports over 50% of the world’s cellular subscribers.

The evolution from the second generation personal wireless systems to the
third generation (8G) systems began with the introduction of the IMT-2000
requirements, as defined by the International Telecommunications Union
(ITU). IMT-2000 defines the common standard, which all 3G mobile commu-
nication systems should conform to. The main characteristics of IMT-2000
are high transmission data rates and multimedia communication. IMT-2000
is intended to provide up to 2 Mbps data rate for stationary users, 384 Kbps
for low-speed moving users, and 144 Kbps for high-speed moving users. Wide-
band code-division multiple access (W-CDMA) air interface has emerged
as the most important air interface for 3G systems. The CDMA architec-
ture is different from the time-division multiple access (TDMA) architecture
which operates on a time slot basis, and the frequency-division multiple ac-
cess (FDMA) architecture which divides the whole spectrum into frequency
bands. The CDMA architecture spreads each user’s data over the full al-
1ocatéd bandv;/idth and transmits different data streams simultaneously by
encoding each stream with a particular code. This technology brings higher
capacity, improved call quality, and enhanced privacy over other multiple ac-
cess technologies. Universal Mobile Telecommunication Systems (UMTS) [1]
architecture using the W-CDMA and CDMA-2000 {7] are two of the most
important proposals for achieving the IMT-2000 requirements.

Figure 1.1 illustrates some of the main building blocks in the proposed
UMTS architecture. The UMTS system architecture consists of two network
elements: the UMTS terrestrial radio access network (UTRAN), which is
responsible for all radio-related functionality, and the Core Network (CN).
The CN is responsible for all radio interface independent functions such as

call control and mobility management. In the UMTS architecture, the CN
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Figure 1.1: UMTS system architecture

is connected to the outside world using two network domains: the Circuit
Switched domain centered at the Mobile Switching Centers (MSCs) and the
Packet Switched domain centered at the GPRS Support Nodes (GSNs). Each
of the two domains connects to different network backbones. The first back-
bone carries voice traffic coming from the UMTS Public Land Mobile Net-
work (PLMN) peers, the Public Switched Telephone Network (PSTN), or
the Integrated Service Digital Network (ISDN). The second backbone relies
on current Internet IP technology, and carries data traffic.

The demand for provisioning quality of service (QoS) over future Inter-
net infrastructure is dramatically increasing. Extending such QoS to mobile
users of the UMTS environments becomes of particular importance. We note
that UMTS attempts to fulfill the QoS requirements by the introduction of
a few QoS classes [17, 29]. The conversational class and the streaming class
are two classes proposed for serving real-time delay-sensitive traffic. The
conversational class is intended to serve voice over IP (VoIP) and conferenc-
ing applications. Uni-directional streaming video and audio applications, on
the other hand, can be served using the streaming class. Traffic belonging
to both of the above two classes is real-time traffic and always requires a
high level of service guarantee. For web-browsing and other messaging ap-
plicatidns, the interactive class and the background class are defined to serve

traffic that has no tight delay constraints, but requires high reliability.



1.2 An Overview of Future Internet Quality

of Service Architectures

Currently, the Integrated Services (IntServ) architecture and the Differenti-
ated Services (DiffServ) are two prominent models for supporting QoS over
future Internet infrastructure.

The IntServ architecture [39] is based on resource reservation. The Re-
source ReSerVation Protocol (RSVP) [45] is proposed as a signaling protocol
to reserve all the resources that each flow needs along its path. Thus, the
IntServ architecture needs each router along the path to keep per-flow state
information. Maintaining per-flow information for a large number of flows
gives rise to a scalability problem in the IntServ architecture.

The DiffServ architecture [3, 32|, on the other hand, attempts to solve the
scalability problem of the IntServ architecture. The DiffServ architecture is
based on classifying the traffic at the edge of the network into a few classes
and performing class-based forwarding in the core. In each router, each class
is associated with some allocated resource and forwarding behaviour. There
is no per-flow absolute bandwidth guarantee or delay bounds. Resources are
allocated on a class basis, and forwarding assurance is also guaranteed on
a class basis. Since DiffServ architecture’s conception in 1998, researchers
have developed various types of forwarding behaviours that are designed to
achieve various QoS aspects.

In this thesis, we choose to consider investigating methods for extend-
ing the DiffServ architecture to future generation of wireless cellular systems
because of its favourable scalability properties. Challenges arise with the
unpredictable nature of wireless communication. It is not like wired net-
works, where the amount of available bandwidth is always known exactly.
Especially in CDMA transmission, one flow’s transmission depends on other
flows’ transmission rate, transmission power, and mobiles’ location. The ca-
pacity of a CDMA system is called soft capacity because it is determined

by many run-time factors such as mobility locations, transmission rates, and



power. The difficulty, of reserving a certain amount of bandwidth during a
certain period in wireless environments, is also one reason for us to choose
the DiffServ architecture. Mechanisms for extending the DiffServ architec-
ture to future generation of wireless cellular systems should take both user

mobility and the CDMA’s soft capacity into consideration.

1.3 Thesis Organization and Contributions

The main focus of the thesis is on developing and investigating the perfor-
mance of call admission control and scheduling mechanisms to extend the
DiffServ architecture to mobile wireless users in future generation cellular
systems. Only transmission on the downlink (i.e., from the base station to
mobile users) is considered in the thesis. We use simulation as the main tool
in our performance study. Toward achieving the above goal, the rest of the
thesis is organized as follows.

Chapter 2 gives a background on the IETF’s DiffServ architecture with
particular emphasis on explaining the different per-hop forwarding behaviours
that have been proposed recently in the literature. Chapter 2 also gives a
background on the basic characteristics of the W-CDMA air interface that
have an impact on our design.

Chapter 3 is devoted to the development of the basic mechanisms under-
lying our design. The chapter starts by identifying a set of general design
objectives and guidelines, and then maps the identified guidelines into a
more well defined set of design requirements and objectives. Basic schedul-
ing mechanisms and call admission control mechanisms are then developed
to meet the derived objectives. A novel aspect of the work done in this the-
sis is the investigation of methods that aim at predicting the required base
station transmission power, while taking user mobility within one cell into
consideration.

Chapter 4 introduces the parameters used in our simulation realizations,

and reports on the results obtained when the system operates



(a) with a suitable scheduler but without call admission control,
(b) with a suitable scheduler and call admission control, and

(c) with a suitable scheduler and a call admission control that tries to

predict future power requirements.

The main findings are summarized in Chapter 5, along with some directions
of future research.

The main contributions of this thesis are in identifying and formalizing
a problem in the rapidly evolving field of wireless-wireline integration with
QoS provisioning, proposing solution strategies to the problem, and study-
ing the performance of the proposed solutions using simulation. In order to
undertake the above tasks, the thesis identifies user mobility and the soft ca-
pacity aspect of the CDMA cellular environment as the most critical aspects

to consider.



Chapter 2

An Overview of Some Related

Work

The previous chapter has outlined the motivation for extending the Differen-
tiated Services (DiffServ) model to future generation wireless cellular envi-
ronments. This chapter serves two purposes: firstly, it provides background
information on various proposals for implementing the DiffServ model; sec-
ondly, it discusses the main characteristics of the code division multiple access
(CDMA) air interface (that is being proposed for use in the third generation
wireless systems) that impact our design decisions.

In particular, Section 2.1 discusses the main characteristics of the Diff-
Serv model from a system architecture point of view. Section 2.2 presents a
number of per-hop forwarding behaviours that have been proposed for use in
implementing the DiffServ model, and gives detailed information on studies
done on three of them. Section 2.3 discusses some relevant aspects of the
CDMA scheme as it applies to mobile cellular users in the proposed UMTS

system.



2.1 General Features of the DiffServ Archi-

tecture

This section gives an overview of the DiffServ architecture. We recall that
DiffServ [3] has been developed to alleviate the scalability problem of the
Integrated Services (IntServ) model and, at the same time, to support quality
of service (QoS) capabilities.

In IntServ, we focus on individual flows. RSVP provides per-flow reser-
vation and each router keeps per-flow state. In contrast, DiffServ classifies
traffic into a small number of classes, and allocates resources for each class.
Packets are forwarded based on the class information encoded in the packet
header. There is no need to reserve resources for individual flow or to keep
per-flow state in each router. As a result, DiffServ does not suffer from the
scalability problem. By allocating different resources to each class, DiffServ
provides each class with different levels of service. In DiffServ, there is a
contract between the customer and the service provider, which defines what
kind of service the customer wants to receive. This contract is called the
service level agreement (SLA).

A differentiated services domain (DS domain) normally consists of one
or more networks under the same administration, such as an organization’s
intranet or an ISP. There are two types of routers in each domain: edge
routers and core routers. The edge routers interconnect the DS domain to
other domains, either DS or non-DS. The core routers only connect to other
routers in the same domain. One of the key features of DiffServ is the different
functionality of edge routers and core routers. In DiffServ, traffic policing is
done at the edge and class-based forwarding is done in the core.

Figure 2.1 shows the DiffServ architecture. DiffServ edge routers classify
and possibly condition ingress traffic to ensure that packets traversing the
domain are appropriately marked. The edge routers have three functions:
classification, marking and, possibly, conditioning. The classifier model at

the edge routers selects packets and maps each packet to a particular for-
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Figure 2.1: The architecture of Differentiated Services

warding behaviour. The selected packets are marked with a particular dif-
ferentiated service codepoint (DSCP) [31]. This codepoint is a 6-bit number
encoded in the packet header, and it is used by the core routers to decide
the forwarding treatment for this packet. Finally, the conditioner in the edge
routers will measure the traffic stream against a traffic profile, which comes
from the SLA. Depending on whether the traffic stream meets with the SLA
or not, the packets are classified as either in-profile or out-of-profile. Differ-
ent actions such as dropping, shaping, or remarking could be performed on
out-of-profile packets.

The core routers perform fewer operations than the edge routers; they
apply the forwarding behavior by mapping the DS codepoint marked by the
edge routers to one of the implemented per-hop behaviours (PHBs).

In each DiffServ domain, there is another component called bandwidth
broker (BB) [32]. BBs have two responsibilities — resource management
for each domain, and message passing to the adjacent domain’s BB. If an
allocation is desired for a flow, a request will be sent to the BB. The BB
will then verify that there exists sufficient unallocated resources to meet the
request. If so, the BB informs the leaf router with the flow’s information

to deliver the service to the flow at the time the service is needed. If the



destination is outside the requester’s domain, the requester domain’s BB
informs an adjacent domain’s BB that it will use this amount of resource
allocation.

Based on the above discussion, we can see that the essential characteristics
of DiffServ include:

e Handling of aggregated traffic instead of individual flow. Re-
sources are allocated to each class. For individual flow, there is no

absolute guarantee.

e Traffic policing at the edge. The edge routers perform all the com-
plicated operations, such as classification, marking, and conditioning.
This ensures that all the packets coming into the core network are

marked properly for class-based forwarding.

¢ Class-based forwarding in the core. In the core routers, there is
no per-flow state kept, as there is in IntServ. Core routers forward the
packets, by mapping the codepoint encoded in the packet header, to
one of the implemented PHBs. The selected PHB decides which kind

of forwarding treatment the packet can receive.

¢ Resource provisioning rather than reservation. In IntServ, the
RSVP protocol will reserve the resource along the path for each flow
if the resource is available. However, in DiffServ, the resource is allo-
cated to each class, and all the packets belonging to the same class will

compete for the total resource allocated to this class.

2.2 An Overview of Forwarding Per-hop Be-

haviours

A number of DiffServ per-hop forwarding behaviours have been studied. In
this section, some of these models are discussed. Although they all conform

to the same DiffServ architecture, they differ in the specific services provided,
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and in their implementation mechanisms. We will give a detailed view of the
research done on three of the introduced per-hop forwarding behaviours, in
terms of their basic mechanisms and simulation results. These three per-
hop behaviours are the Assured Forwarding (AF'), the proportional delay
differentiation, and the Scalable Core (SCORE).

2.2.1 Expedited Forwarding (EF)

There are two PHBs standardized by IETF. One is Expedited Forwarding
(EF) [18], which is also called the premium service. It is defined as a for-
warding treatment for a traffic aggregate, where the departure rate of the
aggregate’s packets from any DS node must equal or exceed a configurable
rate. Moreover, the EF traffic should always receive the configurable rate in-
dependent of the intensity of other traffic types. EF service actually provides
the equivalent of a dedicated link with a fixed bandwidth. A lower-bound
of service rate is guaranteed for EF packets. As a result, EF service could

provide effective support for real-time applications.

2.2.2 Assured Forwarding (AF)

The Assured Forwarding [16] is the other IETF standardized PHB group
intended to provide different levels of forwarding probabilities. In AF, four
forwarding classes, along with three drop precedences in each class, have been
proposed. Each class is allocated a minimum amount of resources (bandwidth
or buffer spaces). Resource sharing among classes is possible: at any moment,
each class may utilize the unused resources from other AF classes. However,
whenever the other class needs its own resources back, the class which is
currently using this resource has to give it up. The customer’s packets are
assigned to one of these classes according to the specified SLA.

Within each AF class, three drop precedences are possible. Each packet is
marked with one of these three drop precedence values. The drop precedence

of a packet determines the relative importance of the packet within the class.
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In the case of congestion, packets with the highest drop precedence will
be dropped first. However, the dropping among different classes is totally
independent.

There are a number of factors affecting the performance of Assured For-
warding including bandwidth management, buffer management, and fairness
between different traffic types. Considerable research has been done relating
to these aspects.

Buffer management is one of the most important issues in Assured For-
warding. It manages the selection of packets to be dropped during congestion.
The most widely used buffer management mechanism in Assured Forward-
ing is random early drop (RED) [11]. Several variations of RED are used in
Assured Forwarding for multiple drop precedence. This is the subject of [28].

Another widely studied issue in Assured Forwarding is the number of drop
precedences and the assignment of different drop precedence to the incoming
packets. This is examined in [12, 13, 15].

TCP and UDP are two important transport protocols in the Internet,
which respond differently to packet losses. Upon packet dropping, TCP flows
will reduce their packet rates, while UDP flows will keep their rates and use
the excess bandwidths. How to guarantee fairness between different traffic
types is the subject of [2, 12, 34]. . A

[12] provides a broad study of most aspects of Assured Forwarding ser-
vices, including the RED buffer management, scheme, the number of drop
precedences, and the fairness issue. In {12}, NS2 simulator is used and there
are a total of 10 data sources. Nine of these are Reno TCP sources and the
other one generates UDP data at a rate of 1.28 Mbps. All of them belong to
the same class. There are two drop precedence numbers examined: 2(green,
red) and 3(green, yellow, red). [12] evaluates two performance measures: the
utilization of reserved bandwidth and the fairness achieved in allocation of ex-
cess bandwidth. The simulation results show that 3 level of drop precedence
performs better than 2 level of drop precedence in terms of fairness between

different traffic types. In addition, RED parameters and implementations

12



have significant impact on the performance.

2.2.3 Proportional Differentiated Services

The proportional differentiated services model is introduced in {10], where
the performance measures at each hop are proportional to certain class dif-
ferentiation parameters.

Proportional delay differentiation {10] is a type of proportional differenti-
ated services which uses average delay as the performance measure. In pro-
portional delay differentiation, all network traffic is divided into N classes.
For differentiation, each class is assigned a delay differentiation parameter
(DDP). The delay differentiation parameter determines the proportional re-
lation between each class’s average delay. Specifically, if the average queuing

delay for class i packets is d;, [10] states that:

% 2.1)
dj

where §; is the DDP of class 7 and, because higher classes are assumed
better, all the DDPs are ordered such that §; > d; > ... > dy. Thus, the
class with a small DDP experiences less delay than a class with a large DDP,
and the delay is proportional to the DDPs.

[10] also proposes two packet scheduling schemes for proportional delay
differentiation. One is called the Backlog-Proportional Rate (BPR) sched-
uler; it determines the link sharing for each class, using the backlog of each

class queue and the class DDP.

ri(t) _ a(t)/;
ri(t)  g;(8)/9;

where ¢;(t) is the backlog of queue ¢ at time ¢ and r;(t) is the service rate

(2.2)

assigned to queue i at time t. The other scheduler is called the Waiting-
Time Priority (WTP) scheduler, and it uses the head-of-queue packet delay
as the load of each class, instead of the queue backlog used in BPR. ¢;(t) in

13



Equation 2.2 is substituted by w;(t), which is the waiting-time of the first
packet in queue 7 at time ¢.

In the experiment described in [10], there are 4 classes. The interarrival
time between packets of the same class is determined by Pareto distribution
with a shape parameter o = 1.9. The packet length is the same for all classes:
40% of the packets are 40 bytes, 50% are 550 bytes, and 10% are 1500 bytes.
Each simulation result is an average over 10 random runs with different seeds.
For performance measures, average delay ratio is used to evaluate the delay
proportion between classes, and average queuing delay is also examined for
mMicroscopic views.

The simulation in [10] shows that both the BPR and WTP schedulers
maintain the proportional delay differentiation under heavy load conditions,
even in short time scales. For moderate load traffic conditions, when the
utilization is 70% or under, the differentiation ratio is under expected. The
WTP scheduler outperforms the BPR scheduler in terms of providing con-
sistent delay differentiation independent of class load distribution.

[30] discusses the implementation of delay differentiation among classes,
and also proposes a dynamic delay class adjusting mechanism. By dynami-
cally a,djusting- the delay class of a flow, the end-to-end delay bound for the
flows could be provided. . Each flow specifies the average end-to-end delay
requirement and also the maximum price that it is willing to pay. The delay
class adaptation placed on the access routers is responsible for adjusting the
delay class of a flow so that the current delay class is the lowest possible that
satisfies the flow’s end-to-end delay requirement. Dynamic class selection is
also discussed in [9].

The other direction for proportional differentiated services is Loss Rate
Differentiation [8]. Instead of using current existing buffer management
schemes, such as complete buffer partitioning, partial buffer sharing, or mul-
ticlass RED [11, 35], two Proportional Loss Rate Droppers (PLR) are pro-
posed. They determine the dropping of packets in each queue by loss rate

differentiation; that is, the loss rate in each class queue is proportional to

14



the loss rate differentiation parameters of this class. The simulation results
show that both of the droppers can, to some extent, meet the proportional
loss rate constraints.

Additional research on proportional differentiated services is presented in
[4, 19, 23, 25, 26].

2.24 LIRA

In [42], Stoica and Zhang propose another Assured Service model called
Location Independent Resource Accounting (LIRA). In LIRA, service profiles
between users and ISP are defined in units of resource tokens, instead of
absolute bandwidth. . Each user is assigned a service profile specified by a
resource token bucket (r,b), where r is the resource token rate and b is the
bucket depth. The number of tokens consumed by a single bit is not a
constant; it is a dynamic function of the path it traverses.

Experiments in [42] show that LIRA is effective in providing service differ-
entiation at user level, and provides high probability for the marked packets
~ to be delivered.

2.2.5 SCORE (Scalable Core)

Stoica and Zhang later propose the Scalable Core (SCORFE) architecture [41,
43], which combines the best of both IntServ and DiffServ.

SCORE is intended to provide IntServ like service. For each individual
flow, there is absolute bandwidth guarantee and delay bound, while it is not
necessary to keep per-flow state information in routers along the path. Thus,
SCORE is, at the same time, as scalable as the stateless DiffServ architecture.
The service is achieved by encoding packet state information in the packet’s
header. In other words, the packet itself carries its state information along
the path. SCORE pushes the idea of DiffServ in that the packet itself can
play an important role in state information passing.

The key technique used in SCORE is the Dynamic Packet State (DPS), in
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which each packet carries in its header its own state information, initialized
by the ingress node and updated by each core router passed. This state in-
formation carried in the packet’s header (instead of kept in each core router),
is used for admission control and packet scheduling during transmission.
For packet scheduling, each packet is assigned an eligible time and a
deadline upon its arrival. The packet is held until the eligible time and
transmitted according to its deadline. For the k™ packet of flow 4, at the j¢

node on its path, its eligible time eﬁ ; and deadline df’ ; is computed as [43]:

1 1
€ij = Qi
k ko, ok k—1
€r; = maz(ag; + g;; 1, di; )
k g W
(3
dij=ej;+ - (2.3)
Ti
where af; is the arrival time for the ™ packet of flow ¢ at node j, If

is the length of the packet, r; is the reserved rate for the flow and gffj_l is
stamped to the packet header from the previous node, as the difference of
the packet deadline and its departure time at the (j — 1) node. We can see
from Equation 2.3, that in the packet header, r;, gf’j_l and df’;l should all
be encoded, as well as one admission control parameter.

[43] proposes using 4 bits from the type of service (TOS) field and 13 bits
for packet fragmentation field, for packet state encoding in DPS. A floating
point-like format encoding scheme is used.

The experiments are carried out on two FreeBSD v2.2.6 machines with
point-to-point 100 Mbps Ethernets. The first machine is configured as an
ingress router and, the second is configured as a core router. All traffic is
UDP traffic and the packet length is 1000 bytes. Packet arrival and departure
time, as well as, flow rate are used for evaluation. The results show that it

is indeed possible to apply DPS techniques to current networks.
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2.2.6 Loss Guaranteed Service

The Loss Guaranteed (LG) service model is proposed in [5]. The LG per-hop
behaviour aims at providing a loss bound service through flow admission con-

trol. The admission control admits a new flow if the following two conditions
hold:

e The measured current link usage does not exceed the targeted link

utilization level.

e The measured loss rate after accepting the new flow does not exceed

the targeted loss rate.

The LG admission control scheme relies heavily on measuring aggregate
traffic rate, packet loss, and queue length. The measured quantities are
communicated among the BBs. The LG service provides a quantitative QoS
guaranteed service in terms of loss bound. However, the measurement based
admission control scheme may not provide a completely reliable loss bound.
It is assumed that applications requesting LG service are tolerant to some

occasional loss bound violation.

2.3 Some Relevant Aspects of CDMA Sys-

tems

To satisfy the IMT-2000 requirements, many proposals have been considered
[1, 7). Of these, the W-CDMA and the CDMA-2000 proposals have gained
wide acceptance. Both proposals incorporate many optimized engineering
designs to perform modulation, interleaving, coding, and spreading functions.
Transmission on the downlink is characterized by the use of orthogonal codes
to separate the users, and the use of dedicated transport channels to serve
users receiving data at relatively high speeds.

From a networking perspective, an important characteristic of data trans-

mission in the above proposals is the soft capacity aspect of the resulting
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Downlink Interference Uplink Interference

Figure 2.2: CDMA downlink and uplink interference

cellular system. The soft capacity aspect refers to the limiting role that in-
terference levels play in determining the available bandwidth for information
transmission from the base station to mobile users (the downlink direction),
and from the mobile users to the base station (the uplink direction). Figure
2.2 sketches the sources of interference in both directions when the system
operates in the FDD mode.

In the FDD mode, the transmission from each base station to its served
mobile users shares the same carrier frequency. Hence, the receiver of a
mobile deals with transmission intended to other mobiles as interference.
On the other hand, transmission from mobile users on the uplink uses a
different carrier frequency. Hence, the receiver in each base station receives
transmission from the mobile devices in the same cell as well as neighbouring
cells.

In the thesis, we are interested in provisioning DiffServ over the downlink.
A key relation that determines the required power to the ¢th mobile user is

given by:

(Eb> < energy per bit (2.4)

Iy /. 7 inter ference + noise power
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Rewriting Relation 2.4 using more specific symbols gives the following
formula [20]:

w Py ;
By < 27 o (2.5)
I . Poy P W )
0/ Dis Vio: T Docto To; T

Relation 2.5 is subject to the constraint that the sum of power assigned

to all users does not exceed the total available transmission power of the base

station. In the above relation:

e W is the CDMA chip‘rate. R is the data transmission rate. % is called
the spreading gain.

Py ; is the transmission power from mobile ¢’s serving base station (with
index 0) to mobile ¢. P, (¢ > 0) denotes the total transmission power

from base station c.

Ly is the path loss from mobile 7’s serving base station (with index 0)

to mobile 7. L.; is the path loss from base station ¢ to mobile i.

e « is an orthogonality factor, which defines the orthogonality between

different users in downlink transmission.

e 1) is the noise density.

Py

Lo,
desired mobile i from its own cell’s base station — base station 0. > .,

is the received power at the

P,
Lo,

is all the received interference at mobile 1 which is dedicated to other users

Thus, in Relation 2.5, for any mobile i,

in this cell. P, is the transmission power from base station 0 to other users,

except mobile i. We have to note that the path loss here is the path loss from

P s the |
0 T 18 the interference

power received at mobile i from other cells. Each user has a target signal-to-

interference ratio (SIR) — (%"\) , which comes from the users’ bit error rate
1

(BER) requirement. The obtained signal-to-interference ratio should not be

E
less than the target (I—;

base station to mobile i, instead of other mobiles. )

>‘ in order to guarantee that the required bit error
k3

rate is maintained.
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A few remarks about Relation 2.5 are now in order.

1. Increasing the transmission rate of the encoded data to the ith user re-
sults in decreasing the spreading gain (W/R) experienced by the user’s
receiver. In W-CDMA, for example, W = 4.096 M chips per second. A
user requesting data at a speed of 128 Kbps will be assigned a spreading
gain of 32.

2. Although the downlink transmission is characterized by the use of or-
thogonal codes to separate the users, the orthogonality advantage de-
teriorates as interference increases. The orthogonality factor v may

approach 1 in worst case scenarios.

3. In the special case where only 1 user exists in a cell, and assuming
the remaining parameters in Relation 2.5 are set to some practical
values (e.g., W = 4.096 Mcps, Fy; = P, = 25 watts, (1}3—:)2 = 7.dB,
N = 3.98e—18 mwatts, and the user is at 700 meters from the base
station), the maximum speed that the system can offer is 1 Mbps. This

is consistent with the limits mentioned in the W-CDMA proposal.

4. For any given rate R, for which the system is designed to serve, the
maximum number of users that the system can serve at this speed is
finite, regardless of the total available base station power (that is, the

capacity of the system is interference limited).

5. The minimum amount of power that should be allocated to each user

can be computed by solving a linear system of equations [37].

Numerous studies have been done on the efficient management of the
CDMA soft capacity aspect to maximize throughput, while satisfying mobile
users requests [6, 14, 21, 22, 24, 27, 36, 37, 38, 40, 44]. The amount of
literature in this direction is growing at a fast pace.

The main differences among such studies lie in considering particular

combinations of the following factors:
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1. The particular aspects of the CDMA environment under considera-
tion: this involves the transmission direction (downlink versus uplink),
whether the systems operates in the TDD mode or the FDD mode, in
addition to other detailed link level aspects (e.g., type of modulation,

coding, error correction, etc.)

2. The particular mix of heterogeneous traffic considered in the study.
Voice traffic is characterized by its delay sensitivity, low rate (and con-
sequently high spreading gain), low required E, /I, ratio, and the appli-
cability of variable encoding techniques to increase the system capacity
(i.e., the number of served users). Data traffic, on the other hand,
generally requires higher transmission speeds (and consequently can be
served using lower spreading gains), and higher required E,/Iy ratio,

and a bursty nature.

Earlier work, for example, considered a mix of voice traffic and data
traffic [37]. More recent work considered more heterogeneity in the
data traffic with various ways of generating the traffic and the various

QoS requirements [22].

3. The particular QoS aspects involved in the study (e.g., delays, rates,
or losses), the granularity of the data size to which the aspect is being
applied to (e.g., link level protocol data unit (PDU) transmitted during
a few milliseconds time slot, or an IP data packet), and the required
performance level (e.g., minimizing certain averages, or maintaining

certain fair queuing levels).

4. Whether handoff is considered or not, and if considered, the particular

method used in reserving resources to the handoff.

5. The methods used to design the required call admission control, load

control, and scheduling mechanisms.

The main factors that distinguish the study done in the thesis in com-

parison to previous studies can be summarized as follows:
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a) the performance measures of interest here apply to aggregate classes of
ggreg

traffic (in a general case, each class may contain heterogeneous traffic),

(b) the admission control mechanisms apply to flows (not individual pack-

ets), and

(c) we aim at developing strategies that attempt to predict the future state
of the system with some knowledge of the expected mobile users be-
haviour. In contrast, many existing studies rely on keeping track of the

immediate past behaviour of the system to make suitable decisions.
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Chapter 3

Provisioning Proportional
Delay Differentiation on the
Downlink of a Cellular CDMA

Environment

The previous chapters motivated the goal of extending the Differentiated Ser-
vices architecture to cellular wireless domains. This chapter aims at achiev-
ing a step towards this goal by investigating and proposing methods for
provisioning the proportional delay differentiation (PDD) per-hop behaviour
(PHB) on the downlink of a cellular CDMA environment, operating in the
frequency-division duplex (FDD) mode. The chapter is organized as follows.
Section 3.1 outlines our design objectives: we first identify a set of high-
level guidelines and design goals, and then map this set of guidelines to a
set of more specific design requirements; then, we formalize more specific
research goals in the context of using PDD PHB. In Section 3.2, two de-
lay differentiation schedulers are proposed. Section 3.3 explores a basic call
admission control mechanism that works in conjunction with the scheduling
algorithms. Section 3.4 proposes a novel mechanism for integrating admis-

sion control with power prediction, which uses mobility prediction to deal

23



with the CDMA soft capacity aspect. Section 3.5 summarizes the chapter.

3.1 Design Objectives

In the previous chapters, we motivated the need of extending the DiffServ
architecture to wireless cellular domains. In the remaining part of the the-
sis, we consider a challenging problem in this context: serving delay-critical
traffic over the downlink of a CDMA environment operating in the FDD
mode.

Currently, the area of provisioning end-to-end delay-critical traffic on the
wired part of the Internet, through the utilization of some per-hop forwarding
behaviours, is an active topic of research. Extending the existing approaches
to mobile users in a CDMA environment adds two new layers of complexity:
the need to harness mobility, and the need to harness the CDMA’s soft
capacity. In this thesis, we hope to achieve a step in this direction.

To this end, the following issues are addressed in this section:

i. identifying a general set of guidelines and design objectives for this

research direction,

ii. mapping the guidelines to a set of more specific requirements and design

parameters,

iii. identifying a suitable per-hop behaviour (PHB) for satisfying the de-

rived requirements, and lastly,

iv. taking all the above into consideration, formalizing specific goals for
the control and scheduling mechanisms that are used to steer the de-

velopment proposed in the remaining part of the chapter.

We start by identifying a set of general guidelines that are in line with
the main objective of provisioning delay-critical traffic. Satisfying all aspects

of the guidelines mentioned below is more ambitious than what the thesis
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achieves. However, they serve as a basis for deriving a more manageable set

of design requirements. The guidelines are as follows:

a. It is of interest to consider flows that are sufficiently long so as to allow
the user to travel a considerable distance from the base station while
receiving the flow. This requirement captures the challenging mobility

aspect.
b. It is of interest to serve delay-bounded traffic.

¢. The end user should not be charged on the basis of the sheer traffic
volume received. Rather, the basis of charging the user should be on the
amount of useful received traffic. (Ideally, the user should be charged
on the information content requested, rather than the trafic volume
required to deliver the requested information. This aspect, however, is

left as a future research topic.)

When mapped to specific design requirements and parameters, the above
guidelines give rise to consideration of a broad spectrum of traffic workloads,
mobility scenarios, and delay requirements. Of this broad spectrum, we

choose to consider the following set of simplified requirements.

1. To account for the first guideline on flows that are long enough to allow
significant user mobility, we consider cases where the ratio of a flow du-
ration to user speed allows a unidirectional user to traverse at least half
the cell radius. For example, one may consider flows of time duration
that is uniformly distributed between 60 and 90 seconds, delivered to
users that move randomly at an average speed of 10 meters per second,
in a cell that has a radius of 1000 meters. Here, a unidirectional user

may traverse at least 0.6 of the cell radius while receiving a flow.

2. Achieving the goal underlying the second guideline is a challenging
networking problem. A simple conceptual framework is used. In this
framework, we choose to associate each packet with a maximum ac-

ceptable delay interval. The maximum acceptable delay is decreased
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each time a packet is delayed in an internal router between the source
and the destination. Upon arrival to the Internet-wireless gateway, if
the packet is delayed more than the preset expiry time, the packet is

considered useless.

3. To account for the third guideline, we keep track of the fraction of
packets in each flow that have been delivered within the acceptable time
delay discussed in (2). If the fraction of successfully delivered packets
is below a certain threshold value (e.g., below 90% of total number of
packets in a flow), then we count this as a failure in delivering the entire
flow. All packets in such a failed flow do not contribute to the effective

throughput of the system.

The above considerations motivate the use of proportional delay differen-
tiation (PDD) per-hop behaviour (PHB), discussed in Section 3.2, to achieve
our goals. The PDD per-hop behaviour uses two complementary mechanisms

for its operation:

a. during congestion time, the PDD PHB aims at managing the band-
width so as to make the average delays perceived by packets in any two
delay classes in the inverse ratios of the corresponding delay weights,

and

b. if the resulting end-to-end flow delay is not as desired, then a per-flow
end-to-end delay class adaptation mechanism dynamically adjusts the

delay class of that particular flow.

Currently, for the wired Internet, research work has focused on the first
aspect of the PDD PHB. The second aspect has recently been considered in
[9, 30]. In this thesis, the main focus is on maximizing the effective through-
put without using any flow adaptation mechanism.

We also note that, at any interval of observation, one can identify the

following distinct behaviours of a router utilizing the PDD PHB:
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1. No queue builds up for any class: this behaviour occurs when the allo-
cated bandwidth to each class suffices to serve all packets in the class

as they arrive.

2. Queues build up for the classes, but most packets do not miss their
expiry time: in such cases, the scheduling algorithm should succeed in
enforcing the preset delay weights of the PDD PHB.

3. Queues build up for the classes, and most packets miss their expiry
time: here, the router is heavily congested, and the average delay in

each class approaches the preset maximum expiry time.

A network operator attempts to implement a set of call admission control
and scheduling mechanisms that keep the system away from exhibiting the
third behaviour.

Based on the above framework, our objective is to devise a set of control
and scheduling mechanisms that aim at maximizing the effective through-
put of the system in a high mobility environment, subject to constraints on
the total available base station transmission power, and the requirement of
achieving target proportional delays among the various DiffServ classes at
moderate congestion times. The devised control mechanisms require knowl-
edge of the current allocated base station power to active users. This can
be done by requiring the base station to periodically update the Internet-
wireless gateway with the average power allocated to each user, where the

average is computed over an immediate past interval of time.

3.2 Proportional Delay Differentiation Sched-

ulers

This section deals with basic issues in constructing a suitable scheduler for
implementing the PDD PHB. The methods proposed here are for use in an
Internet-wireless gateway; they are different from the methods proposed in

[10, 30] for use in a conventional wired router.
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The main difference is that in the wired case, one can assign one queue to
all flows belonging to each delay class. In each time slot during congestion
time, as many packets are transmitted from each queue as are required to
satisfy the relative delay constraints. Many packets may belong to the same
flow and each flow is destined to some user.

In a CDMA cellular environment, flows are transmitted over dedicated
or shared transport channels. There is a maximum volume of traffic that
can be transmitted to a single user in any time slot; the volume depends
on the transmission speed required by the SLA. Hence, multiple concurrent
transmissions to different users should take place within one time slot. This
gives rise to the need for a scheme to schedule transmissions for multiple
queues belonging to different users in each delay class, and an accompanying
scheme to assess the average delays encountered in each delay class.

The above aspects are investigated in this section. To start, in Section
3.2.1, we review the basic proportional delay differentiation scheduling mech-
anism. In the next two sections, we explore two possible ways of estimating
the average delays experienced in each delay class. Then, in Section 3.2.4,

we present the main steps involved in implementing a PDD scheduler.

3.2.1 A Basic Scheduling Mechanism‘

Our basic scheduling policy is based on delay differentiation. Its goal is
to make the average delay experienced by packets in each class inversely
proportional to the delay weight of the class.

Suppose we have N delay classes. The ith delay class is associated with
a delay weight A;, where A; > Ay > --- > Ay. So that, for i < N, class ¢
is required to experience less delay than class (i +1). Specifically, if d; is the

average delay for class ¢, we want to achieve the following goal:

We call the product d;A; of average delay and delay weight the normalized
delay of class i and denote it by p;. That is,
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p; is the value that we consider when it comes to transmission, and it
determines the relative priority among classes during transmission. We want
to achieve almost the same normalized delay for each class, such that a class

with a higher delay weight experiences less delay than a lower delay weight

- class.

When it comes to packet transmission, classes with higher normalized
delay p; are given higher priority for transmission than classes with smaller
values of p;. Because the wireless environment supports simultaneous multi-
ple transmission, and the exact number of multiple transmitted packets can
only be determined at run time, we can only say that classes with higher
normalized delay have higher transmission priority. Due to the limited total
amount of the base station transmission power budget, in the case of network
congestion, packets belonging to a lower priority class have a higher chance
of being postponed than packets belonging to a higher priority class based

on the computed normalized delays.

3.2.2 Scheduling Based on Head-of-Queue Delay

As mentioned earlier, we need to support simultaneous multiple transmission
of flows on the downlink. Figure 3.1 sketches a conceptual organization
of flows at the Internet-wireless gateway. In this section, we discuss the
suitability of using the delays incurred by the head-of-queue packets to derive
scheduling decisions.

The rationale of using the head-of-queue delays is as follows: If a queue
receives a small amount of service relative to its arrived packets in a recent
past interval, the head-of-queue packet will experience a large delay. Thus,
the load of a queue is reflected by the waiting-time of the packet at the head
of the queue.

Specifically, we consider an approach to deriving scheduling decisions from

the head-of-queue packet delays using the following calculations. At any
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Figure 3.1: Queue organization in CDMA

scheduling instant ¢, let n; be the number of queues belonging to class 7, and
let h;j(t) be the head-of-queue packet delay of the jth flow in class ¢ at time

t. Compute the normalized delay p; of class ¢ as:

hi(t) x A (3.3)

where A; is delay weig}it of class i, and h;(t) is calculated as:

hir(t) + hia(t) + .. + hin,(t)

T

_ 2jm his(?) (3.4
T,
The obtained relative values of normalized delays are then used to deter-
mine the classes to be served.
Figure 3.2 illustrates a simple numerical example. Suppose there are two
classes, Class 1 and Class 2, where A; is 2 and A, is 1. At time ¢, the
contents in each queue are as shown in Figure 3.2. Each rectangle represents

one packet, and the number in each rectangle is the packet delay. The above

approach gives the following normalized delays:
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Figure 3.2: A numerical example for the HOQ scheduler

1 1
_,, (1000 +100)

n= 5 = 1100

and

2000 4+ 1500
pa=1X (—22

Hence, p, is greater than p; which means that for the next transmission,

= 1750

Class 2 packets will have higher priority than Class 1 packets using the above
HOQ scheduler.

The above numerical example also illustrates a head-of-queue delay dis-
tribution that results in a scheduling decision that favours the class with very

close head-of-queue delays.

3.2.3 Scheduling Based on Most-Delayed Packets

In this section, we consider another approach for deriving scheduling decisions
based on the average delay of the most-delayed packets in each class. We

denote this approach as WIN, since there is one parameter that specifies
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the window-size which is the number of most-delayed packets that should be
considered in each class.

The WIN approach performs the following calculations. Suppose the
window-size 1S Tyin. We select the first n.;, most-delayed packets. Let
w;;(t) be the delay of the jth longest delayed packet in class ¢ at time ¢. The

normalized delay p; of class ¢ is expressed as:

pi = Wi(t) X A (3.5)

where A; is the delay weight of class 7, and w;(t) is calculated as:

W,(t) _ wﬂ(t) -+ ’wig(t) + ...+ Winyin (t)

Nyin
— Z].:ri : ]() (36)

The obtained relative values of normalized delay are then used to deter-

mine the transmission priority among classes, and the classes to be served.
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Figure 3.3: A numerical example for the WIN scheduler

Figure 3.3 uses the same numerical example as Figure 3.2. We set the
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window-size to be 2 in this example. Packets in gray are those packets

selected for calculation. The obtained normalized delays are:

1
P =2 X ( 000;980) — 1080
and
2 1 :
Py =1 % (2000 + 500) 1750

2

The above example illustrates that WIN gives priority to the class with
highly delayed packets, without being influenced by the delay distribution of
the head-of-queue packets.

3.2.4 Downlink Scheduling Procedure

This section describes the main steps in constructing the scheduling algo-
rithm (Algorithm 1) used in our performance study. The scheduling algo-
rithm may use either the HOQ or the WIN approach to compute the normal-
ized delays (Recall that the higher the computed normalized delay, the higher
priority a class should receive). The algorithm is organized around a main
loop that postpones transmission of flows from classes with low computed
normalized delays, when the base station is perceived to have insufficient
power.

Algorithm 1 shows the scheduling algorithm for one power update in-
terval. The head-of-queue packets from each active flow are considered for
transmission. The while loop in Step 1 determines whether or not there exists
a feasible power assignment. If a feasible allocation does exist, which means
all the head-of-queue packets can be transmitted under current power bud-
get while achieving the specified signal to interference ratio, the while loop
is ended, and Step 5 is executed. In Step 5, all the head-of-queue packets in
each active flow will be transmitted using the power assignment allocated in

this power update interval.

33



Algorithm 1 Downlink scheduling procedure
scheduling parameters:

Qactive: the set of active queues of flows,

(i-e., queues with packets waiting for transmission)
N: the number of classes
A;: the delay weight for class ¢, i=1, 2, ..., N.

algorithm:

1: while (there is no feasible power assignment to serve all the head-of-

queue packets in guetive) dO '

2:  based on A; to Ay and packet delays from guctive, use HOQ scheduler
(or WIN scheduler) to decide the priority among classes based on the
computed normalized delays

3:  postpone the transmission of the flow with the smallest head-of-queue
delay in the lowest priority class, and remove that flow from guctive

4: end while

5: transmit the head-of-queue packets of all the flows in g using the

allocated power assignment
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Otherwise, in Step 2, we perform the scheduling program using either the
HOQ or the WIN scheduler to determine the relative priority among classes
based on computing the normalized delays. Then, in Step 3, one flow from
the lowest priority class with the smallest head-of-queue delay is postponed
to the next transmission. The while loop continues until a feasible power
assignment is perceived to exist. The scheduled packets are then transferred
to the RNC for subsequent transmission to the user. This way, we guarantee
that a higher priority class has higher forwarding probability than a lower
priority class in terms of the class normalized delay. The final goal is to
achieve the class average delay inversely proportional to the class’s delay

weight.

3.3 A Call Admission Control Scheme

In this section, we devise a suitable call admission control (CAC) scheme, that
is intended to work in conjunction with the scheduling algorithms devised in
the previous section to implement the PDD PHB.

In our design, the admission control procedures run at the Internet-
wireless gateway, and determine whether or not to admit a new request at
the beginning of every new admission cycle. Call admission control limits the
number of flows accepted and aims at avoiding heavily congested situations.

Each admission cycle has a fixed time length 7, where the time required to
process all outstanding requests in all queues establishes a lower bound on 7.
For each admission cycle, the flows are considered for admission in the order
of class priority, from the highest class (Class 1) to the lowest class (Class N)
(Note, in contrast, the scheduling algorithm discussed in the previous section
uses an order based on the computed normalized delays.). In each class, the
flows are considered for admission on a first-come-first-served basis. Once a
flow is admitted, the system uses the scheduling algorithm (Algorithm 1) to
schedule the delivery of packets of the admitted flows.

The call admission control makes the admission decision based on current
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available base station power. If there exists a feasible power allocation for
all the flows already admitted and the newly incoming flow, the new flow
is admitted. Otherwise, the system rejects the new flow because admitting
it may cause power shortage at the base station. Algorithm 2 shows the
procedure for this admission control scheme. Although admitting a new flow
means sufficient base station power is currently available, this admission
control scheme does not guarantee that sufficient base station power will
continue to exist in the future; this motivates us, in the next section, to seek

methods for predicting power requirements at some instants in the future.

Algorithm 2 A call admission control algorithm for each admission cycle 7
admission control parameters:

N: the number of classes

algorithm

1: for {class ¢ from 1 to N) do
2. for (each flow in class ¢ waiting for admission) do
3: if (there exists a feasible power allocation for all flows already ad-.
mitted and the newly incoming flow) then
admit the new flow
else
reject the new flow
end if

end for

end for

36



3.4 Integrating Admission Control with Power

Prediction

An important aspect of this thesis is the consideration of flows that have time
duration long enough for the target end users to travel a considerable distance
from the base station while receiving the flow. It is possible that, during such
a time period, the users change their locations, and thereby require a total
transmission power that exceeds the available base station power. If such
power shortage occurs frequently, many packets are likely to miss their delay
expiry time, which will cause a loss in the system’s effective throughput.
We recall that effective throughput is defined as follows: given a prescribed
fraction p, we count a flow to be successfully delivered if the system manages
to deliver at least p of the flow’s packets prior to their expiry time; otherwise,
the system fails to deliver the flow. The effective throughput is then obtained
by restricting our attention to the successfully delivered flows and ignoring
the failed Hows.

To minimize the risk of admitting flows that are likely to cause the base
station to have a power shortage at some instants in the future, we adopt
a simple mechanism that aims at predicting the base station power require-
ments as mobile users move near or away from the base station. The mecha-
nism is applied to a random mobility model with parameters set to induce a
high mobility environment. More specifically, in the adopted random mobil-
ity model, each user travels for a certain amount of time (e.g., 3 seconds), at
a relatively high speed (e.g., 10 meters/second) before picking a new direc-
tion from a well defined set of directions (e.g., the 4 directions: north, east,
south, and west).

Now, suppose we would like to assess whether or not the base station will
suffer from a power shortage during an interval ¢,,..q in the future. We sample
the space of outcomes in the following way: we conduct ng.q trials (e.g.,
Neriat = 3). Bach trial involves a number of checkpoints (the checkpoints are

equally spaced, and separated by a time interval ¢;,ery Of prescribed length;
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Algorithm 3 A predictive call admission control algorithm

prediction parameters:

tpred: total prediction duration
tintervat: Checkpointing is done every tiptervar Seconds
Nerie: the number of trials conducted

Psuccess: & threshold for considering a successful power allocation

algorithm
1: Msyccess = 0
2: for (; nyia > 05 Niriat = Niria — 1) do
3 for (t = tintervat; ¢ < tpred 5 t =t + tintervar) dO
4: perform mobility prediction: update all mobiles’ locations up to time
¢ in the future; if feasible power assignment does not exist for all flows
already admitted and the newly incoming flow, exit the loop (i.e.,
go to step 6).
5.  end for
6: if (feasible power assignments exist for all |¢yreq/tintervar] checkpoints)
then
7 Nsuccess = Msuccess + 1
8 end if
9: end for
10: if ((Msuccess/Miriat) < Psuccess) then
11:  reject the new flow
12: else
13:  admit the new flow
14: end if
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thus, |tpred/tintervar] checkpoints are examined during a prediction interval
of length tpreq).

At each checkpoint, we simulate the random movements of the users, and
check whether there exists a feasible assignment of the base station power to
each user. If there is no feasible power assignment at some checkpoint, then
the corresponding trial fails (and there is no need to evaluate any remaining
checkpbints in the trial). On the other hand, if a feasible power assignment
exists for all [¢yreq/tintervar] checkpoints in a trial, then the trial succeeds. We
consider each trial to be one sample, and design our predictive call admission
control to accept a flow if the ratio between the number of successful trials
(denoted as Ngyecess) and the total number of trials n4. iy exceeds a certain
threshold, denoted as psyecess-

The modified predictive call admission control works as follows: at the
beginning of each admission cycle, the admission control considers flows from
the highest priority (Class 1) to the lowest priority class (Class N). Within
each class, flows are considered on a first-come-first-served basis. Each flow
is tested by simulating the system, with the flow under test being added to
the system. Algorithm 3, which performs the predictive sampling approach
described above is then applied to the augmented system state.

We now illustrate the operation of Algorithm 3 using some numerical val-
ues. Let us assume that the flow under test has a total length of ¢4, = 60
seconds. Moreover, let us assume that the algorithm is set to sample the sys-
tem for tpreq = 0.25% 1 f10 = 15 seconds. If Algorithm 3 performs checkpoint-
ing every tinservar = 0.4 seconds, then the algorithm considers approximately
37 checkpoints in each trial. If at least 2 out of the 3 trials succeed, the
modified CAC accepts the new flow. Subsequently, the scheduling algorithm
(Algorithm 1) is applied to schedule packet transmission for all admitted

flows.
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3.5 Summary

In this chapter, we examined some basic mechanisms for provisioning propor-
tional delay differentiation on the downlink of a cellular CDMA environment.
Our objective is to devise a set of call admission control and scheduling
schemes that maximize the effective throughput of the system, subject to
a constraint of the total base station power budget, and the requirement
of achieving target proportional delays among DiffServ classes at moderate
congestion times.

The proportional delay differentiation scheme is identified in the thesis
as a suitable PHB for satisfying the derived requirements, and two PDD
schedulers are proposed. We also examine call admission control schemes
running at the Internet-wireless gateway that work in conjunction with the
PDD scheduling algorithms to implement PDD PHB. A basic call admission
control scheme is reviewed first; we then propose an integrated admission
control and power prediction mechanism that uses mobility prediction to
estimate the base station power required by all mobiles during a specified

future period.
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‘Chapter 4

Downlink Performance

Evaluation

In Chapter 3, we have discussed methods of estimating the average delay
incurred by packets in each DiffServ class, while awaiting downlink transmis-
sion from the Internet-wireless gateway to end users. Chapter 3 also describes
two call admission control approaches for provisioning proportional delay dif-
ferentiation on the downlink, while taking the user mobility and CDMA soft
capacity into consideration. o

. In this chapter, we use simulation to analyze the performance of the above
approaches. The simulation realization considers a challenging situation,
where the required quality of service applies to flows that are sufficiently
long to allow the corresponding mobile users to travel a significant distance
relative to their initial positions when the flows are first admitted.

This chapter is organized as follows. Section 4.1 outlines the main simu-
lation parameters used in the study. In Section 4.2, we investigate the per-
formance of the two proportional delay differentiation schedulers proposed
in Section 3.2. Section 4.3 examines the performance of proportional de-
lay differentiation scheduling without call admission control in terms of the
achieved class delay, delay ratios; and effective throughput. In Section 4.4,

we incorporate the call admission control scheme presented in Section 3.3 and
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investigate its performance. Section 4.5 presents performance results when
integrating admission control with power prediction, as proposed in Section

3.4. Section 4.6 summarizes the chapter.

4.1 Overview of the Simulation Parameters

This section presents the main parameters used in the simulation study. The

parameters can be conveniently classified into the following categories:

(a) cell and user mobility parameters,
(b) radio propagation path loss and CDMA parameters, and
(c) traffic parameters.

Tables 4.2 and 4.3, at the end of the section, summarize the important

values.

4.1.1 Cell and User Mobility Parameters

Our simulation is based on the widely used 19 cells model. We assume a cen-
tral cell surrounded by two tiers of neighboring cells. We focus on analyzing
the admission control and scheduling for the central cell and consider signal
interference coming from the other 18 cells. Figure 4.1 shows the geometry
structure of the 19 hexagonal cells.

Handoff flows are not simulated in our evaluation. All the end users only
move around in the central cell, which has a radius of 1000 meters. In the
simulation, the maximum number of mobiles in each cell is 40.

During the simulation, mobiles are randomly generated. Each mobile is
associated with its current position and speed. For each flow, the associated
mobile is assumed to be located at an initial location. We also assume a high
mobility environment, where all mobiles are moving at the speed of 10 meters
per second. The direction of mobiles’ movement is selected randomly from
x w 3w . 5t 3 I

It The distance of one movement is

8 possible angles, 0,%, %, 5,7, °f, 5 7
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Figure 4.1: 19-cell simulation model

calculated as the product of mobile speed and the past time interval since
last move.

The mobile’s location is updated every a prescribed update interval, which
is 3 seconds in our simulation. In our simulation realizations, the Internet-
wireless gateway is assumed to receive power usage information at intervals

shorter than the time intervals during which users change their locations.

4.1.2 Radio Propagation Path Loss and CDMA Pa-

rameters

Path loss decides the received signal strength, which depends on the distance
between the receiver and transmitter and also the environment. Propagation
models focus on predicting signal strength at the receiving end at a given
distance from the transmitter [33]. There exists a number of theoretical path
loss models including the Friis free space model, the 2-ray ground reflection
model, and the knife-edge model. The path loss model used in our simulation

is the log-normal shadowing model.
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Both theoretical and practical findings indicate that the average received
signal strength decreases logarithmically with distance independent of the
environment. Measurements have also shown that, at distance d, the path
loss of a particular location is distributed log normally in dB. The log-normal

shadowing model [33] states that:

PL(d)[dB] = PL(d) + X, = PL(dp) + 10nlog (di) + X, (4.1)

where dj is a reference point, PL(dp) is the average path loss (in dB) at
dy, n is an exponent varying with different environments, and X, is a 0 mean
Gaussian distributed random variable with standard deviation o in dB.

The exponent n varies with different environments. For example, for
free space, n = 2 has been found to be a suitable value. For environments
obstructed with buildings, n = 4 to 6 fit the empirical observations. In
our simulation, the reference point dy and its path loss in Equation 4.1 is
respectively 711 meters and 142 dB (see [7], for example). The exponent n
is of value 4 and the standard deviation o is 5 dB.

Other CDMA parameters in our simulation are shared with the CDMA-
2000 proposal [7]. We use typical W-CDMA parameters. The chip rate
parameter is 4.096 Mcps; convolutional coding rate is 1/3; and E,/Iy re-
quirement is 7 dB. We assume all mobile users require the same E;/I, target
ratio. Other radio link parameters are also commonly used ones, including
the noise spectral density which is 3.98¢—18 mwatt and the orthogonality
factor which is 0.2.

4.1.3 Traffic parameters

In our simulation study, traffic generation is not intended to capture flows
from any realistic application. Rather, it is intended to generate a work-
load that is likely to cause no congestion at lower speeds (e.g. less than
64 Kbps), and a definite congestion at higher speeds (e.g. greater than 128

Kbps). This section describes the traffic generation process and the setting
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of the associated parameters in our simulation study. We also use a simple
numerical argument to show that the chosen parameter values satisfy the
following property: as the user requested data rates increase in the range
from 16 Kbps to 192 Kbps, the offered traffic workload drives the system
from a no congestion state to a heavily congested state.

At the Internet-wireless gateway, each received flow encapsulates variable
number of packets. The duration of each flow is uniformly distributed from
60 seconds to 90 seconds, which allows significant user mobility. For one
mobile, the interarrival time between flows is exponentially distributed with
a mean value of 30 seconds.

If the entire flow is admitted, the transmission is in terms of packets. All
packets of the flow are generated by Poisson process including packet length
and packet interarrival time. The length of the packet is generated using
Poisson process with mean packet length of 420 bytes. The interarrival time
of between packets is also generated using Poisson process with mean packet
interarrival time of 1 second. To keep the analysis simple, it is assumed that
the packet expiry time is fixed for all packets. If a packet is not delivered
within the maximum delay limit 6 seconds, the packet is dropped.

We now argue that the above traffic parameters generate a workload that
satisfies the property meﬁtioned above. In the first part of the argument, we
estimate the maximum number of users Np,,;, that can be served by a base
station transmitting to all users continuously at the same data rate R. To
estimate N, as a function of R, we assume some reasonable values for the
remaining parameters (e.g., all users are located at a distance of 700 meters
from the base station, the total base station transmission power is 25 watts,
and the %’ requirement is 7 dB for all mobiles).

The second part of the argument adjusts the derived N,,., figures by
taking into account the fact that users in our present context do not receive
data continuously. Rather, packets are separated by some interarrival times.
The modified maximum number of users, denoted as Nyeqmaz , that can be

accommodated by the system (as a function of R), is then used to reason
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about the offered workload.

To estimate N,,,; under the above circumstances, we only consider the
first tier of other cell interference, which is roughly 1300 meters away from
the target mobile based on the cell radius of 1000 meters. The SIR of the
target mobile should satisfy the following inequality:

_VK_ Ptr
Ey < B X PL(700m)

- PT max
Iy Z];éz Y PL(7t()()m) + ther#l PL(1300m) + W

where W is the chip rate, R is the data transmission rate, P, is the

(4.2)

transmission power, PL is the path loss, -y is the orthogonality factor, and 7
is the noise spectral density. Py, is the base station maximum transmission
power which is 25 watts.

If we multiply the numerator and the denominator simultaneously with
PL(700m) and replace each symbol in Relation 4.2 with the real simulation

values, we obtain the following inequality.

(N = 1)Py + 105 < %Ptr (4.3)

where N is the total number of mobile users in the cell. We assume the
transmission power is the same for all mobiles, because they all ask for the
same data rate, they are located at the same distance from the base station,
and they require the same 2% E value in our assumption. Thus, the following

inequality should also hold.

NP, <25 (4.4)

where 25 is the total base station power budget.

The maximum number of users NV,,,, in the cell is achieved when inequal-
ities 4.3 and 4.4 hold as equations. Table 4.1 tabulates Np,; as a function
of R, for R = 32K, 64K, and 128K bps.

Nz is the maximum number of users if the base station keeps transmit-
ting to mobile users continuously. However, in our simulation, each flow is

transmitting in the format of packets, and packets are arriving with a mean
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Rate (Kbps)

S

Ptr (watt) Nma:c Nreal_maz(Nmax X ’L)

0.4
32 128 1.008 24.8 62
64 64 2 12.5 31
128 32 4 6.25 15

Table 4.1: Maximum number of mobile users for different rates

interarrival time. The power update interval, in the simulation, is 0.4 sec-
onds. If we set the mean packet interarrival time to be 1 second, the real
maximum number of users the system can support should be Ny, % ﬁ,
which are the values in the last column of Table 4.1. We can see that for 32
Kbps, the maximum number of users the system can afford is 62, which is
far more than 40 — the maximum number of users allowed in our simulation.
For 64 Kbps, Nyeqimas 18 31, which is a little bit smaller than 40. However,
because not all the users have traffic for transmission at any instant, for 64
Kbps, the system still can work well, but it is approaching the system ca-
pacity limit. However, for 128 Kbps, the number of users the system can
afford is only 15, which is much less than 40. At this transmission rate, the
system is definitely under congestion. Thus, by. setting the packet interar-
ri§a1 time to be 1 second, our traffic generation objective is reached. For
lower transmission rates, we generate a region of almost no congestion. For
medium speeds, the system is moderately congested when the proportional
delay differentiation target ratios should be achieved. For high rates, the
system is heavily congested to the extent .that the average delay in each class
approaches the preset maximum expiry time. In the simulation, we have 8

transmission rates ranging from the low 16 Kbps to the high 192 Kbps.
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4.1.4 Summary of Simulation Parameters

All the CDMA and power related parameters in the simulation are listed
in Table 4.2. Other simulation parameters including cell, mobile, flow, and
mobility parameters are listed in Table 4.3.

Base station has a total power budget of 25 watts in the simulation.
All the downlink transmission is limited by this power bound. The system
updates its power allocation each 0.4 seconds. Each run in the simulation
takes 2 simulation hours. Each data in the remaining sections is an average
of 3 random simulation runs. When calculating the effective throughput, the
fraction p, which is the fraction of successfully delivered packets prior to their

expiry time in a flow, is 0.9.

Parameters Value Unit
Chipping rate 4.096 Mcps
Noise spectral density (1) 3.98¢—18 | mwatt
Orthogonality factor () 0.2

Convolutional coding rate 1/3

Ey /I, requirement 7 dB
Log-normal shadowing exponent (n) 4

Log-normal shadowing reference point (dy) 711 meters
Reference point average path loss 142 dB
Log-normal shadowing standard deviation (o) | 5 dB
Base station power budget 25 watts
Power update interval 0.4 sec

Table 4.2: CDMA and power parameters
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Parameters Value Unit
Cell radius 1000 meters
Maximum number of mobiles per cell 40

Average mobile speed 10 m/sec
Number of directions a mobile can follow

Interval before a mobile picks a new direction sec
Flow duration [60 - 90] | sec
Mean flow interarrival time 30 sec
Mean packet interarrival time 1 sec
Mean packet length 420 bytes
Maximum packet delay limit 6 sec
Simulation time per run hours
Number of random simulation runs for each parameter set

Predictive CAC number of trials (n4-;4;)

Predictive CAC success probability threshold (Dsyccess) 2/3

Effective throughput success packets fraction threshold (p) | 0.9

Table 4.3: Other simulation parameters
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4.2 Performance results on Aggregate Delay

Calculation Schemes

In Section 3.2, we outlined two possible methods for estimating the average
delay incurred by the queued packets in each DiffServ class at any instant t.
The two methods give rise to two different scheduling schemes for utilizing
the downlink bandwidth.

The first method, called the head-of-queue (HOQ) method, computes
the average delay of the sth DiffServ class by averaging the time delays in-
curred by the first packet in each queue of the class. The second method,
denoted as WIN, computes the average delay of the ¢th class by averaging
the window-size number of most-delayed packets in each DiffServ class. From
the data structure point of view, implementing the second method requires
more storage and computations than the first method.

‘In this section, we investigate the performance of the resulting scheduling
methods using the achieved per-class average delay, as well as the achieved
delay ratios. We recall that the simulation parameter set is that there are
three DiffServ classes in the simulation, denoted as Class 1, Class 2, and
Class 3. We want to provide the highest forwarding assurance to Class 1 and
the lowest forwarding assurance to Class 3. The delay weights for Class 1,
Class 2, and Class 3 are 4, 2, and 1 respectively. Traffic is equally distributed
among the three classes. Each class’s traffic occupies 33.3% of the total traffic
volume. In this section, no admission control scheme is used. The WIN
scheduler uses window-size of 4 when compared with the HOQ scheduler.

Figure 4.2 displays the average Class 1, Class 2, and Class 3 delay for
both the HOQ and the WIN schedulers. Figure 4.3 examines the delay ratios
among classes for each transmission rate. There are two series of ratios. One
is Class 2 to Class 1 delay ratio which is expected to be around 2, and the
other is Class 3 to Class 1 delay ratio which is expected to be around 4.
The results for the WIN scheduler are in solid lines and the HOQ scheme is

represented in dotted lines.
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The WIN scheme outperforms the HOQ scheme in terms of Class 1 and
Class 2 average delay in Figure 4.2. For Class 1 and Class 2, the WIN scheme
generates lower delay than the HOQ scheme. From 96 Kbps to 192 Kbps,
the Class 1 delay difference between the WIN and the HOQ schedulers is
about 0.5 seconds, and the Class 2 delay difference is around 0.3 seconds.
Furthermore, in Figure 4.3, the WIN scheme brings more exact delay ratios
than the HOQ at moderate congestion times. For rates 96 Kbps and 128
Kbps, the HOQ scheme can only generate Class 3 to Class 1 delay ratio of
3.31 and 3.07 respectively which is lower than the expected ratio 4, while the
WIN scheme can reach the target ratio better (3.94 and 3.95).

The performance difference is because the HOQ takes the average of head-
of-queue packet’s delay in each queue. Back to CDMA queue organization,
we recall that one flow is kept in one queue. If one flow is coming much later
than the other ones, when we take its head-of-queue delay into consideration,
it actually plays an negative effect on the calculated average aggregate delay.
This calculated average aggregate delay blocks the representation of the delay
characteristics for this class. However, in the WIN scheme, it only considers
a set of most-delayed packets in each class, no matter which flow they belong
to. Thus, in the long run, HOQ brings higher average class delay and less
accurate delay ratio amoﬁg classes at moderate congestion times, because
some highly delayed packets may not be transmitted due to the influence
caused by the delay distribution of head-of-queue packets.

For all the experiments of the WIN scheme, we use window size of 4
packets. We also test other window sizes including 1, 2, 6, 8, 10, and 30.
There is not much difference among the results except that, when the window
size increases, the observed results are not as accurate as the results from
window size 1, 2, and 4. We select 4 as our default experiment window size
because we want to average the delay to some extent, and at the same time,

keep it unaffected by less-delayed packets.
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4.3 Performance Results without Call Admis-

sion Control

In Section 3.1, we outlined three distinct behaviours of a router using the
PDD PHB. The first is that no queue builds up for either class, and the base
station power suffices to serve all the packets as they arrive, where there is
almost no congestion. The second behaviour is that queues build up, and
most packets do not miss their expiry time, where the system is moderate
congested. The last situation is that the router is heavily congested, and
most packets miss their expiry time. We also stated that the objective of
the thesis is to maximize the effective throughput under the requirement of
achieving target proportional delays among the various DiffServ classes at
moderate congestion times.

In this section, we investigate the proportional delay differentiation per-
formance without call admission control under the three different system
congestion levels in terms of the achieved average class delay, delay ratios
among classes, and effective throughput. We examine whether the propor-
tional delay differentiation can achieve the target proportional delays among
difference classes at moderate congestion level, and its performance under
the other two congestion levels.

The simulation parameters used in this section is as follows. Delay weights
for Class 1, Class 2, and Class 3 are 4, 2, and 1 respectively. The incoming
traffic is uniformly distributed among the three classes. Proportional delay
differentiation is using WIN scheduler of window-size 4. The simulation, in

this section, is performed without call admission control.

4.3.1 Average class delay

Figure 4.4 shows Class 1, Class 2, and Class 3 average class delay with
time changing. The data transmission rate in this figure is 128 Kbps. We
sample a total of 150 seconds (2.5 minutes) of the whole 2 hour simulation

time from 150 second to 300 second. Each data point in the figure is the
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average aggregate queuing delay of all packets in that class at the time instant

specified.
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Figure 4.4: No admission control — average class delay

From Figure 4.4, we have the following observations: Class 1’s delay is
mostly in the range of [800 - 900] msec; Class 2’s delay is mostly in the range
of [1600 - 1800] msec; Class 3’s delay is mostly in the range of [3000 - 3500
msec.

According to the delay weights of 4:2:1, this result is just what we expect.
Class 1's delay is approximately half of Class 2’s delay, which is in turn
approximately half of Class 3’s delay. The expected proportional delay among
classes is achieved at 128 Kbps transmission rate when we take a detailed

look during the simulation.

4.3.2 Average delay ratio

Figure 4.5 is the average delay ratio achieved under different data transmis-
sion rates. According to the analysis in Section 4.1.3, different transmission

rates create different congestion levels. In Figure 4.5, we explore how delay
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differentiation scheme performs under different system congestion. The dot-
ted line represents Class 3 to Class 1 delay ratio, which is expected to be
around 4. The solid line is Class 2 to Class 1 delay ratio, which is expected

to be around 2.
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Figure 4.5: No admission control — average delay ratio

Firstly, each data in Figure 4.5 is above 1 and the Class 3 to Class 1 delay
ratio line is always above the Class 2 to Class 1 delay ratio line for each rate.
Thus, for each transmission rate, proportional delay differentiation guarantee
that Class 1’s delay is always lower than Class 2’s delay, which is in turn
lower than Class 3’s delay. In general, a higher forwarding assurance class is
guaranteed a lower average class delay.

There are three regions of different characteristics in Figure 4.5. The first
region ranges from 16 Kbps to 64 Kbps. The second region is from 96 Kbps to
128 Kbps. 144 Kbps to 192 Kbps form the last region. These three regions of
different delay ratio characteristics are a result of different congestion levels
caused by different downlink transmission rates.

For the low rate part from 16 Kbps to 64 Kbps, the expected delay ratios

can not be achieved. All the delay ratios are a little bit above 1. At low
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transmission rates, the system capacity is high, delay differentiation scheduler
does not play as much an important role as in the case of network congestion.
Most of the time, there is no need of delay differentiation scheduling because
all of the traffic can be transmitted as they arrive under the current base
station power budget, and few packets experience serious delay. Thus, the
class average delay is almost the same for all classes and the expected delay
ratio can not be achieved. Take the speed of 64 Kbps as an example, the Class
1, Class 2, and Class 3’s delay is 0.33, 0.35, and 0.4 seconds respectively. In
the simulation, the mean packet interarrival time is 1 second, which indicates
that almost no queue builds up for any class at 64 Kbps transmission rate.

However, for the medium rate part ranging from 96 Kbps to 128 Kbps,
the target proportional delays among the 3 DiffServ classes are achieved. The
ratios are marked in Figure 4.5. The delay ratios between Class 3 and Class
1 are almost 4 and the delay ratios between Class 2 and Class 1 are near
2. For 128 Kbps, the average class.delay from Class 1 to Class 3 is 1.5, 3.1,
and 5.8 seconds respectively. Queues build up because the average delay is
higher than the packet interarrival time 1 second. However, many packets do
not miss their 6 seconds expiry time. Downlink transmission rates 96 Kbps
and 128 Kbps generate a moderate congestion level, under which the target
proportional delays are achieved as the objective of the thesis states.

For the high rate part from 144 Kbps to 192 Kbps, the system is heavily
congested and most packets miss their expiry time. In high rate transmission,
the system capacity is relatively low. The scarce resource leads to high class
delay, which approaches the maximum delay limit 6 seconds. For example,
the average class delay for 160 Kbps, in our simulation is 2 seconds for Class
1, 5 seconds for Class 2, and 6 seconds for Class 3. We observe from Figure
4.5 that Class 2 to Class 1 delay ratio can still be maintained because Class
1 always has priority over Class 2 and Class 3, and its delay still can be
guaranteed relatively low under this base station power budget. However,
for Class 2, its delay is already very high, as well as Class 3’s delay. Their

delays are both around the 6 seconds limit. There is no way to differentiate
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Class 2 and Class 3’s delay under such circumstance. This is why the Class
3 to Class 1 target delay ratio can not be maintained from 144 Kbps to 192
Kbps.

4.3.3 Effective throughput

Figure 4.6 examines throughput performance of delay differentiation model.
The effective throughput is calculated as the total throughput of flows, whose

successfully delivered packet ratio is above p, which is 0.9 in the simulation.
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Figure 4.6: No admission control — effective throughput

From 16 Kbps to 64 Kbps, almost all of the packets can be transmitted
as they arrive. In our simulation result, for these three rates, no packet is
dropped due to delay. Thus, the throughput does not make big difference for
different classes (Recall that traffic is evenly distributed among classes).

However, for 96 Kbps to 192 Kbps, the system capacity becomes lower
and lower. Delay differentiation model determines the transmission priority
among different classes and, in turn, the throughput. The Class 1’s through-
put is always maintained at the same level because it has the highest for-

warding assurance. While, Class 2 and Class 3’s throughput is sacrificed in
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order to maintain the lower delay in Class 1. And with the transmission rate
increasing, Class 2 and Class 3’s traflic begins starving. Without admission
control, all traffic is competing for the limited resource. Under this circum-
stance, when performing delay differentiation scheduling, a higher class is
guaranteed a lower delay at the cost of lower classes’ starving. Throughput
unfairness among classes happens when the system is congested, and this

unfairness is more notable when the system is heavily congested.

4.4 Performance Results Using Call Admis-
sion Control

This section presents results on average delays and effective throughput when
the system incorporates the call admission control scheme presented in Sec-
tion 3.3.

In the simulation realization, a newly incoming flow is assumed to be
buffered at (or beyond) the edge of the distinguished DiffServ domain con-
taining the target RNC, base station, and user of interest. Buffering delays
outside the target RNC are not accounted in the results presented in this
section. The results show delays incurred by the packets after admitting the
flow.

Upon receiving a request to admit a new flow, the call admission control
scheme makes a decision based on available base station power at the request
arrival time, as described in Section 3.3. The new flow is admitted if there
exists sufficient base station power to transmit all already admitted flows and
the newly incoming flow at current instant.

Intuitively, the anticipated effects of incorporating call admission control
include bringing down the system’s congestion level, which in turn reduces
the delay incurred by packets. Through admission control, the amount of
traffic coming into the system is decreased, less traffic is competing for the
same total amount of base station power budget. Theoretically, the delay

incurred by packets in each class will be lower than that without admission
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control. We also anticipate that the effective throughput can be increased by
incorporating call admission control. Admission control brings less system
congestion, which means more packets in a flow will be delivered success-
fully to end users. Thus, the effective throughput of the system should be
improved. |

In this section, our objective is to investigate the performance of call
admission control in terms of the achieved average class delay and effective
throughput.

We recall the simulation parameters in this section that there are three
DiffServ classes with delay weights of 4, 2, and 1 respectively. Traffic is
evenly distributed among the various classes. WIN scheduler of window-size
4 is used. We compare the results with admission control to those without

admission control.

4.4.1 Average class delay

Figure 4.7 is the result of average class delay without admission control, and

with admission control.
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Figure 4.7: Call admission control — average class delay

Beginning from 96 Kbps, the average class delay incurred by packets in

each class with admission control in Figure 4.7(b) is less than the average class
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delay without admission control in Figure 4.7(a). This observation proves
part of our anticipation. Call admission control reduces the average delay
incurred by packets in each class, because it limits the amount of traffic in
the system, and brings the system congestion level down. The delay incurred
by packets is lower with admission control.

In Figure 4.7(b), there is no heavily congested region as there is without
admission control (i.e., from 144 Kbps to 192 Kbps in Figure 4.7(a)). None
of the average class delay in Figure 4.7(b) is approaching the 6 seconds limit.
This observation shows that call admission control can keep the system away
from exhibiting the heavily congested behaviour. Furthermore, in Figure
4.7(b), the average delay of Class 1 for each transmission rate is always
lower than 1 second, which means that most of the Class 1 packets can be
transmitted within the mean packet interarrival time 1 second before the
next packet arrives. Almost no queue builds up for Class 1 packets with

admission control.

4.4.2 Effective throughput

Figure 4.8 investigates the performance in terms of effective throughput for
each DiffServ class. There are two sub-figures for comparison. Figure 4.8(a)
is the result without call admission control, which is the same as Figure
4.6 that we have analyzed. Figure 4.8(b) is the performance result with
admission control.

With admission control in Figure 4.8(b), the effective throughput for
Class 1 and Class 2 is almost the same. However, Class 3’s throughput is
still lower than Class 1 and Class 2’s. Admission control brings more fairness
among classes than without admission control, where lower classes’ traffic
has to sacrifice themselves to guarantee lower delay in higher classes. With
admission control, every class always has a share of the total throughput,

and lower classes’ starving is avoided.
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Figure 4.8: Call admission control — effective throughput

4.5 Performance Results Using Power Pre-
diction

This section presents the performance results on average class delays and ef-
fective throughput when integrating admission control with power prediction
proposed in Section 3.4.

The call admission control scheme proposed in Section 3.3 is evaluated
in the previous section and it is shown that significant improvement in aver-
age class delay and throughput fairness is achieved by this admission control
mechanism. However, due to the mobility nature of a cellular CDMA en-
vironment, admitting a flow, based on the current availability of sufficient
base station power, méy lead to future power shortage when current available
power can not afford the transmission to all mobiles after they have moved to
new locations. A novel feature of this work is to integrate admission control
with power prediction, as described in Section 3.4. Mobility prediction is
adopted to estimate the base station power required by all mobiles in the
future.

By integrating admission control with power prediction, we expect the

average class delay and throughput will be further improved, because power
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prediction gives a future estimate of base station power availability, and
lowers the chance of power shortage in the future.

We have two data series in this section. One is power prediction with
a duration of 5% flow duration, and the other is power prediction with a
duration of 10% flow duration. 5% of the flow duration (60 seconds to 90
seconds) is 3 seconds to 4.5 seconds, which allows one mobility update in
the simulation with mobility update interval of 3 seconds. This allows a
mobile user to move 30 meters to 45 meters with a speed of 10 meters per
second in a cell of radius 1000 meters. 10% time prediction allows 2 to 3
mobility updates, when a mobile user can traverse 60 to 90 meters during

the prediction time.

4.5.1 Average class delay

Figure 4.9 shows the performance results of average class delay with 5% time

prediction and 10% time prediction.
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Figure 4.9: Power prediction — average class delay

From the above figures, we observe that power prediction brings even
lower average class delay than the admission control method presented in
Section 3.3 (Figure 4.7(b)). The longer prediction time 10% (4.9(b)) gen-

erates even lower delay than 5% (4.9(a)) time prediction. By performing
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mobility prediction to estimate the base station power availability, power
prediction outperforms the simple admission control scheme in terms of av-
erage class delay. With 5% time prediction, there is almost no queue builds
up for either Class 1 or Class 2 since their average class delays are both under
1 second. With 10% time prediction, almost no queue builds up for any class.
Prediction can drive the system from moderate congested state to almost no

congestion state as in Figure 4.9(b).

4.5.2 Effective throughput

In this section, we review the performance results of effective throughput
when integrating admission control with power prediction. Figure 4.10 shows
the effective throughput for each class with 5% and 10% time power predic-

tion.
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Figure 4.10: Power prediction — effective throughput

Compared with Figure 4.8, power prediction brings more fairness among
different classes than the admission control scheme in Figure 4.8(b). In Fig-
ure 4.10(a) and 4.10(b), the throughput for each class is almost the same.
Power prediction gives a way of providing throughput fairness among the var-

ious DiffServ classes. Instead of starving lower forwarding assurance classes
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in order to guarantee lower delay in higher classes, predictive admission con-

trol achieves the same level of effective throughput for all Diff Serv classes.

4.5.3 System total effective throughput

One of our thesis objective stated in Section 3.1 is to maximize the total
effective throughput of the system. Thus, in this section, the total sys-
tem effective throughput is explored under four different admission control
scenarios. One is without admission control, one is with admission control
mechanism presented in Section 3.3, the third is with 5% time power predic-
tion, and the last is with 10% time power prediction. Figure 4.11 gives out

the performance results.
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Figure 4.11: System total effective throughput

In Figure 4.11, the total effective throughput decreases with the CDMA
downlink transmission rate incrcasing. Back to the analysis in Section 4.1.3,
the number of affordable mobile users decreases with the transmission rate
increasing, and the downlink CDMA capacity decreases. Consequently, the
total effective throughput decreases.

In Figure 4.11, beginning from 96 Kbps, the effective throughput without
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admission control is much lower than those with admission control and with
power prediction. The total effective throughput with admission control is
approximately 8 Kbps higher than that without admission control. Further-
more, beginning from 144 Kbps, predictive admission control (both 5% and
10% time prediction) has a higher effective throughput than with admission
control. And 10% time prediction generates even higher throughput than
5% time prediction. 5% time prediction has an effective throughput which
is approximately 3 Kbps higher than that with admission control, and 10%
time prediction’s throughput is about 1 Kbps higher than that with 5% time
prediction.

From the above observations, we can conclude that admission control
improves the total effective throug‘hput of the system. Furthermore, power
prediction improves the total effective throughput even more. Call admission
control brings less system congestion, under which situation more packets in
a flow will be delivered successfully to end users and more useful traffic is
received. Thus, the effective throughput of the system is improved. When
integrating admission control with power prediction, mobility prediction gives
power estimate in a pre-specified near future, which reduces the chance of
base station power shortage due to user mobility. This way, the amount of
successfully delivered t-rafﬁc increases and the useful received traffic increases,
which in turn, brings even higher total effective throughput to the system.
When performing the prediction longer in our simulation with 10% time
prediction, the effective throughput is even higher than that with 5% time

prediction.

4.6 Conclusions

In the first section of Chapter 3, we state that our thesis objective is to
devise a set of admission control and scheduling mechanisms that aim at
maximizing the effective throughput of the system, subject to the constraints

on the total available base station power, and the requirement of achieving
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the target proportional delays among the various DiffServ classes at moderate
congestion times. In the following sections of Chapter 3, a set of scheduling
and admission control mechanisms are devised including two proportional
delay differentiation schedulers and two call admission control methods.

In this chapter, we aim at analyzing the performance of the above ap-
proaches using simulation, and investigating whether our thesis objective
stated in Section 3.1 can be achieved by the scheduling and admission con-
trol mechanisms proposed . We summarize the performance results through

Chapter 4 as follows:

e The WIN scheduler outperforms the HOQ scheduler in terms of lower
average class delay and more accurate delay ratio achieved at moderate

congestion times.

e Our traffic generation is intended to produce three different levels of
system congestion for different CDMA downlink transmission rates.
At the low rate part ranging from 16 Kbps to 64 Kbps, there is likely
no congestion in the system. The average class delay and throughput
for each class is almost the same because almost all the packets can
be transmitted at the time of their arrival. There is little need for

proportional delay differentiation scheduling.

e For the medium rates from 96 Kbps to 128 Kbps without call admission
control, the system is moderately congested. Proportional delay differ-
entiation scheduling achieves the target proportional delays among the

various DiffServ classes, which is one objective of the thesis.

e For the high rate part from 144 Kbps to 192 Kbps without call ad-
mission control, the system is heavily congested and most packets miss
their expiry time. Lower classes’ delays are approaching the preset
maximum delay limit, which affects the achieving of target propor-

tional delays.
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e Call admission control lowers the system congestion level and reduces
the average class delay in each DiffServ class. Integrating admission
control with power prediction brings even lower average class delay

than the simple admission control proposed in Section 3.3.

o Admission control brings throughput fairness among classes. Without
admission control, lower classes’ traffic is starving when the system is
heavily congested. However, through admission control, every class’s
traffic can have a share of the total throughput at any transmission
rate. Integrating admission control with power prediction brings even

more throughput fairness among classes.

e Admission control brings higher total effective throughput than that
without admission control. The total effective throughput achieves
the maximum value when integrating admission control with power

prediction, which is the main objective of our thesis.

In conclusion, by integrating admission control with power prediction
to provision proportional delay differentiation on the downlink of a cellular
CDMA environment, we maximize the effective throughput of the system
with fairness among the various DiffServ classes, and satisfy the requirement
of achieving target proportional delays among classes at moderate congestion

time with reduced average class delay.
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Chapter 5

Conclusions and Future Work

5.1 Conclusions

Third Generation wireless systems are designed to provide mobile users with
a variety of guaranteed services. Provisioning quality of service (QoS) connec-
tions to mobile users in W-CDMA environments then arises as a significant
issue. DiffServ architecture provides a general framework for provisioning
quality of service (QoS) over the Internet. In this work, we have considered
provisioning proportional delay differentiation per-hop behaviour over the
downlink of a cellular W-CDMA environment. Our objective has been to
devise a set of call admission control and scheduling mechanisms that aim at
maximizing the effective throughput of the system in a high mobility envi-
ronment, subject to constraints on the total available base station power, and
the requirement of achieving target proportional delays among the various
DiffServ classes at moderate congestion times.

We consider serving delay-critical traffic over the downlink of a CDMA
environment. The time duration of a single flow in our study is long enough
for the associated mobile host to travel a significant distance relative to its
initial position at the time the flow is admitted. We also identify the effective
throughput concept based on the consideration that the user should only be

charged on the amount of useful received traffic.
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Two proportional delay differentiation schedulers are proposed for assess-
ing the average delay incurred by the queued packets in each DiffServ class
at any instant. The first scheduler, called the HOQ scheduler, computes the
average delay of each class by averaging the time delays incurred by the head-
of-queue packet in each queue of that class. The second scheduler, called the
WIN scheduler, computes the average delay of each class by averaging the
time delays incurred by a set of most-delayed packets in each class.

A call admission control scheme is devised, which makes admission de-
cision based on current availability of base station power. If admitting the
newly incoming flow does not cause power shortage at current time instant,
the new flow is admitted. However, admitting a new flow based on current
availability of base station power may lead to future power shortage due to
mobiles’ movement. Taking the user mobility and CDMA soft capacity into
consideration, an admission control scheme integrated with power predic-
tion is proposed. Mobility prediction is adopted to estimate the base station
power required by all mobiles in a pre-specified future period.

Towards the thesis objective, we use simulation to analyze the perfor-
mance of the above mechanisms in terms of the average delays incurred by
the packets in each delay class, and the achieved effective throughput. The
simulation results show that the WIN scheduler outperforms HOQ scheduler
in terms of lower average class delay and more accurate delay ratio achieved.
The target proportional delay requirement among the various DiffServ classes
is satisfied at moderate congestion times. By integrating call admission con-
trol with power prediction, the average delay incurred by packets in each
class is reduced and throughput fairness among the various DiffServ classes
is achieved. Call admission control brings higher system effective through-
put, and the total effective throughput of the system is maximized by power

prediction.
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5.2 Future Work

This section introduces a number of possible future research directions that
complement the work done in this thesis.

Firstly, in order to enhance the obtained results, we may consider the
following future research directions; these directions include considering a
heterogeneous mix of traffic within the same Diffserv class, a heterogeneous
mix of user mobility profiles (by varying the travelling speeds), and enhancing
the methods used for mobility prediction sampling.

We also note that the call admission control devised in the thesis does not
limit the amount of traffic admitted in each class. In our simulation realiza-
tion, the traffic is assumed evenly distributed among the three delay classes.
If the traffic of one class is greedy (i.e., exceeds the traffic of other classes),
the greedy traffic will occupy all the system resources and block admission
of other classes’ traffic. In our future work, resource sharing among the var-
ious DiffServ classes ‘during admission control should guarantee a minimum
amount of resources for each class. |

Lastly, we propose investigating the design of admission control and
scheduling mechanisms for the uplink traffic (from mobile users to base sta-
tions). Uplink differs from downlink in a number of aspects including flow
buffering, CDMA soft capacity, and power budget. In the uplink, traffic is
generated and buffered in mobile devices. Accessing and estimating the av-
erage delay incurred by the queued packets in each class, and performing
central scheduling as in the downlink, need more effort for provisioning pro-
portional delay differentiation. A suitable signaling protocol is necessary for
traffic information and power allocation command communication between
mobile hosts and base stations. Moreover, in the uplink, each mobile has its
own power budget, which is much less than the transmission power budget
of the base station. When provisioning proportional delay differentiation in
the uplink, this mobile’s power budget may limit the central scheduling flex-
ibility, which in turn may influence the quality of the achieved proportional

delays.
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Once the proportional delay differentiation is implemented in the up-
link as in the downlink, we can further investigate dynamic class adaptation
mechanisms over CDMA wireless environments for end-to-end flow delay

guarantee.
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