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Abstract

System modeling, controller design and process monitoring are three integral parts 

of the advanced process control strategies, which are intricately dependent on each 

other. Prom the view point of process control, the models should be easy to use 

for designing controller and yet be detailed enough for giving a true account of the 

system dynamics.

In this work, two types of models, named lumped and detailed, have been developed 

for a planar solid oxide fuel cell. The models take electrochemical and thermal aspects 

into account and provide a set of first-order nonlinear ordinary differential equations. 

In the lumped model, a uniform temperature throughout fuel cell is assumed whereas 

in the detailed model uniform temperature distribution is assumed only within each 

components of the fuel cell. Zero-dimensional thermal models of fuel cell system 

component such as heat exchangers, reformer and burner are also provided for fuel 

cell system simulation. The advantage of using capacitor in parallel to the fuel cell is 

discussed along with the necessary formulation of the equations.

With the advent of cheap computational power, a surge of application of previously 

non-implementable complex controllers such as nonlinear model predictive controller 

(NMPC) has been seen in the industries. In this work, NMPC has been applied on 

the fuel cell system to compare its performance with various linear and nonlinear 

controllers.

There are numerous fault detection and isolation techniques in the academics works. 

Of them, principal component analysis (PCA) is widely used for fault detection of 

linear, steady-state systems. The disadvantage of PCA is that it can not incorporate
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process knowledge. Thus, an algorithm for hybrid PCA is provided which can take 

constraints into consideration by presenting PCA as a linear matrix inequality.
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Paremeter of convective loop reactor; Equivalent to heating 
rate
Chi-square distribution of p degrees of freedom 
Residual
Emissivity constants of anode, cathode and interconnector 
materials
Ohmic, activation and concentration polarization [volt] 
Coefficient of thermal expansion 
Tuning parameter of UKF
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A Heat conductivity [J/m.s]
p Density [kg/m3]
p0  Reference density [kg/m3]
Ph, pc Density of hot and cold fluid [kg/m3]
a Boltzman constant [5.6704 x 10- 8  W /m 2 .K4

Ee Covariance matrix of e
£ Extent of reaction [mol/s]

Subscripts

an Anode
A  Air
B  Burner
d Diffusion
e Electrode
F  Fuel
h Convection
i Interconnector
r Radiation
R  Reformer
s Stack

Superscripts
r  Reactive
in Inlet condition
out Outlet condition

Abbreviations

BOP Balance OF Plant
CFD Computational Fluid Dynamics
DAE Differential Algebraic Equation
EKF Extended Kalman Filter
FDI Fault Detection and Identification
HPCA Hybrid PCA
LMPC Linear Model Predictive Control
LMI Linear Matrix Inequality
MPC Model Predictive Control
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NMPC Nonlinear Model Predictive Control
NOx Oxides of Nitrogen
ODE Ordinary Differential Equation
OPC OLE for Process Control
PCA Principal Component Analysis
PCU Power Conditioning Unit
PDE Partial Differential Equation
PID Proportional Integral Derivative (control)
SOFC Solid Oxide Fuel Cell
SPE Squared Prediction Error
SOx Oxides of Sulphur
UKF Unscented Kalman Filter
YSZ Yittria (Y2 O3 ) Stabilized Zirconium (ZrOi)
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Chapter 1

Introduction

Fuel cells are electrochemical devices that directly convert chemical energy to electri­

cal energy. Since it does not involve any rotary or, heat engine, it is not associated 

with any system loss nor is it limited by Carnot cycle efficiency. Moreover, the un­

reacted fuel from the cell can be used to generate more power, heat can also be 

recovered from the exhaust gas which increases the overall efficiency of the fuel cell.

Today’s energy hungry civilization is in search of an alternative source to replace the 

currently available but continuously depleting energy sources. Stringent environmen­

tal regulations restricting emission of green house gases, SOx, and NOx have narrowed 

down the search for a clean source of energy to a few options. It has generated a lot 

of attention towards the fuel cell as an alternative source of clean energy.

However, there are a number of obstacles in the commercialization of fuel cell as 

a main source of energy. The main obstacle comes from the high manufacturing 

cost of the fuel cell. A vast amount of research is going on the economic design 

and operation of fuel cell for reducing the cost and for making it a viable option 

as an energy source. Selection of materials, which include choice of electrolyte and 

catalysts as well as electrodes, also contribute to the cost of the fuel cell. A number 

of researchers have focused on this area. It is often required to simulate the fuel cell 

system under different operating conditions to account for all the pitfalls associated 

with the design and material selections. Depending on the perspective, the modeling 

and simulation can range from micro- to system level. This work focuses on solid
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oxide fuel cell system from the perspective of process control for the safe operation of 

the fuel cell system as a power source. It includes control relevant modeling, controller 

design and development of fault detection technique.

1.1 Overview of Fuel Cell Technology

Construction of a unit fuel cell mainly consists of three main parts - electrolyte, 

cathode and anode. Fuel is continuously fed into the anode of the fuel cell, and 

a suitable oxidant, usually air, is fed into the cathode. The main purpose of the 

electrolyte is to prevent direct contact of fuel and oxidant such that no combustion 

takes place. Rather it allows passing oxidant or, reductant to the other side to take 

part in the electrochemical reaction.

1.1.1 Types of Fuel Cells

Major classifications of types of fuel cells are made based on the choice of electrolyte 

and fuel:

•  Solid Oxide Fuel Cell (SOFC): Sold oxide fuel cell uses a solid ceramic type 

oxide, and thus receives the name. Y2 O3  stabilized ZO 2  (YSZ) is a common 

electrolyte used in SOFC. The operating temperature of the fuel cell is usually 

high (600-1000° C). Due to the solid nature of the electrolyte and electrodes, the 

SOFC can be designed in the most versatile ways including planar and tubular 

design.

•  M olten C arbonate  Fuel Cell (M CFC): Molten carbonate fuel cell uses 

different combinations of alkali carbonates as an electrolyte. These carbonates 
are usually contained in a ceramic matrix. The operating temperature of MCFC 

is also high, usually between 600-700° C.

• Polym er E lectro ly te  Fuel Cell (PE M FC ): In this type of fuel cell, an 

polymeric ion exchange membrane is used as an electrolyte. The operating 

temperature of this fuel cell is usually low (40-80°).

2
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•  Phosphoric Acid Fuel Cell (PAFC): The electrolyte in the PAFC is 100% 

phosphoric acid, which is held in a silicon carbide structure. The operating 

temperature of the fuel cell is about 150 to 220° C, which is one of the attractive 

features of PAFC. This operating temperature makes it flexible to design the 

fuel cell and BOP.

In addition, there are Alkaline Fuel Cell (AFC), Direct Methanol Fuel Cell (DMFC), 

regenerative fuel cell (RFC) and metal air fuel cell (MAFC). Table 1-1 of Fuel Cell 

Handbook, Edition 7 [134] provides a summary of major differences of different types 

of fuel cells.

Unit fuel cells are usually stack together to produce the desired output. Depending on 

the construction of the stack, fuel cells are further classified into planar, tubular and, 

radial fuel cells. In the planar fuel cell arrangement, unit fuel cells are stacked together 

connected by interconnectors. The cells are usually connected in series. Several 

such stacks can also be connected in parallel to make a series-parallel configuration. 

Depending on the arrangement of the fuel flow, the planar fuel cell structure can 

further be classified into co-current, counter-current or, cross-flow.

For a hydrogen operated fuel cell, the hydrogen can be produced from natural gas by 

reforming reaction. For low temperature fuel cells, the reforming reaction is performed 

external to the fuel cell. For a high temperature fuel cell such as solid oxide fuel cell, 

the reforming reaction can be performed internal to the fuel cell. Based on the type 

of heat transfer associated with the reforming reaction, the fuel cell can further be 

classified into direct-reforming or indirect-reforming fuel cells.

1.1.2 Fuel Cell Systems

In an ideal fuel cell, hydrogen is used as a fuel along with air as an oxidant. Such 

a fuel cell can work as the cleanest possible source of energy - the byproduct of the 

reaction being water. But, in reality, even for an ideal fuel cell, there is always some 

unreacted fuel that needs to be processed. For practical case, hydrogen rich fuels are 

used to produce hydrogen either internal or external to the fuel cell itself. Thus a
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fuel cell plant usually involves components for pre- and post-processing the reactants 

and products. The components, which are also called balance of plant (BOP), may 

include compressors, turbine, heat exchanger, reformer, DC-AC converter or, inverter 

to connect the fuel cell to existing power grid.

Compressors or blowers are required to build necessary pressure to pass reactants and 

products through different components. On the other hand, the unreacted fuel from 

the fuel cell itself can be combusted in a gas turbine followed by a steam turbine for 

generating more power. The compressor-turbine duo thus provides a net power in 

addition to the direct power by fuel cell itself. In home application, the hot effluent 

gas can be used as a source for hot water and heating houses.

Fuel cell directly converts chemical energy to electric energy. The output being a DC 

voltage is appropriate to operate small equipment. For a fuel cell power plant, the 

DC power however needs to convert to AC power and connect power supply grid. 

Thus the balance of plant may also include power conditioning unit (PCU).

1.1.3 Advantages and Disadvantages of Fuel Cells

Fuel cell has various advantages over conventional power sources such as batteries, 

and turbines. As with any technology, fuel cell comes with some disadvantages too 

including high cost. Some of these are described below.

Advantages:

•  It does not have any moving components like turbine, and thus does not have 

any system loss associated with it. It also provides a quiet operation and less 

maintenance.

•  Unlike heat engine, a fuel cell converts chemical energy directly into electrical 

energy. Thus, it is not limited by Carnot cycle efficiency.

•  The exhaust (unreacted fuel) gas from the fuel cell can be utilized to generate 

even more power, increasing the efficiency even higher.
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• The efficiency of fuel cell is not limited by size. Thus, a small fuel cell powering a 

laptop or, a personal electronic gadget can generate power at the same efficiency 

as a 10 MW fuel cell power plant.

•  A wide range of fuels can be used for fuel cell.

•  Since the reaction inside a fuel cell occurs between specific ions only, it limits 

release of NOx and SOx to the environment.

Disadvantages:

•  Fuel cells are expensive compared to other energy sources.

•  Most fuel cells use hydrogen as fuel, which works as a bottleneck due to the 

associated cost and inconvenience associated with the production, storage and 

transportation of hydrogen.

•  Lower power densities and lifetime.

1.2 M otivation

Identification of process models, design of controller and monitoring of the processes 

for possible faulty situations are part of the advanced process control strategies. They 

are intricately dependent on each other. For example, identification of model whether 

it be first-principle model or data-based, linear or nonlinear, 0-D or 3-D model affects 

the design of the controller and, fault detection and isolation techniques. Thus, 

modeling of process should always be based on the objective. A simple control relevant 

model may perform better than a complex 3-D model, which on the other hand, may 

be suitable for design and performance analysis of the process. In simple words, the 

modeling objective can be state as:

Find a model that is suitable for controller design

Similarly, controller design and fault detection techniques should be object oriented. 

A process expressed by a very complex model can be stable enough to be controlled
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by regular PID controller. On the other hand, a simple process may have a lot of 

environmental and economic constraints requiring multivariate controller to maintain 

the optimal performance of the system. Same is true for fault detection and isolation 

techniques.

A solid oxide fuel cell system which exhibits highly nonlinear characteristics, needs to 

be simulated for different operating conditions. This thesis thus covers all these three 

inter-related aspects i.e., modeling, control and fault detection of advanced process 

control applied on the fuel cell system

1.3 M ethodology

Recent advances and growing interest in fuel cells have led to a lot of activities on 

the modeling of fuel cell and its components. Most of these models range from 

zero dimensional to complex three-dimensional models and also cover the area of 

performance evaluation and optimal design of the fuel cell. However little work has 

been done on control relevant models that sufficiently describe the fuel cell system 

dynamics. This motivated us for developing lumped models of fuel cell and balance of 

plant. Since the different components inside the fuel cell have different temperature 

distributions, another more detailed model of fuel cell has been developed which is 

still suitable for designing controllers.

In process control world, a wide range of linear and nonlinear control techniques have 

been developed and implemented in the industries. Especially during the past decade, 

with the advent of cheap computational power, a trend of shifting from traditional 

PID controller to previously non-implementable controllers, such as nonlinear model 

predictive controller (NMPC), is being observed. This motivated us to implement 

nonlinear model predictive control to solid oxide fuel cell system to compare its per­

formance with linear MPC. In this work, nonlinear MPC has been selected due to the 

highly nonlinear nature of fuel cell system. NMPC is also advantageous over other 

linear and nonlinear controllers due to its multivariate nature as well as the ability to 

handle a wide range of constraints. Application of nonlinear model predictive control
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requires discretization of the continuous time model as well as estimation of unmea­

sured states. In this work, this discretization has been performed by using orthogonal 

collocation method. On the other hand, unscented Kalman filter has been used to 

estimate unmeasured states from the input-output data.

Before applying nonlinear MPC on solid oxide fuel cell, its performance has been 

compared with different linear and nonlinear controllers by applying it on a convective 

loop reactor. Convective loop reactor shows either stable or chaotic behavior based 

on the heating rate to the system. Normally the reactor has one equilibrium point 

at low heating rate. The system stabilizes to this equilibrium point quickly after 

going through turbulence. However as the heating rate is increased, the vertical and 

horizontal temperature difference of the reactor as well as the average flow rate of fluid 

through the reactor starts to oscillate. When the heating rate passes certain critical 

value, the system possesses two unstable equilibrium points instead of one stable 

equilibrium point and the system variables frequently jump from one equilibrium 

point to another without any external excitation. No matter how complex the nature 

of the convective loop might be, it can easily be controlled with controllers, as simple 

as, on-off controller to stabilize the system to either of the equilibrium points. In 

this work, model-based nonlinear controllers such as controllers based on Lyaponov 

stability criterion and back stepping method have been developed. The performances 

of these controllers are then compared with linear and nonlinear MPC to mitigate 

the chaotic behavior of the reactor. In all cases, nonlinear MPC outperforms other 

controllers.

The fuel cell directly converts chemical energy into electrical energy and thus shows 

size independent high efficiency and noise free operation. However, the unreacted 

fuel can be utilized to generate more energy, increasing the overall fuel cell system 

efficiency even higher. The production of this indirect energy comes with some in­
herent disadvantages of typical power generation system. Thus it is more useful and 

lucrative to operate the fuel cell system such that direct energy is maximized. In 

other words, the energy content of the exhaust that is utilized for further power gen­

eration should be minimal. A steady-state optimization technique is thus devised 

for the fuel cell system such that the energy carried over by the exhaust is minimal.
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The respective optimal fuel flow rates then used as a reference input in the nonlinear 

model predictive control to stabilize the system.

During the period of study, one objective has been to develop a fault detection appli­

cation that can be used to detect fault in processes in real time. The main objective 

of the application is to predict possible clogging situations in the pipelines carrying 

slurry such that necessary corrective measures can be taken to avoid the faulty situa­

tion. The development of the application includes building the interface using Visual 

Basic, MATLAB and OPC based on traditional PCA algorithm. Like any other sta­

tistical fault detection techniques, traditional PCA can not incorporate constraints 

based on valuable process information. This led us to develop a hybrid-PCA formu­

lation that can incorporate constraints to the traditional PCA. In this formulation, 

PCA is represented as a linear matrix inequality. This hybrid-PCA is also applied to 

the monitoring of fuel cells.

1.4 Thesis Outline

The thesis is organized as follows:

Chapter 2 gives a brief review of published papers on fuel cell modeling and con­

trol. Review of different linear and nonlinear controllers, state estimation and fault 

detection techniques are provided in this chapter.

In chapter 3, two types of control relevant models of a planar solid oxide fuel cell are 

developed along with the balance of plant. Advantages of using capacitor in parallel 

with the fuel cell, along with necessary formulation, are also discussed in this chapter. 

The models are validated by both steady state and dynamic simulations. This work 

has been published in (Murshed et al. [100]).

Chapter 4 provides a brief review of linear and nonlinear model predictive control. 

The necessary steps such as discretizing continuous models to a set of discrete alge­

braic equations by using the orthogonal collocation method and unmeasured state 

estimation by using unscented Kalman filter are also described in sufficient details in
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this chapter. This chapter gives a framework for designing nonlinear model predictive 

control which is compared with other controllers in chapter 5 and finally applied on 

solid oxide fuel cell system in chapter 6 .

In chapter 5, the performance of nonlinear model predictive control is compared with 

other linear and nonlinear controllers by applying them on a convective loop reactor. 

The linear controllers include traditional PID and linear MPC, whereas nonlinear 

controllers include nonlinear model-based controller based on Lyaponov stability cri­

terion and back stepping method. This work has been published in (Murshed et al. 

[99]).

Chapter 6  focuses mainly on controlling SOFC and SOFC system by using linear 

and nonlinear MPC. Necessary formulation for running the SOFC system to produce 

minimal indirect energy at steady state is also discussed in this chapter. The effect 

of capacitor on control actions is shown.

A novel formulation of hybrid-PCA is presented in chapter 7. The proposed frame­

work is compared with the traditional PCA for monitoring faulty situations in solid 

oxide fuel cell system.

9
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Chapter 2

Literature Review

The early history of fuel cell can be traced back to Sir William Robert Grove (1811- 

1896) who concluded that opposite of electrolysis reaction should be capable of pro­

ducing electricity. Based on this idea, he constructed a gas cell in 1839 that produces 

electricity from hydrogen and oxygen. This was the first fuel cell. In 1959, Francis 

Bacon constructed a working alkaline fuel cell. From that point, research on different 

kinds of fuel cell has taken a tremendous leap. The following sections are intended to 

provide a brief review of fuel cell research from the perspective of process control. A 

brief review on nonlinear model predictive control and principle component analysis 

has also been provided here.

2.1 M odeling o f Solid Oxide Fuel Cell

A large amount of work has been conducted on the modeling of solid oxide fuel cell 

from the viewpoint of fuel cell design, operability and performance, material selection, 

and controller design (Damm and Fedorov [31], Hernandez-Pacheco et al. [58], Leah 

et al. [79], P. et al. [107], Selimovic et al. [123], Stiller et al. [130]). Several authors 
have investigated performance of solid oxide fuel cell under different operating con­

ditions and design parameters (Hagen et al. [50], Mandin et al. [93]). For example, 

Koch et al. [74] studied the performance and degradation of a solid oxide fuel cell 

under severe operating conditions. Stambouli and Traversa [128] discussed the exist­

ing and emerging fuel cells technologies in terms of design and operation of SOFC.
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The restrictions based on materials requirement and fuel specifications due to high 

operating temperature along with advantages over other fuel cell technologies have 

also been addressed in this paper.

Based on the objective, the models can be developed to simulate steady state or 

dynamic behavior and can range from zero to 3-dimensional (Bove et al. [15, 16]). For 

example, Padulles et al. [108] developed a simple model of a fuel cell-based power plant 

which included species dynamics but no temperature dynamics whereas, Hall and 

Colclaser [51] developed a more detailed model for simulating the transient operation 

of a tubular solid oxide fuel cell that included electrochemical, thermal and mass 

flow elements. The latter paper mainly focused on the effect of load change on the 

terminal voltage. These simple models can be useful for designing controllers and 

fault detection monitors.

Hanke et al. [52] developed a more complex hierarchical modeling technique that 

can be used for design and simulation of fuel cell system. Using network theory 

for chemical engineers, the authors provided a modular model for proton exchange 

membrane fuel cell system operated with hydrogen and oxygen.

Recently a number of articles have been published in CFD modeling of fuel cell. In 

CFD modeling techniques, a set of partial differential equations that describe fluid 

flow, heat transfer, mass transfer, chemical and electro-chemical reactions in fuel cell, 

are solved numerically by using commercially available packages such as FLUENT, 

FIDAP, CFX and FEMLAB. The works presented in (Achenbach [4], Besset et al. 

[12], Bove et al. [16], Braun [19], Iora et al. [62], Leah et al. [79]) investigated tran­

sient behavior of a planer SOFC due to load change using multi-dimensional, time 

dependent models, which are useful for simulating fuel cell behavior. Campanari and 

Iora [22] provided a finite volume model of a planar solid oxide fuel cell. The authors 

considered both isothermal and temperature dynamics with refined nodes, as well as 

different flow geometries (co-, counter- and cross-flow). A comparison of both coarse 

and refined models has been provided at the end of the work. The models are ex­

pressed by a set of PDEs, which are solved numerically to evaluate the performance 

of the fuel cell based on different design parameters. These models, since expressed as
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PDEs, are however not convenient for designing controllers. A brief review of different 

CFD models can be found in (Ma et al. [90]).

Sedghisigarchi and Feliachi [122] considered chemical and thermal aspects of chem­

ical reactions and ohmic, activation and concentration losses in the fuel cell stack. 

The authors however only considered lumped thermal models, which is a drawback 

particularly for a hybrid fuel cell system in conjugation with combustor, turbine and 

heat exchangers for generating electricity where different flow streams have different 

temperature distributions. Several authors also developed model of fuel cell system 

for analyzing fuel cell performance (Chan and Ding [24], Chan et al. [25], Jahn and 

Schroer [6 6 ], Magistri et al. [92]). Table 2.1 of (Braun [19]) summarizes the chrono­

logical progression of planar SOFC modeling in terms of the underlying objectives.

Review of mathematical models and design of polymeric membrane electrolyte fuel 

cells direct methanol fuel cells can be found in (Deluca and Elabd [33], Liu et al. 

[87], Nguyen and Chan [101], Yao et al. [146]). A review on the design of PEMFC, 

material selection and mathematical models can be found on (Biyikoglu [14], Cheddie 

and Munroe [26], Hermann et al. [57], Mehta and Cooper [96], Smitha et al. [127], 

Tawfik et al. [131]).

2.2 Control o f Solid Oxide Fuel Cell

A large amount of work has been conducted on the modeling of solid oxide fuel cell. 

A few studies on the control of fuel cell systems have also been published. Most 

of these papers deal with load following performance of different types of fuel cells 

including PEMFC, MCFC and SOFC by employing localized or, multi-loop controller. 

Even fewer papers considered controlling the entire fuel cell system by utilizing the 

constraints handling power of model predictive control.

For example, El-Sarkh et al. [40] designed neural networks-based controller for PEM 

fuel cell whereas Li et al. [85] developed multi-loop control strategies for maintaining 

fuel utilization and voltage. Some papers discussed controlling the electrical power of 

fuel cell connected in the power grid rather than considering the fuel cell system as
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a separate process. Zhu and Tomsovic [148] have studied the load following perfor­

mance of fuel cell and micro-turbine connected in power grid. Ro and Rahman [119] 

presented methodology for dampening power oscillation of fuel cell devices connected 

in the electrical distribution network.

Golbert and Lewin [47] used model predictive controller for the regulation of a PEM 

fuel cell described by a model which accounted for spatial dependencies of voltage, 

current, temperature and materials flow. The objective for this control strategy was 

to meet power demand robustly. The authors however reduced the spatial model to 

a simplified one to implement NMPC. The difference between the work by Golbert 

and Lewin [47] and ours lies in the objective of the modeling. Instead of developing a 

distributed model and then converting it to a manageable one for designing controller, 

control relevant models of solid oxide fuel cell have been developed in our works and 

then NMPC has been applied to control the system.

The control objective of (Inui et al. [61]) was to keep cell temperature distribution 

constant to ensure durability of ceramic material used as electrolyte. This was done 

by optimizing the operating parameters of air utilization and the inlet gas tempera­

ture of the planar SOFC by minimizing the cell temperature shift from its nominal 

value. Controller design for a SOFC/GT hybrid system is also discussed in (Rao and 

Rawlings [116]). The authors however used a multiloop feedback-feedforward control 

scheme to control the generated power of the system.

Majority of the published works consider controlling fuel cell systems connected in 

power network whereas this work views the fuel cell system as a stand-alone power 

generation plant for home or, a small community.

2.3 M odel Predictive Control

Model predictive control (MPC) has presented itself as the most advanced control 

technology in the recent years. Its ability to handle multivariate problem and to 

incorporate physical limitations of process have stirred interest both in the academic 

world and in industry. A detailed review of MPC from an academic point of view
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can be found in (Clarke and Scattolini [29], Garcia et al. [45], Morari and Lee [98]). 

Rawlings [117] provides a good introductory tutorial on theory and application of 

model predictive control.

Recently there has been a steady increase of interest in nonlinear model predictive 

control. The interest is driven by the fact that today’s process needs to operate closer 

to the constraints for more benefit and tighter environmental and safety regulations. 

These demands can be satisfied more strictly, if the inherent process nonlinearities 

are considered instead of approximating linear models. Nonlinear model predictive 

control, which is a generalized extension of popular model predictive control, is well 

suited for this case. A more detailed discussion on nonlinear model predictive control 

and moving horizon state estimation can be found in (Allgower and Findeisen [5], 

Allgower et al. [6 , 7], Henson and Seborg [55], Maune [95], Rao and Rawlings [116], 

Trierweiler and Secchi [132]).

One of the main drawbacks of MPC is its inability to incorporate model uncertainties 

which has produced interest in the research of robust MPC (Cuzzola et al. [30], 

Kouvaritakis et al. [75], Lu and Arkun [89]). Several schemes that guarantee stability 

in the state feedback nonlinear model predictive control has also been published (Chen 

and Ballance [27], Nicolao et al. [102]). Much fewer results are available in the case 

when not all states are directly measured. To overcome this problem, often a state 

observer together with a stabilizing state feedback NMPC can be used (Findeisen 

et al. [42]). Similar approach has been used in this work.

Linear MPC has been applied quite successfully to different industrial problems in 

the past few years particularly in the chemical and hydrocarbon industry. The appli­

cations range from boiler-turbine co-ordination (Havlena and Findejs [53]), nitrogen 

purification column (Bian and Henson [13]), steam temperature control, distillation 

column control, combustion control and optimization. For an overview of applications 

of advanced control in power generation and industrial energy, see the survey papers 

(Donne et al. [36], Oluwande [104]).

On the other hand, the nonlinear counterpart of MPC has not been so successful

14

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



due to its inherent complexity. One of the major drawbacks in applying nonlinear 

MPC is its large online computational load. Several researchers have put their effort 

in developing efficient and robust nonlinear model predictive control particularly for 

industrial applications. Several review articles from industrial perspective can be 

found in (Camacho and Bordons [21], Clarke [28], Diehl et al. [34], Qin and Badgwell 

[112], Zheng [147]) and more recently by (Qin and Badgwell [114]).

Cannon et al. [23] combined linear techniques with Linear Difference Inclusion in order 

to apply MPC to a rolling mill problem. The model of the rolling mill is described by 

a set of algebraic and differential/integral nonlinear equations, discretized to give a 

suitable time-varying uncertain linear model. Through successive optimization of an 

approximate cost derived by linearization about predicted trajectories, an MPC law 

was obtained which required less computational load.

Tuning of model predictive control parameters, namely, prediction and control hori­

zon, sampling interval and weights have been addressed by several authors. Tuning 

rules have been developed based on stability, robustness and performance (Clarke and 

Scattolini [29], Lee and Yu [82], Oshima et al. [105], Shridhar and Cooper [124, 125]). 

A detailed review of recent timing guidelines can be found in (Shridhar and Cooper 

[125]).

2.4 State Estim ation

The system model is often expressed as set of nonlinear ODEs for nonlinear model 

predictive control. For a system where all the states are measurable, the application 

of MPC is straightforward. In practical cases, most states are not measurable. To 

overcome this problem, a state observer together with a nonlinear state feedback 

MPC can be employed.

Estimation of states of linear systems can be done by least square estimation tech­

nique, recursive estimation, Luenberger and moving horizon state estimator, or Kalman 

filter (Henson and Seborg [56], Jazwinski [67], Lewis [83]). States of nonlinear systems 

can be estimated by using extended Kalman filter, extended Luenberger observer and
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moving horizon estimator, and recently by unscented Kalman filter (UKF) and differ­

ent variants of particle filter. Of them EKF is the mostly widely used nonlinear state 

estimator which utilizes the state estimating power of Kalman filter by linearizing the 

nonlinear functions around the predicted values (Anderson and Moore [8 ]).

The UKF, originally proposed by Julier et al. [71], uses a deterministic sampling 

approach to capture the mean and covariance using a minimal set of carefully chosen 

sample points. UKF can capture the posterior mean and covariance of any nonlinear 

system accurately upto second order whereas EKF can capture these properties upto 

first order only. A detailed description of UKF can be found in (Haykin [54], Julier 

[70], Julier et al. [71], Lee [80], Rui and Chen [120], Wan and Merwe [141, 142]).

In addition to parametric state estimation techniques, there has been a recent de­

velopment of non-parametric methods. Instead of using any functional form, these 

techniques use a set of random samples, also called particles, to estimate the poste­

riors. This technique is thus known as particle filters. Detailed overview of particle 

filter (PF) and its different variants can be found in (Gordon et al. [48], Liu and 

Chen [8 8 ], Rui and Chen [120]). Rawlings and Bakshi [118] and Table 1 of Daum 

[32] provide a detailed comparison of the currently available nonlinear observers - 

extended Kalman filter, unscented Kalman filter, particle filter, and moving horizon 

state estimation.

2.5 Convective Loop Reactor

Natural convection loops showing chaotic behavior are used in solar energy heating 

and cooling systems, reactor, turbine, engine cooling systems, greenhouses, geother­

mal power production and in process industries. Chaos in such convective loop sys­

tems in general can be beneficial or detrimental depending on the process and the 

objective. Since it is associated with vigorous change in states, it is beneficial for pro­

cesses where mixing, heat transport and chemical reactions are important. However 

due to the oscillation, chaos may lead to vibrations and fatigue failure to the physi­

cal equipment, irregular and oscillation of process operating conditions and increased
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drag of fluid flow systems.

Ehrhard and Muller [39] in their paper investigated natural convection in a closed 

loop. They first developed a first principal model of the loop based on heat transfer 

law. They also accounted for the nonsymmetrical arrangement of heat sources and 

sinks. Finally, the model is reduced to a set of nonlinear ordinary differential equa­

tions. Then through experimental and analytical data, it is shown that this loop is 

characterized by nonlinear effects and can show stable, unstable or, chaotic regimes 

based on the heating rate.

Abed and Fu [1, 2] in their papers have shown ways for local stabilization of nonlinear 

systems with Hopf and Stationary bifurcation. Sufficient conditions are also obtained 

for the local stabilization of nonlinear systems whose linearization has a pair of simple, 

nonzero imaginary eigenvalues. The greatest contribution in this area lies perhaps 

in Ott et al. [106] who have shown that small time dependent perturbations can be 

effectively used to convert a chaotic attractor to any of a large number of possible 

attracting time periodic motions. The method utilizes delay coordinate embedding 

and can be used on experimental situations where knowledge of the system dynamics 

is not available.

Like Ott et al. [106], Singer et al. [126] in their paper through experimental and 

simulation results have also shown how a simple low energy feedback controller like 

an on-off controller can stabilize a chaotic system. The developed control action is 

based on the deviation of the vertical temperature difference from the equilibrium 

point, which stabilizes the states to their equilibrium points.

Wang and Abed [143] have also suggested a feedback control synthesis technique 

for relocating and ensuring stability of bifurcated limit cycles to a convective loop 

problem. The authors showed that stability could be ensured in several different 

ways, one of which is replacing the chaotic behavior by its equilibrium or, replacing 

the limit cycle with a relatively small amplitude limit cycle. For this purpose, they 

have used a small washout filter to delay and to extinguish chaos in the model and 

developed linear and nonlinear feedback control law.
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Recently Boskovic and Krstic [17] have investigated a thermal convective loop and 

developed a nonlinear feedback control law to achieve global stability using boundary 

control of velocity and temperature. The nonlinear control law is developed based on 

the discretized model of nonlinear PDE in space using the finite difference method 

and resultant high order system of coupled nonlinear ODE’s.

2.6 Fault D etection  and Identification

Fault Detection and Isolation (FDI) is an important part of any automation process. 

Early detection of fault and isolation of the root cause can help avoid abnormal 

situation and reduce production loss. Due to the broad scope of the nature of the 

processes and faults, a number of widely different approaches have been developed 

over the years for fault detection and isolation. They include a number of techniques 

such as, the fault trees and diagraphs, analytical approaches, and knowledge-based 

FDI systems.

From modeling point of view, there are methods that require fairly accurate model, 

semi-quantitative model, or qualitative model. Contrarily, there are methods that do 

not rely on any explicit model at all. Rather they use process history to detect and 

isolate faults.

Based on the nature of the underlying models, FDI techniques can be classified into 

three main categories: quantitative model-based, qualitative model-based and process 

history-based methods. Good reviews of different FDI techniques can be found in 

survey papers by (Basseville [10], Frank [44], Gertler [46], Isermann [63], Patton et al. 

[109], Willsky [144]), and recently by (Venkatasubramanian et al. [137, 138, 139]).

The first principle models axe obtained based on the physical understanding of the 
process (Himmelblau [59]). In chemical processes, mass, energy and momentum bal­

ances as well as hard constraint of the processes axe used in the development of the 

model equations. Even though the insight of the process can make the fault detection 

technique more reliable, due to the nonlinear nature of most processes, the inherent 

nonlinear first principles models axe seldom used in the quantitative model-based FDI
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techniques.

In contrast to quantitative model-based approaches, process history-based methods 

only require process historical data. The process data are then analyzed and used 

as a priori knowledge for diagnosis. Based on the techniques of information extrac­

tion, process history-based method can be classified into qualitative and quantitative 

methods.

Quantitative methods can further be classified into statistical and non-statistical 

methods. Principal component analysis (PCA), first proposed by Pearson [110] and 

later developed by Hotelling [60], is a multivariate statistical technique which utilizes 

first few principal components of the covariance matrix for capturing process variable 

correlation.

A number of articles illustrating the use of PCA as statistical process analysis and 

control tool, as well as a fault detection and isolation technique have appeared in 

the literature (Dunia et al. [38], Jackson [64], Johnson and Wichern [6 8 ], Joliffe [69], 

Kresta et al. [76], MacGregor and Kourti [91], Nomikos and MacGregor [103]). Dong 

and McAvoy [35] utilized a nonlinear PCA method for detecting faults of a nonlinear 

batch process.

To handle time varying nature of the real processes, recursive PCA has also been 

proposed in several papers (Li et al. [84], Qin [113], Wold [145]). Dunia and Qin 

[37] presented a methodology to analyze faulty subspace for process and sensor fault 

detection. Bakshi [9] presented multiscale PCA which integrates PCA and wavelet 

analysis for identifying linear relationship and auto-correlated measurements.

While process history-based fault detection methods do not rely on an explicit model, 

their inability to use any process model is a drawback. An intuitive solution is to inte­

grate these complementary features of quantitative model-based and process history- 

based FDI techniques to form a hybrid method. There has already been some work on 

hybrid FDI techniques among which the two-tier approach by Venkatasubramanian 

and Rich [136], analytic and knowledge-based redundancy approach by Frank [44], 

and blackboard-based cooperative problem-solving framework by Vedam et al. [135]
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are innovative.
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Chapter 3

Control Relevant Modeling of Solid 
Oxide Fuel Cell System

3.1 Introduction

Fuel cells are electrochemical devices that generate electrical energy directly from 

chemical reactions. Unlike heat engine or gas turbine where there are losses due to 

Carnot cycle efficiency limitation and mechanical losses, chemical energy is directly 

converted to electrical energy and thus the fuel cell plant efficiency can be as high 

as 40-55%. In addition, the heat generation from the electrochemical reactions in a 

fuel cell can also be used for cogeneration applications increasing the efficiency upto 

70% (Fuel Cell Handbook, Edition 7 [134]). Some other potential features of fuel cell 

include no moving paxts, quiet operation, flexibility in fuel types and size of the fuel 

cell, and most of all rapid load following capability (Fuel Cell Handbook, Edition 7 

[134]). Another attractive feature of fuel cell is that it demonstrates same efficiency 

irrespective of its size, which makes it useful for a versatile range of applications 

including power generation for home or a commercial building, mobile equipments, 

and automobile. These advantages have generated enormous interest in the research 

of fuel cell design, modeling and control.

In this work, two sets of dynamic models of different details axe pxesented by con­

sidering electro-chemical and thermal aspects of fuel cell. Both of the models are 

represented by first order ordinary differential equations and thus axe useful for simu-
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lating transient behavior of the fuel cell as well as designing model-based controllers. 

In addition, simplified thermal dynamic models of fuel cell system components axe 

developed and connected to fuel cell to simulate the dynamic behavior of fuel cell 

system. The fuel cell system dynamic model consists of only nonlinear ordinary dif­

ferential equation and thus can be utilized to design system wide controller such as 

nonlinear MPC. The model can also be used to estimate unmeasured states using 

state estimators. The advantage of using capacitor connected in parallel with the fuel 

cell along with its formulation has also been described in this chapter.

The work is organized as follows: first, general principle of a fuel cell is described 

followed by the modeling objective in section 3.3; next, two sets of models, lumped 

and detail model, are presented in section 3.4 and section 3.5 followed by fuel cell 

simulation in section 3.8.1. In this section, both dynamic and steady state results are 

simulated and analyzed. Next the advantage of using capacitor as an auxiliary power 

source is described along with necessary formulations in section 3.6. In section 3.7 and 

3.8.3 the fuel cell system model is developed and simulated to analyze performance 

of transient system.

3.2 General Principle

A typical fuel cell consists of an electrolyte in contact with anode and cathode on 

either side. Hydrogen rich fuel and air are continuously fed into the fuel cell for 

generating electricity. The electrolyte acts as a barrier between anode and cathode 

allowing only certain types of ions to pass through it. Fuel cells are mainly classified 

depending on the nature of the electrolytes. Some of the most common fuel cells are 

molten carbonate fuel cell (MCFC), proton exchange membrane fuel cell (PEMFC), 

polymer electrolyte fuel cell (PEFC) and solid oxide fuel cell (SOFC) (Fuel Cell 

Handbook, Edition 7 [134]). Solid oxide fuel cell, as its name suggests, uses a solid 

metal oxide as electrolyte. The cell operates at high temperature, which makes it 

particularly useful for internal reforming of natural gases. The high temperature exit 

gases can be used further to generate electricity by a turbine. SOFC can be designed 

in different shapes and sizes due to the solid nature of the electrolyte, for example
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planer and tubular. The high temperature of the SOFC however imposes a stringent 

requirement on the material selection due to the thermal expansion mismatch between 

anode, electrolyte, cathode and connector materials. Thus, it is important to operate 

SOFC in such a way that the stack temperature remains within the design range.

In a planer SOFC, several cells are stacked and connected in series to complete the 

circuit. At each cell, hydrogen releases electrons at the anode surface, which travel 

through the outer circuit and combine with oxygen to produce oxide ions. Electrolyte, 

which acts as a separator between hydrogen and oxygen, and thus prevents direct 

combustion, allows only certain types of ions to pass through it. SOFC usually uses 

y^Os-stabilized Z r 0 2 (YSZ) as electrolyte, which allows oxide ion to pass through 

it to reach the anode surface, where the oxide ion combines with H + to form water. 

The reactions can be summarized as follows:

Anode: H2 -* 2 H + + 2e (3.1)

Cathode: \ o 2 +  2e —► 0 = (3.2)

Overall: H 2 + \ o 2 -► H20  +  Heat (3.3)
z

The electrode potential difference, AE  that drives the reaction to take place and flow 

of ions through the circuit can be expressed by Nernst equation:

AE  = A E 0  + ^  In (3 .4 )
t r  Ph2 0

where, A E 0  [volt] is the standard cell potential; p#2, p o 2 and P h 2o  are the partial 

pressures of hydrogen, oxygen and steam in [atm]; T  [K] is the cell electrode temper­

ature at which the reaction is taking place; R  [=1 atm/kmol.K] and F  [=96485.34 

s.A/mol] are the universal gas constant and the Faraday’s constant respectively. The 

Nernst model in eqn. (3.4) can thus be used to predict cell voltage provided standard 

cell potential, partial pressures and electrode temperature are known which can be 

derived in terms of species and energy balances.
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3.3 M odeling O bjective

Knowledge of the transient and steady state response of the solid oxide fuel cell 

is important for studying fuel cell performance as well as designing the controller. 

The level of modeling sophistication thus depends on the objective and can vary 

from simple linear state-space models to complex 3-D models. The models can also 

specifically be derived to simulate steady state or dynamic behavior.

Since in this work, the modeling objective is driven by the requirement of a control 

relevant dynamic model that can predict the cell terminal voltage and system com­

ponent temperatures as well as design controller with relative ease, certain model 

characteristics have to be identified:

•  The model should comprise a set of linear or, nonlinear ODEs to predict tran­

sient behavior of the fuel cell. In other words the model should be zero­

dimensional to avoid distributed model comprising of a set of PDEs which makes 

it difficult to design controllers.

•  It should be able to predict all the important variables including terminal volt­

age, pressure and temperature.

•  Model should be valid for all operating regions, which is the main driving factor 

for building a first principle model rather than a data based model.

Based on these modeling objectives, two types of models are presented in the follow­

ing sections. First, a completely “lumped model” is derived which assumes uniform 

temperature throughout the cell including both the solid phase and the gas phase. 

Even though this assumption is fairly valid at lower current load, where the temper­

atures of electrode, interconnector and unreacted gases do not differ much, at higher 

current load, this may not be the case. Thus a second model, named, “detail model” 

is presented which assumes that different components namely electrode, interconnec­

tor, fuel and air has different temperature distributions. Note that the term “detail 

model” used in this work, is relative to the completely lumped model. In addition,
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lumped thermal models for the balance of fuel cell system e.g., heat exchangers, re­

former and burner are presented and then integrated with lumped and detailed model 

respectively to simulate dynamic behavior of fuel cell system stack voltage due to load 

changes and other disturbances.

3.4 Lumped M odel

The lumped model of a stand-alone planer solid-oxide fuel cell fed with hydrogen and 

air is developed based on the following assumptions:

•  The gases are ideal.

•  Pressure is constant inside the gas channel.

•  The ratio of interior and exterior pressures at the reaction interface is large 

enough to consider that the orifice is choked.

• Uniform temperature distribution for the entire fuel cell stack.

• Ideal mixing of the inlet and outlet gases inside the fuel cell stack. Hence, the 

exit temperature of the fuel and air are same as the inside temperature of the 

fuel.

•  Heat capacities of the fuel and air are negligible.

• Negligible heat loss to the surroundings.

Based on these assumptions an overall material and energy balance is performed 

around the fuel cell stack as shown in fig. 3.1(a).

3.4.1 Species Balance

The i-th component material balance for the fuel cell stack can be written as (Felder 

and Rousseau [41], Sedghisigarchi and Feliachi [122]):

*  (3.5)
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Figure 3.1: Energy terms in (a) the lumped model and (b) the detail model

where P  [atm] and Ts [K] are the stack pressure and temperature; V  [m3] is the 

compartment volume; Xi is the exit molarity of the z-th component; h f1, h f 11 and n1- 

are the inlet, outlet, and reactive molar flow rates of the z-th component in mol/s.

Component balance for hydrogen in terms of its partial pressure pn2 can thus be 

expressed as:

dpH2 R PS« ~ n % - n rH2)dt Van v " " 2 " ' " 2 (3‘6)

where, Van [m3] is the anode compartment volume; n#2, h™ 2 and hrHi are the inlet, 

outlet, and reactive molar flow rates of [mol/s]. The reactive and exit flow rates 

of hydrogen can be expressed by (Padulles et al. [108]):

hrH 2  — 2 K rI  

n™* - K H2pH 2

(3.7)

(3.8)

where, K r =  I  [amp] is the stack current; N0  is the number of cells associated in 

series in the stack; Kh 2 is the valve molar constant for hydrogen.

Defining th 2 =  k ^ r t ' ’ ecln- (3-6) can then be written as:

=  - A r -  «  -  K h,p „ 2 - 2 K rI)  (3.9)
d t  Tz/2 #2

Since K h 2 is a constant, th 2 is a function of cell temperature only and can be expressed
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T* J«*
as t H 2  = ~xs— where r # 2 =  t H2\Ts=t*. Eqn. (3.9) thus can be rewritten as:

^  =  <310> 

Similarly component balances for O2 and H2 O lead to the following set of equations:

dpo2
d t  K q 2Tq2T '

in™ -  K 0 2 po2 ~  K rI) (3.11)

and,

dJT  = +  2K' I] (312)

3.4.2 Energy Balance

In the lumped stack modeling, it is assumed that there is no temperature variation 

inside the fuel cell, which means that all the components of the fuel cell - electrode, 

interconnector and gases inside channels, posses the same temperature at any in­

stance. It is further assumed that the heat capacity of the gases inside the channels 

are negligible compared to the solid components of the fuel cell. Then the dynamic 

model of the cell temperature, Ts, can be found by performing energy balance around 

the entire fuel cell stack:

d T  f Tin f Ts
m sCps~ -  =  y > f  /  Cp,i(r)iT  -  Y ,  «r* /  Cr f(T)dT

d t  JTref JTref

- n rH2 A H ° - V sI  (3.13)

where, m s and Cps are the mass and average specific heat of fuel cell materials ex­

cluding gases; CPti is the specific heat of z-th fuel or air gas entering the system; AH° 

is the specific heat of reaction of eqn. (3.3); Vs is the stack voltage.

Considering constant specific heat of the gases for the operating temperature range, 

the above equation can be simplified to:

rn.Cp,—  =  £  n f  C o ffin  -  T„,) -  £  h ^ C ^ T ,  -  T„t )

-  -  V,I (3.14)
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where,

C'in   s~i |p,i PA I {Tin.+Trej)/2
C~<out   |p,i PA I (Ts+Tref)/2

3.4.3 Stack Voltage

Applying Nernst’s equation and considering ohmic, activation and concentration po­

larization, the stack voltage can be expressed as,

Vs Vo Vohm Vact 'Hcon (3.15)

where, the open circuit voltage, Vo is

V0  = N0A E  = N 0  A E 1  ' R T si - Ph*Po‘A E 0  + - A \ n ^ ^ ]  (3.16)
2F  ph2o -1

Here, standard cell potential AEo exhibits linear relationship with cell temperature 

and can be approximated from the experimental data provided in Table 2-3 of (Fuel 

Cell Handbook, Edition 6  [133]):

A E 0 (V) = 1.2586 -  0.000252TS(A) (3.17)

Ohmic polarization occurs because of resistance to the flow of ions through different 

components of cell materials. The loss can be expressed as:

Vohm = r(Ta)I  (3.18)

The cell resistance, r(Ts), however is a function of cell electrode temperature and can 

be expressed by the second order Steinhart Hart equation:

r(Ts) = ro exp [a (^ -  -  (3.19)

where, ro [ohm] is the internal resistance at temperature To [K] and a  is a constant.

Activation and concentration polarization can be calculated by the following equations 

(Braun [19], Larminie and Dicks [78], Sedghisigarchi and Feliachi [122]):

Pact = a +  5 log/ (3.20)
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and,

T]con = In ( l  -  (3.21)

where, a and b are the Tafel constant and Tafel slope respectively; I I  is the limiting 

current.

3.5 D etail M odel

As stated earlier, at higher current load the assumption of uniform temperature dis­

tribution throughout the fuel cell in lumped model, as described in section 3.4, may 

not be valid. Thus, in this section a relatively more detail model is developed where 

it is assumed that different cell components have different temperature distributions 

and thus the model is “detailed” compared to the “lumped” model. The major as­

sumptions that differentiate it from the lumped model are described below:

•  Different temperatures among electrode, interconnector, fuel and air side gases.

• Ideal mixing of gases inside the fuel cell channels so that fuel and air exit temper­

atures are same as the temperature inside the fuel and air channels respectively.

• No temperature variation in the axial direction.

Based on these assumptions material and energy balances are performed around elec­

trode, interconnector, fuel gas channel and air gas channel of the fuel cell as depicted 

in fig. 3.1(b). Since in this model only temperature distributions are assumed to be 

different, species balance around the cell remains same as described in section 3.4.1, 

and so is the cell voltage calculation in section 3.4.3. The stack temperature Ts in 

eqns.(3.16,3.17,3.19,3.21) however has to be replaced by electrode temperature, Te.

3.5.1 Energy Balance Around Electrode

The electrode control volume consists of the anode, electrolyte and the cathode. Even 

though the electro-chemical reactions take place at the anode and cathode near the
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surfaces of the electrolyte, and thus have temperature variations in the direction ver­

tical to the surface area, it can be assumed constant due to very small thickness of the 

electrode. The temperature variation along the flow direction is also assumed con­

stant, and thus the electrode temperature Te dynamics can be expressed as a function 

of diffusive, convective, radiative, and reactive heat transfer terms (fig. 3.1(b)):

=  (Q% -  Q t )  +  (Q ? a  ~ O S )

~  (QhFe + QrF +  QhAe +  QrA) ~ QT — W  (3.22)

Here, A c, Awe, pe and Cpe are the electro-chemical surface area, thickness, density 

and specific heat of the electrode material respectively. The fuel side diffusion heat 

terms in eqn. (3.22) can be expressed as:

rTF
Q7F = n rH 2  [ F Cp,H2 (T)dT  (3.23)

J  T r e f

O S  =  f  Cp,„,o(T)dT  (3.24)
''Tef

where, h rH 2  =  n rH 2 0  = 2 K rI  and Tp is the exit temperature of the depleted fuel. The

air side heat transfer terms in and out of the electrode through diffusion in eqn. (3.22)

can be expressed as:

QdA =  Aft /  Ct ,oAT)dT (3.25)
*^Tref

QTa = 0 (3.26)

where, rf0 2  =  K rI, and TA is the exit temperature of depleted air. The convective 

heat transfers between electrode and fuel/air gases in eqn. (3.22) can be written as:

QhFe = hpeAc (Te — Tp) (3.27)

QhAe =  hAeAc(Te — Ta ) (3.28)

Here, The the fuel side and air side heat transfer coefficients hpe and are also 

functions of Tp and Ta respectively and are evaluated at each instance empirically 

(Lienhard IV and V [8 6 ], Perry et al. [111]). The radiative heat transfer terms between 

electrode and interconnector of fuel side and air side in eqn. (3.22) can be expressed
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as:

oAc(T 2 -T } )
QrF ~  I K  + 1 / «  - 1  ( 3 ' 2 9 )

(3.30)
l / e c +  I /e *  -  1

where, cr =  5.6704 x 10- 8  W /m 2 .K 4  is the Boltzman constant; 7)[K] is the intercon­

nector temperature; ea, ec, and e* are the emissivity constants of anode, cathode and 

interconnector materials respectively. The geometric factor of radiation in this case 

is assumed to be 1. Last, the heat generation and shaft work done by the fuel cell 

can be expressed as:

< 7  =  - n rH2 AH° and W  = V ,I (3.31)

3.5.2 E nergy Balance A round In terconnector

The interconnector temperature, Tj dynamics can be expressed by the following equa­

tion:

dT
PiA-iAWiCpi ' Qh.Fi T QrF T QhAi T  QrA (3.32)

where, pi, Ai: Awt, Cpi, and 7* are the density, area, thickness, specific heat and 

temperature of the interconnect materials respectively. Convective heat transfers 

between interconnect and fuel/air in eqn. (3.32) can be expressed as:

Q h F i = hFiAi(T ? t - T i) (3.33)

Q h M  = hAiAi(T ? t - T i) (3.34)

where, hpi and hAi are fuel side and air side convective heat transfer coefficients

adjacent to the interconnector surface respectively which are estimated empirically

at each instance. The radiative heat transfer terms in eqn. (3.32) are expressed in 

eqn. (3.29) and eqn. (3.30). For planer SOFC the area Aj can be approximated as 

the electro-chemical surface area, Ac.
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3.5.3 Energy Balance Around Fuel Side

The dynamic model of exit fuel temperature, Tp can be expressed as:

=  +  ^  +  (3 35)

Here, heat in, Q™ and heat out, Q™ 1 of fuel cell by fuel flow can be expressed as:

f T F

< #  =  $ > * " /  CP ^T)dT  (3.36)
JTref

Q T  = Y j nT t [  F CPj(T)dT  (3.37)
JTref

where, T™ is the temperature of fuel entering the SOFC. The diffusive and convec­

tive heat transfer terms Qjp, QdF, QhFe, and Qhn in eqn. (3.35) are expressed in 

eqns. (3.23), (3.24), (3.27) and, (3.33) respectively. If the energy stored by fuel gas is 

assumed to be negligible and the specific heats of fuel gases axe assumed to be con­

stant over the operating temperature region, then eqn. (3.35) reduces to an algebraic 

equation:

Tf  =Nf /D f (3.38)

where,

—h i7 A c (T e + T j )

NF =  — QlF -\— hFeA cTe — hFiAiTi

+  [ -  £  -  n ^ C “ 4 ] T„,

D f =Wh,0C ^  -  -  Y n rcp I -h F 'A c -h F iA j ,—V“
-2HfAc
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Detailed derivation of the above equation is provided below: 

E  < C p t ( T f  -  T„,) -  E  n r C % ( T F -  Tre/)
'------------- v------------- ' '------------- v--------------'

Qf QT
+  nrH2 0 C $ 2 0 (TF -  Tref) -  hrH2 C $ 2 (TF -  Tref)V J V. VN ■ ■ V v V ^

Qout r\xn
dF **dF

+ hFeA c(Te — TF) — hFiAi(TF — Tj) = 0
'---------v-------- ' '-------- v-------- '

Q h F e Q h F i

=• [A5r,o<% o -  «k<5p“ 4  -  E  -  hp.A. -  hFiA,] Tf

= —QlF — hFeAcTe — hFiAiTi

+ [-E  + nrH,oCZ$,o - ft̂ C,“4 ]Tre/
—h jr  A c (Te + T ^  )

/ ^  s 
-Q f+ -h FeAcTe -  hFiAiTi + [-E h°ntc°pJ

. T  = ___________ ■■■+nTH 2o C ; % 2o - ^ H c ; x ] T r e f  ,  .

F A&2o %o - * &2% - ^  '
•■•j hpGAc hpiA^

v  V  ^—2 h p A c

Here, specific heat of i-th component C*” and C ^f are evaluated at (Tin +  Tref)/2  

and (Tp + Tref)/2. Hence, eqn. (3.39) takes the nonlinear algebraic form Tp = f(Tp).

3.5.4 Energy Balance Around Air Side

The dynamic model of air exit temperature, Ta can be expressed as:

lout jrp  
f l a n n e l ^ p i  CLJ- A

RTa dt
E PiVchannelCpi dTA    /pxin p\out\

Ft . (Qa ~  Qa >
+ (02? -  OSa) +  (QhAe -  QhAi) (3.40)

Here, Qa and Q™ 1 are heat in and out of fuel cell through air flow and can be 

expressed as:

f T A
Qa = J 2 * ?  Cp,i(T)dT (3.41)

J T r e f

QT = E  f  * cPi(T)tr (3.42)
J T re}

The diffusive and convective heat transfer terms Ql̂Ai QTai QhAe and QhAi in eqn. (3.40) 

are expressed in eqns. (3.25),(3.26),(3.28), and (3.34). Assuming energy stored by the
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air is negligible and constant specific heat of air gases for the operating temperature 

range, the dynamic equation of Ta can also be reduced to an algebraic equation:

Ta =  Na /D a (3.43)

where,

— h A  A c  ( T e  + T i )

Na =  -  E T ' C S *  -  rf0 2 C ^ } T „ ,  - hAeAcTe -  hAiAiTi

D a  =  -  h ^ C ^ - h A ^ - h M A ,
"V"

-2HaAc
Detailed derivation of the above equation is provided below:

f c ^ T f  -  t „,)  -  T~t)
'   ' '-V-------------- '

Q %  Q T

~  n ro £ ™ U T T  -  Tref) +  hAeAc(Te -  TT )  -  H m ^ T ?  - T i ) =  0
v . —V '  v v  '  v v '

Q in  Q hA e Q h A i^ d A

=*• [ -  £  -  hAAc -  hAA ] i T

=  - Q a  -  [ £  -  * & .< % ] r ™/ -  -  / > ^ r (
— H a  A c ( T e  + T j  )

■j-vut _  Qa ^ 02^ 02] ^ /  h,AeAcTe hAjAjTj
A  -  -  E  » r‘ggi‘ -  ^o fiT o -

—2 HaAc

3.6 SOFC along w ith Capacitor

For a stand-alone solid oxide fuel cell, the model equations describing the fuel cell 

behavior are expressed by the species balance [eqn. (3.10), eqn. (3.11), eqn. (3.12)], 

energy balance [eqn. (3.13), eqn. (3.22), eqn. (3.32), eqn. (3.35), eqn. (3.40)] and the 

stack voltage equation [eqn. (3.15)]. These equations can be put in a concise form by:

x = f(x ,  nh Id, Vs) (3.45)

Vs = V0 ( x ) - r ( x ) I d (3.46)

where, x contains the states describing the partial pressures and temperatures of the 

SOFC models; hi represents the inlet flow rates of fuel or air; Id is the demand current
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Figure 3.2: SOFC along with capacitor connected in parallel

load which passes through the fuel cell and Vs is the stack voltage produced by the 

fuel cell. For simplicity, only ohmic loss has been taken into consideration in the 

above output equation. For a stand alone fuel cell, the fuel cell current Ifc equals 

the demand current /<*. From the output equation, it is evident that a sudden change 

in the demand current will be associated with an instantaneous change in the stack 

voltage as shown by the transient responses (fig. 3.6). This instantaneous change 

in the stack voltage can not be avoided no matter what type of advanced control is 

used due to the constraints on the manipulated variables that are typically the inlet 

fuel and air flow rates. To avoid this sudden loss in voltage and possible damage to 

electrical equipment, an ultra-capacitor of sufficient capacity can be used in parallel 

with the fuel cell as an auxiliary power source as shown in fig. 3.2.

The advantage of the capacitor can be seen intuitively - when there is a sudden change 

in the demand current, the capacitor will share the load and provide additional power. 

Thus instead of sudden drop in the stack voltage, it drops smoothly depending on 

the capacitance of the ultra-capacitor. This gives an added boost to the controller 

connected to the SOFC system to keep the voltage at its referenced value. By avoiding 

sudden drop of the voltage the controller copes with only the slow change of the 

voltage and can bring the voltage at its reference value by increasing fuel flow rates 

within its constraints more easily. Mathematically this can be expressed as follows:

Assume that the current through the capacitor and the fuel cell are Iuc and Ifc
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respectively. Then I fc can be expressed in terms of the demand current as,

I fc  =  I d ~  luc (3.47)

From the definition of capacitance, the current passing through an ultra-capacitor 

connected in parallel with a dc voltage source can be expressed as,

Inc =  -C c a p ^ jT  (3.48)

where, CcaP is the capacitance in farad and Vs is the terminal voltage across the ca­

pacitor and the dc voltage source. Then current through the fuel cell can be rewritten 

as,

I f c ^ I d  + C c a ^  (3.49)

Stack voltage of the fuel cell as described by the output equation eqn. (3.46) then can 

be written as,

r C c a p ^ ^ V o - r l d - V s  (3.50)

From eqn. (3.50), it is seen that the stack voltage has now taken the form of a first-

order ODE instead of a static nonlinear output equation. Thus instead of sudden

voltage drop for a step increase in the demand current, the voltage drop slows down 

depending on the term rC, as shown in section 3.8.2.

3.7 Fuel Cell System

In the previous sections, a stand-alone fuel cell is described and modeled which can 

be used for simulating open loop transient behavior or designing model-based control. 

The SOFC under consideration is fed with H? as fuel and air as a source of Oi . But 

in practical situations a fuel cell is often associated with other components so that 

the SOFC plant can be fed with natural gas or other hydrogen rich fuel instead of 

pure hydrogen. One such SOFC system is shown in fig. 3.3 which includes a reformer 

for converting methane (CH±) into hydrogen, two heat exchangers for preheating fuel 

and air before feeding them into the reformer and fuel cell stack respectively, one 

burner for burning unreacted fuel and, a splitter. Often the fuel cell system includes
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Figure 3.3: SOFC system with heat exchangers, reformer, burner and compressors

a turbine to generate auxiliary power from the exhaust gas, fuel processing unit (e.g., 

desulphurization) and a power conditioning unit (e.g., a voltage regulator, a DC/DC 

or, DC/AC converter). These components are an integral part of the fuel cell system 

and called as balance of plant (BOP). Examples of process flow diagrams of SOFC 

systems are given in fig 1-14 of (Fuel Cell Handbook, Edition 6  [133]) and in fig 3.1, 

fig 3.2, fig 3.12 and fig 3.14 of (Braun [19]).

In the SOFC system that is simulated in this work [fig. 3.3], methane is pressurized and 

fed to the fuel heat exchanger for preheating by the exhaust gas from the burner. The 

preheated methane then enters an external reformer along with steam where methane 

is being converted to hydrogen through reforming and water-gas shift reaction. The 

product gas from reformer enters into the anode compartment of the fuel cell stack. 

Pressurized air is also preheated in another heat exchanger by the hot exit gas from 

the fuel heat exchanger and sent to the cathode compartment of the fuel cell stack. 

Hydrogen from the anode compartment and oxygen from the cathode takes part into 

the electrochemical reactions to produce power at the electrode. The depleted fuel 

and air from the fuel cell stack is then fed into a burner to produce heat from the 

unreacted methane, hydrogen and carbon monoxide. The exhaust from the burner is 

then sent to the fuel and air heat exchanger consecutively as described earlier. The
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exhaust gas from the air heat exchanger is then sent for heat recovery in the form of 

steam and hot water. The following sections provide a brief description and thermal 

model of different components of the fuel cell system.

Once the system model has been developed, it can be used to design model-based 

controller. The designing of the controller is dependent on the control objective and 

thus the key manipulated and controlled variables can also differ. For example, if the 

control objective is to improve load following performance of the system, then the 

stack voltage can work as a controlled variable whereas the fuel, steam and air (or, 

oxygen) flow rate to the fuel cell and the burner acts as manipulated variables for 

the controller. The flow rates can be controlled by using appropriate compressors, 

blowers, and valves, which can also be mathematically represented by ODE models. 

For this particular case, the split ratio of the exhaust gas to the heat recovery unit 

and heat exchangers can also act as a manipulated variable. The load and flow 

temperatures act as disturbances for the system. The detailed design of the controllers 

has been provided in chapters 4, 5 and 6 .

3.7.1 Fuel And Air Heat Exchangers

Two heat exchangers have been used for preheating fuel and air in the fuel cell system. 

Both heat exchangers are assumed to be counter-current double pipe heat exchangers. 

A portion of hot stream, which is the exhaust gas from burner is fed into the outer 

pipe and the cold stream is fed into the inner tube counter-currently. Assuming that 

the heat exchanger operates at constant pressure (a mild assumption), the general 

thermal model of the heat exchanger can be expressed as follows,

dT &T
pCpA —  =  -pCpvA—  + ttDQ (3.51)

where, p is the gas density, Cp is the heat capacity of the gas at constant pressure, A  

is the cross-sectional area, Q is the heat transfer rate per unit area based on the heat 

transfer area ttD.

Since the heat exchanger model as expressed in eqn. (3.51) is a partial differential 

equation, it is not a control relevant model. The model is thus converted into a set of
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Figure 3.4: Heat exchanger divided into n nodes along the length

ordinary differential equations by dividing the heat exchanger into n nodes along the 

flow direction as shown in fig. 3.4. It is assumed that each node acts as a continuous 

stirred tank heater so that the temperature inside each node is same as the exit 

temperature of the gas of that particular node. Then energy balance of i-th node for 

the tube (cold gas) and shell (hot gas) can be written as,

Tube:
dTc{i)

Pĉ pC-A-cx dt

-peCpcvcAacTc<'^  ~  X) +  7rH„y„(7 i( t)  -  Tc(0) (3.52)

Shell:

PkC ^ A M

=  -P h C ^ A tJ ^ 1 +  ^  ~  Tk(i) -  wD„U0(n(i) -  Tc(i)) (3.53)

Here, subscripts ‘c’ and ‘h’ stand for the cold side and hot side energy balance; 

and Ahx stand for the cold and hot side flow cross-sectional area; A z  is the length of 

each node; Do is the outer diameter of the tube and Uq1 is the overall heat transfer 

coefficient based on Do. The total number of ordinary differential equations for the 

lumped heat exchanger model in this case is 2 n.

3.7.2 Reformer

Preheated methane from the fuel heat exchanger and a separate stream of steam are 

fed into the reformer where endothermic reaction takes place between CH^ and H^O.
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Reforming reaction:

CH 4  +  H20  -►CO + 3H2, AH°r  = 206.1 K J/m ol  (3.54)

If the reforming reaction rate is expressed by rR, then material balance for the reactant 

and product components are,

=  ^ cha — tr (3.55)

nH2o = nlH2o -  f R (3.56)

hCo = rR (3.57)

nH 2  = 3fR (3.58)

where,

EarR =  k 0P CH4 exp ( -  .Arx  mol/s (3.59)

ko = 4274 mol/m 2 .s.bar (3.60)

Ea = 82 K J/m ol  (3.61)

The mixture of CO and H20  then take part in the reversible exothermic shift reaction 

to produce more hydrogen.

Water-gas shift reaction:

CO +  H20  ^  C 0 2 + H2, AH°s = -41.15 K J/m ol  (3.62)

If the extent of reaction and equilibrium constant for the above reaction are expressed 

by £ and K R respectively, then the material balance for the reactant and product 

components are,

n%  = nH2+£  (3.63)

n^o 2 =  i  (3-64)

ngg =  nc o - £  (3.65)

^ hIo = nH2o — £ (3.66)

and,

(3 '67)
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The equilibrium constant Ks  can be expressed as a function of temperature (Bove 

et al. [16]),

IxfiQQ r.
K s{Tr ) =  exp (— —  +  1.077InTft +  5.44 x 1 0 " %

J-R
-  1.125 x 10~7 7 |  -  -  13.148) (3.68)

Now that K s  is known, the extent of reaction can be calculated by solving eqn. (3.67). 

The energy balance around the reformer can then be written as,

dTn rTc*A ■
pV*Cp- £  =  «Sh, /  Cp,CHt(T)dT +  n 'lo  /  Cp A o(T)dT

01 JTref JTref

-  E  f  * CpAT)dT +  rRAH°r + ( AH°S (3.69) 

where, Tr  is the reformer operating temperature.

3.7.3 Burner

The unreacted fuel and air from the fuel cell is then combusted together for heat 

recovery. In this stage, it is important to supply additional oxygen so that all the 

unreacted fuel from fuel cell can be consumed. This is done by directly feeding the 

burner with another air stream. This also gives an additional degree of freedom for the 

controller to maintain system temperature within operating range. The underlying 

assumptions for building the burner model is given below:

• Enough 0 2  is supplied so that all depleted gas from the fuel cell can be consumed

• Ideal gas mixing inside the burner chamber so that the exit temperature of the 

burner is same as the inside temperature

•  Burner operates at constant pressure
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Energy balance around the burner,
rTF rTA

rVsCr « £  = 2 > ! I  f  Cp,i(T)dT +  f  A CP:i(T)dT
M  JTref JTref

-  y . As* r  c ’».<(T )iff  -
J T r e f

~ ~ n 'So& K™  (3.70)

where, Tb is the burner temperature; subscripts ‘F ’, ‘A’ and ‘B’ stand for fuel, air, 

and burner respectively; the specific heat Cp and the density p axe also calculated 

empirically at each computational instance.

3.8 Simulation Result

The lumped and detailed models deduced in section 3.4 and section 3.5 can be used 

for simulating fuel cell behavior under different operating conditions. By considering 

reforming reaction kinetics, it can also be extended to include internal reforming 

and thus be used to simulate SOFC behavior with natural gas as fuel. Since these 

models comprise a set of nonlinear ODEs, they can also be used to design model-based 

controller.

The objective of this work is to synthesize the SOFC cell model with that of BOPs 

to form a control relevant dynamic model in system level. The synthesis is by no 

means a simple assembly of the existing models. For example, in order for the system 

to be controllable, additional component with the associated differential equation is 

needed to avoid the sudden drop of voltage due to step change of load. In addition, to 

make the complex system model control relevant, many component models including 

the cell model have to be re-established. However, the model parameters needed to 

be populated from experimental and/or literature data for simulation and controller 
design. Most of these data are extracted from (Braun [19], Padulles et al. [108], 

Perry et al. [Ill], Sedghisigarchi and Feliachi [122], Fuel Cell Handbook, Edition 

7 [134]). Some model parameters are not available and thus have been estimated 

empirically within sensible limits. The parameters of the balance of plant components 

can be estimated based on the capacity of the respective emits using engineering
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Table 3.1: Model parameters
Parameter Value Unit
Number of cells, Nq 384
Cell area, Ac 1 0 0 cm2

Kh 2 8.43 x 10~ 4 kmol/atm.s
K h2o 2.81 x 1 0 ~ 4 kmol/atm.s
Ko 2 2.52 x 10~ 3 kmol/atm.s
T*t h 2 26.1 s
T*th2o 78.3 s
T*t o2 2.91 s
T* 1 0 0 0 °C
Constant resistance, ro 0.126 ' n
Resistance slope, a -2870
Electrode thickness, he 0.25 mm
Interconnector thickness, hi 1.5 mm
Electrode density, pe 6 . 6 gm/cm3

Interconnector density, pi 6 . 1 1 gm/cm3

Specific heat, L),,', 0.4 J/gm.K
Heat of reaction, AH° -0.2418 x 109 J/kmol
Emissivity, ea, ec, e* 0.9

design practice. In this work, the key parameters are estimated iteratively so that 

the operating conditions can be met at steady state. Table 3.8 and table 3.2 contain 

the parameters of a planar SOFC stack made from 384 cells connected in series and 

the parameters of a SOFC system.

3.8.1 Fuel Cell

The lumped and detailed models are used to generate power-current, voltage-current 

and temperature-current steady state curves for a fixed 85% fuel utilization2 and 

excess oxygen flow ratio of 4 times stoichiometric value. The inlet temperatures of 

fuel and air were kept constant at 700 °C. The simulations were done using MATLAB 

7.0 by considering the ohmic loss in order to to compare the results with species only 

model described in (Padulles et al. [108]). The existing solvers in MATLAB however 

can not solve differential algebraic equation (DAE) of DAE index greater than 1 . Thus 

the exit temperatures of fuel and air gases in the detail model have been calculated 

using the ODEs [eqn. (3.35), eqn. (3.40)] instead of the algebraic equations expressed

2Fuel utilization, Uf =  nrH2 /ril£ 2

43

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



280

260

240

3  200

180

160

140,
200 400 800 800 1000 200 400 600 800 1000

■ Detail
• Lumped
♦ Species only

■ Detail
• Lumped
♦ Species only

Current (amp) Current (amp)

(a) (b)

1200

1150

«  1050

<5 1000 ■ Electrode 
- Connector
•  Fuel
* Air

— Lumped

950

900,
200 400

Current
600

Current (amp)
800 1000

(c)

Figure 3.5: (a) Power-current, (b) voltage-current and (c) temperature-current steady state 
curve for planer SOFC

by eqn. (3.39) and eqn. (3.43) respectively.

Fig. 3.5(a) and fig. 3.5(b) show the steady state power and voltage output from the 

lumped, detail and species-only dynamic models. Here, the operating temperature of 

the species-only dynamic model (Padulles et al. [108]) is assumed to be 900 °C. From 

the figures, it is evident that the power and voltage predictions from the proposed 

models are comparable whereas the species-only dynamic model predicts higher cell 

terminal power and voltage. In fact, the stack voltage and power predicted by the 

species-only model depends on the cell operating temperature, which is dependent 

on the fuel and air inlet temperature as well as the demand current. Thus instead 

of being constant, it varies with operating conditions and thus the assumption of 

constant fuel cell temperature is not valid.

The stack temperature from the lumped model and the temperatures of electrode,
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interconnector, depleted fuel and air gases are shown in fig. 3.5(c). From the figure 

it is seen that with increase in current load fuel cell operating temperature increases. 

It is also to be noted that the difference in exit temperatures of fuel and air gases 

increases with increase in current load, which are different from the uniform cell 

temperature of the lumped model. Since stack voltage is a function of the fuel cell 

temperature, the output stack voltage from the fuel cell described by the lumped and 

detail model also differs at higher demand current as shown in fig. 3.5(b).

Simulations were also conducted to compare the transient responses of the fuel cell 

described by the lumped and detail models. The transient response of the fuel cell in 

terms of fuel cell stack voltage and cell temperature has been investigated by changing 

the current loads, fuel and air flow rates as well as their inlet temperatures (fig. 3.6 

to fig. 3.10). The transient response of fuel cell stack voltage and cell temperature 

expressed by the models due to an increase in current load from 500 amp to 600 amp 

is shown in fig. 3.6. Here fuel and O2 flow rates axe kept constant at 5 mol/s and 

10 mol/s respectively. The inlet temperatures of fuel and air however are 700 °C for 

fig. 3.6(a) to fig. 3.6(b), 800 °C for fig. 3.6(c) to fig. 3.6(d), and 1000 °C for fig. 3.6(e) 

to fig. 3.6(f).

From the simulation results, it is noticed that the dynamic behavior of the fuel cell 

stack voltage is greatly dependent on the inlet temperatures of fuel and air entering 

the fuel cell. For all the cases, there is a sudden drop in the voltage associated with 

the step increase in the load. This sudden voltage drop comes from the ohmic loss 

term r(T )I  in the expression of stack voltage eqn. (3.15). However since the fuel cell 

stack temperature, Ts, in the lumped model and electrode temperature, Te, in the 

detailed model axe function of the current load, they also increase with an increase 

in the load (fig. 3.6(b), fig. 3.6(d), fig. 3.6(f)). The increase in the cell temperature 

is associated with a decrease of both internal resistance, r(T) in the ohmic loss term 

and the standard electrode potential, A.Eq as shown in eqn. (3.19) and eqn. (3.17) 

respectively. Thus, there is a net gain or loss in the stack voltage depending on 

the magnitude of ohmic loss and standard electrode potential. For low fuel and air 

inlet temperatures (700 °C), there is a net gain of stack voltage from the initial drop 

(fig. 3.6(a)). However, as the inlet temperatures of fuel and air are increased, the gain
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Figure 3.6: Transient responses of voltage, power and temperature due to a load change of 
500 amp to 600 amp; Here, fiH2 = 5 mol/s, ho2 = 10 mol/s; TJ^el and axe 700 °C, 
800 °C and 1 0 0 0  °C for fig. 3.6(a) to fig. 3.6(b), fig. 3.6(c) to fig. 3.6(d), and fig. 3.6(e) to 
fig. 3.6(f) respectively
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Figure 3.8: Transient responses of (a) voltage and (b) temperature due to a oxygen flow 
rate change of 10 mol/s to 1 2  mol/s; Here, n# 2 = 5 mol/s; TJ^el and T*” are 700 °C.

of voltage from the initial drop by decrease in the ohmic resistance is overshadowed by 

the decrease in the standard electrode potential. This behavior results in the gradual 

decreasing of the stack voltage from the initial voltage drop as shown in fig. 3.6(c) 

and fig. 3.6(e).

The transient behavior of the fuel cell in terms of voltage and cell temperature for a 

step change in the fuel flow rate, h#2, from 5 mol/s to 6  mol/s is shown in fig. 3.7. 

The current load I, O2 flow rate ho2, and the inlet temperature of fuel and air are 

kept constant at 500 amp, 10 mol/s, and 700 °C respectively. Fig. 3.8, fig. 3.9 and 

fig. 3.10 show the transient responses for a step change in O2  flow rate from 10 mol/s 

to 12 mol/s, and step changes in the inlet temperature of fuel and air from 700 °C
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current sharing by (b) the fuel cell and (c) the capacitor

to 900 °C respectively.

3.8.2 Fuel Cell W ith Capacitor

For a stand-alone SOFC, the voltage drops suddenly when the load was increased from 

500 amp to 600 amp [see fig. 3.7]. On the other hand, when the fuel cell is connected 

in parallel with a capacitor, the combined system behaves as a first order system. 

As the capacitance of the capacitor is increased from 0 farad  to 500 farad  for the 

combined system, the load sharing capability of the capacitor increases [fig. 3.11(b), 
fig. 3.11(c)] and the sharp decline in the voltage is smoothed out [fig. 3.11(a)]. In other 

words, the capacitor works like a filter for the demand current. The final steady-state 

stack voltages for all the cases are same which is evident from eqn. (3.50). From the 

simulation, it is evident that a capacitor of 50 farad  capacitance is sufficient for our 

SOFC system.
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Table 3.2: Balance of plant parameters
A ir Heat Exchanger:

Bi}tube = 0.20 772, Dattvbe = 0.205 772, D̂  gfiell = 0.40 772, L 1 10 772 
Fuel Heat Exchanger:

Diytube = 0.05 772, D0  tufrg = 0.055 772, -D̂ s/ieZ/ = 0.10 772, T = 200 772 
Reformer:

Reaction area, Arx = 1000 7722 Reformer Volume, Vr = 10 m3 

Burner:
Burner volume, Vg = 1 m3

3.8.3 Fuel Cell System

The fuel cell system described in the previous section is simulated for a demand 

current change of 500 to 600 amp keeping all other input flow rates and disturbances 

constant. The balance of plant parameters, used in the simulation, are designed so 

that operating constraints are met and are presented in table 3.2. The dynamic 

response of the fuel cell system in terms of stack voltage and different component 

temperatures is shown in fig. 3.12. Since the stack voltage of the fuel cell system is 

dependent on the input flow rates and temperatures, the prediction of voltage is not 

straightforward. For example, for this case increase in demand current is associated 

with increase in the fuel and air inlet temperature of the fuel cell as well as increase 

in hydrogen production rate and decrease in steam out of the reformer. But since 

partial pressures are not only a function of the corresponding flow rates, but function 

of temperatures as well, the partial pressures of H 2 and H20  decreased and increased 

respectively resulting in additional loss in the stack voltage.

For an increase in the methane flow rate, the stack voltage from the fuel cell system 

increases due to increase and decrease in the hydrogen and steam partial pressures 

respectively as shown in fig. 3.13. Here, the hydrogen production from reformer 

increases as well as the reformer temperature, fuel cell inlet flow temperatures and 

burner exhaust temperature. The increase in hydrogen flow rate increases the partial 

pressure, which finally results in the increase of stack voltage.
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Figure 3.12: Transient responses of fuel cell system due to load change from 500 to 550 
amp; Here, hcH4 — 3 mol/s, ho2 = 6  mol/s, fiH2o = 6  mol/s, ho2,burner — 10 mol/s; Inlet 
temperature of the fuel and airs are 25 °C and Th2o — 150 °C.
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Figure 3.13: Transient responses of fuel cell system due to change in tich4 — 3mol/s 
from 3 to 4 mol/s; Here, current load I  = 500 amp, ho2 = 6  mol/s, hu2o = 6  mol/s, 
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3.9 Conclusion

The main objective of this work has been to develop control relevant model of the fuel 

cell system so that it can be used to design model-based controller. For this purpose 

two sets of comparable models, lumped and detail model both represented by zero­

dimensional nonlinear ODEs, have been developed. Simplified thermal models of 

system components have also been provided. The advantage of using capacitor in 

parallel with the fuel cell is discussed with appropriate formulation and simulations. 

Simulations are conducted for both of the models and entire system to compare steady 

state and dynamic behavior. From the simulations as well as the understanding of 

the model, the following conclusions can be drawn.

• SOFC temperature is an important variable in predicting stack voltage and thus 

species-only model, which assumes constant operating temperature, is not valid 

unless an isothermal operation is enforced by other heating device.

• Stack voltage, current load and cell temperature are internally dependent. Change 

of one affects all of the others. This is more prominent in the fuel cell system 

with after-burner and heat exchangers. Change in fuel flow rate or demand 

current or even inlet temperature leads to a change in hydrogen flow rate in the 

fuel cell from the reformer. This leads to a change in fuel cell temperature and 

stack voltage. The unreacted fuel then goes to after-burner and heat exchangers, 

which again affects the temperatures of the reformer and fuel cell. The effect of 

flow rates or disturbances thus propagates through the entire fuel cell system.

• Steady state stack voltage, power and temperature of the fuel cell predicted by 

both of the models are comparable at lower current load. But as the current 

load is increased they differ in magnitude and thus it is important to choose 

appropriate model depending on the control objective. For example, for design­

ing a controller where computational power is limited, the lumped model can 

be used. However, for evaluating performance of the fuel cell, detail model is 

preferable. In addition, the lumped model considers that the exit temperature 

of depleted fuel and air are same. In fact, these temperatures differ widely for
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higher current load and thus detail model should be used, especially when the 

fuel cell is connected to an after-burner for recovering energy.

• At lower operating temperature, the stack voltage initially drops suddenly for 

a step up of the current load and then gains some voltage due to decrease in 

ohmic loss. But, at higher operating temperature, the gain in stack voltage 

due to lower ohmic loss is overshadowed by the decrease in standard electrode 

potential resulting in more decrease in the stack voltage from the initial drop. 

Thus, fuel cell may show different dynamic characteristics depending on the 

operating region.

• For the detail model, exit temperatures of fuel and air can be expressed either by 

ODEs or by DAEs. However solving DAE may require additional computational 

power and may not be helpful if the model is used to compute future control 

actions using optimization algorithms such as MPC. Thus in our simulation 

ODEs have been used to simulation exit temperature of fuel and air out of fuel 

cell.

•  Capacitor can act as an auxiliary power source for the fuel cell system soothing 

out sudden change in the voltage. It can help in two ways: first, electrical 

equipments will be less prone to damage due to the sudden fluctuation in the 

voltage, and second, any controller responsible for maintaining the voltage will 

be able to bring the voltage to its reference value more easily.

•  It is to be noticed that the lumped and detail models are described by non­

linear ODEs with 4 and 7 states respectively. Hence, during simulation the 

performance of lumped and detail models do not differ much in terms of com­

putational time. For example, the cpu time to simulate the transient response 

for load change described by lumped and detail models are 0.6409 and 0.8012 

seconds respectively [fig. 3.6(a) and fig. 3.6(b)]. The computation, in this partic­

ular case, is performed using Dell Inspiron 600M with 2.00 GHz Intel Pentium 

Mobile processor and 1 GB RAM running Microsoft Windows XP Home as an 

operating system. For control purpose, which is not presented in this chapter, 

the cpu time for linear controller (e.g., linear MPC) does not differ much. But
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for nonlinear controller obviously the computational time is higher based on the 

sample time to estimate unmeasured states using nonlinear state estimator (e.g., 

unscented Kalman filter) and the sample time of the controller (e.g., nonlinear 

MPC). With the advent of cheap computational power and dedicated servers 

for applying advanced controller, this is not a problem anymore.

Overall, the developed models can predict all the important variables of the fuel cell 

system. In addition, the models being zero-dimensional in nature can be used for 

designing model based controller such as linear and nonlinear MPC. Moreover, since 

usually all the states are not measurable, the same model can be used for estimating 

states using state estimator such as extended Kalman filter (EKF) or, unscented 

Kalman filter (UKF).
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Chapter 4

Nonlinear Model Predictive 
Control (NM PC)

4.1 Introduction

In the past few years, linear model predictive control has been well investigated by 

both the academicians and the industry due to its capability to handle multivariate 

problems easily. Ease of implementation and ability of handling process constraints 

have given it a boost over other controllers. However due to a heavy computational 

load, nonlinear model predictive control has got less attention than its linear counter­

part in practice. In addition, the unavailability of the nonlinear models, complexity 

in the discretization of the nonlinear model, and estimation of states impose certain 

limitations on the application of the nonlinear model predictive control. Recent ad­

vance in cheap computational power however has lifted that constraint and generated 

a vast interest in the application of NMPC.

Model predictive control (MPC) can be described as a finite-horizon open-loop op­

timal control problem that accounts for the plant model and constraints. Nonlinear 

model predictive control, which is a generalized version of the well-established linear 

model predictive control, can handle process nonlinearities and constraints. Based on 

measured or, estimated states at current time, it predicts future states and required 

control actions such that a predefined objective function is minimized over a prede­

fined horizon. It then applies the first of the calculated control actions and proceeds
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to the next time step and repeats the entire procedure again.

Since MPC uses current states in the objective function, the solution in fact uti­

lizes feedback data at every time step. Thus, MPC algorithm converges to a closed

loop strategy. This moving horizon feature of MPC, which distinguishes itself from 

the classical controllers, is illustrated in fig. 4.1. The following section gives a brief 

mathematical overview of model predictive control.

4.1.1 General Principle

Let the model be represented by,

x(k + 1) =  f(x(k),u(k),w(k))  (4.1)

y(k) = g(x(k), w(k)) (4.2)

where, x , u and w are the states, inputs and disturbances respectively. The state and 

output functions /  and g can take both linear and nonlinear form. Then the MPC 

formulation can be written as finding a set of future control actions u(k\k),u(k  +  

l|fc),..., u{k + M  — l\k) by solving the following optimization problem,

N

min J  = y \ \ \ x ( k  + i\k) — xref\\%
u (k \k ) ,u (k + l \k ) , - ,u (k + M -l \k )  1 Wt— 1

+  Mfc +  i\k) -  UrefWn +  II Au(fc +  i\k) |||] (4.3)

subject to,

x(k +  1) =  f(x(k), u(k), w(k)) (4.4)

Vmin — Vi — Umax (4^5)

— ^ k + i \k  ^  ^m ax (4.6)

< Auk+i\k <  Aumax (4.7)

where, N  is the prediction horizon over which future states are calculated and the 

objective function is minimized; M  is the control horizon over which control actions 

are optimized. For feasibility M  < N  and after the control horizon M, the control

actions are kept constant i.e., Au{k + i\k) = 0 for i > M. In general, the second
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Figure 4.1: Moving horizon concept of general MPC

term in the objective function is dropped for better flexibility in the control action. 

Now, once the control actions are known, only u(k\k) is implemented and the same 

procedure is repeated at time k + 1 .

In the above MPC formulation, the objective function is quadratic in nature and

therefore, if the state equation [eqn. (4.4)] is linear then it is called linear MPC,

otherwise nonlinear MPC. In addition, if the output equation 4.2 is nonlinear, then 

the objective function in the MPC formulation can be rewritten as:

N

J  = 2 > (4(* + ̂  ^  ~  ^1=1
+  \\u(k + i\k) -U re /||!  +  ||Au(A: +  i|A:)|||] (4.8)

The developed models of fuel cell system described in chapter 3 are in continuous-time 

domain and can be expressed in general form as,

x = f(x ,u ,w )  (4.9)

y = g(x,w) (4.10)

where, x  represents the states describing partial pressures and temperatures of fuel
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cell and balance of plant; u represents the flow rates of methane, oxygen, steam, 

excess oxygen in the burner and splitter ratio respectively; w represents the external 

disturbances including the current demand load on the system and temperatures of 

the input flow rates; output y is the stack voltage.

Since the developed models are continuous in nature, applying linear and nonlinear 

MPC to fuel cell system requires additional step. For linear MPC, the models have 

been converted to discrete linear models around a nominal operating point by using 

MATLAB so that they take the following form:

x(k + 1) =  Ax(k) +  Buu(k) + Bww{k) (4.11)

y(k) =  Cx(k) + Dww(k) (4.12)

Linear MPC will be applied to both of the SOFC models by using MATLAB MPC 

toolbox. The simulation results are given in section 6.5.1.

For nonlinear MPC, the models can be discretized using finite element methods such 

as the orthogonal collocation method, Galerkin method or, flatness based technique. 

In this work, the orthogonal collocation method will be employed to convert nonlinear 

continuous models to a set of nonlinear algebraic equations. The converted model 

however does not take the explicit discrete nonlinear form as expressed by eqn. (4.4).

A detailed description of the orthogonal collocation method is given in section 4.2. 

Since not all the states are measurable, they need to be estimated from the input- 

output data. Several methods exist for estimating states for both linear and nonlinear 

systems. A brief discussion on different types of state estimators is given in section 4.3. 

The simulation results of nonlinear MPC are given in section 6.5.2.

4.1.2 General Tuning Guideline of MPC

The choices of prediction horizon, control horizon and weights have a major effect 

on the performance of MPC. Clever choice of timing parameters can ensure nominal 

stability and robustness. A poor choice, on the other hand, may lead to instability, 

higher computational load, and infeasible solution. For example, unusually high pre-
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diction horizon is in favor of stability of the system, but requires higher computational 

power.

Tuning guidelines for linear MPC are abundant in literature (Clarke and Scattolini 

[29], Lee and Yu [82], Oshima et al. [105], Shridhar and Cooper [124, 125]). Table 1 

of (Shridhar and Cooper [125]) provides a good guideline for timing DMC which can 

be easily applied to linear MPC. However, due to broad class of nonlinear systems, 

there is no hard and bound rule for tuning nonlinear MPC (Henson and Seborg [55]). 

Based on the guideline of linear MPC, the following rules can be used for tuning of 

NMPC :

•  Sam pling Interval: The sampling interval should be small enough to ade­

quately capture the dynamics of the system. As a general rule of thumb, the 

sampling period should lie between 0.05 and 0.1 of the settling time. For mul­

tivariate system, the sampling interval should be calculated based on the fast 

dynamics of all the process variables.

•  P red ic tion  Horizon: As a general rule of thumb, the prediction horizon should 

be able to see the steady state point of the process to ensure the stability of 

the system. A prediction horizon smaller than a critical length may lead to an 

unstable closed loop system. A longer prediction horizon, on the other hand, 

may produce faster response, as well as more aggressive control action and over­

shoot. Implementation of MPC with longer prediction horizon is also restricted 

by the availability of computation power. For multivariate system, the predic­

tion horizon should be based on the slow dynamics of all the process variables. 

For complex nonlinear system, such as convective loop reactor showing chaotic 

behavior, the selection of prediction horizon can be particularly difficult. For 

such cases, prediction horizon should be chosen based on experience and rigorous 

simulation of the process.

•  C ontro l Horizon: In general, small control horizon relative to the prediction 

horizon results in a control that is less sensitive to disturbances and produces 

less aggressive response. A control horizon of 3-5 often suffices for most cases.
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For multivariate case, the control horizon should reflect the dynamics of the 

slowest subsystem.

• W eights: Weight on controlled variables and penalty on manipulated variables 

should be chosen based on the order of the magnitudes of the variables and 

the objective. For example, for equally important process output variables, the 

weights should be chosen to scale the process variables to a similar magnitude. 

Once the magnitude has been set to the same scale, more weight can be applied 

based on the importance of the variables objective.

•  D iscretization  m ethod: For a nonlinear continuous time model, one of the 

important steps is to approximate the model to a discrete one that best serves 

the purpose. In this work, the orthogonal collocation method has been used for 

discretization of continuous models. The choice of number of interior collocation 

points has a profound effect on the approximation of the true system, which 

again varies from system to system. For our case, three interior collocation 

points have been sufficient to approximate the system.

• S ta te  E stim ator: Based on the complexity of the system a linear Kalman 

filter, Extended Kalman filter (EKF), Unscented Kalman filter (UKF) or, dif­

ferent variants of particle filters can be used to estimate unmeasured states. For 

complex nonlinear system, such as the SOFC system, implementation of EKF 

may become cumbersome and also may not produce the intended accuracy. In 

our case, UKF has been applied together with MPC to estimate unmeasured 

states and control the system.

4.2 Discretization o f Models: Orthogonal Collocation M ethod

In the orthogonal collocation method, any function can be approximated by an in­

terpolating polynomials with nodes located at the roots of a set of orthogonal poly­

nomials (Burns [20], Finlayson [43], Henson and Seborg [55], Lapidus and Seinfeld
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[77], Stephens [129], Villadsen and Michelsen [140]) i.e.,
N+2

y(x) =  ^ 2 bipi-l(x) (4-13)
l—l

where
m

p m ( x )  =  ^ 2  CjXJ (4.14)
3=0

is the ra-th polynomial such that 
b

W (x)Pk(x)Pm(x)dx =  0  k =  0 , 1 , 2 , . . . ,  m — 1

Here, the polynomial m  has m-roots in the interval [a, b] and thus users do not need

0.5 0.01127 10 0.8873

Figure 4.2: Approximation of a function by three point collocation on one step ahead 
prediction

to pick the collocation points arbitrarily. This has advantage over the conventional 

collocation method where there is a good chance of poor choice of these nodes by 

inexperienced users and thus poor approximation of the function. Typically, the

integration range is taken as 0 to 1 to generalize the problem. Equation (4.13) and

(4.14) can be combined to give
N+2

y(xj) = (4-15)
i—1

Derivatives can also be approximated by orthogonal polynomials and finally we get 

the following forms
, N+2

=  £ > ( i -  D 4 " 2  <4-16)dx

dPy
i=1 

N+2

j j M  =  E  Mi -  i ) ( i  -  2 )* r 3 (4.17)
i— 1
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In matrix notation,

where

* = Qd !  = Cd 0 = Dd

Qn =  4  1

C j i  = (i -  1 ) 4
i—2

Dj-< =  ( * - l ) ( i - 2 ) a Ji—3

Therefore,

dy
dx

=  CQ_1y =  Ay

(4.18)

(4.19)

(4.20)

For our case, the three-point collocation method is used. With the choice of the nodes, 

the continuous model expressed by eqn. (4.9) can be represented by the following 

nonlinear algebraic equation,

A0X  =  F(X, u) (4.21)

where,

X l,l *1 ,2  • * 1  ,n
X2,l *2,2  ’ * 2  ,n
*3,1 *3,2  • * 3  ,n
*4,1 *4 ,2  • * 4  ,n
*5,1 *5,2  ’ * 5  ,n

F(X,u)  =

®init
f T(x l„u ,  t2) 
f T(x t„u ,  t3) 
f T(x l„U,t  4 )
f  i ^ , u ,  t5)

(4.22)

The collocation points and the A-matrices are given in the table (4.1) and table (4.2). 

Here, Ao matrix can be calculated by knowing the location of the nodal points Xj and 

replacing first row of A by [ 1  0  0  0  0 ] to account for the initial conditions.

The matrices given in table (4.2) for different collocation points are for interval [0,1]. 

To account for sampling interval other than one, the following change is made to 

convert the dynamic constraint into algebraic constraint:

A0X  = At'F(X,u) (4.23)
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Table 4.1: Polynomial roots and the weighting functions
N X j Wj
1 0.50000 00000 0.66666 66667
o 0.21332 48654 0.50000 00000z 0.78867 51346 0.50000 00000

0.11270 16654 0.27777 77778
3 0.50000 00000 0.44444 44444

0.88729 83346 0.27777 77778

Table 4.2: Matrices for orthogonal collocation found from eq. ( 4.18) 
N  A

( “ 3
4 - 1 \

- 1 0  1

V i -4  3 )

-7 8.196 -2.196 1

-2.732 1.732 1.732 -0.7321
0.7321 -1.732 -1.732 2.732

- 1 2.196 -8.196 7

/  -13 14.79 -2.67 1 . 8 8 - 1 \
-5.32 3.87 2.07 -1.29 0 . 6 8

1.5 -3.23 0 3.23 -1.5
- 0 . 6 8 1.29 -2.07 -3.87 5.32

V i - 1 . 8 8 2.67 -14.79 13 /

The above formulation can be used to convert nonlinear continuous time dynamic 

equation to a nonlinear algebraic equation and thus can be used in MPC as an equal­

ity constraint with prediction horizon 1. For prediction horizon greater than one, the 

orthogonal collocation approximation is extended by employing the following formu­

lation,

A X  = F(X, U) (4.24)

where,

Xl,l Sl,2 ■El.ra
®2,1 %2,2 %2 ,n

XaN,\ %AN,2 XAN,n
X a n + 1,1 X a n + 1,2 ' ' #4JV+1,
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Figure 4.3: Polynomial approximation of a function using three point collocation method 
with prediction horizon > 1

and,

F(X,U) =

Xinit
f T (x i * , u , t  2)

f T ( x 4 N, * , u , U N )

J T(x4N+1,*’ ui t^N+l).
Here, the first subscript denotes the collocation points in the time interval and the 

second means state. A  is defined by combining A  and A 0  as follows,

A =

Aq

E
(4.25)

Now that the model has been converted from continuous-time nonlinear ODEs to 

a set of discrete algebraic equations, it can be used in the MPC formulation as an 

equality constraints in eqn. (4.4):

N

J  =  ^ [ \ \ x {k  +  i \ k ) -  x re A \qmm
u(fc|fc),u(fc+l|fc),--- ,u(k+M—l|fc)

i =  1
+ \\u(k +  i\k) -  ureffR +  \\Au(k +  f|A:)|||] (4.26)

subject to,

A X  = F(X,  U)

V m m  — Vi — Umax 

'Umin — Hk+i\k — ^m ax

Aumin ^ AUk+ilk — Alln

(4.27)

(4.28)

(4.29)

(4.30)
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4.3 State Estim ation

The model predictive control algorithm, described in the previous section, requires 

a continuous or discrete dynamic model equation and a true knowledge of the cur­

rent states to predict future outputs. However, in most situations not all the states 

are measurable and thus estimation of the states is required based on the current 

measurement of the available states and the input-output data.

Estimation of states of linear systems can be done by least square estimation tech­

nique, recursive estimation, Luenberger and moving horizon state estimator, or Kalman 

filter. States of nonlinear systems can be estimated by using extended Kalman filter, 

extended Luenberger observer and moving horizon estimator, or by emerging un­

scented Kalman filter (UKF) and different variants of particle filter. Of them EKF is 

the mostly widely used nonlinear state estimator, which utilizes the state estimating 

power of Kalman filter by linearizing the nonlinear functions around the predicted 

values (Anderson and Moore [8 ]). EKF has certain disadvantages though. First, it 

can estimate the states accurately upto first order only and second, it requires Ja­

cobean of the nonlinear model. Since finding Jacobian of complex models like the 

one developed for the SOFC can be time consuming, implementation of EKF can 

be a problem. Thus UKF has been used here as a derivative free and more accu­

rate alternative to EKF (Haykin [54], Julier [70], Julier et al. [71], Lee [80], Rui and 

Chen [120], Wan and Merwe [141, 142]). A brief overview of UKF is described in 

section 4.3.1.

4.3.1 Unscented Kalman Filter (UKF)

The UKF, originally proposed by Julier et al. [71], uses a deterministic sampling 

approach to capture the mean and covariance using a minimal set of carefully chosen 

sample points. UKF can capture the posterior mean and covariance of any nonlinear 

system accurately upto second order whereas EKF can capture these properties upto 

first order only. The detailed algorithm of UKF can be found in (Julier [70], Julier 

et al. [71]).
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UKF utilizes the power of unscented transformation (UT), which can be used for 

calculating statistics of a random variable undergoing a nonlinear transformation. 

The following section describes UT:

Let us consider propagating a random variable x of dimension n, mean x  and covari­

ance Pxx through a nonlinear function y = f{x). Calculation of mean and covariance 

by linearized EKF, with linearized model y =  Ax, will produce:

y = f (x)  (4.31)

P y y  =  A t P x x A  (4.32)

which does not give the true nonlinear propagation of the statistics. Thus instead of 

directly propagating the mean and covariance through the nonlinear function, a set

of points, named sigma points, are chosen such that their sample mean and sample

covariance are x and Pxx. The nonlinear mapping is then applied to the sigma points 

to yield a cloud of mapped nonlinear points. Weighted mean and covariance of these 

mapped sigma points will then give a true resemblance of the actual statistics.

The sigma points, Xi of dimension 2n~h 1 and their weights Wi are formed according

to the following:

Xo = x  Wo =  « /(n  +  /c) (4.33)

X i  = x  +  {y/(n + K ) P x x ) i = i:n W i  = 1/2 (n +  ft) (4-34)

X i+ n  = % (y/  (w +  n)Pxx)i=l:n W/|-n =  1/2(72 +  ft) (4.35)

where k is a tuning parameter, ( \/(n  +  n ) P x x ) i  is the i-th row or column of the matrix 

square root of (n +  k)Pxx and W) is the weight.

These sigma points are then propagated through the nonlinear function to yield the 

set of transformed sigma points:

M = f(Xi) (4-36)

The mean and covariance can then be approximated as the weighted sample mean
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and covariance:
2 n

y * * Y , Wiyi
i=0 
2 n

(4.37)

(4.38)
i=0

The unscented Kalman filter is a straightforward application of UT for recursive 

estimation of states. The state estimation steps of UKF are described below [see 

Julier [70] for a detailed description]:

1. Initialize:

Create augmented state vector of dimension na = n + q by including the process 

and noise terms:

xa(k) = [x(k),v(k)]T (4.39)

The process model can then be written in terms of the augmented state vector 

xa as x(k  +  1) =  f ( x a(k),u(k), k). The mean and covariance of the augmented 

state vector can be expressed as:

xa(k\k) = x(k\k)
Oqrxl

and,

P a(k\k) = ' P(k\k) Pxv(k\k)
Pxv(k\k) Q(k) (4.40)

2. Calculate sigma points:

X ° m  =  [Xi(k\k) x?(k\k) ±  (y/(na + K)Pa(k\k))i] (4.41)

3. Transform the sigma points:

Xi(k +  l|fc) =  f ( x? ( k \ k ) ,  u(k) ,  k ) (4.42)
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4. Compute predicted mean and covariance:

2 na

x(k + 1| k) = WiXi(k + 1| k) (4.43)
i=0  

2n“
Pxx(k +  1|k) = Y^ Wi(Xi(k +  l|fc) -  x(k +  1|k))

i=0

.(Xi(k + l\k) -  x(k + l\k))T (4.44)

5. Predict the measurement:

Zi(k + l\k) = g(xi(k + l\k),u(k), k) (4.45)
2 na

z{k +  l|fc) =  WiZi(k +  l|fc) (4.46)
i=0

6 . Update the measurement:

2n“
Pzz  =  Y ,  W i ( Z i ( k  +  M k ) -  ^ k  +  M k ))

i=0

.(Zi(k + l \ k ) - z ( k  + l\k))T (4.47)
2 n°

P** =  5 ]  Wi(xi(A: -h 1|A:) -  *(* +  l\k))
i = 0

.(^(A: +  l|A:)-5(A: +  l|fc))T (4.48)

K =  P . .P - 1 (4-49)

x(k  +  1) =  x(k +  1| k) +  K,{z{k + 1) — z(k + 1|A;)) (4.50)

P{k +  l|fc) =  p(k +  l|fc) — 1CPZZJCT (4.51)

UKF1 has been implemented to validate its state estimation capability, first on con­

vective loop reactor in chapter 5 and then on solid oxide fuel cell system in chapter 6 .

4.3.2 Discretization of UKF model

Implementation of UKF however requires discrete model, which can be done by the 

following methods:
1Used source code of Dr. Tim Bailey (http://www.acfr.usyd.edu.au/people/academic/tbailey/) as 

a start point.
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• Backw ard A pproxim ation can be used to discretize the model. For complex 

nonlinear models, it may require very small time step to estimate the states 

which makes it infeasible to implement.

• O rthogonal Collocation M ethod  can be used to express the continuous 

model as a set of nonlinear algebraic equations [eqn. (4.21)]. The nonlinear 

equation can then be solved for x(k + l|/c) by using nonlinear least square re­

gression. This method gives higher accuracy but computational load is also 

relatively high.

• M ATLAB ODE solver can simply be used to predict x(t + Ts\t).

4.3.3 Tuning of U K F

It is noticed that even though it is fairly easy to implement UKF and the estimated 

states quickly converge to the true states, it has to be implemented discreetly for 

successful estimation of the states. Wrong choice of initial state-covariance matrix 

or discretization method may lead to poor estimation of states. Following are some 

guidelines that have been used during the implementation of UKF in our simulations:

•  The model has to be discrete which can easily be derived by using backward 

approximation for simple systems. For complex nonlinear models, backward 

approximation may not be suitable for predicting future value. In that case, 

continuous models can be used to generate future data by using appropriate 

ODE solvers with variable time steps. This is in fact discretizing the continuous 

model numerically to predict future data points. Alternatively, the orthogonal 

collocation method can be used to express nonlinear ODEs as a set of nonlinear 

algebraic equations. In this case, the future states can be predicted by solving 

eqn. (4.21) using nonlinear least square regression. In our simulations, nonlinear 

ODE solvers have been used to predict future values of the states.

• The choice of initial state-covariance matrix affects the performance of UKF as 

well. Even though a state-covariance matrix of small magnitude should suffice as 

an initial condition, it is found from our simulations that sometimes this choice
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leads to positive semi-definite state-covariance matrix. To avoid this behavior, a 

moderately large magnitude state-covariance matrix has been used as an initial 

condition for our simulations.

• The choice of state transformation parameter « can lead to positive semi-definite 

state covariance matrix especially if k is negative. For our simulations, negative 

k has been used to maintain positive denominator in the weighting which leads 

to this problem. To avoid this problem, state covariance has been estimated 

around transformed mean xo(k +  1 |k) instead of the weighted mean x(k + l|fc), 

as suggested in Julier et al. [71].
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Chapter 5

Application of NMPC: Thermal 
Convective Loop Reactor

5.1 Introduction

In the previous chapter, theory of nonlinear model predictive control has been dis­

cussed. A review of orthogonal collocation technique as a discretization method, and 

unscented Kalman filter as an estimator has also been done. The objective is to 

find a suitable controller that can be applied to solid oxide fuel cell system. Be­

fore applying these methods, its performance needs to be compared with alternative 

controllers. For this purpose, a nonlinear process is sought which exhibits complex 

nonlinear behavior, yet can be represented by fairly simple nonlinear model. Differ­

ent controllers, including simple to complex linear and nonlinear controllers, can then 

be tested against nonlinear model predictive controller. Based on the comparison, a 

suitable controller can be designed for solid oxide fuel cell system.

Thermal convective loop reactor, which is not uncommon in chemical process indus­

tries, can be represented by a relatively simple nonlinear dynamic model. Depending 

on the heating rate, it can show stable, perpetual oscillation, or chaotic behavior. 

The complex dynamic nature (chaotic behavior) of convective loop reactor has made 

it a suitable candidate to test different control schemes.

The presence of chaos is very common in physical systems. It is desirable to reduce the
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chaos so that system performance can be improved. This can be done in two ways (Ott 

et al. [106]). First, make some large costly alteration to the system, which completely 

changes its dynamics to the desired dynamic behavior. Second, improve performance 

by making small time dependant perturbations in an accessible parameter. In this 

case, chaotic system holds advantage over other systems in that it can be made stable 

to any existing orbit without much effort or, alteration to the system.

In this work, we will apply linear and nonlinear control laws and investigate their 

performance among each other. For this case, it is found that the proportional state 

feedback control law with setpoint tracking (u = —k(x3  — x^ ) )  exhibits a sufficiently 

good performance. The proportional constant can be found by stability analysis of 

linearized model or LQR.

A nonlinear control law similar to the previous structure (u = (xi +  £2 ) ( £ 3  — £3e)) 

gives better result in terms of quick stabilization of the states to the desired setpoints 

(here, the desired setpoints are the equilibrium points). This controller is equivalent 

to taking —k(x) = x\ + X2 and depends a lot on the initial values of the states at the 

time when the control law is applied. Nonlinear control law based on the backstepping 

method is also developed here which stabilizes the system but can not bring the states 

to the desired equilibrium points.

Finally, both linear and nonlinear MPCs are applied to stabilize the system. Nonlinear 

MPC stabilizes the system very efficiently compared to other linear and nonlinear 

controller including linear MPC. Results from these simulations are also included 

for comparison. The organization of this chapter is as follows: first, description of 

convective loop reactor and its first principle model are provided in section 5.2 and 

section 5.3 respectively. Stability analysis of the reactor model along with open loop 

response is then provided in section 5.4. A detail discussion on conventional control, 

nonlinear control and NMPC, including simulation results are given in 5.6, section 5.7 

and section 5.8 respectively - and finally conclusion in section 5.9 to represent findings.
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Figure 5.1: a) Schematic description of natural convection loop, b) Bifurcation diagram of 
the state X2 vs. j3

5.2 Description

Natural convection in a closed loop system consists of a heat source and several sinks 

positioned above the source. The source and sink are connected by pipe forming at 

least one closed loop system. The heat is transported from the source to the sink 

by circulating fluid inside the loop. Unlike the forced convection (as in refrigerator), 

the heat is transported by natural convection only. Solar heating system and nuclear 

reactors are example of such system. For a detailed review of closed loop natural 

convection system, see (Ehrhard and Muller [39], Greif [49], Metrol and Greif [97], 

Zvirin [149]).

Fig. 5.1(a) shows a schematic diagram of the system. The sink and the source are 

connected by a circular loop filled with an incompressible fluid, which works as a 

transporting media of heat from source to sink. The cross section, A  of this loop is 

circular and constant. The lower semicircle of the loop is heated by a hot fluid at 

a temperature Th and the upper semicircle is cooled by a coolant at a temperature 

Tc■ The cooling and heating zones are tilted by an angle 8  from the symmetric 

position. If the temperature difference AT =  Th — Tc is increased, the fluid is at 

first at no motion state. During this stage, heat is transported by conduction only. 

As the heating rate is increased, steady state convection arises either in clockwise
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or counter-clockwise direction. If heating rate is further increased, the steady state 

convection becomes unstable and shows oscillatory and chaotic motion.

5.3 First Principle M odel

Assuming d «  I, material and energy balance leads to the following equations 

(Ehrhard and Muller [39]),

d U  
l d<p~  

d U  dp  .

_  ( d T  TTd T \  . d 2T  
P q C p < -7— +  U 7—— > — A

where

p \  dt ld(p J l2 d<p2

= hw[Tw(ip(T) - T ] +  qw{<p) (5.1)

fw = ^PofwoU (5.2a)
00

T(ip, t) = T0 (t) +  y :  {Sn(t) sin(ny?) +  Cn(t) cos(wy)} (5.2b)
n=l

0 0

Q(<p) =  Qo +  ^  (Qn sin(n</j) +  Rn cos {rap)} (5.2c)
n =  1

1  / { h ^ T ^ )  +  g„, (</?)} (5.2d)
PoCp

Introducing the dimensionless variables as follows

Time,t '  =
h w 0  

PoCp
(5.3a)

Xi = Pq̂ pjj
IhyjO

(5.3b)

x 2 = PoCp ig  s  
hwO fw ol

(5.3c)

£ 3  = pf > : 9 , { pf ’ R i c i )
hwO JwQ'/ t hw 0  J

(5.3d)
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where

7  =  coefficient of thermal expansion 

Cp = specific heat 

Po =  reference density 

A =  heat conductivity 

g = acceleration due to gravity 

hw = heat transfer coefficient =  hw0{l +  ^ k i | 1/3} (5.4)

Neglecting higher order terms in eqn. (5.2),

T{ip, t) = T0 (t) +  S'i(t) sin (ip) + Ci(t) cos (ip)

Q(<p) = Qo + Qi sin(yj) +  Ri cos(ip)

=  I \h w 'T 'v ) ( fp )  4"  Q w i.tp )}
PoCp

and assuming that the heat transfer coefficient hw is constant i.e., K  = 0, the pa­

rameters Si, Ci, R\  are found to be

C l { t )  =  r- ( 0 V ) - _ r ( i8 Q ° ,* j  ( 5 5 a )

S l ( t )  =  ( 5 .5 b )

D hwo Th — Tc _ s
Ri   7i—  (5-5c)

PoCp 2

where Th and Tc are the temperature of the heating and cooling zone respectively.

Further assuming that there is no tilting between the heating and cooling zone i.e.,

5 =  0  and there is negligible heat transfer in the direction of the tube axis, the system

can be described by the following set of ordinary differential equations:

xi -  a ( - x i + x 2) 

x 2 — —x 2 -  X\Xz

x 3  - x ix 2 - x 3 -  (3 (5.6)
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where,

a = PoCpf E0 ( 5 J )
hw o 2

R l
19 PoCp Th — Tg (5.8)

fw o l h'w0 2

Here, a  is comparable to the Prandtl number and (3 is the heating rate which is directly 

proportional to the temperature difference AT and is equivalent to the Rayleigh 

number. The states x\, x^ and x 3  are proportional to the average cross sectional 

velocity inside the loop, temperature difference along the horizontal direction and 

temperature difference along the vertical direction. All of the states axe measurable 

and hence available for computation.

5.4 Open Loop Response

In the eqn. (5.6), a  stands for Prandtl number and can be assumed constant. The 

other parameter f3 stands for Rayleigh number which is proportional to the heating 

rate. At equilibrium, x^s are zero. Putting these values in eqn. (5.6) and solving 

them the following two cases arise:

Case a: (3 < 1 x le — x^e — 0 and x$e = —(3

In this case, the states are globally stable and converge to the equilibrium points 

irrespective of the initial conditions. The state x\ i.e., average cross-sectional 

velocity of the fluid is zero at equilibrium which means that the fluid is at no 

motion state in this case and heat is transported from the source to the sink by 

conduction only.

Case b: (3 > 1 x le = X2e = ±y/(3 — 1 and x%e =  —1

In this case, the states have two equilibrium points. The fluid average velocity 

may be clockwise or counter-clockwise. Heat is transported at this stage by 

convection. Depending on the value of the parameter (3 the system may show 

stable or unstable and chaotic behavior. This is because as heating rate is
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(a) 0  =  0.5: system is globally stable (b) 0 =  10: system has two sets of stable region

SO

SO
10

0

-10

-20 35 40 45 5010 20 300 5 15 25Time (sec) X.
“1

(c) 0  — 20: System is chaotic (d) X2 vs. x i for 0  =  20

Figure 5.2: Open loop response of the system for different /J’s; Initial conditions of the state 
variables are x\q = 4.0, 2 :2 0  - —3.0 and 2 :3 0  = 5.5, taken arbitrarily

increased fluid velocity is also increased and at higher value of (3 it becomes 

locally unstable and jumps from one equilibrium point to another from time to 

time making the system chaotic.

The different cases are depicted in fig. 5.1(b). The open loop response for different /? 

are given in fig. 5.2(a), fig. 5.2(b), and fig. 5.2(c). These figures show how the system 

responses to the same initial condition with different (3. From fig. 5.2(d), it is obvious 

that at chaos the system has two different orbits. Solution of x\ and X2 remains in 

this orbit but never becomes stable to any single equilibrium point [see, fig. 5.2(c)]. 

From the bifurcation diagram, it is obvious that at some critical value of f3 the system 

starts showing chaotic behavior. To find out this critical value we need to do stability
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analysis of the open loop system:

5.4.1 S tab ility  Analysis

If there is a nonlinear equation

X =  f  (x )

then linearization of the above equation around the equilibrium point leads to the

following equation

where

x =  Ax

r M. .. . § &  1
dxi dxn

dfn . . Ml
. 9x i 9x„ .

A =

is evaluated at equilibrium points. For the system to be stable all the eigenvalues of 

the matrix A must have negative real parts. For the convective loop described by 

eqn. (5.6), the linearized equation becomes

x =  Ax

where

—a a 0
— - x s -1 - X i

x 2 X \ -1

—a a

- 1 -1
[ V / 3 - 1 y / P -

evaluated at equlibrium 

0

- v ^ l
- 1

Here, the positive equilibrium values of aq and x2 are taken for analysis with (3 > 1. 

Making the real parts of the eigenvalues of the A  matrix equal to zero leads to the 

following relation1:
a(a + 4)

Pcrit — oa — 2

Therefore, if j3 is greater than this critical value then the system will show chaotic 

behavior. For example for a  =  4, the critical value of (3 is 16 over which the system

1A11 the eigenvalue analysis is done by using Maple V
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Controller

Plant

Closed loop system

Figure 5.3: Schematic diagram of closed loop system

is chaotic. Notice that the critical value is found by lineaxization of the nonlinear 

system. In practice, the transition from stable to chaotic behavior will not happen 

exactly at this critical value of (3. In fact, there is a transition region where the 

system actually is semi-chaotic meaning that it shows chaotic response initially and 

after some period the oscillation decays resulting into settling down of the response 

to one of its stable equilibrium points.

5.5 Controlling Chaos

Unlike linear systems, control of nonlinear and chaotic system is difficult due to 

the heavy computational duty, which makes nonlinear control infeasible. In addition, 

when the main target is to keep the operating point steady, it often suffices to linearize 

the nonlinear system around the operating point and apply linear control law.

In the following sections several methods for controlling chaos in the convective loop is 

discussed. For a review of different control strategy of chaotic system and bifurcation 

control see (Abed and Fu [1,2], Bau and Singer [11], Kim and Abed [73], Lee and Abed 

[81], Ott et al. [106], Singer et al. [126], Wang and Abed [143]). There are several works 

on linear feedback control of chaotic system (Wang and Abed [143]). For different well 

established nonlinear controller design technique see (Khalil [72], Marquez [94], Sastry 

[121]). The main theme is to set the control action to be a function of some observable 

state so that it can be calculated and implemented. In case of convective loop, the 

parameter ( 3  (heating rate) is proportional to the temperature difference in the vertical 

direction which is the state £3 . So the control action , u in the convective loop system
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is taken as the deviation of heating rate from its nominal value.

±i =  a ( - x i + x 2)

X 2 =  ~ X 2 ~  X i X z

xz -  x ix 2 — xz -(3 + u (5.9)
Total heating rate, 17

5.6 PID  Control

5.6.1 Proportional Control

For the convective loop system the control action, u in eqn. (5.9) is taken as propor­

tional to the state, £ 3  i.e.,

This means that if the system were linear for a — 4, k =  2 would be sufficient 

for stabilizing the system for any value of (5. Since the system is highly nonlinear, 

feedback gain k = 2 may not suffice for higher values of (3. However for small /3, small 

negative feedback gain suffices to make the system steady [see, fig. 5.4]. However, 

in this case the system equilibrium points are not the same as that of the open loop 

system. The equilibrium point of the average cross-sectional velocity is determined 

by ±y/(3 — k — 1 and the final fluid velocity stabilizes at this new equilibrium point 

instead of open loop equilibrium point x2e — ± \/ /? — 1. The heating rate does not 

remain the same as /3, instead it becomes /3 — u where u is a constant value at steady 

state. This actually changes the heating rate to some extent.

5.6.2 Setpoint Tracking

This is same as the proportional controller but the control law is defined by

u =  —kx 3

Stability analysis of the closed loop system leads to the following relationship for the

linear system

u = —k(x3  -  Xze) (5.10)
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Figure 5.4: Closed loop response with proportional controller for k = 2 for system with 
P = 20. The control is applied at time, t — 20

where x^e is the open loop equilibrium point of the state, x%. The closed loop equi­

librium point is same as the open loop equilibrium and the steady state value of the 

control action, u is zero. This is given in the fig. 5.5.

5.T Nonlinear Control

5.7.1 Lyaponov Stability Criterion

The main difficulties with designing a controller based on Lyaponov stability criterion 

is in choosing the energy function. For this case the best candidate for the energy 

function should be of the form:

V(x) =  mx\ + nx\, m , n >  0 (5-11)

because of the fact that heating rate is proportional to xz (vertical temperature 

difference) and energy loss due to friction is proportional to x\. Here, m  and n are two 

proportional constants, which depend on the parameters used during conversion from 

PDE to ODE of the system model. But this energy function is positive semi-definite. 

Nevertheless using this “wrong” energy function, and Taylor series approximation to 

approximate y/f3  — u + 1  =  f (u) m a + bu where a and b are linearization constants
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Figure 5.5: Feed back control with reference point tracking; here, k = 2 for system with 
13 = 2 0

and truncating constant terms in the final control law which accounts for lowering 

the heating rate (similar things are discussed in section 5.7.2), we can finally come 

up with the following control law:

u =  (xi +  x 2 )(x3  +  1) (5-12)

Surprisingly this control gives better stabilizing effect than that developed by back- 

stepping method as will be discussed next. But it depends greatly on the initial 

condition. Simulation result is given in fig. 5.6. As we said earlier that this control 

law is based on the “wrong” energy function V(x). So why does it work then? The 

answer is that with so many assumption during the development of the control law, 

the control law u is not associated with the positive semi-definite energy function 

any more. Rather it belongs to some other unknown energy function. If we take an 

energy function of the form V(z) =  | ( ^  +  z\ +  z$) where z*’s are the transformed 

states for i  =  f ( z )  with equilibrium points at the origin, it can be shown that V  is 

negative provided that the open loop system is bounded (which is true for this case 

without any external excitation even in unstable chaotic region).
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Figure 5.6: Feed back control for system with = 20: Lyaponov Stability Criterion 

5.7.2 Back S tepping M ethod

The system

Xi =  a (—Xi + x2)

X2 =  —X2 -  X 1X3

x 3 = x ix 2 — x 3  — (3 + u

can be written in the following strict feedback system form:

x\ = f (x i )  + g{xi)£i

i i  = /i(®i,Ci) +  2 i(z i,£ i ) 6

£2 =  f2(xi ,€i ,£2) +  g2{Xl,fil,£,2)'U'

where

(5.13)

(5.14)

(5.15)

(5.16)

(5.17)

(5.18)

f ( x  i) =  - a x i  

fi(xi,£i)  = - x 2  

/zfci, fi, 6 ) =  x ix 2 - x 3 -  (3

g(x i) =  a  

0i(*ii£i) =  - x i  

P2(®1i ^ 1>6 ) =  1

6  =  x 2  

6  =  xz
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The first target is to stabilize the x\ sub-system defined by eqn. (5.16). Let the 

Lyaponov function be V\ = \x\ .  Then

dVx . 
vi =  zi

O X  i

— xi(—axi  -)- ax 2 )

= —ax\ + ax 1 X2

Let us take the control law to be

X2 = — —ax 1 a e  3?+ (5.19)

We have included an unknown parameter a in the control law 4>{x 1 ) which we will see 

in the later section increases degree of freedom and will help removing singularity in 

the final control law. For better flexibility and more degree of freedom we could also 

take the following control law instead:

X2  = (f)(x 1 ) =  — a x f + 1  a > 0, b > 0 (5.20)

But the addition of parameter b increases complexity in the final control law and so

we assumed 6  =  0 for now. If necessary we can always come back and assume it to

be nonzero.

With this control law [eqn. (5.19)] the sub-system eqn. (5.16) becomes:

i i  =  —(a +  l)axx (5-21)

and the derivative of the energy function V  becomes:

V  = —(a + l)ax\,  a ,a >  0 (5.22)

which is negative definite. Hence the sub-system is globally asymptotically stable. 

The energy function for the next sub-system eqn. (5.17) can be written as:

V 2 =  V i  +  -[£1  —  4>]2

=  +  ^[x2 +  axxf  (5.23)
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Then the control law that makes the derivative of V<i negative definite can be expressed

as

x3 =  <f>i =  

1

9\

 ------[—a (—axi  +  ax 2 ) — x\.a — k\ (x% + axi) + X2 ]
Xi

- — (aa — a — k\a) + (aa + k i ~  1 ) — , ki > 0
Xi

Similarly the final control law can be written as:

u =
92

d(f>i dct> 1 dVo
d x i (f  +  9 ( i ) + g ^ ( h  +  g A )  d ( i 9l ~  k 2 ~  <?̂ l) — /2

/ 7 -1 \ x2 t \ +  1̂ ~  1  / \=  -  (aa + kl - l )  — 2 • (—ax  1 +  ax2) H  ------- (~x 2 -  x ix3)x x

— (X2 +  aa î) (—xi) — k2 ^ £ 3  +  (aa — a — k\a)

-  (aa +  fci -  1 ) — ) -  (x\x 2 - x 3 -  0 )
X\  /

= (aa + ki — 1 ) ( a  + k2 — l  — a — \  —
V  x i J  x i

'    '

Singularity

+  (ax\ -  (k2 -  1 )0 :3  -  k2(aa -  a -  ki) +  0 )

(5.24)

(5.25)

The above control law is not feasible in terms of implementation due to the first term 

which has x\ in the denominator. So, whenever X\ goes near zero the control action 

becomes very large. For example, with a = 4, a = 1, k\ = 1 and & 2 =  2, the control 

action rises to infinity making the system unstable. To evade this problem we have 

two options in hand:

1. Switching to an alternative control law [e.g., u =  —k(x3  +  1)] that can stabilize 

the system to the desired setpoint whenever control action calculated from the 

control law [eqn. (5.25)] exceeds a predefined boundary.

2. Choose the parameters a and k\ in such a way so that the term containing 

singularity vanishes.

Of the two options, the first option will always work as long as the alternative control 

law works. For the second case, we need to set the parameter values a and ki so that
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the terms containing x\ in the denominator vanishes away. For this purpose set

aa — k\ +  1  =  0  

=>ki =  1 — aa (5.26)

Since by assumption k\ should be a positive number, choose

a = — , n > 1 (5.27)
na

which gives the final control law to be:

u =  ax\ — (k2 — 1 ) ^ 3  — k2(aa — a — ki) +  j3

=>u =  —- x \  —(k2 - l)a;3  - k 2 -  a — l )  + f3 (5.28)
na > v '  \ n  J

xt Linear Part v v  '• ^
Nonlinear Part Constant Part

The final control law defined by eqn. (5.28) has three parts: Nonlinear, Linear and 

Constant terms. If we take k2 = 1, the linear term vanishes away. From the simulation 

result it is found that presence of this linear term enhances quick stability of the 

system to the desired equilibrium points. So, it is better to choose

k2 > 1 (5.29)

The constant term however stabilizes the system in a slightly different manner. What 

it does is that it reduces the heating rate j3 to the region, where the overall open loop 

system is stable. Since we want to keep the system in the region where the open loop 

system is unstable and want to diminish the chaos, the constant term in the control 

law does not serve our purpose. So, removing the constant part we have the following 

control law which is actually perturbation around the nominal heating rate:

u =  — x\ — (k2 — 1 )3 :3  n ,k2 > 1 (5.30)
na

Notice that heating rate is proportional to X3 . Also X\ denotes fluid velocity inside 

the convective loop and hence energy loss due to the fluid flow is proportional to x\ 

[hL = f ^ s ] -  So, the control law is actually an energy term which makes it physically 

understandable. But with this truncated control law the question that immediately 

comes into the mind is that “Does this truncated control law still makes the system 

stable?” . To answer this question we have to analyze the stability of the closed loop
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system with the truncated control law defined by eqn. (5.30). The energy function 

for the closed loop system with the full control law [eqn. (5.28)] is given by:

U3 =  V2 + i  [6 -  <h\2

=  ^xf  +  i  [x2 +  axi]2 +  ^  [xz +  aa -  a  -  k±af

=  [ ( 1  +  a2)x i  +  ax2 ax\ +  x2 xz +  aa — a — k\a ]

—ax  1 +  ax 2

X - X 2 -  X iX z
X1 X2 - x 3 -  /3 + u  

=  —(a +  aa  +  kia2)x\ — k\x\ — k2x\
negative

+  {kikz +  k2a  +  k\k2a — k2 — (3)x 3  — 2kiaxix2 
'---------------------------r--------------------------- 'depends on the sign of xi  and 1 2

+  (1 — ki — a  + kia) (3 (5.31)
' v '

negative

Here V3  has three terms as shown in eqn. (5.31): a negative quadratic term consisting 

of x \ , x\ and x\, a term containing X\X2 and xz which depends on the sign of the 

variable and a constant term. In the constant term 1 — k\ =  ^ e  (0,1) and k±a = 

(1 — G (0,1). Usually the parameter a  has value 4, which makes the term 

(1 — ki — a + kia) negative. Nothing can be said about the other two terms containing 

2 :1 X2 and xz- But if we take a look at the simulation result it is found that except 

near zero xi and x 2 have the same sign making —2 kiax\x 2 negative and even in the 

extreme conditions when xz is negative making (kik2 +k 2 a + kik 2 a —k2 —(3)xz positive 

but smaller than the other negative terms. This is due to the fact that though the 

system shows chaotic behavior the states are always confined in a boundary. Hence, 

the equilibrium points of the system are locally stable with this control action defined 

by eqn. (5.30). For a  =  4, k2 = 3 and n = 2 [fci =  1 — 1/n =  0.5, a =  1 /na - 1/8], 

the control law becomes:

u - \ x \  — 2xz (5.32)
8

With the same initial condition as before the response of the controlled system is 

given in fig. 5.7.

8 8
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Figure 5.7: Controlled system for /? = 20: Back Stepping method

5.8 Nonlinear M odel Predictive Control (N M PC )

In model predictive control, a set of future control actions including the current control 

action are calculated based on the model of the system. The model of the convec­

tive loop reactor is represented by a set of nonlinear ordinary differential equations 

[eqn. (5.6)]. The model being continuous in nature needs to be discretized before it 

can be fit as a system model into the model predictive control.

As described earlier in section 4.2, orthogonal collocation method has been employed 

for discretization of the continuous model. In this case, three interior nodal points 

have been used to represent the nonlinear function. It has been found that increase 

in the number of interior nodal points increases the accuracy of the approximation 

as well as the computational load. Thus choice in the number of interior collocation 

points is balanced by both the accuracy and the computational load. For our case, 

three collocation points have been found to be sufficient to approximate nonlinear 

model of convective loop reactor and, later on, of solid oxide fuel cell system.

In this work, the investigation of the performance of UKF as a state estimator has also 

been carried out. The result is given in section 5.8.1. The linear and nonlinear MPC 

have been applied on the reactor to stabilize the system responses to its equilibrium
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Figure 5.8: State estimation of chaotic reactor by unscented Kalman filter; Discretization 
has been done by backward approximation of AT = 0.01

points. The results are shown in section 5.8.2.

5.8.1 State estimation

The model of a thermal convective loop reactor as expressed by eqn. (5.6) has two 

parameters - a  and (3 (/3 = u, since f3 is the manipulated variable in our control 

scheme). These parameters define extent of chaotic behavior by the reactor. For 

o =  4 and heating rate of u =  20, the reactor exhibits chaotic behavior.

Implementation of UKF requires a discrete model. The accuracy of UKF thus de­
pends on how close the discretized model is to the continuous model. Both backward 

approximation and MATLAB ODE solver have been used to discretize the model.

Assuming that only state X\ is measurable, UKF has been used to estimate the
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Figure 5.9: State estimation of chaotic reactor by unscented Kalman filter; Discretization 
has been done by MATLAB ODE solver

unmeasured states with a sampling interval AT =  0.012. The results are shown 

in fig. 5.8. Here the ‘true states’ are the outputs from the continuous model and 

‘estimated states’ are the outputs from UKF using discretized model by backward 

approximation. The estimation of unmeasured states depends on the sampling in­

terval. In this case, less sampling interval gives more accurate estimation but with 

a heavier computational load, which makes it impractical. On the other hand, sam­

pling interval of 0.1 or higher results in poor estimation of the states. Even though 

sampling interval of 0 . 0 1  works out to be a feasible one, for a complex system like 

SOFC, this might not be good solution.

The other two alternative options - orthogonal collocation method and MATLAB 

ODE solver, as described in section 4.3.2, turns out to be equally applicable. The 

result of UKF state estimation by employing MATLAB ODE solver is shown in

2The states, control and time unit in this example are normalized
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Figure 5.10: Linear MPC; Prediction Horizon = 1 , Control Horizon = 1, AT = 1 , Q = R 
1, 5 = 0

fig. 5.9. The accuracy of state estimation is better than that of backward approxi­

mation. This better result is evident even without performing any simulation - since 

MATLAB ODE solver utilizes better discretization scheme than a simple backward 

approximation. For this particular case, an 50% error in the noise covariance matrix 

has also been introduced to simulate worst case scenario.

5.8.2 Result

In addition to controllers described in the previous sections, linear and nonlinear 

MPC have been applied on the convective loop reactor to stabilize its chaotic behav­

ior. The performance of the controllers depends on the sampling time, AT, and the 

penalty of the state and input variables in the objective function, Q, R, and S. The 

simulation has first been run without any addition of noise and assuming that all the 

states are measurable (figs. 5.10-5.13). Then NMPC has been applied on the reactor 

model assuming that only noisy measurement of horizontal temperature difference is 

available (fig. 5.14). The results are presented below.

The fast dynamic system with highly nonlinear behavior makes it difficult to lami- 

narize (or, stabilize) the system using linear model predictive controller. Surprisingly
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Figure 5.11: Linear MPC; Prediction Horizon = 5, Control Horizon = 2, A T = 1, Q = 1, 
R = S = 0

linear MPC with prediction horizon one gives better control than with prediction 

horizon greater than one for the same sampling time. It is evident from the fact 

that for this fast chaotic dynamic system a linear model with a smaller prediction 

horizon (fig. 5.10) can track the system better than that of a linear model with a 

large prediction horizon (fig. 5.11). In every case, the output of linear MPC however 

never comes to zero. The output from the linear MPC hits the upper constraint of 

control action and stays there which in fact is equivalent to moving the system from 

the chaotic region to nonchaotic one and thus making the system stable.

Nonlinear MPC, on the other hand, can stabilize the chaotic system very well. The 

control action decays rapidly to zero (see fig. 5.12, 5.13). The time for stabilization 

depends greatly on the penalty functions on the states and input in the objective 

function of the optimization problem as well as the sampling rate3. The input limit 

and its change depend on the constraint used in the minimization problem. Thus in 

fig. 5.12 due to the input rate constraint limited to 5 control moves does not change 

instantly as in fig. 5.13 but it takes more time to stabilize the system. So, less 

stabilization time comes at the cost of larger control energy. Prom the figures it is 

also evident that low sampling rate leads to better control.

3The time interval for implementing control action is also equal to the sampling rate
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Figure 5.12: Nonlinear MPC; Prediction Horizon = 5, Control Horizon = 2, AT = 1, 
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Figure 5.13: Nonlinear MPC; Prediction Horizon = 5, Control Horizon = 2, AT = 0.1, 
Q = 1,R = S = 0
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Figure 5.14: Control of convective loop reactor by NMPC along with UKF as state estima­
tor. (a) horizontal temperature difference (measured output); (b) control action (deviation 
from the nominal heating rate) taken by NMPC; (c),(d),(e) present the true and estimated 
states. Here, states are estimated with sampling interval AT = 0.1 but NMPC is calculated 
and applied with AT = 1.
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Nonlinear MPC has also been applied on the convective loop showing chaotic behavior 

along with UKF as state estimator. Here only the horizontal temperature difference 

of the convective loop is measured and the other two states (vertical temperature 

difference and flow rate inside the tube) are estimated using UKF. However instead 

of discretizing the model using backward approximation, continuous model is used 

to predict future data points. Measurement noise is also added in the horizontal 

temperature difference which is filtered by UKF. The filtered output is then used to 

calculate future control moves by NMPC. The results are shown in fig. 5.14.

5.9 Conclusion

For this system, Nonlinear Model Predictive Control (NMPC) outperforms other con­

troller in terms of stabilizing time and control action. One of its main disadvantages 

is high computational time. With the advent of high performance computer however 

this is not a major problem anymore. Another disadvantage of NMPC is that tuning 

of the parameters in the objective functions has to be tried through a number of sim­

ulations. In addition, the model parameters (a and 0) need to be correctly identified 

for the implementation of the controller.

Although computational time for Linear MPC is much smaller than Nonlinear MPC, 

it cannot regulate the system to its desired setpoint unless the sampling time is very 

small.

Among others, linear state feedback controller with setpoint tracking [eqn. (5.10)] 

and nonlinear controller based on Lyaponov Stability Criterion [eqn. (5.12)] also give 

better result in comparison to others in terms of stabilizing time and movement rate 

of controller. Of these two, the linear controller is less sensitive to the initial condition 

i.e., the time when controller is implemented and gives less fluctuation in the control 

action when measurement noise is present. The nonlinear controller stabilizes the 

system quickly but gives a lot of spikes in the control action if noise is present. In 

this case, we assume that the states are measurable and available for calculation. If 

any state is not measurable, then a nonlinear observer can be used to estimate the
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unknown states and calculate the control law. In this case, the performance of the 

controller will depend on the performance of the observer as well.
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Chapter 6

Control of Solid Oxide Fuel Cell 
System

6.1 Introduction

A fuel cell system includes many components in addition to the fuel cell itself. The 

components are built around the fuel cell to maximize the efficiency of the system 

which, depending on the objective, may include heat exchangers, turbine, boiler, DC- 

AC converter etc. Optimal operation of the system thus requires efficient operation 

of these integral components, which put constraints on the overall operation of the 

fuel cell system. Thus, designing a controller of a fuel cell system requires handling 

multivariate objective and meeting constraints set by the components’ safe operation 

limit. The nonlinear dynamics of the fuel cell makes it more challenging even when 

designing the regulatory controller.

Design of a controller for a fuel cell system has to address the following issues: i) han­

dle the abrupt change nature of the fuel cell during transient operation, ii) reach the 

target load efficiently, and iii) meet the constraints set by the different components’ 

safe operation limit. The first issue, which is accompanied by a sudden instantaneous 

change of voltage for a change in the load, can be handled with the addition of a ca­

pacitor. Theories and merits of the capacitor as an auxiliary power source have been 

addressed in section 3.6 in the fuel cell modeling chapter, and also in section 6.5.3 of 

this chapter. The other two problems can be met by employing a multivariate control
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that has the capability of handling constraints. Consequently, it is proposed to solve 

the problems by employing nonlinear model predictive control (NMPC).

A number of different well established nonlinear control schemes have been available to 

improve the load following capability. However, in this work only nonlinear model pre­

dictive control (MPC) will be considered. The results from nonlinear MPC (NMPC) 

have also been compared with the traditional linear MPC (LMPC). The reason for 

applying nonlinear MPC, instead of other nonlinear controls, such as, back-stepping 

method, is two fold. First, in the previous case study, nonlinear MPC stood out to 

be the best compared to other nonlinear controls when applied to convective loop 

reactor. Second, development of nonlinear control like back-stepping method is rela­

tively simple when the model is of simple nonlinear nature and if the energy function 

is also available. For a complex nonlinear model, like the fuel cell and its system, it is 

not easy to derive an energy function that can lead to physically understandable and 

implementable control law. Even if the energy function is available, the deduction 

of control law is difficult and, most importantly, it will not be able to handle the 

constraints.

In the previous chapter, the discretization of the nonlinear continuous fuel cell and 

system models have been performed by employing orthogonal collocation method. In 

this method, three interior nodal points have been used. This method does not give 

an explicit discrete model, but can still be easily incorporated with nonlinear MPC 

framework. A detailed discussion of this method has been provided in section 4.2.

In addition to discretization, implementation of nonlinear (or, linear MPC) requires 

estimation of unmeasured states. This can be performed by employing a suitable 

observer. In this work, unscented Kalman filter (UKF) has been chosen over well 

established extended Kalman filter (EKF). The advantage of UKF again comes from 

the inherent complex structure of fuel cell and system models. EKF, which requires 

Jacobian of the model, is difficult to implement for our case. On the other hand, 

UKF does not require the Jacobian. It also generates more accurate estimation over 

EKF (Haykin [54], Julier [70], Julier et al. [71], Lee [80], Rui and Chen [120], Wan 

and Merwe [141, 142]).
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The chapter is organized as follows: section 6 . 2  gives a brief overview on the method­

ology of linear and nonlinear model predictive control followed by unscented Kalman 

filter for estimating unmeasured states in section 6.3. This section also validates the 

performance of UKF as a state estimator. Section 6.4 provides a detailed discussion 

on running the fuel cell system optimally such that indirect energy from the fuel cell 

system is minimal at steady state. Simulation results of linear MPC, nonlinear MPC, 

and maximization of the direct energy are provided in section 6.5 followed by a dis­

cussion on issues encountered during the simulation in section 6 . 6  and conclusion in 

section 6.7.

6.2 Nonlinear M odel Predictive Control R evisited

Nonlinear model predictive control is a generalized version of linear model predictive 

control. It uses nonlinear process model to predict the effect of past input actions 

and calculates a series of inputs such that an objective function is minimized. The 

optimization scheme also includes different constraints that have to be satisfied. First 

of the future calculated moves is then implemented, and the entire optimization is 

carried out again. Mathematically the NMPC formulation can be expressed as:

N

min J  =  > \\\x(k +  i\k) — xref \\nu(fc|fc),u(fc+l|fc),-" ,u (k + M —l\k) “  W1=1

subject to,

-I- ||u(/c-H|fc) -  Href||fl+  ||Ali(fc +  i|fc)|||] (6.1)

x(k + 1 ) =  f(x(k),u(k),w(k))  (6 .2 )

Vmin — Vi — Umax (6 -3 )

Umin — — Umax (6-4)

m ax (6-5)

Since the model predictive control utilizes models to predict future outputs and com­

pares them with the setpoints, the accuracy of the model is important for the perfor­

mance of the controller. The fuel cell and system model described in chapter 4 can

1 0 0

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



be presented by the following general nonlinear form:

X -  f ( x ,u ,w )

y  =  ff(i> n>)

(6 .6 )

(6.7)

The NMPC formulation can thus be rewritten, together with the discretized model 

from the orthogonal collocation method, as:

N

min J  = > [\\x(k +  i\k) — xreA\o
u(k\k),u(k+l\k), —,u(k+M—l|fc)

2 = 1

+  \\u(k + i\k) - u ref\\2R + ||Au(fc +  i|A:)|||] (6 .8 )

subject to,

A X  =  F(X, U) (6.9)

Vmin — Vi — Vmax (6.10)

^ m in  — — Umax (6.11)

max (6 .1 2 )

6.3 State Estimation: UKF

UKF has been applied to the fuel cell system described by the detail model [see 

section 4.3.1 for an overview of UKF]. As stated earlier in section 4.3.2, discretization 

of continuous model can be performed by employing backward approximation, by 

using orthogonal collocation method or, simply using a MATLAB built-in solver. 

Among these methods, backward approximation is suitable for simple linear and 

nonlinear model. For convective loop reactor, a time step of 0.001 provides as a good 

estimate of states as the other two methods. However, for fuel cell system models 

even smaller time steps fail to produce an acceptable estimate. The computational 

burden with the decrease of time step also makes it impractical to implement.

The rest two methods provide good estimates of the states with fairly similar accuracy. 

In this work, MATLAB ODE solver has been used to generate discrete data to be used 

as a discrete model in UKF. The performance of UKF has been tested for estimating

1 0 1

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



unmeasured states of stand-alone fuel cell and entire fuel cell system before applying 

it to nonlinear model predictive control. The simulation results follow.

Fig. 6.1 shows the estimated partial pressures of a stand-alone fuel cell described by 

the lumped model of section 3.4. Here only the exit temperature of the fuel cell 

gases (which is assumed to be same as the cell temperature) and the stack voltage 

are measured. Comparison of the estimated states with the true states reveals that 

even though the initial conditions of the states are not exactly known, the estimated 

states quickly converge to the true states.

Fig. 6.2 shows the performance of UKF as an estimator for the entire fuel cell system. 

Here, only different flow temperatures and stack voltage are assumed to be measur­

able. Other fuel cell component temperatures and the partial pressures of hydrogen, 

oxygen and steam are estimated. From the simulation, it is evident that the estimated 

states quickly converge to the true value of the system.

6.4 M axim izing Direct Energy, or M inimizing Indirect En­
ergy

Fuel cell converts chemical energy of fuel directly into electrical energy and thus can 

have high efficiency. The unreacted fuel can then be binned to produce additional 

energy. The high temperature exhaust from the fuel cell system can be used to 

generate further electricity using gas turbine or simply produce hot water and steam 

for home and industrial use. The energy produced from a fuel cell system can be 

classified into two parts:

• D irect Energy: Energy produced by the fuel cell itself. This energy is named 

“Direct”, because of the fact that the fuel cell converts chemical energy directly 

into electric energy.

• Ind irec t Energy: Energy produced from the unreacted fuel gas from the fuel 

cell.

1 0 2
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Figure 6.1: State estimation of stand-alone SOFC by UKF by assuming that only the cell 
temperature and voltage are measurable
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Figure 6.2: State estimation of SOFC system by UKF by assuming that only the flow 
temperatures and stack voltage are measurable
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Even though the indirect energy provides a good part of the fuel cell system power, 

the main objective for a fuel cell system is to produce as much direct energy as 

possible. In other words, the energy content of exhaust from a fuel cell system should 

be minimal.

Since the energy from the exhaust mainly comes from burning the unreacted fuel, 

minimizing the cost or heating value of unreacted fuel maximizes direct energy output. 

However the unreacted fuels are brunt and then used to preheat the fuels in the 

system. Thus instead of minimizing cost or, heating value of the unreacted fuel, 

minimizing extractable energy from the exhaust gas is more appropriate. This, in 

turn, is equivalent to minimizing fuel use for producing power at the designated 

voltage. The objective thus is to operate the fuel cell system at an optimal steady 

state such that extractable energy of the exhaust gas is minimal for a given demand 

current and designated voltage. For the fuel cell system depicted in fig. 3.3, the 

mathematical formulation can be written as follows:
A E  1 c T b

min /  CPti(T)dT + hi!E—  /  CPti(T)dT (6.13)
Us J T r e f  r  J T r e f

subject to,

f ( X a, Us, Ws) — 0 [steady-state model]

V8 = Vref

Xmin < X s < X max [NMPC constraints]

where, Us's are the steady-state inputs (flow rates and splitting ratio, r) of the fuel 

cell system; h ^ ’s are the flow rates of exhaust gases out of air heat exchanger; Tae 

and Tb are the exit temperatures of the air heat exchanger and burner respectively; 

T r e f  is the reference temperature.

The optimal inputs from the above formulation can then be used as a reference input 

in nonlinear model predictive control [eqn. (4.3)] for a guaranteed minimal energy in 

the exhaust at steady-state. This steady-state optimizer can be used on top of the 

MPC controller and invoked when necessary.
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Minimization of direct energy can also be performed dynamically at each NMPC 

step as opposed to the steady state optimization described above. In this case, the 

above objective function can be merged with the objective function of NMPC with 

appropriate weights of Q, R, S, and Windirect'-

N

min J  = > \\\x(k +  i\k) — x r e f \ \n
u(h\k)tu(k+l\k),--  ,zz(fc+M—l\k) z=l

+  ||«(fc +  i\k) -  uref f R +  ||Au(fc +  t|fc)|||]

J/ 'T 'a b

CPii(T)dT
Tref

+ K e —  [ TB CPti(T)dT] (6.14)
r JTref

subject to,

x(k +  1 ) =  f(x(k),u(k), w(k))

Vmin — Vi — Umax 

U m in — — Umax

^ U m in ^  ^ max

This formulation has two disadvantages. First, the computational burden will be 

unduely high provided that the system is expected to operate mostly around steady 

state with occasional change in the demand current. Second, the weighting matrices 

Q, R , S, and Windirect in the objective function will determine whether the system is 

controlled dynamically or, optimized for steady state. Emphasizing on minimization 

of indirect energy will cost the control performance at transient state and vice versa. 

On the other hand, if the schemes are kept separated, then both objectives are satisfied 

without sacrificing any of them. Thus, the SOFC system will be optimized to run at 

minimal energy at steady state as described by objective function in eqn. (6.13). The 

simulation results of nonlinear MPC by employing the reference input are shown in 

section 6.5.4.

+ I F indirect £
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Figure 6.3: Response to a load change of 500 to 510 amp; Here, PH=10, CH=3, Ts=l sec

6.5 Results

In this section, simulations are performed to determine the load rejection capability of 

both linear and nonlinear MPC. Both linear and nonlinear MPCs have been applied to 

stand-alone fuel cell and fuel cell system along with a capacitor connected in parallel 

with the fuel cell. The results are given in the following subsections.

6.5.1 Linear MPC

MATLAB MPC toolbox has been used for applying linear MPC on the fuel cell 

system. The fuel cell system, in this case, is linearized around a nominal operating 

point using MATLAB linear system analysis toolbox. The state estimation of the 

unmeasured states is integrated into MPC formulation. Thus, no external observer 

is required.
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Figure 6.4: (a) Exit flow rate of H q (mol/s) from reformer (b) Response to a load change 
of 500 amp to 510 amp with simultaneous change in flow rates to its optimal steady state 
value estimated by LMPC from fig. 6.3.

Fig. 6.3 shows the transient response of the fuel cell system and the control actions 

taken by the controller for small load disturbance of I  =  500 to 510 amp. The 

prediction and control horizons of the linear MPC are 10 and 3 respectively with a 

sampling interval of 1  second.

From fig. 6.3, it is seen that flow rate of methane settles down from 4.50 mol/s to a 

lower value of 4.24 mol/s even though the current load has been increased from 500 

amp to 510 amp. By intuition, the fuel flow rate should increase with the increase 

in the load demand. But, in fact, voltage and current relationship does not only 

depend on the flow rate of fuel but also on the flow rates of O q  and H q O .  From 

the Nernst equation, it is evident that the voltage increases with an increase in the 

partial pressures of flow rates of H 2  and O q  and decreases with the increase of partial 

pressure of H q O .  For this particular case, the H q  production rate from the reformer 

is shown in fig. 6.4(a). Even though the flow rate of H q  from the reformer decreases 

with the increase in load, the increase in the flow rate of O q  from 32 mol/s to 33.96 

mol/s and decrease of H q O  flow rate from 15 mol/s to 1 2  mol/s overshadow this effect 

and thus help bring voltage to its reference value [see, fig. 6.3(c), fig. 6.3(d)].

The response of the fuel cell system for a load change of 500 to 510 amp with si­

multaneous changes in the flow rates calculated by LMPC is shown in fig. 6.4(b). 

The controller quickly stabilizes the system to its target, which is one of the main 

attractive features of model predictive control.
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Figure 6.5: Response to a load change of 500 to 510 amp; Here, PH=10, CH=3, Ts=10 sec

109

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



o
E

*iocr

10020
Time (s)

250

200

>  100

100
Time (s)

(a) (b)

o
E

°c
X

CNJ

O'

10020 40
Time (s)

140

120

^ 100 

o
E 80

o
c r

10020 40
Time (s)
(C) (d)

Figure 6 .6 : Response to a load change of 500 to 550 amp; Here, PH=10, CH=3, Ts=l sec

Fig. 6.5 shows the effect of increasing the sampling interval from 1 second to 10 

second. For small load disturbance, the effect of prediction horizon, in terms of time 

frame, is not prominent. But for large disturbances, the choice of sampling interval 

contributes to the performance of the controller, as shown in fig. 6.7.

Following a small successful load disturbance rejection by LMPC, several load changes 

of different magnitudes have been applied to the system for different prediction and 

control horizons. However, it can be seen from fig. 6 .6 , that LMPC is not able to 

regulate the voltage to its reference value for a load change of 500 to 550 amp and 

eventually shows unstable behavior, leading to shutdown of the fuel cell system. In 

this case, the prediction and control horizon are 10 and 3 respectively with a sampling 

interval of 1  second.

This type of unstable behavior is not unexpected from linear MPC with small pre­

diction horizon. It should be remembered that the nonlinear model is first linearized
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Figure 6.7: Response to a load change of 500 to 550 amp; Here, PH=10, CH=3, Ts=10 sec

around initial steady-state operating conditions corresponding to 500 amp load. The 

linearized model is then discretized by taking sampling interval Ta =  1 sec. This 

linearized and discretized model works well with linear MPC around its nominal op­

erating condition. Since the settling time of the nonlinear fuel cell system model is 

approximately 500 seconds, the prediction horizon of only 10 second with linearized 

model is too short to control the system.

Linear MPC has then been applied to the fuel cell system by increasing the sampling 

interval from 1 to 10 second. This results in a longer prediction horizon (100 second) 

which could stabilize the system as shown in fig. 6.7. It is however noticed that it 

takes longer time and larger control effort for the linear MPC to control it even for a 

load disturbance of only 50 amp.

Even though LMPC can stabilize the system for a load change of 50 amp, it fails 

to control the system for higher load disturbances. This has motivated us to employ
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nonlinear MPC which is not restricted by the operating region. The simulation results 

of nonlinear MPC are given in the following section.

6.5.2 Nonlinear MPC

Simulations have also been performed by applying nonlinear MPC on both stand­

alone fuel cell and fuel cell system for different load changes to compare its perfor­

mance with linear MPC. As mentioned earlier, the discretization of the nonlinear 

CT model is done by orthogonal collocation method and the unmeasured states are 

estimated by using unscented Kalman filter. In all cases, NMPC outperformed linear 

MPC in terms of load disturbance rejection. For NMPC, a sampling interval of Ts = 1  

second with prediction and control horizon 5 and 2 respectively have been sufficient 

for controlling the system. Higher prediction and control horizon however took larger 

computational power and time, which is an inherent disadvantage of nonlinear MPC.

Fig. 6 . 8  shows the response of a stand-alone fuel cell connected in parallel with a 

capacitor for a series of step changes and the control actions taken by the nonlinear 

MPC.

Fig. 6.9 shows the voltage response and the control actions taken by NMPC for a 

step change of current demand from 300 to 500 amp. The output voltage and control 

actions settles down to their optimal values within 1 0  seconds.

Nonlinear MPC has also been applied to the fuel cell system along with capacitor for 

a series of step changes in the current demand. Fig. 6.10 shows the response of the 

fuel cell system and flow rates of methane, steam and oxygen (i.e., air) as controlled 

by NMPC with prediction and control horizon 5 and 2 respectively. The sampling 

interval, in this case, is also kept at Ts = 1 second. It is noticed that even for the 

entire fuel cell system, NMPC can quickly bring the voltage to its target in 12 second.

The voltage response from the fuel cell system and control actions taken by NMPC 

are shown in fig. 6.11 for a step change in current demand from 300 amp to 500 amp.
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Figure 6 .8 : Stand-alone fuel cell along with capacitor
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Figure 6.12: Transient response of a stand-alone fuel cell compared to a fuel cell connected 
in parallel to a 50 farad and a 250 farad capacitor controlled by NMPC with PH=5, 
CH=2, Ts=l sec. Here, the current demand was increased from 500 to 600 amp

6.5.3 Effect of Capacitor

The effect of capacitor connected in parallel with a stand-alone fuel cell has been 

discussed in section 3.6. In this work, it has been shown that when capacitor and 

fuel cell are connected in parallel, the capacitor shares load from the sudden change 

in the current demand and thus smoothes the sudden drop or rise in the fuel cell 

stack voltage. The more the capacitance of the capacitor, the more it can share the 

current demand load. The fuel cell current and the stack voltage thus reach their final 

current demand with a behavior of first order response [see fig. 3.11(a), fig. 3.11(b), 

fig. 3.11(c)]. It is also expected that since there is no steep voltage drop, a controller 

connected with the fuel cell will be able to keep the voltage to its target value with 

fair ease.

Nonlinear MPC has been applied to a stand-alone fuel cell connected in parallel with 

capacitors of different capacitance. Fig. 6.5.3 shows the response from the fuel cell 

without any capacitor compared to those connected with 50 farad  and 250 farad  

capacitors respectively. When the fuel cell is not connected with any capacitor, there 

is a steep voltage drop. But stack voltage deviates less from its targeted value with 

the increase of the capacitance. Fig. 6.13(a) and fig. 6.13(b) show the load shared by 

the fuel cell and the capacitor respectively for increase in the demand current.
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Table 6.1: Optimal fuel flows for minimum indirect energy
Demand Optimal flow rates (mol/s) Optimal Exhaust
current, splitting energy
I  (amp) hCHi 77.02 nH2o n 0 2, burner ratio (KJ/amp)
2 0 0 0.2272 0.7197 0.3327 0.2272 0.3365 1.1597
300 0.3579 1.1181 0.4165 0.3579 0.3298 1.2127
400 0.5465 1.8736 0.5111 0.5465 0.3411 1.4057
500 0.9322 4.1958 0.5863 0.9322 0.3990 2 . 0 1 0 0

600 1.6756 14.9550 0.6690 1.6756 0.8165 4.1428

It is noticed that for higher capacitance, the settling time for fuel cell current is higher 

and thus the control actions taken by the controller has a lingering effect as shown in 

fig. 6.14.

6.5.4 M aximizing Direct Energy

The idea for running fuel cell system to produce maximum direct energy has been 

addressed in section 6.4. This formulation will be used to find a set of optimal inputs 

for different load distribution, which can be used as the reference inputs in NMPC 

objective function. The results are shown in table 6.1.

Fig. 6.15 and Fig. 6.17 depicts the response of NMPC for a step change of current 

demand from 500 amp to 600 amp with a simultaneous change in their corresponding 

reference inputs [table 6.1]. The system output quickly reaches its target. However, 

unlike previous response, the control actions taken by the nonlinear MPC match the 

optimal inputs at steady state.

It is evident from table 6.1 and fig. 6.10, that the consumption of methane for a de­

mand current of 500 amp is much lower at minimal indirect energy than the 5 kmol/s 

flow rate (approximately) when the system is not optimized. However, It is also no­

ticed that the fuel flow rates are much higher at higher current demand compared 
to that of the lower current demand which is also evident from the efficiency of the 

optimization, defined as exhaust energy in KJ per amp of current load. The inef­

ficient operation of fuel cell system at higher load is generated by the limitation of 

the reformer and the heat exchangers. These system components are designed to
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Table 6 .2 : Sets of different steady state solution for different initial conditions
Demand current Set No. Optimal flow rates (mol/s) Optimal

I  (amp) ncHi T102 ^ h2o ^ 0 2 , burner splitting ratio
2 0 0 Set 1 6.0679 65.2014 8.1841 6.0679 0.5851

Set 2 0.2272 0.7197 0.3327 0.2272 0.3365
300 Set 1 2.4745 22.7990 3.3505 2.4745 0.5406

Set 2 0.3579 1.1181 0.4165 0.3579 0.3298
400 Set 1 1.0942 6.3157 1.4062 1.0942 0.4316

Set 2 0.5465 1.8736 0.5111 0.5465 0.3411

operate at current load 200 to 300 amp. As the load is increased, the conversion rate 

of methane to hydrogen in the reformer is decreased. The unreacted methane in turn 

increases the temperature and the energy content of the exhaust gas. A reformer of 

higher capacity will reduce the inefficiency at higher load.

6.6 Issues

Several important issues need to be considered during the simulation and implemen­

tation of both steady-state optimizer and NMPC. Some of these issues axe discussed 

in the following sections:

• In itia l Value: Initial value is important for optimization algorithm in NMPC. 

If the initial state is too fax away from the optimal point, the solution may 

become infeasible. Same is true for steady-state optimization.

The solution from steady-state optimization is not unique. Depending on the 

initial guess, the steady-state solution may converge to different points - all 

of which satisfy the constraints and process operating conditions. Table 6.2 

provides different steady-state solutions for same target load but with different 

initial guesses.

It is not straightforward to decide which one of these solutions is optimal and, 

which one is sub-optimal. The optimal solution may be picked up in two ways. 

First, compare the final values of the objective functions, and choose the solu­

tion that is minimum. Second, set a target manipulated variable that is most 

economically viable, e.g., fuel flow rate, and choose the solution with minimum
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fuel flow rate. This can also be done by introducing penalty on fuel flow rate in 

the steady-state objective function. Mathematically, it can be written as:
i aTb

min T  nitE /  Cp£ T )d T  +  ni<E—  /  CpA{T)dT +  ||hCH< ||?
Ua JTref r  JTreJ

subject to,

f ( X a, Us, Ws) = 0 [steady-state model]

Va = Vref

Xmin < X S < X max [NMPC constraints]

Choosing minimum flow rate has an inherent disadvantage though. If load is 

increased suddenly during the operation with minimal flow rate, the voltage 

might drop alarmingly, causing damage to the cell. One solution to this case is 

to use capacitor as an auxiliary power source, which has already been discussed.

•  M odeling: The reformer model, as described in section 3.7.2, does not have 

any species dynamics associated with it. The model provides dynamic aspect 

of thermodynamic behavior of the reformer only. As a result, the flow rates of 

hydrogen and steam, produced by reforming and water-gas shift reaction, axe 

affected dynamically by the slow dynamics of the reformer temperature only. 

This results in an almost instantaneous change in the flow rates with the change 

in the inlet flows of fuels. As a result, the estimated fuel utilization of the fuel 

cell also shows similar fast dynamic behavior in fig. 6.15(b). Similar situations 

arise due to the temperature-dynamics-only model of fuel heat exchanger, air 

heat exchanger, and the burner.

•  N M P C  Tuning: Tuning of NMPC is one of the most important factors for 

robust performance of the controlled system. A general guideline of MPC timing 

has been addressed in section 4.1.2. The three main parameters in the NMPC 

objective function described by eqn. (4.8) are the output weight matrix Q, input 

weight matrix R, and the penalty matrix S  on the deviation of the manipulated 

variables. Depending on the weights of these matrices, certain terms in the 

objective function may get more attention than the others.
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For example, in our fuel cell simulation the output (voltage) is about 100 times 

larger in magnitude than the manipulated variables (flow rates in mol/s). Taking 

all the weights Q, R, and S  as unit matrices results in less penalties on the 

manipulated variables. The consequence is more aggressive control actions and 

slow convergence of the manipulated variables to their steady state targets. This 

type of too much drastic action may some time lead to instability of the system.

This scenario is depicted in fig. 6.17. The weights for this simulation has been 

taken as Q =  1, R  =  1, and 5 = 1 .  The controller makes large moves to quickly 

stabilize the system, which in turn results in more lingering disturbance in the 

system. More penalties on inputs and deviation on manipulated variables, on 

the other hand, results in slow but steady control actions as shown in fig. 6.15.

•  S teady-sta te  vs. D ynam ic C onstrain t: In steady-state optimization, the 

attention is paid on the final value. But a feasible solution from steady-state 

optimization does not mean that it will always produce feasible solution dur­

ing online implementation of the controller. This is schematically depicted in 

fig. 6.18. A set of feasible solutions for manipulated variables from steady-state 

optimization may guarantee fuel utilization of Uf=0.85 at steady state. When 

the same sets of manipulated variables are applied to the system during on­

line implementation, this may lead to unstable behavior due to violation of the 

constraint (shaded area). But careful choice of constraints, such as a lower con­

straint limit below the critical value, and more degrees of freedom, usually solves 

the problem.

• S teady-sta te  vs. D ynam ic Target: Fuel utilization is defined as a ratio
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of reacted hydrogen to input hydrogen. Thus lower fuel utilization leads to 

unreacted hydrogen out of the fuel cell and results in waste of energy. On the 

other hand, overused fuel will lead to fuel starvation and permanent damage to 

the cell. It is always recommended to operate the fuel cell at an optimal value 

of 0.85, but never exceeding 0.95 during transient operation.

The steady-state optimal inputs given in table 6.1 have been calculated with a 

target fuel utilization of 0.85. However, during the implementation of NMPC, 

fuel utilization has been taken as a constraint with an upper and lower limit 

of 0.95 to 0.05 respectively. This ensures more flexibility during the transient 

period, yet with guaranteed optimal fuel utilization at steady state.

6.7 Conclusion

The main objective of this work is to develop suitable controllers for stand-alone 

SOFC and SOFC system described by the models in chapter 3 where two sets of 

models are presented along with models of balance of plant (BOP) and necessary 

formulation of running fuel cell connected in parallel with a capacitor.

All of the described models are developed by first principle knowledge and thus posses 

the typical nonlinear, continuous time characteristics of first principle models. Both 

linear and nonlinear MPCs have been applied to the system in order to compare 

their performance. For linear MPC, MATLAB MPC toolbox has been used and thus 

discretization of the models and state estimation of the unmeasured states based 

on input-output data are not required. Implementation of nonlinear MPC however 

requires discretization, which is done by using the orthogonal collocation method. 

Unmeasured states, on the other hand, are estimated by unscented Kalman filter.

From the simulation, as well as from the inherent nature of the control, state estima­

tion and discretization algorithms, the following conclusions can be drawn:

• L inear M P C  works for simple nonlinear system near nominal operating condi­

tions around which the linear model is approximated. In this work, linear MPC
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Table 6.3: Comparison of linear and nonlinear model predictive control
Linear MPC Nonlinear

MPC
Settling Time > 2 0  sec < 1 0  sec
Offset from 
setpoint

Yes, if load disturbance is higher than 50 amp 
from nominal operating conditions

No offset

Stability Unstable, if load disturbance is higher than 
50 amp from nominal operating conditions

Stable

works for small load disturbances fairly well. For load change of 50 amp, higher 

prediction and control horizon is required which can be done simply by increas­

ing the time interval and thus reducing computation load. But for even higher 

load change, linear MPC fails to regulate the voltage to its reference point and 

eventually exhibits unstable behavior.

•  N onlinear M P C  can control the system for larger load disturbances provided 

that it does not exceed the design capacity of the fuel cell system. The prediction 

and control horizon of NMPC can be small which in turn reduces computation 

power and time. In addition to depending on the complexity of the model, the 

computational loads of linear and nonlinear MPC also depend on the efficient 

coding style. In this work, linear MPC has been applied by using MATLAB 

MPC toolbox. On the other hand, nonlinear MPC has been coded by the 

author himself. Thus, a direct comparison of computational loads between the 

MPC toolbox of MATLAB and the coded nonlinear MPC by the author will not 

give a true account of the load. Instead, a comparison of linear and nonlinear 

MPC in terms of stability and performance is provided in table 6.3.

• O rthogonal collocation m ethod  is very efficient in converting nonlinear con­

tinuous time model to a set of nonlinear algebraic equations. This method does 

not require selection of node points and thus less prone to human-error. In 

addition, the algorithm can be directly fit into the MPC formulation.

•  U nscented  K alm an filter (UK F) can be used to estimate unmeasured states 

from input-output data. Unlike extended Kalman filter (EKF), UKF does not 

require Jacobean of the model and thus is fairly easy to implement. In addition, 

the accuracy of the state estimation is higher than EKF. Implementation of UKF
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requires the discrete model, which again can be done by orthogonal collocation 

method, backward approximation or, by using MATLAB built-in ODE solvers. 

Tuning of UKF parameters however requires a bit of attention as discussed in 

section 4.3.3.

•  M axim izing d irect energy of the fuel cell system can be performed which, 

in turn, provides direction of running SOFC system with minimal fuel.
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Chapter 7

A Linear Matrix Inequality 
Approach to Data-Driven Fault 
Detection

7.1 Introduction

Advanced controllers such as, nonlinear model predictive control can be used to main­

tain operation of complex systems like convective loop reactor and solid oxide fuel 

cell system more closely near the constraints. This results in an increase in profit and 

maintenance of stringent environmental regulations.

The performance of the controller, conventional or, advanced, however depends on 

the accuracy of the data collected. The instruments that are used for data collection 

may become faulty. In some cases, the faulty instrument may provide a bad data 

signal giving the operators to take unnecessary actions. In worst case scenario, the 

instrument may simply provide faulty data giving a false impression of an operating 

condition which is completely different from the actual one. The control actions, based 

on these data, may result in unsafe operation of the system. Naturally, fault detection 

and isolation of critical variables as well as the operating region is an important part 

of any automation process. Early detection of fault and isolation of the root cause 

can help avoid abnormal situation and reduce production loss.

Based on the nature of the underlying models, fault detection and identification
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(FDI) techniques can be classified into three main categories: quantitative model- 

based, qualitative model-based and process history-based methods. The first principle 

models are obtained based on the physical understanding of the process including 

mass, energy and momentum balances as well as hard constraint of the processes. 

Due to the nonlinear nature of the most process models, this method is difficult to 

implement. In contrast, process history-based methods such as principal component 

analysis (PCA) only require process historical data. In this method, steady state 

process data are analyzed and used as a priori knowledge for diagnosis. It is a 

multivariate statistical technique, which utilizes first few principal components of the 

covariance matrix for capturing process variable correlation.

In this work a hybrid fault detection (HFD) framework is introduced, which formu­

lates the fault detection problem as a linear matrix inequality (LMI) (Boyd et al. 

[18], Rajamoni and Ganguli [115]). Unlike the process history-based methods, the 

proposed framework can easily accommodate certain types of physical constraints 

known from process models. This capability of incorporating insightful knowledge 

into the process history makes the hybrid method more accurate and can help in the 

early detection of faults. It is further shown that the traditional PCA can be con­

verted to the proposed framework to form a hybrid PCA (HPCA) method for fault 

diagnosis. The proposed HPCA method is validated by applying the framework on 

the industrial data as well as solid oxide fuel cell system.

The remainder of this chapter is organized as follows: In section 7.2 the general 

framework of residual test as an LMI is introduced, followed by a discussion on 

constraints in section 7.3, and worst case scenario and its solution in section 7.4. In 

section 7.5 traditional PCA is described and converted to the proposed framework. 

Updating requirement of the model data matrix is discussed in section 7.6. Results 

from simulated example and industrial data sets are presented in section 7.7. The 

framework has also been applied on stand-alone solid oxide fuel cell and fuel cell 

system for different faulty situations. The results are provided in section 7.8.
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7.2 A General Framework

Consider a model:

Vi = Cxt + et (7.1)

where yt G $Rmxl is the current data sample, x t G 9f?fcxl is the co-ordinates of the 

projection of in the reduced subspace expanded by the columns of C G $tmxk,

and et G 5ftm x l  is the white noise sequence with a distribution of A/"(0, S e). It will be

shown in section 7.5.2 that, this could be the same model as identified by a traditional 

PCA with the orthogonal property of C i.e., CTC =  I, where I  is an identity matrix

The model with the fault can be written as,

Vf =  Cxt +  Cf f_t +  §4 (7.2)

where /  and Cf are the fault and the effect of the fault respectively.

In principle, any faulty situation may be monitored through the following test:

n 0 : et =  y t - C x t ~ A f(0 ,£ e) (7.3)

vs. H x : et =  y t -  C x ,  ~  M { C f£ ,  £ e) (7.4)

where et is the residual. Here, Ho and Hi are the fault-free and faulty hypotheses 

respectively. This notation of the hypothesis test will be used throughout this paper.

Instead of checking the normality assumption for the residual under fault-free condi­

tion, the following quadratic form of the residual may also be checked:

Q s p e  =  ~  xj(«) (7-5)

where p is the degrees of freedom for the Chi-square distribution and the residual 

covariance matrix, £ e is full ranked and invertible. However if is not invertible then 

this test statistics cannot be used. For example if C is determined using traditional 

PCA then it can be shown that rank(Ee) < m  — k, where m  and k are the dimensions 

of the original and reduced spaces respectively. To circumvent this problem, the
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hypothesis may be changed to the following one:

H o  : Q s p e  =  § t § t  — Q a
(7.6)

Hi : Otherwise

where Q s p e  and Q a  are the squared prediction error and the threshold respectively.

There are two ways to solve the above hypothesis test. The first one is to find the 

minimum Q s p e  and check it against the threshold. This is in fact a minimization 

problem defined as:

min J = ( y t ~  C x*)T(^  -  Cx$) (7.7)
S-t

Clearly the solution of is,

aj* =  (CTC )-‘CTa  (7.8)

and,

Q s P E , min =  J \* -„  =  [%  -  -  C ( C T C ) - 1< f y ^  (7.9)

The explicit solution of this minimization problem is possible only if there is no other 

additional constraint. If Q s p e ,min < Q a > then accept H0, i.e. no fault is detected. 

This is equivalent to saying that there exists a x t such that eqn. (7.1) holds and 

therefore no fault is detected. The interpretation is similar to the traditional model 

based parity space approach to fault detection.

Second, the above test is also equivalent to finding a member x* from the set S:

s  := {a£ : Q s p e  <  Q a }  (7.10)

If there is no fault then S  will not be an empty set and the optimal value must be 

a member of S. In other words, if S  is not empty, then Hq must be true. So, instead 

of finding x^,t , the problem can be reformulated to finding any feasible solution x* 

that satisfies the inequality Q s p e  < Q a -  This framework for testing faults will make 

it flexible to include any additional constraints and reduce the computation time

as well, since the optimization algorithm stops carrying out further calculation once

it finds any member of the feasible set S. This is depicted in fig. 7.1. Hence the
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Figure 7.1: Physical interpretation of finding a feasible solution

fault-detection hypothesis can be stated as:

Ho : If there exists x£ s.t.,

{yt -  Cx;)T(yt -  Cx*) < Qa 

Hi : Otherwise

(7.11)

Using Schur complement the above inequality can be written as a linear matrix in­

equality form:
r n  (a. -  n.sr*xn

> 0 (7.12)' Qa (yt -  C g f  
yf -  Cx* i

Expressing the fault detection criterion as an inequality problem has the added ad­

vantage of its capability to include constraints which is not possible in the traditional 

process history-based FDI methods such as PCA. If first principal knowledge of the 

processes like limiting values of the variables under investigation, or energy constraints 

are available, then these can easily be incorporated under the proposed framework 

such as:

Qa
y> Cx*

(h  -  c a m
I

> 0 (7.13)

At < bi (7.14)

< &2 (7.15)

Ah < bz (7.16)

where y is the noise-free counterparts of y , and A, R, and V s are the constraint—t —t
parameters and matrices containing first-principle process model parameters.
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The capability to include additional constraints makes the proposed method a hy­

brid one including process data history and quantitative model based methods. The 

detailed algorithms of incorporating these additional constraints under the new frame­

work are given in the following section.

7.3 Constraints

As stated earlier one of the main advantages of the proposed method is that it can 

incorporate certain types of inequality constraints in the algorithm. Formulation 

of the hypothesis tests of some of these inequality constraints is given next. These 

inequality constraints can be combined with residual test [eqn. (7.11)] to detect faults.

7.3.1 Constraints on the Noise-free Variables

Process:

Model:

Constraints:

The inequalities can be transformed to:

Vt = Cxt +  et 

I t  =
< b\

(yt ~ a)TR(|/* ~ a) <b 2

A C xt < b\

(Q rt — a)TR (C ^  — a) < b2 

All these linear and quadratic inequalities can be transferred to LMIs.

(7.17)

(7.18)

(7.19)

(7.20)

(7.21)

(7.22)

The general quadratic constraint can be combined with the residual test in eqn. (7.11) 

to formulate an LMI problem as shown below:

Hq\ There exists x* s.t.,

'  < 5 . ( M . - C i . ' f
v ^ - e g  I  j

A C xt < b\

(Cxt —  a)TR(Cxi — a) < 62

> 0

(7.23)
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7.3.2 Limiting Value Constraints on the Measured Variables

Process:

Constraint:

Vt = Cxt + et

A il  < h

(7.24)

(7.25)

The inequality in eqn. (7.25) represents certain process constraint such that, for ex­

ample, the operating region of the process or the limiting value of the process mea­

surements.

Since the disturbance is unknown, to incorporate this constraint we have to rely on 

probability tests. Under the probability framework the constraint may be considered 

as finding an inequality in terms of the reduced subspace variable xt such that the 

probability P(Ayt < h )  is greater than a certain limiting value 1  — a i.e., find a 

constraint on x t such that

To this end, we note that the constraint in eqn. (7.25) can be expressed as:

A C xt + A t t < bs 

=> h  — A C xt > A et where, A e t ~  Af(0, A £ eAT)

probability of its being greater than or equal to a critical value za can be written as:

P{Ayt < h ) > l - a (7.26)

v/A SeAT \ /  A £€ At
(7.27)

is distributed as jV(0 , 1 ), and the ( 1  — a)Here the standardized variable z

(7.28)

The value of za for standard normal distribution data can be found from a normal 

distribution table.

Hence the probability inequality in eqn. (7.26) can now be expressed as:
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Find a constraint on x t such that

> 1 -  a (7.29)

Clearly if let

(7.30)

then

^ > P (A y t <  h )  >  i  -  « (7.31)

Hence under the significance level of a, constraint in eqn. (7.25) can be satisfied 

through the inequality in eqn. (7.30). Then the fault detection with inequality con­

straint [eqn. (7.25)] can be expressed as:

If there exists x* s.t.,

which is once again the LMI problem.

7.4 Geom etric Interpretation

The geometric interpretation of the residual hypothesis test given in eqn. (7.11) can 

be explained further by fig. 7.2. If a cone is drawn extended from the current mea­

surement, yt, on the plane defined by C with inclined length equal to Qa, then the 

intersection of the cone and the C-plane will create a circle on the C-plane. If is

(7.32)
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Qa

Cl

Figure 7.2: Physical interpretation of residual test

closer to the C-plane then the circle becomes larger and in limiting case converges to 

a circle with radius Q a . Any oblique projection onto the area within and on the circle 

from y_t will satisfy the inequality in eqn. (7.11), since the residual of the oblique 

projection Q s p e  < Q a -  So the set S  can now be defined by this base circle and 

the optimal solution of xt will be the projection of y_t onto the center of the circle. 

Therefore, the LMI feasibility test [eqn. (7.11)] of the residual can now be defined as 

to finding whether the cone intersects the C-plane. Now consider another inequality 

constraint, set B, along with the residual constraint, set S, as depicted in fig. 7.2. 

Even though the orthogonal projection of y- , the center of the circle, may be out 

of bound of the inequality constraint B, the set of feasible solutions Sb '■= {S  fl B} 

is not empty. Hence the LMI feasibility test will not pick up the violation of the 

inequality constraint i.e., no fault is detected. Therefore, the test is more robust to 

the disturbances/model uncertainty but as a result less sensitive to the fault.

If, however, one performs the orthogonal projection, then S  shrinks to one point (if 

the cone and the C-plane has intersection). A fault will be detected as long as this 

point does not fall into B. Therefore, the test based on orthogonal projection is more 

sensitive to the fault but is also less robust to the disturbances/model uncertainty. 

The orthogonal projection can be easily included into the proposed LMI test by
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introducing a orthogonality constraint:

(y_t -  Cxt)Tc  =  o (7.33)

Clearly, the two constraint LMI tests have their advantage and disadvantage in terms

which provides freedom to tune the sensitivity of the monitoring algorithm by choos­

ing £. Here, l lxfe =  [1,1, . . . ,  1] G 3£lxfe. | • | and || • || are the absolute value and 

second order norm of (•) respectively. This is equivalent to constraining the angle of 

the cone to the neighborhood of the orthogonal projection if so desired.

The feasibility tests defined in eqn. (7.23) and eqn. (7.32) can now be combined 

with the orthogonality constraint for detecting faults as expressed in eqn. (7.36) and 

eqn. (7.37).

Constraint in the noise-free variables:

If there exists s.t.,

of their sensitivity to the fault and disturbance/ model uncertainty. Alternative choice 

would be somewhere in between. Rather than constraining the test to the perfect 

orthogonality, the test may be defined as:

If there exists s.t.

Kg, -  Ci,*)Tc |  < a ,* * (7.34)

or if there exists x* s.t.,

(7.35)

I K g . - C j j f c H f
A C xt < bi 

(C:rt — a)TR(Cxt — a) < b2

(7.36)

Constraint in the measured variables: 

If there exists s.t.,
| | (^ -C ^)TC||<e

(7.37)
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7.5 Hybrid PC A  as a special case of hybrid fault detection  
(HFD)

The main objective of PCA is to find orthogonal spaces of a lower dimension which 

can describe the original data set without losing much information. It is based on the 

orthogonal decomposition of the covariance matrix of the original data set. Since data 

are projected to a low dimension, they can be easily monitored for unusual events 

rather than monitoring original variables of larger dimension.

7.5.1 T raditional P C A  revisited

Consider a data set Y  =  [Y1; Y_2, ■■■, Y_m] £ 5ftnxm, where n  and m  are total numbers 

of samples and variables respectively. Then the idea is to find uncorrelated variables 

X l5 X .21 • • •, X m (named as principal components) such that the first few principal 

components account for the most variability in Y. Mathematically this can be written 

as a problem of finding X*’s defined as a linear combination of the original variables.

It can be shown that the original variables can be written as:

Y  =  J f i£ f  +  X ,C f + . . .  +  2CmCj; (7.38)

where the vectors CJs are the eigenvectors of the covariance £ y  of the original data

matrix Y  corresponding to its eigenvalues Ai > A2 > . . .  > Xm > 0. In general first

k principal components can account for the most variability of the data and thus the 

model can be written in terms of the reduced space X  =  [ X ^ X j , . . . ,  X fc] as:

Y  =  XCT +  E (7.39)

where C =  [C1; C2, . . . ,  Ck] G Kwxfe.

7.5.2 Fault detection  using T raditional PC A

For a new sample y_t =  [yi, 2 /2 »• • •, ym]Ti the model can be written in terms of the 

reduced orthogonal space spanned by the columns of C, as:

Model: y_t = C xt +  et (7.40)
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where x t = [aq, x^, ■ ■., xic]T G 3ftfexl and et G 5fmxl. The projection of the new data

sample yt can then be calculated using the orthogonal property of C i.e., CTC =  I:

=  c 'THt (7.41)

It is to be noted that this is the same solution as described in eqn. (7.8):

x t =  ( C T C ) ~ 1C T yi  =  C \  ( 7 .4 2 )

This new sample can then be monitored using Hottellings’ T 2-statistics for abnor­

mal operating region data and Q-statistics (squared prediction error of the residual 

subspace) for checking the deviation of the data from the reduced space.

7.5.2.1 Hottellings’ T2-statistics

The Hottellings’ T 2-statistics for the reduced space is defined as:

T 2 =  ~  Xfc(<*) (7.43)

where L =  diag(\\, A2 , . . . ,  A&). Then detection of abnormal operating region data can 

be done by calculating Hottellings’ T2-statistics and comparing it with the threshold

xl(a)-

7.5.2.2 Q-statistics

Prom the model of the system the residual can be written as:

£t = yt - C£t (7-44)

The Q-statistics or the squared prediction error (SPE) is defined as:

Q s p e  = £&  = ( & -  Cxt)T(y_t -  Cx*) (7.45)

Then the detection of deviation of the new data sample from the reduced space can 

be done by comparing Q s p e  with its threshold [eqn. (7.6)], which is given as follows 

(Jackson and Mudhokar [65]):

j +  h0 cQ\ / 2 ^ 2  +  #2 ^ 0  (fop -  l ) i 7̂  ^  ^
9\ 6\ JQa =  #1

where 6 i  = Y^j=k+i ^ 0  =  1  — and c a  is the normal critical value at ( 1  — a ) %  

probability.
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7.5.3 Hybrid PCA

While it is easy to calculate the Hottellings’ T2-statistics and Q-statistics for moni­

toring future data sample, it is not possible to introduce additional constraints in the 

model that comes from first principal knowledge of the process. To include such type 

of situations, the PCA algorithm should be posed as a hybrid framework as discussed 

in section 7.2.

The Q-statistics test under the HFD Framework can be expressed as the following 

hypothesis test:
Ho '■ If there exists such that,

(y, - c£t*)Tfo, - Cz?) < Qa (7.47)
H\ : Otherwise

It is noted that from the above formulation may not equal to the optimal value 

xopt — xt found from the traditional PCA. But if there exists G S  such that S  is not 

empty, then there will be a guarantee to have xopt for which Qspe — Qspe ,min < Qa-

The Hottellings’ T2-statistics test can be expressed under the proposed framework as 

the following hypothesis test:

Ho '■ If there exists x* such that,

< Xfc(a)
(7.48) 

||(a  -  Cz,*)TC|| < (

H\ : Otherwise

where xl(a ) Chi-square critical value with k degrees of freedom and a confidence 

level a. The reason to include the orthogonal constraint in this case is due to the fact 

that PCA is based on the orthogonal projection.

Finally, by considering other constraints, HPCA may be formulated by the following
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SPE Violation 
r Only

Violation in 
Both Limits

□  ★ T2 Violation 
w Only

Figure 7.3: Schematic diagram of linear process and PCA framework

Fault U ndetected
By Large Model

Figure 7.4: Schematic diagram of nonlinear process and PCA framework 

LMI problem:
(yt ~  Cg£)T(yt -  Cx*) < Qa 

< x |(a )
(7.49)

Other linear or quadratic constraints

||(|y - C ^ f C U ^

7.6 M oving Horizon M odel U pdate

Both the traditional PCA and the proposed hybrid framework relies on the steady- 

state operating data of the process and are valid for linear systems. Any fault in the 

linear process can be easily captured by the proposed method. For example, fault in 

one of the model variable will result in invalid model structure and will be captured 

by SPE violation. On the other hand, if the current operating point falls outside the 

bounds of the model, T 2 limit will be violated. Thus including more valid operating 

points will increase the reliability and fault detection capability of the framework. 

This is depicted in fig. 7.3.

For dynamic nonlinear process, the scenario is different. When the process moves
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to a new operating region, the old PCA model becomes invalid. Inclusion of more 

operating point into the model similar to linear case, however, does not solve the 

problem. Rather, it introduces large SPE limit, making it difficult to detect fault. 

This is depicted in fig. 7.4. The current operating point represented by star(*) is not 

detected by a single large linear model encompassing all the operating regions under 

consideration. Whereas if the PCA model is updated from “Model 1” to “Model 3” , 

it will be able to detect the fault.

This particular problem of nonlinearity can be overcome by employing several meth­

ods - ranging from nonlinear PCA, multiple model technique, moving horizon tech­

nique to adaptive PCA. In this work, moving horizon technique has been employed to 

address the nonlinearity issues of solid oxide fuel cell system for fault detection and 

isolation. In this technique, the model data matrix is updated continuously or, based 

on some predefined criterion such as Hottellings’ T2, since it gives hint about chang­

ing operating conditions. In this criterion, whenever T 2 crosses its limit, the model 

is updated by including the new point and purging the oldest point from the model 

data matrix. Moving horizon update poses a certain problem though. Since it does 

not differentiate between faulty situations and change in operating conditions, it will 

detect fault, and then adapt the model to include the faulty situation. Eventually, it 

will make the scheme hard to detect similar faults in series. Thus it is best to update 

the model based on experience, rather than completely relying on statistical criterion. 

In this work, both continuous and Hottellings’ T 2 based moving horizon update have 

been applied on the fuel cell system during open loop dynamic simulation, as well as, 

dining controlling the system by employing nonlinear model predictive control. The 

results are given in section 7.8.

7.7 Illustrative Example

To test the proposed algorithm, a data set Y  =  [Yj, Yi2,Y^\ is generated so that the 

following relationship holds:

2 /3 =  2yi +  5t/ 2 +  0 .2 e (7.50)
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Figure 7.5: SPE and T2 plots from traditional PCA

where yi, yi and e are distributed as A/^O,1 ). The model parameter C in eqn. (7.1) 

is calculated using traditional PCA. New data points are generated independent of 

the model data matrix with bias in y\ and yi from samples (200 — 300) and (500 — 

550) respectively. Data are also generated so that the model structure as stated in 

eqn. (7.50) does not hold between samples (800 — 900). The faults between samples 

(200 — 300) and (800 — 900) can be captured by both the traditional PCA model and 

the proposed HFD framework as shown in the T 2 and SPE plots of fig. 7.5 and fig. 7.6. 

On the other hand, the bias in t/ 2  between samples (500 — 550) can not be picked 

up by the T 2 plots of both frameworks. However it can be picked up by setting an 

upper limit constraint for the noise-free variable y2 in the proposed method as shown 

in fig. 7.7. In the simulations, if two consecutive points come as infeasible then those 

are marked as in feasible problem and given the value 1 . Otherwise they are branded 

as outliers and assigned the value 0, i.e., no warning is issued. For feasible situation 

its value is 0 , i.e. no alarms.

7.8 M onitoring SOFC System

Fault detection capability of both the traditional PCA and hybrid PCA is tested by 

applying them both on the fuel cell and its system. In all cases, the initial data
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matrices have been built from steady state process data of key variables. The cleaned 

and normalized data matrices axe then used to calculate statistical limits and principal 

components such that 90% variability of the process data is captured.

As discussed earlier, the hybrid PCA is presented as a linear matrix inequality problem 

so that physical and operating constraints such as fuel utilization, pressure, temper­

ature and stack voltage can also be included in the proposed fault detection scheme. 

The constraints on the operating conditions are converted to LMI by employing meth­

ods described in section 7.3.1 and section 7.3.2. The inequalities are solved by using 

optimization packages SeDuMi and YALMIP. In this work, SeDuMi has been used as 

a background solver and YALMIP as a front interface. Both the packages are written 

in MATLAB and are freely available under GNU license.

Different combinations of unsafe operating conditions and instrument faults are ap­

plied on the fuel cell system for comparing the performance of PCA and HPCA for 

both controlled and uncontrolled systems. Fault detection based on moving horizon 

update has also been considered. The simulation results are provided in the section 

below followed by a summary of result in table 7.1.

7.8.1 Stand-alone SOFC without Moving Horizon Update

Both fault detection schemes have first been applied on the stand-alone fuel cell 

without any moving horizon update of the models. The key variables that have been 

used for building PCA model data matrix include voltage, fuel utilization, current 

load and key flow and temperature variables. The initial model is selected such that 

the operating data covers current load of 300 to 500 amp. A pulse of 300 amp in 

the current has then been applied between time step 400 to 700. The deviation from 

normal operation is captured by both schemes as shown in fig. 7.8.

Same model has also been used for fault detection during a step down of load to 200 

amp with an associated change in fuel utilization to 0.75. Additional constraints of 

Vmax = 250 and Uf^m = 0.80 have also been included in the proposed LMI scheme. 

This addition of process constraint can capture unsafe process operation as shown in
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Figure 7.10: Inclusion of constraints in the proposed HPCA captures the fault in stand-alone 
fuel cell;

fig. 7.10 when traditional PCA does not detect any fault (fig. 7.9).

7.8.2 SOFC System without Moving Horizon Update

The proposed hybrid PCA and the traditional one is applied on the fuel cell system 

for fault detection. The key variables in the PCA model data matrix are voltage, fuel 

utilization, load, and key flow measurements. The fuel utilization, not being directly 

measurable, has been calculated from the estimated states using unscented Kalman 

filter.

In the first simulation [fig. 7.11], the system is operated in such a way that the 

relationship among different key variables almost hold true, but the operation is 
outside the boundary of the initial model between 400 to 700 second time frame. In 

this case, Hottellings’ T 2 from traditional PCA exceeds its limit [fig. 7.11(b)]. The 

proposed scheme also detects the fault [fig. 7.11(d)]. Since the operating data follows 

the initial model structure for the entire period of operation, SPE is not violated for 

both schemes [fig. 7.11(a), fig. 7.11(c)].
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Figure 7.11: Operating fault detection for SOFC system without any moving horizon update

Next only flow rate of methane has been changed to 50% of its model data value. 

This results in the breaking of model structure between time sample 400 to 700 

second. This is supported by the estimated voltage and fuel utilization which deviates 

from their true values [fig. 7.12(e), fig. 7.12(f)]. The fault is picked up by both the 

traditional PCA and the HPCA. In this case, the fuel cell system is operated in a 

region where fuel utilization is not optimal. Thus, the violation in fuel utilization is 

picked up by HPCA [fig. 7.12(h)]

7.8.3 SOFC System  with Moving Horizon Update

The proposed scheme is then tested on the same fuel cell system, but by applying 

moving horizon update of the models. The inputs to the fuel cell system are the 

optimal inputs from table 6.1. This results in optimal operation of the fuel cell system 

even when no controller acts on the system. A demand current load change of 500 to 

600 amp is applied on the open loop system at time step 500 second. Moving horizon 

model update based on Hottelling’s T 2 has been applied in this case [fig. 7.13]. The 

transition is detected by spikes in T 2 [fig. 7.13(b)], and in T2-LMI [fig. 7.13(d)], Unlike
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previous case [fig. 7.12], the model is quickly updated and the estimated voltage and 

fuel utilization match their true responses.

A step increase in demand current has been applied on the fuel cell system at time 100. 

Unlike previous case, the system is controlled by nonlinear model predictive control 

with optimal inputs from table 6 . 1  as reference input in the optimization scheme. 

The PCA model has also been updated continuously by employing moving horizon 

technique. Similar to previous cases, the transition from 500 amp to 600 amp, is 

detected by both traditional PCA and the HPCA. In HPCA, additional constraints 

on fuel utilization (0.75 to 0.95) and voltage (200 to 250) have also been applied. 

Prom fig. 7.14(f) and fig. 7.14(h), it is evident that even though the nonlinear model 

predictive controller can quickly stabilize the system to its target voltage and fuel 

utilization, during transition it violates the optimal constraint. In this particular 

scenario i.e., lower fuel utilization during transition, may not cause critical problem 

in the operation. But violation of fuel utilization upper limit can be detrimental to 

the integrity of the fuel cell stack. Unlike traditional PCA, this type of important 

constraints violation can be captured by HPCA.

To check the performance of HPCA, a fault in the flow rate of methane has been 

introduced at time 120 for the same operation described in the previous result. The 

fault introduces a 10% increase in the flow rate of methane. The nonlinear model 

predictive control still controls the system to its desired setpoint [fig. 7.15, fig. 7.16]. 

Since the system is back on control, it is very easy to overlook the fault which later 

on may actually lead to unsafe or uneconomic operation of the process. Thus, the 

proposed method has been applied on the system to monitor faulty situation. In this 

case, the HPCA model is updated based on moving horizon update according to T 2 

criterion. Continuous update has not been applied since, as stated earlier, it adapts 

to the fault and gives a poor performance.

A look of the simulation of both the PCA and HPCA reveals that an unusual event 

has started to take place from time 120 [fig. 7.16]. The spike in T 2 LMI plot at 

time 100 [fig. 7.16(d)] confirms the transition from one operating point to another. 

At this time step, HPCA updates its model bringing both alarms of SPE and T 2
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to zero. But after time 120, SPE alarm stays on even though T 2 alarm goes away 

with the update of the model. This gives hint about an unusual event taking place 

from this time instance that leads to the break of the model structure. The deviation 

of estimated voltage from the actual one also confirms the faulty situation. Fuel 

utilization, which is an important economic pointer for the operation of the fuel cell, 

has also been monitored for optimal operation of the system. Since fuel utilization 

can be expressed as a ratio of current load and hydrogen input to the fuel cell, the 

fault in fuel utilization [fig. 7.16(h)] can be traced back to either a fault in the load, 

or in the hydrogen system. Flow rate of hydrogen in the fuel cell, in turn, depends on 

the net flow rate of methane in the system. Thus, an expert eye can trace the origin 

of the fault to a few key variables and take appropriate actions.

In summary, both the traditional PCA and the proposed hybrid PCA can detect 

faults ranging from unsafe operation to instrument fault. In addition, hybrid PCA 

can detect violation of important process variables constraints which the traditional 

PCA can not. This can help safe operation of process. A summary of the results are 

given in table 7.1.

7.9 Discussions

Event though the proposed hybrid framework introduces constraints in the fault de­

tection scheme of PCA, it also brings in some disadvantages. These axe discussed 

below:
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Table 7.1: Summary of fault detection result
Process Con­
dition

Updated
the
model?

Fault PCA HPCA

Uncontrolled 
stand-alone 
fuel cell 
[%• 7.9, 
fig. 7.10]

No Process
Fault

Fault undetected Constraint violation 
detected

Uncontrolled 
System 
[fig. 7.11]

No Unsafe Op­
eration

Fault detected Fault detected

Uncontrolled 
system 
[fig. 7.12]

No Instrument Fault detected; Con­
straint violation not 
detected

Fault detected; Con­
straint violation de­
tected

Uncontrolled 
System 
[fig. 7.13]

Yes Unsafe Op­
eration

Transition detected Transition detected

Controlled 
System 
[fig. 7.14]

Yes Unsafe Op­
eration

Transition detected Transition Detected; 
Constraint violation 
detected

Controlled 
System 
[fig. 7.15, 
fig. 7.16

Yes Instrument Fault detected Fault detected; Con­
straint violation de­
tected
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•  O ptim ization: In the proposed method, traditional fault detection techniques 

such as PCA is presented as a linear matrix inequality. It introduces additional 

requirement of computational power for solving the LMI problem. In some 

cases, if the constraints are too tight, it might not be able to solve the optimiza­

tion problem due to the unavailability of a suitable solver, or infeasible initial 

solution.

• O rthogonality  Test: When Hottllings’ T 2 and process constraints axe con­

verted to the proposed LMI framework, they cannot be solved individually. 

Thus orthogonality test [eqn. (7.34), eqn. (7.49)] has to be performed on the 

LMI variables which introduces an additional parameter e. Ideally e should be 

zero [eqn. (7.33)], but in practical scenario, e should be a very small number. In 

this work, it has been found that taking e equal to the 99% threshold of SPE 

(eqn. (7.46)) suffices the need in most cases. Taking e greater than the SPE 

threshold may result in the failure of detection of constraint violation.

• P lo ttin g  Trends: In traditional PCA, trends of SPE and Hottellings’ T 2 can be 

generated. These trends can provide a good premonition of faulty situations to 

expert eyes. Understanding the trends however requires training and knowledge 

of PCA to some extent. HPCA on the other hand, generates alarm only, which 

does not need any expert to explain the situation.

• C on tribu tion  to  Fault: In traditional PCA, the contribution to the process 

fault by each variable can be calculated and ranked. Based on this contribution, 

the source to the fault can be traced to some extent. The proposed linear matrix 

inequality framework, however does not calculate the SPE and thus does not 

rank the key variables accordingly. Monitoring of key variables for constraint 

violation however outweighs this disadvantage.

• Noise Free Estim ation: Since HPCA checks constraint violation based on 

noise-free estimation, it reduces frequent alarms for process variables operating 

near their constraints.
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7.10 Conclusion

In this work, a hybrid principal component analysis method is proposed. Method 

of introducing additional constraints derived from process knowledge in the existing 

traditional PCA framework has been shown. The proposed method is tested through 

extensive validation of simulated and industrial data. The framework can identify 

constraint violations which traditional FDI techniques like PCA can not.
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Chapter 8

Findings and Recommendations

In this work, control relevant modeling of planar solid oxide fuel cell is done followed 

by designing nonlinear model predictive control. Performance of different linear and 

nonlinear controllers are compared by taking convective loop reactor as an example. 

As a part of this work, a process monitoring application based on conventional PCA 

is also developed which followed development of hybrid PCA and can incorporate 

physical constraints into the model. During the course of the work, several things 

arose which can be used to fine time models as well as controllers and fault detection 

application. These are discussed below.

8.1 M odeling

8.1.1 Flow Dynamics

The developed models of SOFC and balance of plant are lumped in nature. These 

models are fairly easy to use for designing controller as opposed to the distributed 

models which are more suitable for performance analysis and optimal design of the fuel 

cell system. However the developed models can be further improved by incorporating 

lumped flow models for the balance of plant as well as piping system.
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8.1.2 Optimal System  Parameters

System parameters are estimated depending on the design capacity of the system 

under consideration. These parameters have been calculated by trial-and-error and 

thus may not be optimal for running the system for other operating conditions. It 

is however possible to estimate these parameters such that the system can operate 

with minimal energy in the exhaust. This can be easily done by augmenting the 

parameters into the input vector and solving the optimization algorithm described 

in section 6.4. For example, finding reformer area to meet the target H2 for fuel 

cell proved difficult. Later on when operating conditions were increased, the number 

of unreacted methane from the reformer for the same reformer area became higher 

which in turn increased the exhaust temperature. On the other hand, the reformer 

area can be calculated using the optimization algorithm for better performance of the 

entire fuel cell system.

8.1.3 Efficient System Architecture

During the design of the controller for the fuel cell system, it is found that the system 

architecture affects the ability of the controller to regulate the system. For example, 

during previous trial of designing controller for the fuel cell system described in fig. 3.3, 

there was no extra oxygen stream in the burner. Rather the required oxygen for the 

fuel cell reactions and the combustion in the burner was fed into the upstream of 

air heat exchanger which increased the pressure on the cathode side of the fuel cell. 

Thus it was difficult to maintain the fuel cell pressure differential between cathode and 

anode. Moreover all of the exhaust gas passed through fuel and air heat exchangers 

which made it difficult, to control the fuel cell temperature. Thus an extra stream of 

air is fed into the burner directly and one small stream is split from the exhaust to 

pass through the exchangers for better control of differential pressure and temperature 

in the fuel cell.

The performance could further be enhanced by including bypass stream around each 

heat exchangers and including another extra heat exchanger after the reformer for
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balancing the decrease of temperature due to reformer endothermic reaction. The 

system can further be extended by adding dynamic models of turbine and compressor 

and see the effect of running the system optimally for producing maximum direct 

energy. A DC-AC converter can also be incorporated into the system for AC voltage 

production instead of DC voltage.

8.2 Designing Controllers

8.2.1 Discretization of the models

Nonlinear MPC works fairly well for both SOFC system and convective loop reac­

tor. However, since the developed models axe continuous in nature, they need to be 

discretized, which is done by employing the orthogonal collocation method. In this 

method, the continuous time nonlinear dynamic model is expressed by a set of non­

linear algebraic equations. With the increase of the number of nodal points between 

each sampling interval, the number of states is also increased. This in turn increases 

the computational load for nonlinear MPC. The computational load due to orthog­

onal collocation method can be compared with other discretization methods such as 

Galerkin method.

8.2.2 State Estimation

In our work, unmeasured states are estimated using unscented Kalman filter (UKF) 

which, unlike extended Kalman filter (EKF), does not require jacobean of the model 

and gives better accuracy over EKF. Thus EKF is not recommended for state esti­

mation of systems with complex dynamic models. Rather the performance of UKF 

can be compared with particle filter in terms of implementation and accuracy of state 

estimation.
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8.3 Fault D etection

Hybrid PCA is developed by extending traditional PCA so that it can handle con­

straints. This scheme works for linear systems operating at steady state. It is not 

suitable for transition period or for system showing nonlinear behavior. In the case 

of nonlinearity, moving horizon PCA (which has in fact been employed in the process 

monitoring application) can be used. On the other hand, the feasibility of extending 

hybrid PCA for nonlinear system may be worth studying.
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A ppendix A

Fault Detection Application

A .l  Description

A process monitoring application has been built based on traditional PCA. The pur­

pose of the application is to detect possible clogging of pipelines carrying slurry. 

The development of the application consisted of three parts: 1) development and 

validation PCA model from historical data; 2) building of the process monitoring ap­

plication interface using MATLAB, Visual Basic and OPC; 3) Installing and running 

the application in real time. A brief description of the process and the application 

interfaces are given in the followings.

In process industries, it is often necessary to transport slurry from one point to 

another. In normal operating conditions, the slurry, which is a mixture of solid 

particles and a carrier fluid, is carried through the pipeline in a homogeneous state. 

If, however, the flow rate reduces below a certain critical value, settling of the solid 

particles may occur and a bed is formed in the bottom of the pipeline. This in turn 

reduces the effective cross-sectional flow area leading to increasing pump pressure 

and low flow rate. Increasing the pump speed and slurry flow rate or, flushing carrier 

liquid is used to break the formation of the deposition at this stage. In extreme 

situation, the settling of the solid particles can block the pipe leading to shut down 

of the transport process. So it is very important to monitor such situations and take 

appropriate preventive actions before the blockage of the pipeline which led us to
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Visual Basic Interface

Figure A.l: Communication between the server and process monitoring application 

build the process monitoring application based on the traditional PCA.

A .2 Architecture of PC A  Application

The application collects current data from the server, calculates SPE, T2, and their 

threshold values using traditional PCA and then plots the trends in a child window 

of the application interface. This application has three parts, which are described 

below:

• O PC  Client: The data are collected by a client built inside the application. 

The client is written in OPC which can transmit data to and from any server 

supporting OPC1 standard. The communication between the client application 

and server is depicted in fig. A.I.

•  P C A  A lgorithm : A PCA model is then built based on the collected data. 

Data cleaning and PCA model building which includes calculation of SPE, Hot- 

tellings’ T 2 and their limits, are performed by MATLAB. The algorithm also 

finds key variables based on their contribution to SPE and T2, and generates 

alarm for probable unusual events. In addition, the PCA model data matrix 

can be updated automatically based on Hottellings’ T 2 criterion or, by the in­

tervention of the user, by employing a moving horizon scheme.

•  Interface: The user interface is built using Visual Basic 6.0. A brief descrip­

tion of the process monitoring application and its functionality are given in 

appendix A.
1OPC stands for OLE for Process Control
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Figure A.2: SPE and T 2 from industrial data set

A .3 R esult from PC A  Application

The key variables used in the model are flow rate, pump discharge pressure, pump 

speed, density of the slurry, and percentage of other key components (Abulnaga 

[3]). The underlying PCA model used in the process monitoring application has 

been updated based on SPE and T 2 outputs along with process knowledge. Moving 

window type of model updating criterion has been used to keep the model up-to-date 

with the then current data set whenever necessary. In this criterion, the model data 

size has been kept fixed and whenever a new data sample has been included in the 

model data set, the oldest data point has been removed. The application can detect 

possible clogging situations in advance giving the user enough time to respond to the 

situation.

The proposed method has been applied on normalized industrial data set to compare 

it with the traditional PCA as described in the previous section. The traditional 

PCA could detect the clogging in advance. However process operators often designate 

situations such as pressure and pump speed greater than certain limits as possible 

faulty situations. It has been found that even though the pressure and pump speed are
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Figure A.3: Violation of the pressure constraint

larger than their critical values, the traditional PCA could not detect the violations 

in the observed variables’ critical limits. On the other hand, the proposed framework 

can detect violation of limits in the key variables. The results are shown in fig. A . 2  

and fig. A.3.

Prom fig. A.2, it is clear that both PCA and HPCA can detect unusual situations. 

But unlike PCA, HPCA is able to incorporate constraints on key variables and report 

alarms if these constraints are violated as shown in fig. A.3.

A .4 D escription of the Application

When the Tailings Line Monitoring application starts, a Splash window appears con­

taining information about the application and then disappears again followed by the 

appearance of a main window of the application (Figure A.4). The main window 

captioned Pipeline Monitor can have several monitoring windows (child window). At 

the beginning, a monitoring window titled Process 1 is automatically generated and 

is empty, waiting for the user to configure it for a particular tailings line in the plant. 

The main window is composed of the system bar, the main menu, the toolbar, the
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Figure A.4: Main window of the Tailings Line Monitoring Application

monitoring window and the status bar. Each monitoring window has its own toolbar 

for doing jobs specific to it. The components are described in the following sections.

A .4.1 M ain W indow  Com ponents

The main window has the following components:

A.4.1.1 Menu Bar

File menu has the following submenus

New: Opens a new monitoring window

Close: Closes the selected (highlighted) monitoring window

E xit: Disconnects from the Server and exits from the program

R un  menu has the following submenus

C onnect to  Server: Opens the connection wizard with the options for con­

necting to or disconnecting from the server (section A.5.1)
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Select Process: Opens a new window with the available Tailings Line name 

for sanding detection (section A.5.2.1)

Load TAGs and  R un: Opens a new window to load TAGs and start moni­

toring the selected Tailings Line for sanding detection (section A.5.2.2)

U p d a te  Model: Updates the model of the highlighted monitoring window

Stop U pdating: Stops updating the model of the highlighted monitoring win­

dow

A uto  U pdate: When checked ( / )  all the monitoring window updates auto­

matically

R efresh M odel: Recalculates the model for the highlighted monitoring win­

dow

View menu has the following submenus

D a ta  Viewer: Shows a table containing the TAGs and their current values for 

the selected monitoring window

W indow  menu has the following submenus

New W indow: Opens a new monitoring window (same as File => New)

Cascade: Arranges all the monitoring window in cascade

Tile H orizontal: Tiles all the monitoring windows in the horizontal direction

Tile V ertical: Tiles all the monitoring windows in the vertical direction

A rrange Icons: Arranges the window with the default mode

H elp menu has the following submenus

C ontents:

A bout: Opens an window containing information about the Sanding Detection 

application

A.4.1.2 Tool Bar

Tool Bar has the following redundant buttons
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Figure A.5: Main Window Toolbar

New: Opens a new monitoring window

Data Viewer: Same as View => Data Viewer)

Connect: Same as Run => Connect to  Server 

Disconnect: Disconnects from the Server 

Update: Same as Run =>• Update Model 

Stop Updating: Same as Run =>• Stop Update 

Auto Update: Same as Run => Auto Update 

Refresh Model: Same as Run => Refresh Model

A.4.1.3 Status Bar

Status bar has three panels. The First Panel gives the status of the connection. If 

the application is connected to the server then it displays the Node and the Server 

name. The other two panels merely displays current date and time.

A.4.2 Monitoring Window

The monitoring window has the following components in its toolbar:

Zoom Out All Axes: Zooms out the trend lines in the monitoring window 

Zoom In All Axes: Zooms in the trend lines

Copy to Clipboard: Copies the trend lines of the monitoring window in the clip­

board which can be placed later on in any document (e.g., Microsoft Word) by 

pressing C trl+V  in the keyboard
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Save to  File: Saves the trend lines in *.jpg, *.png or, *.bmp formats 

P rin t: Prints the trend lines

Figure A.6 : Monitoring Window

The outlook of the monitoring window can also be changed by selecting options 

from the popup menu opened by Right Clicking on any of the axis or the figure body 

(figure A.7). The E d it option opens a new window (figure A.8 ) with different options

Figure A.7: Monitor Window Popup Menu

for changing the outlooks of the trend lines in the monitoring window.

The table (Figure A.6 ) on the bottom of the monitor window prints the possible 

causes of sanding incident if there is any.

A .5 Running the Application

Once the application has been started, it needs to be configured for monitoring sand­

ing. The steps are followings:

S tep  1: Connect to Server
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Figure A.8 : Monitor Window Options for changing display

Step  2: Select Process 

S tep  3: Load TAGs and Run

A.5.1 S tep  1: C onnect to  Server

For connecting to Server, go to R un  M enu =>■ Connect to  Server. A new window 

entitled Connection Wizard appears with Server options and Data Sampling Rate 

option. Click on C onnect to connect to the selected server. Close the window to 

return to the main window. The connection status will be displayed in the status bar 

of the main window.

A.5.2 S teps 2-3: M onitoring a  Process

Starting monitoring a process involves two steps, if there is a blank monitoring window 

opened already. If a blank monitoring window is not opened, then do so by either of 

the following steps:

•  going to File M enu => New

• clicking on the New B u tto n  in the main window toolbar
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Figure A.9: Connection Wizard 

•  going to W indow Menu => New Window

Once a new blank monitoring window has been opened follow the steps described in 

sections (A.5.2.1, A.5.2 .2 ) to start monitoring the process.

A.5.2.1 Step 2: Select a Process

For selecting a process for monitoring, go to Run Menu => Select Process. A new 

window with the names of the available process names appear (figure A. 10). Select 

the process name to be monitored and click Select Process Button. The name of 

the process now appears in the title bar of the sanding monitoring window.

A.5.2.2 Step 3: Load TAGs and Run

With the process been selected for monitoring, the next thing to do is to load the 

TAGs and then start running the monitoring. For loading the TAGs and starting 

monitoring the process, go to Run Menu =>• Load TAGs and Run. A new window 

opens (figure A .ll). Click on Load TAGs to load the TAGs for the selected process
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Process 1 
Process 2 
Process 3 
Process 4

Figure A. 10: Process Selection Window

and then click on R un  Process to start monitoring the process.

A.6 Learning Capability: Updating the M odel

This application uses PCA which is data based monitoring i.e., it does not use an 

explicit model. Rather it uses a historical data matrix obtained from selected key 

transformed variables and builds an internal implicit model to monitor the process. 

The algorithm generates two sets of plots based on which it can learn and update 

the model itself or the user can update the model manually based upon a significant 

change of process operating condition.

A.6.1 Saving M odel D ata: In itia l and  U pdating

The model data matrix for each process used by the algorithm is stored in a text 

file in the directory Application-Directory/Data/TailingLineName.txt where the Ap­

plication-Directory is the directory where the application has either been installed or 

stored {e.g., D:/PipeMonitor).
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' a g s  I n p u te d l

TAG 1 
TAG 2 
TAGS 
TAG 4
TAG 5

Figure A. 11: Window for loading TAGs 

A .6 .2 How to  U pda te  th e  M odel

The model can be updated manually based on the experience or automatically by the 

application on any current instance. The historical data can also be included in the 

data matrix and then update the model if needed. The following are the options for 

starting and stopping updating of the model:

A.6 .2.1 Update the Model

Select the process to be updated and then go to R un  M enu => U pda te  M odel 

or click on the U pda te  B u tto n  in the main window toolbar. An input dialog box 

(figure A. 12) appears asking how long (in minutes) the model for the selected process 

should be updated. The default is 100 (min). Change it to your desired length for 

updating the process say, 200 (min) and press OK. The process monitor window 

title bar will show that it is updating (e.g., Process 1 (Updating)). The process will 

continue to update for 200 min (i.e., your desired limit). After updating period is over 

the process monitor window title will come back to normal (e.g., Process 1) showing 

that it is not being updated anymore. However you can stop updating the process
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X

Enter total update& fnin Enrobes:

Cancel

Figure A.12: Updating a process

anytime by going to the R un  M enu item Stop U pdating  (see section A.6.2.2)

A.6.2.2 Stop Updating:

Select the process which needs to be stopped updating and then go to R un  M enu =>■ 

Stop U pdating  or click on the Stop U pdate  B u tto n  in the main window toolbar. 

A confirmation dialog box appears asking whether you really want to stop updating 

the selected process. Click Yes if you want to stop updating the model.

A.6 .2.3 Auto Update:

The model can be automatically updated based on the value of T 2. To do so go 

to R un  M enu => A uto  U pdate  or click on the A uto  U pda te  B u tto n  to toggle 

between Auto Update on and off state. When Auto Update is checked ( / )  or the 

Auto Update Button in the toolbar is pressed down, the model of a process is updated 

automatically whenever T 2  exceeds it’s 99% Confidence Limit. The title bar of that 

process changes to show that it is automatically updating {e.g., Process 1 (Auto 

Updating)) during that instant.
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