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Abstract 7

Several aspects of the clustering of eartﬁqugkes related to
precursory ;eismicity patterns are e;aminedi Using a simple
definition for an aftershock, a self-similarity or scaling
lav in mainshock - aftershock clustering is proposed. Theg
scaling law suggests that number of aftershocks does not
d€pend on the magnitude of the mainshock if the aftershocks
are counted in a fixed hagnitude range below that of the
mainshock. Thzs scaling law reduces the number of :
observations necessary for statistical studles ef aftershock

=

sequeﬁces and imposes a constraint on atceptable physical
v 7

modeis of aftershocks. on Fhe average, foreshocks seem to
generate larger numbers of aftershocks than do mainshocks.
The scaling law supports the hypéthesig'that the
distribution of irreqularities in material streng%hs on a
fault zone shows no characteristic scale |

The possibility of local clustering in eanthguake
sequences in Southern California with longer time and
distance scales than the obvious "mainshock-aftershock”
clustering is explored. To study the possibility of
long-term clustering "foreshocks"” and "aftershocks” are
removed from the catalogue using a simple box‘car fi1£2f> A
definition for the foreshocks and aftershocks. The lengths
of the box car filters were dependent on the magnitude of
the foreshock and}mainshcck. It is demonstrated that even if

foreshocks and aftershocks are elimiminated through such a

filtering process, the residual catalogue sfill shows weak
S :
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but significant clustering qhardéteristics. This clustering

is evident on time scales of theiorder of 3 to éfyears and
distance scales of the order cf 100 kilometers forresidual
events ("mainshocks") ;ith'magpitudes greater than or equal
to 4. This obsepvation suppotts suggestions that sequences
ot earthquakes are interdependent over longer timés and
distances than is videiy accepted. The possibility of longer
peri&é clustering with periods greater than 6 years c&uld:
not be explored due to the short length of the catalogue.

| Anomalous periodi?of clustering and anti-clustering in
the sequence of residual events vere juxtaposed with the
occurrences of large events in the same region. Anomalous
groups of residua] events, swarms or concentrated clusters

-~

of "mainshocks”, preceded by quiescence were found to
7y

precede, most but not all, large earthquakes in the Southern

California region. The qdiescence - activation pattern
observed here for mainshocks is similar to ﬁrecursory
patterns observed by other investigators, although the time
scale is in general longer. The mathematical technique of
clugter analysis is shown to b€ useful in the study of
anomalous seismicity patterns.

Three proposed precurgory seismic patterns termed: -

Y

"bursts of seismicity" are applied to retrospective
prediction of large earthquakes which have occurred in the ;
vicinity of the Cocos - North American - Caribbean triple
junction. The three patterns, "bursts of aftershocks”,

swarms, and sigma, are based on abnormal clustering of

¢

vi



earthquakes in time, space ané energy. The patterhs give
respectable results, although the available data set is nét
of the highest quality. All occurrences of the patterns are
close to the proposed location of the unstable triple
junction. Success of the patterns may be due to the complex

nature of the tectonics in the triple junction area,

-
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1. Introduction

1.1 Preliminary remarks

Variations in seismicity patterns before large
earthquakes have been studied by many investigators. These
studies serve dual purposes. Vé#y little is known about the
physical mechanism of earthquake failure and in particular
about the nature of any inter-relationships between two or
more earthqguakes in a given region. Premonitory seismicity
patterns place constraints on acceptable physical models
which attempt to explain these phenomena. Also, seismicity
patterns may be useful for earthquake prediction.

In general the study of seismicity patterns can be
approached differently depending on the purpose of the
study. If the purpose is to develop an algorithm which is
directly useful for earthquake prediction it is necessary to
treat the seismicity patterns in as rigorous a manner as is
statistically possible. Completeness and homogeneity of
are critical. Most studies have searched for anomalous
seismicity before individual events without attempting to
generalize the observed pattern. In this approach rigorous
definitions of seismicity patterns and uniformity of the
catalogue are less important. As a result most observed

precursory seismicity patterns are only loosely defined.



Precursory seismicity patterns can be grouped into
three basic categories, quiescence (including seismic gaps),
activation (including swarms and foreshocks), and migration.
Large earthquakes, at least those along simple plate
boundaries, apparently repeat with intervals of a few tens
to hundreds of years (for example Rikitake, 1976a). A number
of investigators have tried to find periodities (recurrence
intervals) and regqularities in their occurrence. The main
content of this chapter will be a review of observed
precur;ary patterns and a review of studies of recurrence
intervals for large earthguakes.

An important feature of earthquake occurrence with
great relevance to the failure process is the apparent self
similar%tz or scale invariance of earthquake catalogues
(Kagan and Knopoff, 1980a). An aspect of this scale
invariance is studied in chapter 2, a self similarity in the
occurrence of aftershocks. Chapter 3 studies the clustering
of mainshocks in Southern California. A precursory pattern,
premonitory to large (M26.4) earthquakes in the region is
proposed. Cluster analysis is applied to the study of the
mainshock clustering. Chapter 4 applies the “burstsiaf
seismicity" patterns proposed by Keilis-Borok et al., (1980b)
to retrospective prediction of earthquakes in the region of

the Cocos - North American - Caribbean triple junction,



1.2 Implicit assumptions e

The direct use of premonitory patterns in earthquake
predictien rests on several postulates., Foremost is the
postulate that earthquakes in a catalogue do not follow a
Poisson distribution. The occurrence of aftershocks is the
most prominent deviation from Poisson behavior. With
aftershocks removed there is some question as to whether the
residual catalogue follows a Poisson distribution (G&féﬁét
and Knopoff, 1974). There is amibiguity in the exact
definition of aftershocks. The question of longer period
clustering with the obvious short term clustering removed is
exdﬁored in Chapter 3. If the residual catalogue after short
term clustering is removed is Poisson in chara&tter there is
little hope of finding useful precursory seismicity
patterns.

Other postulates concern the nature of the failure
process. The site of a large earthquake will not be
physically isolated from surrounding regions, Presumably the
state of stress, which occurs in the epicentral area of a
major earthquake prior to failure, will have a significant
effect on the state of stress in surrounding regions,
possibly to rather large distances. Since seismicity fesilts
from a release of accumulated strain; it seems reasonable
that the nature of the seismicity in a region should depend
on the amount of unreleased strain in that fegieﬁ.'ln
particular, the seismicity when the average unreleased

strain is high might be expected to show some non-random



strains in a region will be achieved just prior to the
occurrence of a large earthquake in that region.

In a given region large magnitude earthquakes are rare
and the timégépans of earthquake data sets are in general
short compared to the return times for great earthguakes.
"This means that the statistical basis of any phenomenon
associated with large magnitude earthquakes will at best be
very weak for a given area. The direct use of premonitory
patterns in earthguake prediction will likely fail unless
there are systgmagic precursory patterns which do not vary
substantially in form from event to event and region to

region.

1.3 Some definitions

be summed up as a search for patterns in the background
5di5mi:ity that precede the largest earthquakes (M2M,) in a
region. The background seismicity is.defined as all
earthquakes vith magnitudes less than M, and greater tha!
some minimum threshold. The minimum threshold is'usually
determined by the detection capabilities of the seismic
netvcft being used. Aftershocks of the largest events are

excluded E%Qm the background seismicity.



un

Some rules are needed to analyze the success of a given
pattern. If a pattern is valid then the occurrences of the
pattern should show a marked tendency to fall within some
time window preceding the occurrences of the major events.
The length of this time window may depend on several
parameters such as the regional rate of strain accumulation,
the minimum magnitude of the major events, and the type of
pattern being considered. Call the length of this precursory
time window t,. A success for a pattern is then defined as
the occurrence of the pattern which is followed by a major
event within time t,. A failure is defined as a major event
which was not preceded by the occurrence of the pattern
within time t,. A false alarm is defined as an occurrence of
a pattern which is not followed by a major event within time

tjg

1.4 Seismicity patterns and plate tectonics
One of the most prominent features of world seiSmi:igy

is that the vast majority of earthquakes occur along narrow,
" well defined, interconnecting belts. This feature was

explained by the glpobal plate tectonic theory. The narrow

seismic belts coincide with majcg plate boundaries,

Relatively little deformation ccéurs in most plate
“interiors.

The majority of large (M27.5) earthquakes occur at

shallow depths along either convergent boundaries where



active subduction of one lithospheric plate is occurring or
along strike-slip type boundaries. Large events account for
most of the total seismic slip, and seismic energy release

for these types of boundaries (Brune, 1968).

1.4.1 Seismic Gaps

Presumably <+*rain energy is gradually accumulated at
the plate boundaries due to the relative motion between
. plates. Accordingly, the largestieafthquakes in the same
region will usually be separated by many years. It has been
shown that rupture zones for large earthquakes do not
overlap appreciéﬁlé'(Hagii 1968a; Sykes, 1971). Since a

large portion of the relative plate motion along convergent

during major earthquakes, it follows that, over a suitably
long period of time, rupture zones of the largest
earthquakes will tend to cover a seismic zone. Gaps in the
spatial distribution of these rupture zones are then likely
locations for large earthquakes in the future. These gaps
are termed ‘seismic gaps or seismic gaps of the first kind
(Mogi, 1979). The seismic gap hypothesis can be summed up as
follows: segments of major plate boundaries that have not
been the sites of large earthquakes for tens to hundreds of
years are more likely to be the sites of future large
earthquakes than segments that have experienced major

rupture more recently.



Seismic gaps were first observed by Fedotov (1965) and
successfully applied in the Kamchatka, Kurile Island and
northeastern Japanese seismic regions. Mogi (1968a)
independently applied the pattern to the Japanese and Alaska

seismic zones, noting that gaps in seismic activity in the

several tens of years by great earthquakes without
significant overlap of their rupture zones. Subsequent
papers (Sykes, 1971; Kelleher, 1970, 1972; Kelleher et al.,

1973; Ohtake et al., 1977; McCann et al., 1979) have applied

location and maximum likely size for some future large
earthquakes, however, it does not constrain the time of
occurrence to closer than decades (McCann et al., 1979).
Another complication is the apparent existence of permanent
seismic gaps (Kelleher and McCann, 1976,1977). Kelleher and
McCann (1976,1977) found, cegtrary to what would be expected
from plate tectonic considerations, sections of some island
arcs have experienced very inﬁfequént or no large
earthquakes in the time spanned by present earthquake data.

Most of these zones are at or near regions wheﬁg}ércugs of
seamounts, aseismic ridges or other tég@graphictgéatures on
the subducting plate intersect the subduction zone (Kelleher
and McCann, 1976). They propose that in these regions the

subduction process is modified due to the relative buoyant



material associated with the topographic features. The

(McCann et al') .

1.4.2 Frequency laws

Most studies of seismic risk begin with an estimat: of

magnitudes in the region of interest. These estimates are

usually based on the historical records of seismicity.

the frequency of occurrence with any confidence. Molnar
(1979) suggests that intervals of the order of 10° years in
most places and 10* years in some places are required,

Gutenberg and Richter (1954) and others have shown that
the number of earthquakes, N(M), with magnitudes greater

than or equal to M is approximated well by

1@‘31 -N(H) = a-bM » 1

where a and b are constants for a given region. Due to the

short lengths of time spanned by earthquake data sets, the

constants a and b probably can not be accurately determined

egions are considered. If large regions are

unless large

[
Ly |

taken the analysis loses much of its usefulness.
A useful parameter to characterize the size of an

earthquake is the seismic moment:

[ %]

Hj = TU-A



wvhere y is the shear modulus, A is the fault area and u, is
the average slip on the fault during the earthquake. The
summation ot the seismic moments for individual earthquakes
occurring on a fault can be used to estimate the average
slip on a fault (Brune, 1968). Let L be the length of the
fault, and W the width. Brune (1968) showed that the average
displacement on the fault U, after a sufficiently long
period of time is given by

Uy

Z(My/YLW)

[

vhere the sum is over all earthquakes on the fault. The
above assumes that no motion occurs by fault creep. Average
rates of slip estimated tectonically or otherwise can be
used to regionally constrain the freguency of occurrence of
earthquakes with different magnitudes. Using this
constraint, equation 3, and the Gutenberg Richter freguency
magnitude relation Molnar (1979), derives a frequency of
occurrence law with more local applicability.

(1- 8)TATM,” 5
Mo(max )1 =8)

[

N(M,) is the number of events with seismic moments greater
than or equal to M,, y is the average shear modulus on the
fault zone, A is the area of the fault zone, v is the
average slip rate excluding creep, B is»a'c3nstant wvhich can

be determined independently and M,(max) is the maximum

possible seismic moment for an event 1n the region. Anderson
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(1979) uses a similar method with geological estimates of
regional strain rates as the constraint. With only presently
available data there are large uncertainies involved in
estimating the values of the above parameters (8, vy, v ,
etc.). Bquation 4 probably results in only a modest
improvement over estimates which use historical data alone
(Molnar, 1979). The Gutenberg Richter relationship may not
be valid for largest magnitude events in some regions (Singh
et al., 1981). If this is the case the methgds of Molnar
(1979) and Anderson (1979) are not valid inrthese 2cnesiéi;

(Singh et al., 1981).
1.4.3 Recurrence intervals

Equations 1 an® 4 are, at present, probably only useful
in estimating mean seismicity patterns for large regions.
Estimates of recurrence intervals (repeat times) for
individual fault segments would be more useful. The
recurrence of large earthquakes which rupture nearly the
same portion of a plate boundary have léﬁg been documented
even before the introduction of plate tectonics. Early
investigation of historical Japanese data (Imamura, 1928)
indicated that large earthquakes in southwest Japan occurred
repeatedly, at approximately the same location, with repeat
times of 100 to 150 years. Similar regularities have been
report in other regions by many authors (for example, Mogi,
1968a; Fedotov et al., 19707 Kelleher, 1970, 1972; Sykes,

1971;: Utsu, 1974; Rikitake, 1976a; Kelleher et al., 1973,
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1974; Ando, 1975; Sieh, 131?; McNally and Minster, 1981;
Singh et al., 1981; Sykes and Quittmeyer, 1981).

The short time span of historical records for most
regions make the statistical determination of repeat times

t a location unreliable. For simple plate boundaries

a
average repeat times ( T ) can be estimated by
T! Cj/ﬁ\? 5

wvhere U is the average displacement which occurs
seismically at the location, v is the relative plate
velocity, and a is the ratio of seismic slip to total slip
(Sykes and Quittmeyer, 1981). The above assumes that
relative plate velocities are uniform over long periods of
time (Sykes and Quittmeyer, 1981), and that the majority of
seismic slip in a region occurs during large earthquakes

seem to be reasonable

(Singh et al., 1981). Both assumption

(Sykes and Quittmeyer, 1981; Minster and Jordan, 1978;

rune, 1968).

Equation 5 can be used to estimate return times from
the history of previous events if a is constant locally over
many earthquake cyles. This reguires that some focal
parameters of previous events are known from which u can be
estimated. For example, U can be derived from the seismic
moment, M,, using equation 2. Equation 5 then becomes
T = M,/yAva. Forms of equatiaﬁ 5 relating T to other focal
parameters are given by Sykes and Quittmeyer (1981), Acharya

(1979), and Singh et al. (1981).
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Time intervals between successive earthguakes at a
given location are irreqular enough that for most regions a
knowledge of average recurrence interval does not greatly

constrain future times of occurrence (Rikitake, 1976a; Ito,

1980; Ellsworth et al., 1981), Ito (1980) suggests that much

of the irregularity in recurrence intervals could be due to
k]

interaction between seismic events.
The stress drop in an earthquake is proportional to the

coseismic slip (for example, Chinnery, 1969). Using this

Shimazaki and Nakata (1980) suggest a simple model for
estimating recurrence intervals of individual events. Let T,
be the shear stress at which the earthquake initiates, and
let 1, be the final value after the earthquake. If the rate

of accumulation of stress is constant in time, the cyclic

nature of stress relief associated with a sequence of

earthquakes will be related to the manner AAn which 7, and T,

change from event to event (Shimazaki and ,'}ata, 1980). A
strictly periodic seguence of events would fesult if r, and
T, are both time independent. There will be no regularity if
both r, and v, vary in time., If 7, varies with time while T,
remains constant a sequence of events results in which the
time of occurrence of an event would depend on the amount of
coseismic displacement of the preceding event. Shimazaki and
Nakata (1980) call this the "time-predictable” model. If r,
remains constant and T, varies "slip-predictable” recurrence
occurs. The amount of slip of subsequent events will be

proportional to the total time elapsed from the preceding
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earthquake, the time of occurrence will be uncertain. The
time-predictable and slip-predictable models are illustrated
in fiqure 1.1,

Several studies find support for the time-predictable’
model. Bufe et al. (1977) found that the time interval
between small shocks along a segment of the Calaveras fault
in California depended on the displacement of previous
shocks. Similar findings are reported for three sequences of
earthquakes and earthguake related éhenamena in Japan
(Shimazaki and Nakata, 1980). Sykes and Quittmeyer (1981)
found good agreement between calculated and actual
recurrence times for seguences of events along many simple
boundaries. They also use the time-predictable and
slip-predictable models to calculate a of equation 5. The
time-predictable model gave realistic values whereas the N
slip-predictable model did not.

1f the slip-predictable model is valid the occurrence
times of future large events along simple plate boundaries
can be greatly constrained provided the coseismic slips of
several previous events at the location are known (Sykes and

Quittmeyer, 1981).

1.5 Quiescence

Quiescence refers to a spatial-temporal reduction (qap)-
of seismic activity in comparison to the normal activity. In
the

literature, quiescence is often confused with seismic
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Figure 1.1 is an illustration of the "time-predictable" (a)
and the "slip-predictable® (b) models of recurrence (after
Shimazaki and Nakata, 1980). In model (a) the stress at
vhich the earthquake initiates 1, is constant for all shocks
but the final stress v, varies. This results *i pattern in
vhich the time to the next event ( T )is detef#ned by the
slip ( U,) of the last event. In model (b) the stress at
wvhich the earthquake initiates varies while the final stress
remains constant. This results in a seguence in which the
slip of the next event in progortional to the time from the
last event. V is the relative plate velocity, and a« is the
ratio of seismic slip to total slip.
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gaps. The term seismic gap will be reserved for gaps in the
spatial distribution of rupture zones of the largest
earthquakes in a seismic belt. Mogi (1979) refers to
spatial-temporal gaps in the seismicity pattern as seismic
gaps of the second kind.

A reduction of smaller magnitude seismic activity in a
focal region of a future large earthgquake is commonly
observed. This pattern was first noted by Inouye (1965) for
several large shallow earthquakes in Japan. Kelleher and
Savino (1975) demonstrated that seismic gaps are also often
gaps for smaller magnitude activity and that such gaps
commonly persist until the time of the future large event.
Other studies have reported the pattern for earthquake with
magnitudes as low as 5 in virtually all tectonic settings
including intraplate seismic zones (for example, Mogi,
1968a, 1969a; Borovik et al., 1971; McEvilly et al., 1967;
Evison, 1977a, 1977b, 1977c; Sekiya, 1977; Engdahl and
Kisslinger, 1977; Mizone et al., 1978; Kelleher and Savino,
1975; Ohtake et al., 1977; I1shida and Kanamori, 1977;: Wei et
al., 1978; Kristy and Simpson, 1980; Yamashina and fnoue,
1979; Kanamori, 1981; Wyss and Habermann, 1979; and Khattri
and Wyss, 1978). Kanamori (1981) gives a tabulation of
earthquakes for which the pattern has been observed, noting
that preseismic quiescence appears to to be the most
commonly observed precursory pattern.

The above studies suggest that seismic activity in the

region of the eventual rupture zone of a large earthquake
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decreases more or less abruptly before the major event. The
nature of this decrease is poorly understood and seems to
vary significantly from event to event. Mogi (1979) notes
thdt the reduced levels of seismicity may extend only
several magnitude ranges below the future large event;
smaller earthqguakes may or may not show normal activity.
Also, for an individual event the spatial extent and time
interval of ‘the gquiescence may vary significantly depending
activity. Ishida and Kanamori (1978) and Kanamori (1981)
note that there are many quiet zones and quiescent periods
wvhich are not followed by a large earthquake. Quiescence
alone is not a reliable indicator of a future large

earthquake.

1.6 Activation ¢
Activation refers to a spatialﬁteﬁpé:al increase in the -
seismic activity of a region in comparison to normal
activity. Activation can be manifest through increases in
seismicity rates, increases in the total seismic energy
release, or both. Reported increases are regional or local

in nature. Swarms and foreshocks are examples of local

activation,



1.6.1 Foreshocks

Foreshocks are the most obvious premonitory phenomenon
preceding major earthquakes. Foreshocks are events or swarms
_which are close in space and time to the future mainshock.
However, there is no unambiguous, widely accepted definition
of what is meant by "close in space and time". Some
earthquakes are preceded by very ;lear increases in the
number of smaller earthqguakes in ;;eir epicentral area a few
days or weeks before they occur. Such events can
Unambiguously be called foreshocks. Such a sequence was very
instrumental in the successful prediction of the 1975 M=7.3
Haicheng, China earthquake (Scholz, 1977). In other cases
increased activity may be weaker or more spread in time, yet
the events may be causally related to the maiﬁsﬁaek and so
should aisc be considered as foreshocks (Kanamori, 1981).

Jahes‘anilnalnaf (1976), defining foreshocks as events
occurging within 100km and 40 days of the mainshock, found
that 44% of all large M 2 7 shallow earthquakes in the world
to be teleseismically reported, and that 21% of the large
earthquakes that occurred in China between 1900 and 1949 had
foreshocks large enough to be noted in local records. They
note that the percent of large events with foreshocks is
probably much higher than 44%. Mary events with locally
reported foreshocks (i.e. the 1975 Haicheng, China

earthquake) had no foreshocks recorded teleseismically.
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Many eiamples of possible broad sense foreshock
activity have been reported. Mogi (1969a) and Kelleher and
Savino (1975) show that for great earthquakes, seismic
epicenter. Other examples of tight clustering of activity
around future epicenters are given by Engdahl and Kisslinger
(1977), Ishida and Kanamori (1978), and Fuis and Lindh

(1979). A tabulation of many eyéEts for which foreshocks

as in the case of the 1975 Haicheng earthquake, would
provide an extremely useful short term pfediecéf for many
earthquakes. Unfortunately, the occurrence of a foreshock
sequence is generally not obvious until after the mainshock
has occurred. Laboratory studies and theoretical
considerations suggest that the ratio of smaller fractures

to larger fractures should decrease as effective

differential stress in an area increases (Scholz et al.,

1973). This has lead to the postulate that foreshock
sequences are characterized by smaller b values in the
Gutenberg-Richter relation (equation 1) th;n are aftershock
sequences or the background seismicity. Decreases in b have
been reported for several foreshock sequences (for example,
Suyehiro, 1966; Papazachos et al., 1967; Suyehiro and Sekiya,
1972; Scholz et al, 1973; Papazachos, 1975; Wyss and Lee,

1973; Hasagawa et al., 1975). A large number of events are
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the number of recorded events in most foreshock sequences is
small. The usefulness of monitoring local b values as a
function of time to detect foreshock sequences is debatable.
Monitoring this would require much more sensitive seismic
networks than presently exist in most regions. Also, it is
not clear that equation 1 is applicable to local seismicity
patterns. !

On the basis of a statistical study, Yamashina (1981)
suggests that a sequence of events occurring within a short
time interval of each other is more likely to be a foreshock
sequence if the magnitude difference between the largest and

n chapter 2 of this thesis,

=

second largest event is small.
it is suggested that, on the average, foreshocks are
characterized by a greater rate of production of

aftershocks. The above effects, if present, are weak. Their

usefulness in identifying foreshock sequences is doubtful.
Ishida and Kanamori (1980) found that waveforms of
foreshocks of the 1971 San Fernando and 1952 Kern County
earthquakes are characterized by a concentration of energy
at higher frequencies relative to earlier events. They
suggest that such effects, élthéugh subtle, may be useful

for monitoring the stress state of selected regions.
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1.6.2 Swarms

A swarm can bhe loosely defined as a sequence of
earthquakes which are close to each other in space, time,
and magnitude (i.e. a sequence of tightly clustered
earthquakes similar to an aftershock sequence but lacking
the mainshock). McNally (1977) found that clusters of small
earthquakes occurred close to the future epicenters of
several moderate size earthquakes in California two to ten
years before the mainshock. Ohtake (1976) and Sekiya (1977)
reported similar findings for some larger Japanese
earthquakes. Evison (1977a,b,c) finds that for many
earthquakes worldwide which are characterized by guiescence,
the guiescent period was preceded by a characteristic swarm |
of minor activity. He suggests that identification of swarms
which are followed by gquiescence may be useful for

earthquake prediction.

1.6.3 Bursts of seismicity

Three related seismicity patterns, precursory to the
largest earthquakes in a region, are proposed by
Keilis-Borok et al. (1980a,b,c). These three patterns,
collectively termed "bursts of seismicity”, consist of the
abnormal clustering of earthquakes in time, energy and space
before a major earthquake.

The simplest of the three patterns is pattern B,
"bursts of aftershocks". Pattern B consists of a meﬁium

itude mainshock with an anomalous number of aftershocks




'
concentrated at the beginning of the aftershock sequence.
Pattern S consists of a "swarm™ of mainshocks where a
"swarm” is defined as a group of moderate events
concentrated in space ard time and occurring during a time
interval when the overall seismicity is not below average.
The final pattern, Sigma, consists roughly of an increase in
a sliding time window. Sigma is roughly proportional to a
summation of the fracture areas of the earthquake sources
(Keilis-Borok and Malinovskaya, 1964). Pattern Sigma is
identified as a peak in this summation.

In algorithmic farm the three patterns have been
applied with some success to many regions. Pattern Sigma was
first observed for 20 large earthquakes in the Central Asia,
Eastern Mediteranean, Pamir and Assam regions (Keilis-Borok
and Malinovskaya, 1964). Gasperini et al. (1978) found that
an overvhelming majority of strong earthquakés in Italy were
preceded by anomalous “5warm§“ of weak events within 6 years
of the mainshock. Keilis-Borok and Rotvain (1979) show that
pattern S precedes strong (M27.2) earthquakes in Anatolia
and surrounding regions. Sauber and Talwani (1980) apply
pattern S to small earthguakes in the Lake Jocassee, South
Carolina region. They show that the majority of Mz2.0
earthquakes are preceded by the pattern; a precursory time
of 10 days was used. Keilis-Borok et al. (1980b) apply
patterns B, S, and Sigma to retrospective prediction of

strong (M26.5) earthquakes in Southern California. The
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patterns were found to precede 5 out of 6 strong earthguakes
in the region. Patterns Sigma and B vere found to precede
strong earthguakes in New Zealand; pattern B vas reported
for Italy. A precursory interval of 3 years was used in the
Southern ' California, and New Zealand studies. Keilis-Borok
et al. (1980a) found that 18 of 23 strong earthquakes, in
five regions worldwide, were preceded by pattern B with a
precursory time of 3 years. Keilis-Borok et al. (1980c)
apply patterns Sigma and § to strong (M28) earthguakes in
Tibet and the Himalayas.

In the above studies many parameters used in the
jefinitions of the bursts of seismicity patterns were
determined a posteriori. Some examples of free parameters
‘which may or may not have been chosen a posteriori include:
minimum magnitude of a strong earthquake in a region;
precursory time interval; time windows for defining
anomalous activity; boundaries of the region;.definition of
spatial size for the swarms of pattern S; minimum thresholds
above which activity is considered anomalous; mini?um
magnitude considered for each pattern; and definiﬁian of
aftershocks. The large number of free parameters involved
constitutes the largest single difficulty in the evaluation
of the significance of the above studies (Keilis-Borok et
al., 1980a). When attempting to construct a hypothesis after
the facf, the danger of self éecéptian is considerable. By
constructing a hypﬂthesis with enough free parameters it may

alvays be possible to fit the hypothesis to a known data set
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even if the hypothesis is incorrect.

Bursts of seismicity patterns are regional in nature,
unlike foreshocks, quiescence, and the swarms of McNally and
Evison. As such, they do not indicate the location of the
future earthquake. In most cases the patternﬁ take place at
some distance (hundreds of kilometers) from the mainshocks
which they precede. Accordingly, the occurrence of patterns
B, S and Sigma may be interpreted as indicating a
significant increase in the probability of strong earthqguake
somewhere in the region within the next severél years

(Keilis-Borok et al., 1980b).

1.7 Quiescence and Activation

Many observed seismicity patterns can be interpreted as
superpositions of quiescence and activation. The pattern of
a precursory swarms followed by quiescence in the epicentral
region suggested by Evison (1977a,1977b) is an example.

Quiescence in the epicentral region accompanied by
increased activity in surrounding regions has been termed
the "doughnut pattern”. Mogi (1969a) reported this pattern
for several large earthguakes in Japan. Yamashina and Inoue
(1979) report a similar pattern before the magnitude 6.1
1978 Shimane earthguake.

An algorithm using a pattern similar to the doughnut
pattern is given by Keilis-Borok and Rotvain (1979). This

premonitory pattern is termed A-Q (activation-quiescence).
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Pattern A-Q is defined as # combination of activation and
quiescence on opposite sides of an earthguake prone site
vhich is in a state of quiescence. The pattern presumes that
the scheme of lineaments and sites where strong earthquakes
are poésible are known for the region of interest. Examples
of regional lineaments and the determination of sites }here
strong earthquakes are possible are given by Gelfand et al.
(1976) for California; Gelfand et al. (1974) for several
regions in Central Asia, and Southeastern Europe; and by
Gorshkov et al. (1979) for Italy. )

Keilis-Borok and Rotvain (1979) show that for Anatolia
and adjacent regions seven of nine M27.2 earthquakes which
occurred from 1900 to 1976 were preceded by pattern A-Q with
an average prezurscrf time of 13 years. There were, howvever,
many false alarms. Joint use of this pattern and pattern S
("swarms") gave better results (fewer false alarms) with a
shorter average precursory time of 6 years.

Keilis-Borok and Rotvain (1978) suggest that pattern
A-Q may be useful in the determination of soon-to-break
seismic gaps.

Talwani (1979) gives an empirial earthquake prediction
model for small earthquakes ( 2.0 S M £ 2.6) in the Lake
Jocassee area, He finds that premonitory seismicity is
characterized by two distinct phases. The first phase, «
phase, is characterized by a slow or no increase in overall
seismicity and by quiescence in the epicentral area. The

second phase, B phase, is characterized by an increase in
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seismicity with a clustering of events around a "target”
area defining the site of the future earthquake. The B phase
is similar to the Doughnut pattern defined above. The
mainshock occurred after a period of quiescence in the f
phase. A similar pattern was observed before several large

. earthguakes in the Middle America region (Ohtake et al.,
1977). The similarity between the micro-seismicity before
small events at Lake Jocassee and reported precursory

patterns for large events is remarkable.

1.8 Migratiqn

Many investigators have noted an almost linear
progression in time of large earthquakes along various
.seismic zones. An apparent northeasterly migration of large
earthquakes through Northeastern China at a rate of 110km/yr
was instrumental in the successful prediction of the 1975
M=7.3 Haicheng, China earthquake (Scholz, 1977). Other
examples are numerous. Several authors have noted east to
vest migration at a rate of greater than 50kim/yr along the
North Anatolian fault of Northern Turkey (Mogi, 1968¢c;
Kelleher, 1973: Toksoz et al., 1979). Toksoz et al. (1979)
report a slower (<10km/yr) easterly migration for the same
zone. Mogi (1968c) observes a southeasterly migration
pattern towards the 1933 Sanriku, Japan earthquake at a rate
of 150km/yr. After the occurrence of the Sanriku earthquake

the migration pattern changed direction towards the

~
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southwest and continued at about the same rate away from the
mainshock. Mog; (1968b,c) suggests a vor}dwide pattern of
migration for large earthqhakes (M28.2) in three branches
between 1900 and 1964. In the Aleutains the apparent
migration of two sequences of large earthguakes (M27.7) at a
rate of around 100km/yr are noted by Kelleher (1970). Wood
and Allen (1973) observe an apparent migration of
earthquakes above magnitude 5 in Central California at a
rate of 3.3km/yr. Bufe et al. (1974) observe an apparent
migratipn of micro-earthquakes to greater depths before
moderate earthquakes in Central California. Engdahl and
Kisslinger (1977) find that the foci of foreshocks
precursory to a magnitq@e 5 earthquake in the Central
Aleutians gradually migrated towards the futur; mainshockk
epicenter. Using spectral analysis techniques Delsemme and
smith (1979) observe an apparent migration of large
earthquakes (M27.7) in South America at a rate of 95km/yr
from south to north

The existence of a migration pattern is difficult to
prove. Migration patterns are usually based solely on visual
observations and are therefore not amenable to statistical
tests. An example of a quantitative statistical treatment of
earthquake space time correlations is given by Kagan and
Knopoff (1976, 1978). Using the second-order moment ("the
number of events in different magnitude ranges shat occur in
a certain time-distance interval from a given shock”™) they

demonstrate that a weak but statistically significant



migration pattern exists for large shallow earthquakes with

migration velocities in the range of 300 to 2000km/yr.

o
1.9 Mainshock magnitude and precursory time

An apparent exponential dependency of precursor time on
mainshock magnitude for some types of seismic precursors has
been noted by several authors. Keilis-Borok and Malinovskaya
(1964) find that the time difference between anomalous peaks
in pattern Sigma and the iubsequgﬁﬁ mainshock increased with
mainshock magnitude. A logarithmic dependence of precursor
time on mainshock magnitude for several different types of
long term precursory phenomena to moderate gné strong
earthquakes is reported by Scholz et al. (1973), Whitcomb et
31_ (1973), Evison (1977a,b), and Kristy and Simpson (1980).
Talwani (1979) shows a logarithmic dependence of precursory
time and mainshock magnitude for small (2.0sM22.6)
earthquakes in the Lake Jocassee region,

Several authors have reported apparent relationships
between the maximum magnitude observed in the precursory
seismicity and the magnitude of the mainshock. Papazachos
(1974, 1975) and Wu et al. (1976) suggest that there is a
direct relationship betwveen the magnitude of the mainshock
and that of the largest foreshock. However, Jones and Molnar
(1979) find no such relationship. Evison (1977a,b) finds a
linear relationship between the maximum magnitude of a

precursory swarm and the magnitude of the mainshock, Kfisty
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and Simpson (1980) find a similar result dor bursts of
activity preceding large g;fthqugkgs in Central Asia.
Rikitake (1975b, 1979) shows that reported earthquake
precursors can be grouped into separate categories on the
basis of precursory time-mainshock magnitude dependence.
Precursors of the first kind are characterize by a direct
dependency of precursor time on the magnitude of future
mainshock. This category includes most types of anomalous
seismicity patterns with the exception of foreshocks. For
short term precursors, including obvious foreshocks, no
systematic correlation between precursor time and mainshock
magnitude was found. A single exponential relationship
between pfesﬁfsary time and mainshock magnitude seems to
exist for all precursors %f the first kind, although there
is significant scatter in the data (Rikitake, 1975b, 1979).
Other factors such as the regional strain rate may be

important,

1.10 Criticism of previous works

'™

The previous discussion has given examples of reported
seismicity patterns. Most of the patterns are based solely
on visual observations of epicenter maps or space-time
diagrams of often poorly located events, as such the
patterns are not well defined. A common procedure Eallaﬁeé
in looking for the patterns is to simpli look at the

seismicity in the immediate space-time vicinity of a large
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event and to note any possible irregularities which seem to
precede the large event. Different investigators have
reported different and sometimes contradictory patterns for
the same event. Little statistical significance can be given
to patterns developed from observations on single events.
Examples of more systematic studies are given by
Keilis-Borok et al. (1980a,b,c), Keilis-Borok and Rotvain
(1979), Sauber and Talwani (1980), Talwani (1979) and
Kanamori (1981). Such systematic studies assume that there
are systematic precursory patterns which do not vary
substantially from event to event and region to region. This
assumption may not be true.

What is needed in precursory studies is a quantitative
definition for the patterns. For example, in the precursory
patterns swarms (for example, Evison 1977a) and quiescence
(for example, Mogi 1979) there is no gquantitative definition
of what a constitutes a precursory Swarms or precursory
quiescence. No studies are made to test for the occurrences
of false alarms (i.e. the occurrence# of "anomalous" swarms
and periods of quiescence which are not followed by large
events). Such studies need to be made before any statistical
significance can be assigned to many of the reported
patterns. Also needed is some physical model which explains
the observed patterns.

In spite of the previous objections to the statistical
significance of some observed precursory patterns, it should

be noted that precursory patterns (in particular precursory
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guiescence and precursory swarms) have been studied
extensively by many independent investigators. Occurrences
of precursory patterns are well documented, any model of
sequences of earthquakes which fails to explain the

observations suffers a severe deficiency. -

1.11 On models of earthquake sequences
All observed precursory seismicity patterns even
guiescence can be thought of as manifestations of clustering

nature of this clustering.

1.11.1 Stochastic models of clustering

In the literature many stochastic models for earthquake
occurrence have been proposed which result in clustering of
. @arthquakes in time. Such models are usually used to explain
the statisics of aftershock sequences. A re¥iew of éeveral
such models can be found in Utsu (1972). and Vere-Jones
(1975). An example is a time-dependent Poisson process in
vhiich the mean number of events per unit time is a function
of time.

Another class of stochastic models with inherent
clustering are the branching process models. Branching
models start with one or a series of primary "events". These
primary events generate secondary events with a probability

that depends on the elapsed time from the primary event,
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Secondary events generateé;ubsequgnt events and so on.
Branching models have been applied to models of crack,
expansion (Vere-Jones, 1976) as well as to statistical
models of earthquake sequences (for example, Lomnitz, 1974;
Kagan and Knopoff, 1981), The model of Kagan and Knopoff
(19%1) displays several interesting features and will be

digcussed below.

event gives "birth" to another in the time interval dt is

given by

P(t)dt=o0, t<t,
p(igt=(1-a)gtlt 1By ymy) 6

The singularity at time zero is eliminated by assuming that
a parent earthquake can not produce other shocks in time t,
wvhere t, is the assumed rupture time of an elementary
earthquake. They suggest that a value of B equal to .5 gives
results statistically similar to shallow earthguake
jsequencesi
Using plausible assumptions for what would constitute
"an observed earthquake in such a model (ie the superposition
of the effects of many elementary shocks which are spaced

close in time), they show, through the statistical analysis
time-magnitude properties similar to those observed in real

catalogues are reproduced. These include the



ffequeney*magﬁizude lav and the Omori lawv of the rate of
aftershock production. .
1f such a model of earthquake occurrence is correct
then present shocks can be thought of as a being the
"children™ of all previous earthquakes, or in a senée any
earthquake is an “aftgrsﬁﬂﬁk' of some earthquake occurring
before it. All or most earthquakes will be interdependent.
This presents a conceptual problem in dividing earthquakes
- into foreshock - mainshock —saftershack sequences if a
purely statistical definition is assumed in which mainshocks
are defined simply as those events which are statistically
independent of other events and aftershocks and foreshocks
are defined as statistically dependent events. This point

will be discussed later. There is a related problem. We have

only a short catalogue. In discussing statistical properties

of the catalogues we are limited to time scales that are
¢

much less than the length of the catalogue, except for

speculative purposes.

1.11.1.1 Deficiencies of stochastic models

A stochastic mgdﬁ% of earthquake occurrence on the
short data sets avgiléble can not be demonstrated to be
correct. All that can be shown is thak the model agrees with
some observed properties of the sequences which are also
extracted from short data sets. It should be remembered that
the statisical properties of earthquake sequences are all

based on a short data set. The short data set does not allow



for the description of longer term properties of the
sequence. Omori's law postulates one such long term
behavior. It should’'be remembered that Omori's law is based
on a relatively short data set, there is no guarantee that
it is valid for very long times. There is great ambiguity in
wvhat constitutes an aftershock; this ambiguity increases
with the time from the mainshock. Any theory which rests on
the vague notion of what is or is not a long term aftershock
rests on a very weak foundation.

Stochastic models of earthquake occurrence ignore one
very important aspect of the earthguake problem, namely the
mechanical properties of the system., Little physical input
is used to constrain the free parameters inherent to such
‘models. There is no phys}cal input in such models which

.accounts for the causes of seismicity (the energy source) or

fault zone. Nothing is said about the fundamental cause of
seismicity, namely the release of &train which accumulates
due to plate motions. ,Stochastic models of earthquake

4
sequences do not, nor can they, explain the observed
- &
precursory patterns. What is needed is some model which also
incorporates the physical properties of the failure process

and the mechanical properties of fault zones.
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1.11.2 On the physical basis of clustering
Several gqualitative physical explanations for
inhomogeneities in the material strengths along a fault zone

and non-linear dynamic friction on the fault zone.

Using a simplified two-dimensional model of the
expansion of a crack Barenblatt et al. (1981) show that,
with an appropriate assumption for the functional form of
the dynamic friction as a function of slip rate and the
modulus of cohesion as a function of the rate of expansion
of the crack, expansion of the crack is realized by
alternating slow and fast phases. The number of alternations
becomes large in the presence of local maxima in the shear
stress or local minima in the friction along the fault. They
suggest that the effect may be a possible explanation for
the occurrence of premonitory clusters at large distances
relative to subsequent strong earthquakes,

‘The functional form of the dynamic friction as a
function of slip rate has the following characteristics: for
small slip rate the dynamic friction increases with
increasing slip rate; for intermediate values of slip rate
the dynamic friction decreases with increasing slip rate to
some minimum; after the minimum is achieved dynamic friction

increases steadily with increasing slip rate. The modulus of

fe )

cohesion is assumed to increase with rate of crack
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expansion. There is little data supporting the assumed
functional form of the dynamic friction as a function of

slip rate,

1.11.2.2 The barrier or asperity model

Irreqularities in the physical or mechanical properties
along a fault zone provide another possible explanation for
clustering. Regions of high strength along a fault zone are

usually termed asperities or equivalently barriers. The

concept of asperities has been used to gqualitatively explain
many features of seismicity. These include, for example:
complex events (Das and Aki, 1977; Aki, 1979; Kanamari and
Stewart, 1978; Lay and Kanamori, 1980; and others);

non-uniform seismicity along fault zones (Wess¢h and

Ellsworth, 1973); the dependence of the frequency of
foreshocks on the time to the mainshock (Jones aﬁagaglgzg
1979); and seismic clustering (Ishiéé and Kanamori, 1978,
1980).

Kanamori (1981) shows that a simple asperity model can
explain many features of the various observed precursory
seismicity patterns. The following will give a discussion of
this model since it has great relevance to this work.

The model assumes that a fault is composed of a series
of subfaults with varying strengths. The strength of a
subfault is defined as the maximum loading stress it can
acommodate before it fails. A region which is characterized

by the occurrence of large earthquakes is a zone which is
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characterized by an increase in the strength of subfaults.
Accordingly, an asperity is introduced as a region of high
strength of subfaults relative to the "normal"™ distribution

of strengths. As a simple example Kanamori (1981) considers
H

are assumed to follow a gaussian distribution with mean S
and standard deviation a. The strengths of segments on the
asperity are assumed to follow a similar distribution with
larger mean (S,) and with different standard deviation (a,).
The model further assumes that a section of the fault fails
wvhen the stress on that section exceeds the strength and
once a section fails the loading stress it accommodated is
held uniformly by the remaining unfailed sections. Once a
subfault fails the stress there drops to zero and no healing

occurs. In such a model the rate of stress increase on

stress increases linearly in time in such a situation. When
the tectonic loading stress is low compared to S only a
small numbers of subfaults will fail as a scattered
activity. As the loading stress increases approaching S the
process accelerates until most subfaults outside the
asperity are broken. The increased activity at this stage

will exceed S rapidly.



After this stage quiescence could result since the
sections of the fault which remain are relatively strong.
The stress vild be concentrated on the asperity, the area
surrounding the asperity will be essentially decoupled. This
may also result in loading of adjacent fault zones which
could produce a doughnut pattern in the seismicity. In the
final stage as the loading stress approaches the strength of
the asperity S, the asperity itself will begin to break in
an accelerated process possibly resulting in a concentrated
swarm which terminates with the mainshock. Kanamori (1981)
gives a simple numerical simulation which reproduces the
above behavior. The time length of the periods of guiescence
and of the precursory swarm which terminates with the large
event are controlled by the parameters S,/S and a,. As S./S
decreases the length of the quiescence decreases. As a.
increases the length of the precursory swarm which
terminates with the large event increases. If a, is toO
small no such precursery swarm appears.

Such a précess, although simplistic, gives a gcssible
qualitative explanation of swarms, quiescence, and
activation before large earthquakes. It does not explain the
large distances and times which are gometimes attributed to
precursors.

Furthermore, the model suffers from too many free
parameters. In such a qualitative picture it might be
possible to "model” any sort of activity by varying the

number and characteristics of the asperities. Nothing is
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said about the nature of the interaction between different
fault zones. No healing mechanism is present. Such a model
can not explain the apparent recurrence of large earthquakes
at nearly the same location without some sort of healing
mechanism® for the asperities. However, the model is perhaps
useful as the simplest possible model which could explain

the complexity of observed seismicity patterns.

1.12 Concluding remarks

Anomalous seismicity has been observed before a large
number of earthquakes in nearly all magnitude ranges. Most
patterns are based solely on visual observations of
epicenter maps or space-time diagrams. Such visual patterns
are only qualitatively defined. Some examples of attempts at
quantitative descriptions of seismicity patterns are given
by Keilis-Borok et al. (1980a,b,c), Keilis-Borok and Rotvain
(1979), Gasperini et al. (1978), Sauber and Talwani (1980),
and Talwani (1979). Different investigators have reported
different and sometimes contradictory patterns for the same
event. Quiescence seems to be the most commonly observed
pattern,

In a global survey of seismicity patterns before major
earthquakes along subduction zones Kanamori (1981) finds
significant regional variations in the pattern of which

areas have foreshocks, quiescence, and pfemonitory swarms.
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Although there are significant variations in the
premonitory patterns for individual events, on the average
different magnitude ranges show remarkable similarities if
appropriate time and space scaling is taken into account,
This may be another manifestation of the self similarity of
the earthquake process proposed by Kagan and Knopoff (1980).
If so, the study of micro-seismicity preceding relatively
numerous small events may be useful in determining the
nature of seismicity before large earthquakes.

Many patterns may not be sufficiently obvious .to be
observed before the occurrence of the mainshaéki Also, it is
not known how many false alarms would result from the use of
the various patterns (for example, there have been no
studies on the numbers of anomalous svarms and periods of
quiescence which were not followed by large earthquakes).
This along with variations in patterns from event to event
limits the usefulness of seismicity patterns alone in
earthquake prediction. However, with other constraints such
as estimates of recurrence intervals and locations of
possible strong earthquakes, seismicity patterns may be
useful in forecasting the times, places, and perhaps
magnitudes of future earthquakes at least on a fangﬁterm

basis.



2. A scaling law for the occurrence of aftershocks in

Southern California

2.1 On self similarity

The concept of stochastic self-similarity is a familiar
and important concept in the field of turbulent flow. The
5élf-iimilafity of turbulent flow implies that the "picture”
of turbulence shows no characteristic scale. The picture of
flow will look statisically siéilar at any magnification
between an outer scale, determined by the driving force, and
an inner scale, vwhere viscosity becomes important. Recent
works of Kagan and Knopoff (1976, 1977, 1978, 1980a, 1980b)
suggest that seismic process shows similar stochastic
self-similarity, (i.e. there seems to be an absence of any
particular scale connected with time - distance - magnitude
patterns of earthquake occurrence; epicentre maps have the
same appearance regardless of scale). Kagan and Knopoff
(1978, 1980b) report that this self-similarity holds over
magnitude ranges extending from M=1.5 to the largest
earthquakes. Insufficient data is available to test the
hypothesis for M<1.,5.

Andrews (1980) shows that the Gutenberg Richter
frequency magnitude relation of earthquake occurrence
results by assuming self-similarity alone. Furthermgrg,‘
self-similarity manifests itself in the form of known power

law distributions of many features of seismicity. These

40
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include: the power law distribution of seismic energies and

Omori's law for tge rate of occurrence of aftershocks and
foreshocks of shallow events (Kagan and Knopoff, 1978); the
pover-lav dependence of the energies of foreshocks and
aftershocks (Kagan and Knopoff, 1978); and the inverse
pover-lav dependence of the spatial moment on the separation
between two foci (Kagan and Knopoff, 1980a).

The apparent self-similarity of the failure process has
great relevance to the iégﬁtificiticn of anomalous
seismicity patterns. In a givéﬁ region large events are
rare. The time spans of earthquake data sets are usually
short compared to the return timés of the largest events in
a region. This means that the statistiéal basis of any
phenomenon associated with large magnitude earthquakes will
at best be very weak. Self-similarity implies that the study
of anomalous seismicity in the occurrence of small events
before relatively numerous moderate events may be useful in
the identification of anomalous seismicity in the sequence
of the moderate events themselves, provided that appropriate
time and space scaling is taken into account.

This chapter exglafes an aspect of the self-similarity
of the earthguake pfé:ess, a scaling law for the occurrence
of aftershocks in Southern California. The research which
forms the basis of this chapter was carried out at the
Seismological Laboratory, California Instif%te of
Technology. The cﬁapter is based on the paper "A scaling law

for the occurrence of aftershocks in Southern California®” by
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R. Lamoreaux, V. 1. Keilis-Borok, and K, H. Hutton vwhich has
been submitted to Physics of the Earth and Planetary

Interiors.

™

2.2 Introduction

The occurrence of aftershocks has been intensively

statistical models of the earthguake source (Utsu, 1972;
Vere-Jones, 1976; Kagaﬁ'and Knopoff, 1976); mechanical
models of the earthquake source (Aki, 1979; Kanamori, 1981;
Barenblatt et al., 1981); and estimation of 5gism£; risk and
earthquake prediction. Some of the premonitory seisﬁiéity

patterns discussed in Chapter 1 such as seismic gaps (Sykes,

1980a, 1980b) are directly based on the observed pattern of
aftershock occurrence.

The above mentioned studies require a knowledge of
statistical properties of aftershock sequences. Not many
such properties are known. Utsu (1972) gives a review. One
of the few comparatively well established regularities is

the Omori Law
n(TEeN=C/(Tler+gl° 7

vhere n(T(e)) is the average number of aftershocks during
the eth day after main shock, C, a« and B are constants. The

coefficient C obviously depends oh the magnitude of the
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mainshock and the magnitude range in which aftershocks are
counted. It also depends on the location of the hypocenter
and probably on the mechanism of the main shock. However,

even when all the above factors are similar, n(T(e)) shows

strong variations from event to event. Omori's law only has

meaning as a rough average for many events. As such, .it is

valid for different formal defintions of aftershocks

o]

(Gardner and Knopoff, 1974; Vere-Jones, 1976; Keilis-Borok
et al., 1971). The commonly accepted values for a and B are:
a=1 and B=0. The large number of factors which influence
n(T(e)) presents a great difficulty in the estimation of C,
a and B. There are probably too many parameters for the
available daté.

This chapter will test the hypothesis that the number
of aftershocks does not depend on the magnitude Mm of the
mainshocks if aftershocks are counted in a magnitude
interval from (Mm-A) to Mm, where A is a constant. The total
number of aftershocks over a period of the order of a year
is considered. In terms of Omori's law, the hypothesis means
that for a fixed 4, C does not depend on Mm. This
hypothesis, if correct, provides a self-similarity which
imposes an additional constraint on the study of the
physical nature of aftershocks. Also, the elimination of one
parameter (Mm) reduces the number of observations necessary
for statistical studies of aftershock sequences.

In the next section the above mentioned scaling law is

tested for Southern California. The Southern California
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catalogue 1932 through 1980 (Hileman et al., 1973; Friedman
et al., 1976; Subseguent Preliminary Epicenter Listings)

provided the data for the study. Finally the scaling law is
used for the analysis of a long-term premonitory seismicity
pattern termed "bursts of aftershocks” (Keilis-Borok et al.,
1980a, 1980b). This pattern is also discussed in Chapters 1
and 4. Keilis-Borok and Prozoroff (1981) give a similar

study for the strongest earthquakes vorldwide (M 2 7).

2.3 The scaling law

To test the hypothesis formulated in the introduction,
the number of aftershocks for different mainshock magnitude
Mm was counted for several ;alueé of 4. The following simple
"definition for an aftershock was used: Consider two
earthquakes with time seguence numbers i and j, i>j. The
second earthquake is an aftershock of the first if the
following conditions are satisfiea: The distance between

than R(Mi): the time difference

their epicenters is le
ti-tj s T(Mi); and Mj s Mi. T(M) and R(M) are empirical
functions. There is no physical basis for this definition.
The functions T(M) and R(M) can be viewed as simple box car
vindows in which obvious "mainshock-aftershock” clustering
is evident. The thresholds R(M) and T(M), assumed after
Gardner and Knopoff (1974) are given in Table 2.1. They seem
to give an estimation from above (i.e. for most mainshocks

R(M) and T(M) are larger than necessary). An exception is

+
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Windows for the identification of aftershocks
(after Gardner and Knopoff, 1974).

/

M R (km) T(days)
2.5 18.5 6.0
3.0 t 22.5 11.5
3.5 " 26.0 22.0
4.0 30.0 42.0
4.5 35.0 83.0
5.0 40.0 155.0
5.5 47.0 290.0
6.0 54.0 510.0
6.5 61.0 790.0
7.0 70.0 915.0
7.5 81.0 960.0
8.0 94.0 985.0

Table 2.1 gives the empirical windows for the identification
of aftershocks (after Gardner and Knopoff, 1974).
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the Kern County earthquake, July 1952, M=7.2. For this
earthquake R(M) and T(M) are greater than those vaiues
indicated in table 2.1. A map of mainshocks with magnitudes
greater than or equal to 4.0 for the years 1932-]980 using
‘the parameters of table 2.1 is given in figure 2.1,

The ®otal number of aftershocks (bi) were considered.

It follows that
T(M)

bij=)_ n(T(e)) 8
e=1

vhere n(T(e)) is given by (1). The results of the
computations are shown in tables 2.2 - 2.4. It is pre§umeé
that the Southern California catalogue is reasonably
complete for M 2 3.5 from the beginning (1932). This allowed
the computation of bi for a=1, Mm24.5 for mainshocks from
1932, For the years {970 - 1980 earthquakes with magnitudes
greater than or equal to 3.0 were considered and for 1977 -
1980 events with M greater than or equal to 2.5 were
considered. These divisions are approximate,

The above places obvious constraints on the miminum
mainshock magnitude which could be considered for the
different values 6f A. The number of smaller magnitude}
mainshocks occurring after 1977 was insufficient to test the
hypothesis for A=2.0, To test the hypothesis for a=2.0 the
‘ above constraint was relaxed; M22.5 from 1970 and M22.0 fram
1977 were included. The results for A=2.0 could be biased
due to this.

2 -2
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Figure 2.1 gives an epicentral map of mainshocks occurring
in Southern California from 1932 through 1980 as determined
by the ¥ftershock criteria of table 2.1. The approximate
contour of the volcanic zone after (Allen et al., 1965) is
shaded. ,
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Frequency distribution of numbers of aftershocks
per mainshock, delta = 1.0

>15 - - - - -
15 1 - - - - -
14 - - - - - -

2 13 i - i i - .
g 12 - 1 - - - -
£ 11 - - - - - -
¢ 10 - - 1 - - -
29 - 2 - - - -
[ 8 - - - - - -
® 7 1 - - 1 .- -
S 6 - 3 - - - -
_ 5 1 6 1 1 - -
o 4 4 4 2 - = -
g 3 3 10 1 3 2 .
32 12 13 6 - 2 -
1 15 39 19 6 3 4

0 31 96 . 24 14 2 3
2.0-4.4 4.5-4.9 5.0-5.4 5.5-5.9 6.0-6.4 >6.4

Mainshock Magnitude

a
<

Table 2.2 is a tabulation.of the frequency of occurrence for
the number of aftershocks per mainshock with a = 1. The
mainshock magnitude range 4.0 to 4.4 uses data after 1570,
other mainshock magnitude ranges use data from 1932.
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Frequency distribution of numbers of aftershocks
per mainshock, delta = 1.5

>20 5 1 1 1 1 -
20 - - - - - -
19 - - - - - ;
18 - - - - -
21 I ! ; S
16 - - - -
£ 15 - - - 1 - -
C 14 - - - - - -
813 - - ; - - -
“- 12 1 - - - -
o - - . - - - :
“ 10 - - - - -
°g - - - - - 1
o 8 - - 1 1 1 -
7 2 1 . 1 1 -
gs 2 - 4 - - 1
Z 5 7 1 2 3 1 1
4 10 1 3 - 3 1
3 6 2 7 3 - -
2 9 4 7 3 2 -
1 12 5 11 4 - 1
0 16 g 15 9 - 3
2.0-4.3 4.5-4.9 5.0-5.4 5.5-5.9 6.0-6.4 6.4

Mainshock Magni tude

*

Table 2.3 is a .tabulation of the frequency of occurrence for
the number of aftershocks per mainshock with a4 = 1.5, The
mainshock magnitude range 4.0 to 4.4 uses data after 1977,
4.5 to 4.9 data after 1970, other mainshock magnitude ranges
use data from 1932,



50

Frequency distribution of numbers of aftershocks
per mainshock, delta = 2.0
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Number of aftershock§

1
14 1
13 - - - -
12 - 2 2 -
11 - - 3 - -
10 1 - 2 2 1
9 - 1 - - - 1.
8 1 1 - - - -
7 2 1 - - - -
6 2 - - 1 - -
5 1 3 2 1 - +
4 - ! - 2 : !
3 - 1 - - - -
2 - 3 - 1 . .
1 - 5 - 2 - -
0 2 5 1 7 - 2

4.0-4.4 4.5-4.9 5.0-5.4 5.5-5.9 6.0-6.4 >6.4
Mainshock Magnitude

Table 2.4 is a tabulation of the frequency of occurrence for
the number of aftershocks per mainshock with A = 2, The
mainshock magnitude range 4.0 to 4.4 uses Gata after 1977,
4.5 to 5.4 data after 1970, other mainshock magnitude ranges
use data from 1932.



Tables 2.2, 2.3 and 2.4 show frequency distributions of
b versus mainshock magnitude for a=1.0, 1.5, and 2.0
respectively. Figures 2.2 -2.4 shov the corresponding
normalized cumulative frequency distributions b(g), where g
is the number of mainshocks with b or less aftershocks. The
hypothesis predicts that the frequencies tabulated in tables
2.2 - 2.4 should be independent of mainshock magnitude
interval. To test this each table was divided into magnitude
intervals such that each interval contained similar numbers
of events. The frequencies in the magnitude intervals were
then compared by the Chi-squared criteria. The results are
shown in table 2.5. The hypothesis that the frequencies are
the same cannot be rejected at the .28 level of significance
for the worst case (a=1.0).

Tables 2.2 - 2.5 and figures 2.2 - 2.4 seem to confirm
our hypothesis at least for As1.5 and Mm>4.0. The catalogue
is insufficiently complete to make conclusions for smaller
Mm or larger A. For 4=2.0 the results are encouraging,
although for later years the minimum aftershock magnitude
used in this case is probably not justified by catalogue
completeness. The cumulative frequency distributions for

different A are juxtaposed on figure 2.5: o
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Figure 2.2 gives the normalized cumulative freguency
distribution b(q) A = 1 for various magnitude ranges.
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Figure 2.3 gives the normalized cumulative frequency
distribution b(qg) for A = 1.5.
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Pigure 2.4 gives the normalized cumulative frequency

A(qQ) for a = 2.0. . .
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Chi-square comparisons of the frequency distributions

Key delta X qQ P S
(A) 1.0 2.55 2 .72
(B) 1.5 .30 3 .04
(C) 2.0 2.77 3 .57
(D) 1.5 7.26 3 .94
(E) 1.0 7.21 1 .98

(A) gives a comparison between the magnitude range 4.0-4.9
for the years 1970-1980 and the magnitude range >4.9 for
for the years 1332-13980. }

(B) compares the magnitude ranges 4.0-4.4 after 1977 plus
4.5-4.9 after 1970 to the ranges >4.9 after 1932.

(C) compares the magnitude range 4.0-4.4 after 1977 plus
4,5-5.4 after 1970 to the combined distribution for
all magnitudes greater than 5.4 occurring from 1932.

(D) compares the combined distribution of the magnitude ranges
4.0-4.4 (1977»1980), 4.5-4.9 (1970-1980) and >4.9 )
(1932-1980) which occurred  in the volcanic region
outlined in figure 2.1 to the similar distribution for
the non-volcanic region.

(E) compares the frequency distributions of earthquakes
found to be foreshocks to the expected distribution
for mainshocks. The number of aftershocks was counted
for two days. Earthquakes with magnitudes greater than
4.4 were considered for all years. Those with magnitudes
4.0-4.4 were considered after 1970. -

q gives the number of degrees of freedom

x gives the value of Chi-squared

P is the Probability that a random variable which follows the
Chi-square distribution with n degrees of freedom is less
than or equal to x.

Table 2.5 gives the Chi-square test of goodness of fit

between various magnitude intervals from the frequency
tables 2.2-2.4.
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Figure 2.5 shows a comparison of the normalized cumulative
frequency distributions for different valugiﬁaf A. The o
distributions are based on all mainshocks for which the )
catalogue was considered sufficiently complete (ie Mm 2

m.(t) + &, where m,(t)=3.5 until 1970, ,3.0 from 1970 to 1977
and 2.5 after 1977). The distributions for 4=2.0 and 5=2.5
are based on small numbers of points (64 and 31
respectively).
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2.4 Regional v:ti:tiéii

Examination of the catalogue reveals that the
clustering of earthquakes is different in different parts of
Southern California. For example, the area of Quaternary
volcanism is known as "aftershock prone”™ (Allen et al.,
1965). This area is characterized by more intensive
clustering, i.e. clusters with larger numbers of events.
Accordingly, b should be larger on the average in this
region,

The approximate contour of the volcanic area (after
Allen et al., 1965) is shown in figure 2.1. The cumulative
frequency distribution of b for the volcanic and
non-volcanic areas vwith A=1.5 are given in figure 2.6. The
differences. between the two regions are evident from the
figure. For a=1.5 the frequency distribution for the
volcanic zone is characterized by fewer mainshocks with zero
aftershocks (23% compared to 33% for the non-volcanic
region) and more mainshocks with greater than 20 aftershocks
(7% compared to 0% in the non-volcanic region).

The frequency distributions for the two aréas vere -
compared by Chi-squared calculations. The results ace shown.
in table 2.5. The hypothesis that the distributions are

similar can be rejected at the .06 level of significance,
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Figure 2.6 g1ve a comparison of the normalized cumulative
frequency distributions b(q) for the volcanic and the
non-volcanic regions (aA=1.5).
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2.5 Premonitory pattern B

According to Keilis-Borok et al. (1980a, 1950b) the
occurrence of a "burst of aftershocks® (pattern B) indicates
a significant increase in the probability of a strong (M 2
M,) earthquake in the same region within the next t, years.
"pattern B" consists of a mainshock in the medium magnitude
range with an afemalous number of aftershocks concentrated
at the beginniné of the aftershock sequence. Specifically
the pattern is a mainshock with magnitude Mi such that M, =
Mi < M, and bi(e) 2 B where bi(e) is the number of
aftershocks in the first e days following the mainshock and
8 is a threshold above which bi(e) is considered to be
anomalous. The following values were selected for Southern
California by retrospective juxtaposition of strong

earthquakes and the values of biz: M,=6.5; M,=M,-.1;
M,=sM,-1.; t.,=3 years; B =13; and e=2days (Keilis-Borok et
al., 1980b). Aftershocks were counted in the magnitude range
from 3 to Mm.

The conclusion of the previous section allows us to
choose B independently of Mm and juxtaposition with strong
earthquakes, although not“unambigiously. We define B(g) as
the g% quantile of the empirical distribution of the values
of bi (i.e. B(g) is the value of b which is greater than the
bi values of g% of the mainshocks).

Completeness of the catalogue restricts the maximal
value of A we can use. For Mm=5.5 we are restricted to As2.0

for early years. We considered the distribution of bi(2
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days) for a=2.0, Mm>5.5, for the years 1932

for 1970 - 1977, and Mm>4.5 for 1977 - 1980 and obtained

B(95) = 13 and B(90) = 11.

Mainshocks with M>5.0 and bi(2 days)>11 are juxtaposed
with strong earthquakes in table 2.6. Md expected the
results are very similar to those obtained ¢y Keilis-Borok
et al. (1980b). Most events found to be anomalous previously
are found to be anomalous here;.T;; exceptions are listed in
table 2.7. Seven of nine strong events are preceded by
anomalous bi. There are tw ta. -~ alarms, one in 1935 and
one in 1958. The false alarm 1r 335 is generated by long
distance aftershocks of the 1934 M=6.5 and M=7.1 strong
events. ] ’

) For smaller A the identifi;gfgan of anomalous events
becomes more sensitive to the magnitude estimates,
particularly to the mainshock magnitude. For example,
Keilis-Borok et al. (1980b) identified the Oct. 4, 1978
Mm=5.8 earthquake as anomalous with bi(2 days)=35. For 4=2.0
bi(2 days)=9 which is not identified as anomalous at the 90%
quantile level. However, if the mainshock magnitude vere.
over estimated by .1 two more aftershocks should be included
and bi=11 wHich would be identified as anomalous. An
increase in A would make possible magnitude errors less
significant as well as increase the aftershock numbers. This
would make the separation of anomalous events from

non-anomalous events clearer. It is therefore suggested z%gt
+

‘as large a magnitude range as is possible should be used to
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Mainshocks with anomalous bi (delta=2.0)
and strong earthguakes

Year day M lat Long. bi =bi K
1933 364 6.3 33.62 -117.97 44 103
1984 365 7.1 32.25 -115.50
1935 119 5.0 31.75 -116.50 -
1935 251 5.0 32.80 ~-115.22 11 -
1940 140 6.7 32.73 -115.50
1941 182 5.9 34.37 -119.58 11 18
1942 294 6.5 32.97 -116.00
1947 205 5.5 34.02 -116.50 15 29
1948 339 6.5 33.93 -116.38
1950 209 5.4 3312 -115.57 12 -
1950 210 5.5 33.12 -115.57 13 13
1;5%,,,292; 7.2 35.00 -119.02
1954 316 6.3 31.50 -116.00 17 19
1955 351 5.4 33.00 -115.50 11 -
1956 40 6.8 31.75 -115.92 .
1858 334 5.8 32.25 -115.75 11 11
1969 B0 5.8 31.20 -114.20 44 49
1971 40 6.4 34.41 -118.40
1979 1t 5.0 33.94 -118.68 14

, 1979 74 5.2 34.33 -116.44 14
1979 288 6.6 32.61 -115.32
1980 146__6.5 37.56 -118.79

bi was counted for a 2-day interval after the
ma inshocks.

*bi indicates values of bi from Keilis-Borok et al.,
(1980b) .

Table 2.6 lists mainshocks with anomalous bi for a = 2.0
along with strong earthguakes M,26.4. Strong earthguakes are
underlined.



- Mainshocks with anomalous bi from Keilis-Borok

et al. (1880b) not found to be anomalous for
delta = 2.0
Year day M lat. Long. bi =bi
1937 8B4 6.0 33.417 -116.26 5 13
1946 74 6.3 35.73 -118.05 & 13
1947 100 6.2 34.98 -116.55 8 16
1949 122 5.9 34.02 -115.68 2 19
1954 78 6.2 33.28 -116.18 9 24
1968 100 6.4 33.19 -116.13 4 13
1878 277 5.8 37.51 -118.68 9 22

bi
*bi

was counted for

mainshocks.

a 2-day interval after the

indicates values of bi from Keilis-Borok et al.,

(1980b) .

Table 2.7 list mainshocks with anomalous bi from
Keilis-Borok et al, )
anomalous for a = 2.0 and B(g) = 90%.

(1980b) which were not found to be
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identify anomalous bi.

-

2.6 Aftershocks of foreshocks

In the test of the scaling lav we have eliminated
evgnts found to be foreshocks from our analysi§5 The
definition of ‘foreshock used here is similar to the
prgviaﬁsly mentioned definition for aftershocks with the
exception that the condition Ma<Mm is reversed to Mf<Mm,

' where Mf is the magnitude of the foreshock. The same
thresholds R(Mf) and T(Mf) were assumed.

The number of aftershocks bi(e) with a=1.0 was computed
faf each foreshock for which tm-tf>e. A value of 2 days was
chosen for e. Figure 2.7 shows the corresponding normalized
c;mulative frequency distributions of bi(2 days) for
foreshocks and mainshacké. The frequency distribution for
foreshocks was compared to the expected frequency
distribution generated by mainshocks using the Chi-squared
criteria. The result is given in table 2.5. The hypothesis
that the distribution for foreshocks is the same as that fé:
mainshocks can be rejected at the .01 level af!significanzei

Figure 2.7 leaves the impression that on the average
foreshocks are characterized by larger b. However, the total
numbef of foreshocks, 27, is too small for definite

conclusions. This difference deserves further attention.
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2.7 Summary .«

The scaling law hypothesis seems to be supported, with
the qualification that apparently the distribution of
aftershocks is regionally dependent. Regional dependence, if
present, increases the amount of data which is necessary for
statistical studies of aftershock occurrence. The regional
dependence may be related to changes iﬁ local tectonic
style. Areas characterized by predominately extensiaﬁa;
tectonics may show systematic differences in aftershock
occurrence from areas characterized by predominately by
compressionial tectonics.

It is suggested that, on the average, foreshocks
generate larger numbers of .aftershocks than do mainshocks.
More data is needed before this observation can be tested.

The scaling law presented here as well as
self-similarity in general have several implications for
premonitory pattern "bursts of aftershocks”. Anomalous
bursts of aftershocks should be identifiable even for
smaller magnitude mainshocks, provided the catalogue used is
complete enough. The regional dependence of the scaling law
may complicate the identification of what constitutes
anomalous activity at a particular location. Keilis-Borok et
al, (1980b) suggest that in the entire Southern California
region anomalous bursts of aftershocks in the mainshock
range of 5.5 to 6.4 are prgcurSGQY to M, 2 6.5 earthquakes,
with a precursory time of the order of 3 years. If this is

correct the scaliﬁé\%ai and self-similarity suggeét a
¢
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further question: Are anomalous bursts of aftershocks with
smaller mainshock magnitudes precursory to intermediate
magnitude events on a shorter time-distance scale? The
Southern California catalogue is probably insufficiently

%

complete to test this hypothesis at present.



3. Swarms and clusters of mainshocks in Southern California

"Figures often beguile me, particularly when I have th‘
arranging of them myself; in which case the remark
attributed to Disraeli would often apply with justice and
force: 'There are three kinds of lies, lies, damn lies and
statistics'."

Mark Twain
Autobiography,
Volume 1 page 246.

3.1 Introduction
Clustering of earthquakes in space and time is one of
-
the most prominent features of seismicity. Phenomenology and

statistical models of clustering are described in many
studies (i.e. Utsu, 1972; Knopoff, 1971; Keilis-Borok et
al., 1971; and Dziewonsky and Prozorov, 1981). Many of the
proposed precursory seismicity patterns described in Chapter
1 involve recognition of abnormal clustering or
anti-clustering of earthquakes. These include, for example:
bursts of aftershocks (Keilis-Borok et al., 1980a,b); swarms
(Caputo et al., 1977; McNalley, 1977; and Evison, 1977a,b);
doughnut patterns (Kanamori, 1981); and seismic gaps of the
secéné kind (for example, Mogi, 1979). The physical
mechanism of clustering remains unclear: in particular, it
is difficult to explain the %&Ee:cénngcticns between
earthguakes over such large space and time intervals, which

are suggested by some of the observed patterns. In the above



mentioned patterns no distinction was made between
mainshocks, foreshocks and aftershocks, all were included.
Although there is no unambiguous physical definition
for either a mainshock or an aftershock, the most obvious
examples of earthquake clustering are mainshock - aftershock

sequences, This work uses a very simple definition for

next section. The following questions arise: Do the
sequences of obvious mainshock - aftershock clusters show a
higher level of clustering? Are the "mainshocks™, defined by
the simple criteria, themselves clustered on a larger time -
distance scale than is seen in the mainshock - aftershock
clustering? ff the mainshocks are clustered, are periods of
abnormal clustering precursory to large earthquakes? Are
precursory swarms and periods of quiescence observable in
the sequence of the simple mainshock - aftershock clusters?

This chapter will discuss some of the statistical
properties of the sequence of mainshocks in Southern
California, The gquestion of mainshock clustering is explored
and, the clusters of mainshocks are described and juxtaposed.
with strong earthquakes. Part 1 uses a simple swarm model of
clustering. In part 2 sevegal clustering sequences are
examined in more detail by means of cluster analysis.

Much of the research on this chapter vas carried out at
the Seismological Laboratory, California Institute of
Technology while the author was assisting Prof. V. I.

Keilis-Borok during his tenure there as Fairchild Scholar.
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Part 1 of this chapter is based in part on the paper "Swarms
of Main Shocks in Southern California™ by V. I.

" Keilis-Borok, R. Lamoreaux, C. Johnson, and B. Minster.

3.2 On the definition of mainshocks and aftershocks

The question of the definition of an aftershock is a
fundamental one. A conceptual definition of an aftershock is
an event which is a direct result of the redistribution of
energy resulting during failure of a previous shock.
Stochastic models of earthquake sequences such as the
branching model of Kagan and Knopoff (1981) mentioned in
Chapter 1 present a conceptual problem in dividing
earthquakes into foreshock - mainshock - afterg!‘ick
seqdences if % purely statistical definition is assumed in
vhich mainshocks are defined s%?ply as those events which
are statistically independent of other events and
aftershocks and foreshocks are defined as statistically
dependent events. In such models all or most earthquakes
will be interdependent. If one wishes to discuss mainshocks,
aftershocks, and foreshocks some physical rather than
statistical definition is needed. That is not the purpose of
this work. The purpose of this chapter is to study
clustering of earthquake sequences at intermediate time
scales, time scales of the order of years. A simple
definition of mainshocks and aftershocks is used to

eliminate the obvious short term clustering in the
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catalogue. The terms mainshock and aftershock used here
should be considered in light of this.
In this work mainshocks and aftershocks were defined

using the definition of aftershocks given in section 2.3.
ta-tmsST(Mm); RamsR(Mm); MasMm 9

were t is the origin time and M is the magnitude; indices a
and m indicate aftershock and mainshock respectively; Ram is
the distance between the epicenters of a mainshock and its
aftershock; T and R are empirical functions assumed after
Gardner and Knopoff (1974) and Keilis-Borok et al. (1980b).
This defintion 'is simple. What is used is a simple boxcar
filter which is dependent on the magnitude of the largest
event in a segquence.

Omori's law that the rate of aftershock generation

falls off as the inverse of time results in a stong

all time then the total expected number of aftershocks in

tiole T for a given event will be
T

N=C) 1/n 10
n=li

The summation of 1/t does not converge. Essentially this
implies that each event, if it generates aftershocks,
generates an infinite tail of aftershocks. The question
arises, hdv ddQ!e know that a present earthquake is not
simply an af:ershock @& some earthquake which occurred in

C A

¢he perhaps distant past? Again at the root of this question

(V)
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lies the exact question of what is ghe,definitian of an
aftershock. After long periods of time the qguestion of
wvhether a earthquake is an aftershock of some previous
event, which occurred at nearly the same location, or is
perhaps due to changes in local conditions not related to
the previous event becomes ambiguous. Perhaps the subsequent
event could be more easily attributed to energy input into
the system later in time than the previous events through
some large scale driving force (i.e. plate tectonics). In
such a case the event should not be termed an aftershock.
Also, there is no guarantee that Omori's law is valid for
very long tiﬁe periods.

1f Omori's law is assumed to be correct for all times

(4]

an order of magnitude estimate of the number of aftershocks
of, for example, all magnitude 6 or greater events can be
easily made. For the last 45 years there have been on the
average approximately one earthquake with a magnitude 6 or
more per two years in the Southern California catalogue.
Although there are great fluctuations from event to event,
an estimate of C in Omori's law for a "typical” magnitude 6
earthquake can be made. Such an estimate gives an
approximate value of C=2 days for aftershocks greater than
magnitude 4. Assuming that we have a standard earthgquake
uniformly distributed every T, the expected number of
"aftershocks” at time T which are generated by these events

1s given by
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L S n .
C 11
N-ng, TenT,

where T, is the average recurrence period and L is some
cutoff number.of cycles indicative of the lifetime of a
fault system. For T,=2 years, C=2 days, L=1,000,000 and
assuming T is small compared to nT, the summation gives
approximately 10 events per year. This number is significant
when it is considered that there are on the average
approximately 70 events/year with magnitudes greater than 4.
1f Omori's law is correct for all time of the order of 10%
of these events are explanable as "aftershocks” of previous
large events. These event will, hovever, appear to be
statistically independent due to the different "mainshocks”
to which they are associated and the long period of time
from the "mainshock” to "aftershocks” of the same
"mainshock"”.

An individual aftershock seguence might be modeled as
following a time dependent Poisson distribution in which the
mean number of events per unit time decays as 1/t. ;f such a
sequence of events is observed after some period of time t, {
(i.e. the first t, days is not recorded) the series will
appear random if time periods are observed which are small
compared to t,. For a Poisson process the variance of the
distribution of events in any time interval at will be equal
to the mean number of events in that time interval. 1f, for

example, it is assumed that a change in the mean of 25% is

significant, a significant change in the variance of the
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distribution of events following the 1/t time dependence
vill not be noticable unless many time intervals longer than
t/4 are taken, where t {s the time from the initial shock.
Also, long enough time intervals must be taken to adequately
estimate the mean number of events if differences ;re to be
noticable. Clearly we can not tell if a sequencé of shocks
occurring in a present catalogue are "aftershocks”, using
Omori's law, of some event occurring at a time t, before the
start of the catalogue if t, is greater than the present
length of the catalogue. Such sequences will appear to be
random. We can not make any definite conclusion about
properties of the sequences which show variations only at
time ‘scales of the order of or longer than the length of the
available catdlogues. The length of the Southern California
catalogue is of the order of 50 years. If we assume that the
seismicity of the last 50 years is representativé of the
preceding 50 years we can estimate the number of magnitude 4
"afgershocks”™ in the first year of the catalogue which are
due.to magnitude 6 events occurring in the 50 years which
preceded the catalogue as apprbxinately 4. This falls to
less than 2 after 6 years. This small number of events will
not significantly effect the statistics of the overall

distribution of events.

The effects of the finite time window
aftershock definition can also be considered. Consider a
magnitude 6+ earthquake which occurs at the beginning of the

catalogue. The number of aftershocks missed, if Omori's law



is assumed to be true, due to the finite length of ‘the
aftershock time window can be estimated for a typical event.
Assuming the same parameters as before and taking T(M) from
table 2.1 gives an estimate that 3 to 5 aftershocks vith
magnitudes greater than 4 will be missed in the 50 year
period of the catalogue. This small number will have little
effect on the overall statis.cs of the entire sequence of
earthquakes. | A

Consider another related guestion. It is well
documented that large earthquakes on plate boundaries recur

with similar magnitudes at nearly the same location. It has

also been suggested that nearly all the strain release along.

segments of plate boundaries characterized by the occurrence
of large earthquakes is released by the large earthquakes

themselves. Approximate return times for the largest events
in a region can be' estimated iﬁdepenéently of the seismicity
patterns using constraints from plate tectonics. A reviev of

this was given in section 1.4.3. Suppose that all

earthquakes occurring on these segments are aftetshocks of
the series of largest earthquakes. The question arises,
after what period of time will the probability of an
earthquake being an aftershock of the last large event be
equal to the probability e§ being an aftershock of all the
preceding large events. Assuming the large i;rthéu:k;s occur
at reqular intervals of T, and all generate aftershocks

initially at the same rate the time is given by
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vhere the sum is taken over all cycles. If 100000 cycles
are taken T is approximately T,/14. In Middle America the

return times of large earthquakes have been estimated using

Minster, 1981). This means that 2.5 years after the
occurrence of a large event we are faced with the ambiquity
of saying that an event which occurred in the epicentral

region of the last large event is more likely to be an

"aftershock”™ of one the earthguakes occurring in one of the
distant past cycles of the strain release. The question of

vhat is an aftershock of what becames;g unanswverable.
Clearly, some other phisical criteria is needed if the
congePpt of an infinte tail of aftershocks is used.

In this chapter the possibility of long term clustering
iiin earthquakevseéuenées'is studied. The time length of long
tgrml:luste:ing which can be studied is festrictéd to
%ericds which are short compared to the length of the

catalogue. Nothing can be concluded about clustering which

has time scales which are of the order of the length of the

approximately 50 years, this limits the study of "long term"
clustering to periods which are a fraction of this. Here
"long term" clustering will refer to clustering on tim%

scales of 1 year to possibly 10 years.
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A valid way to look for longer term clusteriné is to
first filter out the short term variations which could
possibly obscure the picture. This was the approach taken
here. The purpose of the box car definitions for aftershocks
was to remove the obvious short term clustering which occurs
following a shock. In this study "mainshock” then refers to
the largest event in one of these primaty, box car defined
clusters. "Aftershocks” and "foreshocks" are those events
whiéh occur respectively after and béfaré the "mainshock” in
"the box car window. Foreshocks can have foreshocks and
aftershocks can have aftgfsha:ks in this definition. The

‘definitions here are obviously not unigue. Mainshocks
defined by the above criteria for a particular choice of
R(M) and T(M) will not necessarily be mainshocks by another
,criteria.

The boxcar filters used here are strong. Even if the
1/t dependence suggested by Omori's law holds for very long
perjods of time most "aftershocks” occurcring in the length
of the catalogue will fall within the boxcar windows. The
few aftérshocks which are missed viii!ge videly spread in
time. These "missed aftershocks” will not affect the overall

" statistics of the distribution of residual events.
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3.3 Statistics of mainshocks

The Southern California catalogue 1932 through 1980
(Hileman et al., 1973; Freidman et al., 1976; and Subsequent
Preliminary Epicenter Listings) provided the data for the
study. Two separate mainshock catalogues vere created using
the two versions of the thresholds T(M) and R(M)'given in
Tablés 2.1 and 3.1. The thresholds in Table 2.1 were

suggested in Gardner and Knopoff, (1974); Table 3.1 gives a
/

clustering of earthquakes (Keilis-Borok et al., 1980b).

The’ﬂuhber of mainshocks in different time and
magnitude ranges is sho in Tables 3.2 and 3.3% A map of
ﬁainshacks with Mm25.0 (using the threshold of Table 2.1) is
given in Figure 3.1, It is interesting to notice tqe general
quiescence in the occurrence of mainshocks from 1968 to 1978
(Figure 3.2).

3.4 Clustering of mainshocks
Knopoff and Gardner (1974) found that the distribution

of mainshocks, using the definition of table 2.1, in short

-

time intervals for the whole of Southern California is not
distinguishable from a Poisson éiétfibutian; However, this
does not eliminate the possibility that the sequences of
mainshocks in smaller areas deviate from the Poisson
distribution and, in particular, that clusters of mainshocks

\
occur. In order to test this, the distribution of the number



Simplified windows for the identification of
aftershocks (after Keilis-?orok et al., 1880b).

. -~
N R{Kkm) T(days)
3.0 - 3.9 T s0.0 as0
4.0 - 4.8 50.0 91.0
4.5 - 5.4 50.0 182.0
5.5 - 6.4 50.0 365.0
> 6.4 50.0 730.0

Table 3.1 gives a simplified version of R(M) and T(M) used
in the identification of aftershocks (after Keilis-Borok et

al., 1980b).
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Figure 3.1 shows a map of mainshocks for Southern California

with magnitudes great
of table 2.1 were use
are also given.

er than 5.0. The aftershock thresholds
d. The boundaries of the 14 subregions
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Figure 3.2
mainshocks
§Ns gives
mainshocks

of events per year over the
before the

occurrence

Ty

gives a plot of the cumulative number of

+4é

-40

Ns, M24.0, from the beginning of the catalogue.
the difference between the cumulative number of
and the number predicted from the average number

time interval ending 6 years

date given. Note the general quiescence in the

of mainshocks from 1968 to 1978.
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e
of maiﬁshccés in rectangular boxes of size sx, AY, s .vere
considered. The parameters AXx, AY, and s refer to the
dimensions of the box in latitude, longitude and time
respectively.

Let n be the number of earthquakes in one of these
boxes and let N bé the total number of mainshocks in a
single rectangle ax by Ay for the entire period of time
spanned by the catalogue. The two-dimensional histograms
p(n,N) were tabulated. p(ng) gives the number of times all
rectangles Ax by Ay, which contained N events over the
entire cat‘lcgue. had n events in ;%e time intervals of
duration s. The following values of parameters vere assumed:
ax = Ay = .4°, 8= 1, 3 ‘and 6 years; minimal magniéude M, = e
3.5 and 4.0. Two e;amﬁles of these histograms are given in
Tables 3.4 and 3!5; -

The distributions P(n,N) were compared to tﬁe expected
Poisonian distributions, with the same average rmber of
events per time window, using the Chi-squared criteria
(e.g., Cramer, 1946). The values of P in each line were
grouped in such a way thét each group had at least 5
membefs; The results are given in Tablemg 6. Table 3.6 shows
that the deviations between the observed distributions and
the corresponding Poisson distributions are significant. In;=*
all but two cases the hypothesis that the distributions \
p(n,N) follow the Poisson law can be rejected at less than
the .001 level of significance. Additional confirmation of
the existence of clustering is that for n = 0 the obseryed

\
\,s
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values of P are systematically greater than frequencies

predicted by Poisson distfibutianki:m

3.5 Clustering of mainshocks without foreshocks
In the preceding section foreshocks were included in

of mainshocks plus foreshocks as defined by Tables 2.1 and
F )

3.1 show significant deviations from Poisson distributions.

The deviations were such as to suggest a significant degree

of clustering, however the significance of the contribution

remains: is the observed clustering due simply to the
presence of fcre§ﬁ$§F5? .

Gardner and Knopoff (1974) show that if aftershocks and
foreshocks are eliminated from therzatglague by means of the
criteria of Table 2.1, the distribution of numbers of
mainshocks in 10 day intervals over, all of Southern
California is indistinguishable from a Poisson distribution.

To test for local clustering of mainshocks with
foreshocks femaveé. the Chi-square analysis of the preceding
section was repeated on the catalogue of mainshocks as
defined by Table 2.1 excluding foreshocks. P(n,N) was
constructed for various values of ax, Ay, s,\and M,. The
results are given in Table 3.7. \

The sequence of earthquakes (including'gf;:>ghpcks and

foreshocks) shows a high degree of clustering. The removal
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Mo R(M), TIM) s x n p
~_after table

m>4.0 2 6 years 20.22 15 .84

m>3.5 2 6 years 66.27 32 .999 ’
m>4.0 1 6 years 27.27 18 .93. )
m>3.5 1 6 years 74.66 34  .999

m>4.0 2 3 years. 43.69 12 .999

m>3.5 2 3 years 95.08 35 1999

m}dig 2 1 year 141 7 .999

. 2 1

year 27.6 17 .999

Table 3.6 gives a Chi-squared test of the

two dimensional histograms. In the table

& gives the time window used in counting the

number of events in a .4 by .4 degree square of
latitude and IQngitude. n ‘gives the number of deggees
for the Chi-squared test, x gives the value of

and P is the probability that a random variable
which follows the Chi-square distribution with n

n degrees of freedom is less than or equal to x. .



Table 3.7 gives a Chi-squared comparison of the two
dimensional histograms P(n,N), excluding foreshocks, to
Poisson distributions. In the table s gives the time window
used in counting the number of events, M the minimal
magnitude, n the number of degrees of freedom, z the value
of x*, p the probability that a random variable which
follows the Chi-square distribution with n degrees of
freedom is less than or equal to z. "I" gives the number of
ranges which had variances greater than the variances
predicted by a Poisson process and q gives the probability
of i or more of I independent measurements being too large
assuming the probability of measuring a variance which is
too large is the same as the probability of measuring a
variance that is too small. Clustering is indicated by large
values of p and small values of q.



1 yas 3.5 14 10.18 250 0 16
1\ yesr 4.0 [ 7.95% 758 i 5
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of aftershocks and foreshocks in the manner described here
filtering process which removes the obvious mainshock -
aftershock and mainshock - foreshock clusters from the
sequence. This shifts the distribution of remaining, events
(mainshocks) away from a clustered distribution and ‘towards
a uniform distribution.

A distribution which shows clustering will have a
larger‘variance than a Poisson distribution, while a
distribution which tends towards a uniform distribution will
have a smaller variance. In terms of P(n,N) this means that
clustered distributions should grener‘ly have systematically
more occurrences of cases in the tails of the distribution.
In particular P(0,N) has an increased.probability of being
greater than that predicted by a Poisson distribution. For a
uniform distribution the effect is the opposite.’

As a further test for clustering the following was
considered: for the various values of ax, Ay, s and M, the
resulting histograms P(n,N) were grouped into ranges of N
such that the ranges containéd more than 25 cases (this was
relaxed to 16 cases for s24 years due to the decrease in the
number of cases). Eor each range N the variances of the
distributions P(n,N) were compared to those predicted by a
Poisson distribution. In Table 3.7 "I" gives the number of
ranges for a given Ax, Ay, s and M, and "i" gives the number
of ranges which had variances greater than the variance

predicted for a Poisson distribution. In Table 3.7 q gives
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the #Lobability of i or more of 1 independent measurements
b’iﬁ; too large assuming the probability of measuring a
l/@ériance which is too large is the same as the probability
of measuring a variance which is too small, A comparison of
P(0O,N) to the corresponding values predicted for a Poisson
distribution gives almost identical results. Clustering is
indicated by large values of p and small values of q.

For the whole Southern California region with s=10
days, 15 days, and 100 days and 1 year in the chosen
magnitude ranges the results are in agreement with Gardner
and Knopoff (1974). The distributions appear to follow a
Poisson distribution,

For ax and Ay = .4° The degree of clustering is
significantly less than the case which includes foreshocks.
The hypothesis that the distributions follow a Poisson
distribution can not be rejected at the 95% level (except
for M, 2 3.5, s=3 and 6 years). There is, however, a
suggestion of weak clustering for values of s of 3 and 6
years for all cases. Apparently, a significant amount of the
observed clustering in the previous gsection was due to
foreshocks. The tabulated cases suggest that differences
between the distributions and Poisson distributions becomes
progressively more significant as ax, &Y, and s increase.
This\is indicated by increasing values of p and decreasing
values of q as Ax, Ay, and s increase.

These results support the hypothesis that earthquake

sequences are clustered on longer time and distance scales



than is indicated by mainshock - aftershock clustering,
although the clustering is weaker than that suggested by the
previous section. This clustering is evident on time scales
and distance scales which are an crde; of magnitude larger
than the time and distance windows used to eliminate
aftershocks and foreshocks.

The failure to detect clustering on distance scales of
the order of the entire Southern California region is not
surprising. The casalogue of mainsh@tks will be dominated in
number by events vith magnitudes near the minimum magnitude
cut-off. The statistical properties of the ensemble will be
determined by this lowest magnitude range, larger events
will not contribute significantly. Clustering is suggested
to be a local effect. The time and distance scales of the
clustering depends on the magnitude range considered. For
the mimimum magnitudes considered here this range is an
order of magnitude less than the size of the entire Southern
California region. By using the entire Southern California
region a superposition of several clustered distributions is
obtained. The superposition of many clustered distributions
may appear random. The clustering of mainshocks is only
evident in time windows of the order of years. Due to the
short duration of the catalogue (49 years) it is not
possible to test for long-period, non-local clustering in
the entire catalogue.

The results presented here suggest that as the minimial

magnitude is increased clustering becomes evident at larger
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distance - time scales. Unfortunately the duration of the
catalogue is insufficient to test this hypothesis. For M25.0
time windows of 10 to 15 years might be needed. This would
allow only 3 or 4 time intervals using the available
catalogue.

The hypothesis that there are related events in the
catalogue, over long periods of time and large distances,
such as is suggested by the stochastic branching models of
earthquake occurrence, is not in conflict with the
observations presented here. If, for example, the Kagan and
Knopoff branching model, in which all shocks can be thought
of as "children" of those shocks occurring before them in
time, is correct no length of box car would be sufficient to

eliminate all dependent events. The Kagan and Knopoff model

=l

was discussed in Section 1.11. In such a model clustering
would always be observed at time scales longer than the
length of the boxcar. The short length of available
catalogues procludes the possibility of testing for the

presence of such long term clustering.

3.6 Part 1: Quiescence, swarms of mainshocks and strong

earthquakes



3.6.1 Hypothesis

The relevance of the clustering of earthquakes to the
process of preparation of a strong earthquake has been
reported in many studies. Some long-term premonitory
seismicit§ patterns are directly formed by different types
of clusters. The review of these patterns can be found in
Chapter 1 as ve&l as in Keilis-Borok et al. (1980b) and
Kanamori (1981). Some long-term patterns (i.e. bursts of
seismicity) have been shown. to give good results in
retrospective prediction tests. Howvever, they do not
indicate the place of the coming earthquake within the
region. They indicate only a time-window (3-4 years for the
bursts of seismicity) as do most other long-term patterns.
‘ Some other clustering-related premonitory patterns,

which have been suggested, imply the following sequence:

%

guiescence -~ activation and/or abnormally large clusters =+
strong earthqguake. The several suggested patterns of this
type use different definitions of guiescence, activation and
clusters. A review of these patterns is given in Chapter 1.
" These patterns are designed to indicate not only the time,
but also the place of the coming large earthquake. However,
so far they do not show "acceptable scores” even in
retrospective prediction duevtc an excessive number of false
alarms.

Many abnormally large clusters, encountered in the
study of the these premonitory patterns, are formed by a

mainshock and its aftershocks (the aftershocks of only the



strongest earthquakes are eliminated from consideration in

the definition of some patterns). In the folloving sections
the hypothesis that the mainshocks themselves form a similar
sequence (Quiescence - actjvation and/or clustering) before

a strong earthquake will be tested.

3.6.2 Data analysis -- general scheme

The above mentioned hypothesis was considered in the
following way.

(i) Southern California was divided in 14 areas, shown
in Figure 3.1, These areas represent the zones of major
faults; the location &f these faults was taken from Hileman
et al. (1973). Obviously the division, shown on Figure 3.1
is by no means unigue, especially where the faults are dense
and not separated by zones of relatively low seismicity.

(ii) The lists of mainshocks in each area vere checked
to see if the sequence {guiescence = abnormal clustering -
strong earthquake} occurred. For this purpose the following
funCGQOns were tabulated:

N(t,M,) -- the number of mainshocks in a sliding time window
from (t-s) to t, with magnitude Mm 2 M,;

R(t,M) -- maximal number of mainshocks (in the same
time—vindaw‘and magnitude range) with epicenters that can be
placed within a rectangular cell Ax by aAy:

N(t,M,) -- average value of N(t,M,) for the time interval
from the beginning of the catalogue to t.

Swarms of mainshocks are defined by the conditions
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R(t)2zmax{1/2N(t),C};: N(t)zN(t) 13

This same definition was usgd in Caputo, et al. (1977) on
earthquakes in Italy, however the Italian study did not
separate mainshocks and aftershocks.

(iii) Functions N(t), N(t)/N(t) and swarms vere
juxtaposed with the time of occurrence of strong (Mm 2 6.4)
mainshocks in each area. The hypothesis implies that strong
earthquakes are preceded by a swarm (which is one of the
types of abnormal clusters): and/or by a maximum of N(t) or
N(t)/N(t), which are the measures of activation; either one
has to be preceded‘by a mimimum of N(t) or N(t)/N(t), which

would correspond to quiescence. Quiescence and activation

are not formally defined here.

3.6.3 Data analysis -- results

The catalogue of mainshocks, using the thresholds R(M)
and T(M) of Table 3.1, was analyzed. To secure the
completeness of the catalogue the minimum magnitude
threshold M, was chosen as 4.0 except for regions of low
_activity. This more or less predetermined the following
choice of parameters: ax = Ay = .4°, s = 6 years, C=4. If at
the end of the catalogue the average number of mainshocks N
in the 6-year windows was less than 6, the threshold M, was
lowered sufficiently to obtain an N of from 6 to 8. These
parameters are not claimed to be optimal. The resurii of the

analysis are represented on figures 3.3 to 3.10. The strong



(Mm > 6.4) mainshocks are listed for convenience in Table
3.8.

Vertical lines indicate the moment of strong (M 2 6.4)
mainshocks. The numbers on the upper time scale indicates
the year of occurrence and magnitude of the strong
mainshocks outside the area represented on the plot. This
makes it easier to check vhether the occurrence of the
pattern in one area is connected to the strong mainshocks in
another area,

values of N(t), N(t)/N(t) and R(T), according to the
definition of these functions, refer to the end of the
sliding 6-year time window. This window was moved in one
year steps. The starting time for each area was shifted in
such a way that the last strong mainshock falls at the
beginning of a time window (the situation just before the
strong mainshock is given in the window preceding the strong
event). Accordingly, to avoid misunderstanding, the vertical
line indicating the moment of the strong event was displaced
by ~' mm to the right. The actual moment is
indistinguishable from the preceding time mark. The values
of R are indicated only for swarms, each double circle
signifies the occurrence of a swarm. 1t should be noted,
however, that consecutive double circles often correspond to
one and the same swarm which is concentrated on a shorter
time interval than 6-years. With the choice of 6-year
intervals wve c;ulé estimate N(t), N(t) and R(t) only after

1937 as the catalogue begins in 1932. The estimates of N(t)



Year Month Day Latitude Longitude Magnitude Ragion
1934 1 30 38.33 -118.50 6.6 Owvens Valley
1934 12 30 32.25 -115.50 65 Laguna Salada
1934 12 31 32.00 =114.75 7.1 Laguna Salada
1940 5 19 32.73 =115.50 6.7 Isiparial Valley
1942 10 21 32.97 =-116.00 6.5 Elsinore

1948 12 33.93 =116.38 6.5 Southern Mojave
1952 7 21 35.00 =119.02 7.2 Kern Countg
1956 2 31.75 -115.92 6.8 Ensenada

1968 4 33.19 -116.13 * 6.4 San Jacinto
1971 2 34.41 -118.40 6.4 Sanca Barbara
1979 10 15 32.61 =115.32 6.6 Imperial Valley
1980 s 25 37.56 -118.79 6.5 Owens Vallaey

Table 3.8 giv
Southern Cali

P
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become stable much later. Negative focal depth is indicated
in the catalogue for some earthquakes (most of them have
epicenters in the Owens Valley and Imperial Valley areas).
They were elliminated from the calculations represented in
Figures 3.3 to 3.10. The results obtained by including these
earthquakes do not differ significantly from those

presented.

3.6.4 Summary of the results

The areas considered ésnebg divided into twvo groups.
The first grc;p consists of 7 areas for which a lower
threshold magnitude of M, = 4 could be maintained (Figures
3.3 to 3.6). The data for this group seem to confirm the
expected pattern. The three last strong earthquakes -- Owvens
Valley, 1980; Imperial Valley, 1979; and San Fernando, 1971
-- are preceded first by quiescence (represented by clear
minimums of N(t) and N(t)/N(t) and dhen by the swarms. The
Ssan Miguel earthquake, 1956, is preceded by a svarm, but not
by a pronounced minimum in N(t)/N(t). N(t) does showv a
minimum from 1941 to 1952, however N(t) had not achieved a
stable value. For the 1948 Desert Hot Springs earthquake the
results are negative. It was preceded by a:tivagién (an
increase in N(t)) but not by a swarm or Quiescence. Swarms
were not diagnosed in the S. Mojave area at any time, For
the Parkfield area the results are positive in the sense .
that neither the guiescence -+ swarm pattern oOr strong

earthquakes occurred there (there were no false alarms). The
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area is presently in a state of quiescence. For the Laguna
Salada area a "false alarm" occurred in 1957. This "false
alarm" may be connected with a general quiescence -
activation associated with the neighboring Ensenada region
before the San Miguel earthquake of 1956. “\

The second group includes the 7 remaining areas where
mainshocks with magnitudes less than 4 were considered
(figqures 3.7 to 3.10). The expected pattern was not observed
in these areas. Stronger mainshocks, Borrego Mountain, 1968,
and Kern County, 1952, were preceded by swarms, but not by
clear quiescence. The same was true for the strongest '
mainshock in the Southern Sierra region, M = 6.3. In the
Riverside area we have a "false alarm”™ and in the Elsinore
area - two "false alarms". In spite of the general poor
score for these regions, the recent swarm in-the San Jacinto
area deserves attention, since it was preceded by a clear
minimum of N(t) and N(t)/N(t). This swarm includes a
mainshock in 1981. The adjacent Southern Mojave area shows a
similar pattern. The two areas, S5an Ja:inéa and the Southern
Mojave, are on opposite sides of the present seismic gap
identified in Thatcher et al. (1975). This gap is located on
the San Jacinto fault in the northwest corner of the San

¥

Jacinto region (see figure 3.1).

e

= ¢

In both groups the score could probably be impravéﬁ by
the change of parameters, first of all by the use of the
thresholds from Table 2.1 and by narrowing sx and Ay in the

definition of a swarm, However, as a posteriori improvement,
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it would hardly change the conclusions. Figure 3.1 givés a

rough qualitative summary of the results for all areas.

3.6.5 Conclusions: part 1

Mainshocks of Southern California, vhile forming a
Poisson sequence in this region as a whole, are sometimes
clustered in the space-time domain. This clustering will be
more thoroughly examined in the following sections of this
chapter were a more general definition of clusters is used.

There are qualitative confirmations of the hypothesis
that mainshocks of magnitude Mm 2 4 form a "quiescence -+
swarm”" pattern before a mainshocks of Mm 2 6.4 in the same
fault zone. For a more qualitative test of the hypothesis
the follwing are required: qﬁéntitative definitions of
quiescence; more objective gepafatian‘af the fault zones, or
a method to identify quiescence and clustering vithout such
separation; and a statistical model of the gsequende of

mainshocks.

3.7 Part 2: cluste! f mainshocks in Southern
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California

The first part of this chapter demonstrated that the
sequence of mainshocks in Southern California, as defined by
the simple criteria of Table 2.1, shows a significant degree
of local clustering. ?eriaés of low clustering (quiescence)

followed by high clustering (swarms) were suggested to be

/
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premonitory to a future strong earthquake near the gquiescent
+ swarm region. The swarm model of clustering was very
simplistic and the characteristics of individual swvarms wvere
not considered. This section uses cluster analysis to
investigate the clustering of the mainshocks on a more
formal level. The sequences of clusters in several areas are
examined.

Cluster analysis is a means eflelagsifging a group of
such that the "similarity” between individuals within each
sub-group is high while the "similarity"” between individuals
of different sub-groups is icv, Although the application of
cluster analysis is most familiar in the social sciences,
the need for classificatién schemes is common to all fields
of study. With an adeqguate classification écheme. the amount
of data necessary to describe a population can be greatly
reduced (i.e. the population can be characterized by the
chgﬁactEfistics‘éf the sub-groups rather than the
characteristics of all members of the population). Remote
sensing is an example of an area in the geophysical sciences
wvhich has made extensive use of ciuster analysis (for
example: Holmes and MacDonald, 1969; Landgrebe et al;.?ésg
and Landgrebe and Phillips, 1967). The classification
problems encountered in pattern reéﬁgniticn and those in
cluster analysis are very similar. l

The amount of literature on cluster analysis is large.

The nature and technique of applications of cluster analysis

§
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vary significantly from problem to problem. Only the
concepts of cluster analysis which are used in this chapter
will be discussed. For a comprehensive review, the
interested reader is refered to to the following sources:
Wishart (1978); Jardine and Sibson (1971); Duran and Odell

(1974); and Spath, (1980).

3.7.1 The clustering problem and mainshocks

Let 0 = {q., @:, 9.2, ....} denote Ehe set of N
mainshocks in Sauthe;n California. This set forms the
population for the study; the individual mainshocks are the
elements. Each earthquake is characterized by a set of
observables X which are used to define the similarity or
dissimilarity between elements. In theory these observables
could include any characterisitics of the mainshocks such as
location (latitude, longitude), focal depth, time of
occurrence, focal mechanism, magnitude etc. Only latitude,
longitude, and time of occurrence will be used in this
study. Let J be an integer less than N. The problem posed by
cluster analysis is then to determine J gubsetl-(clulters)
of O such that each element is assigned to one and only one
cluster and such that individuals assigned to the same group
are "similar” while individuals in different groups are
"different”, the measure of similarity and dissimilarity
being determined by the set of observables X . One group may
be a residual set which contains the individuals that are

not similar to other groups of individuals.



The terms similarity and dissimilarity need to be
quantitatively defined. Needed is a measure of the
similarity or dissimilarity between two elements, an element
and a cluster, and between two clusters. Many such measures
have been proposed (see for example Wigshart, 1978). The most
familiar are measures of dissimilarity based on the ordinary

Buclidian distance which are used in this study.

3.7.2 On Uniqueness

Any classification scheme devised is inherently
non-unique. The most obvious source of non-unigueness enters
in J the number of clusters determined. Obviously, a good
solution depends on a reasonable choice of J and even for a
given J there is no guarantee of uniqueness. Some criterion
ig needed to measure the "goodness” of the solution. If such
a criteron can be properly constructed, the partitioning can
be formulated as an optimization problem based on the
desired criterion. (

Even when such a problem can be formulated, the problem
of non-uniqueness still exists and different "goodness”
criteria could give different results. The problem of the
relative scaling of the various observables is another
source of non-unigueness. For example, vhen time and spatial
coordinates are included, the relgiive weights of the two
must be defined in the dissimilarity criteria (some unit of
time must be equated to some unit of distance). In general,

the clusters will vary under different scales. Also, some
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computational algorithm is needed to solve the clustering
problem. There is no guarantee that a computed solution will
give an absolute optimum and not just a local optimum.

A direct way to solve the clustering problem for a
given optimization criterion is to evaluate the optimization
criteria for each choice of clustering alternative. The
unique solution would then be the choice yielding the
optimal value. However, this method, termed clustering by
complete enumeration ¢Duran and Odell,‘7974) is impractical
for any reasonable problem. The number of possible
partitions of a set of n objects into j subsets none of
vhich is empty is given by S(n,j), where S(n,j) is the
Stirling number of the second kind (Abramowitz and Stegun,
1968) .

For a six year interval there are on the average 200
main;hocks vith magnitudes greater than 3.5 in Southern
California. If ten clusters are desired, complete
enumeratiqp would require the evaluation of approximately
10'** cases. Some efficient strategy is needed to limit the
amount of computational time required to some feasible
value. )

Many- efficient clustering algorithms have been
suggested in the literature. Three different strategies are
used in this study, density analysis, hierarchical fusion,
and iterative relocation. These algorithms are taken from
CLUSTAN, a cluster analysis library published by Edinburgh

University (Wishart, 1978).
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3.7.3 Notation and definitions

The following definitions and notations from Wishart
(1978) are needed: -

== N .... the total number of individuals.

=~ m .... the number of variables per observation.

== J .... the total number of clusters.

-- Xi.... vector of length m giving the observations
for the ith individual.

=- Xij .... the value of the ith variable for the jth
individual,. .

-= Ni .... the number of individuals in. the ith
cluster.

== Zik .... the mean value of the ith variable for the
kth cluster.

-- 2i .... a vector of length m giving the center of
the ith cluster.

-- Dij .... the ordinary Euclidian distance between the
centers of the ith and jth cluster.

Di,:%(i(z,,-z“)’)"? | 14

Err(i) ... the error sum of squares for the ith

cluster,
_ .1 <V _ 2 |
Err(l)=ﬁ'(Z§Z(xnk§Zn|)) 15

== I(i,j) ... the increase in the error sum of squares
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when clusters i and j are joined (i.e. I(i,j) = Brr(i+j) -7~

?

Err(i) - Brr(j))

The error sum of squares, refered to as the
within-group sum of sduares by Duran and Odell (1974), is
the sum of the distances from the center of a cluster to
each individualtsontained in the cluster. As such it is a
measure of the scatter around the cluster center. Two of the
" cluster techiques used here (hierarchical fusion and
iterative relocation) use this functional as the

optimization criterion. Solutions are sought which minimize

the total error sum of squares for J clusters.

3.7.4 Algorithms used

3.7.4.1 Hierarchical fusion

Methods of hierarchical fusion start with N clusters
(each individual is a starting cluster). In each of N-1
cycles the two "closest™ clusters are fused forming a single
cluster. The final step consists of a single cluster of size
N. The method can be thought of as giving;the sequence of
overlapping classifications which define the hierarchical
manner in which each individual and/or group of individuals
Soins the ehtire population. The method of hierarchical
fusion used here was first suggested by Ward (1963). In
Ward's method each cycle combines the two clusters whose
fusion yields the least increase in the total error sum of

squares. Ward's method finds minimum variance spherical
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clusters (Wishart, 1978).

3.7.4.2 I1terative relocation

Iterative relocation finds a local optimum for J
clusters, starting with an initial classification of the
individuals into J initial clusters. Each individual is
removed from its parent cluster. The similafiéy between the
individual and each cluster is compared and the individual
is placed (relocated) in the cluster which results in the
least total error sum of squares. The process is repeated
until there are no relocations during one complete cycle (a
scan of each individual). In general the process can be
shown to converge for reasonable data. However, convergence-
will not in general find a global optimum in the error sum
of squares for the J clusters. Rather, convergence will be
towards a local optimum in the'neighberhaoé of the initial
cluster classification (Wishart, 1978). A useful grouping by
iterative relocation depends on a good starting
classification which is not too distant from the final
desired solution. In this study iterative relocation will be
used to refine initial clagsifications generatéﬁ by other

methods.

3.7.4.3 Number of natural clusters: density analysis
Suppose d(x,y,t) is some continuous function which

gives a theoretical model of the density of epicenters in

space and time. Wishart (1969) suggests that the number of -

clusters for the lowest level of clustering at which the

£



classifications are "natural® or ﬁaxéncmically significant
is given by the number of local maxima in such a density
function. The lowest level of classification corresponds to
the hierarchical level with the maximum number of clusters.
This will be taken as the number of clusters of interest in
this study.

To determine the number of maxima it is necessary to
construct an estimate for the continuous density function
using the discrete set of epicentral locations given by the
data. Some averaging process is necessary. One method is to
divide the space into small cells in latitude, longitude and
time. An estimate of the density at a location could then be
given in terms of the number of events per cell. This is not
a good method since local maxima which are close could be
fused in the averaging process. Wishart (1978) suggests that
the density estimate at a given location be based on the
average distances to some number of nearest events.

A pseudo density 5(3,§,t) is defined here as follows:
let {Di,, Di,, ....Dik} be the distances from the ith event

to its k nearest neighbors. Then d(x,y,t) is given by

= by - k7 k 16
. 3(Xp)= K/ < ¢
‘ " IZDﬁm w
m=1 . .

The number of nearest neighbors k used in the above
estimate determines the amount of averaging used in the

calculation of &. An increase in k is analogous to
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increasing the volume of a cell over which average densities
are estimated. Two local maxima which are close will remain
distinct if each is a result of more than k/2 events.
Physically & gi:;s an estimate of the density in the
neighborhood of an individual by using the estimated radius
which encloses k/2 neighbors, this radius being estiﬁated as
the average distance to the k nearest ﬁEigthES;EWiShaft
(1978) points out that this procedure will give smoothed
underestimated and the densities at saddle points wvill be
overestimated. Maxima due to less than k/g individuals will

not be detected.

3.7.5 Initial clustering constraints

In order to search for clusters of mainshocks some -
preconception of what constitutes a cluster is necessary.
The results of part ! of this chapter will be used for this
purpose. In the first part of this chapter swarms were
defined as groups of mainshocks occurring within 6 years or
less of each other, and occurring within a rectangle of .4°
by .4°. The results of Section 3.4 can be used suggest more
appropriate time and distance scale for the clusters.

Section 3.4 suggests that "mainshocks"” (as defined
here) with magnitudes greater than 4.0 show a significant
degree of-sclustering for time péricéé of the order of 3 to 6
years and distances of the order of 100 km. ‘Somewhat shorter

time and distance scales were suggested for the case with



minimal magnitude equal to 3.5. The possibility of even
longer term clustering in the catalogue could not be tested.
The gquestion asked here is, what sequences of earthgquakes

clustering characteristics for these time and

[
L]
[ ]
~
o]

give ri
distance scales? Although this observation is not well
constrained and does not give a optimal estimate of possib.e
spatial and temporal sizes for the clusters, it can be used
to give an order of magnitude estimate of these sizes. In
particular, the results of Section 3.4 give an order of
magnitude estimate for the scaling of time relative to
distance. This suggested normalization, to look for
clustering as was indicated in Section 3.4, is: 3 to 6 years

equal to 100km.

3.7.5:1 Dissimilarity criteria
In terms of latitude (y), longitude (x), and time Dij

is given as
) 1/,
) e v (s.-ti)S) ‘2
ke LR 10 LY SNl : 17

Jox : ,
AW ¥ o
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where x,, y. and t, are normalization factors. The
constants x,, Y., and t, are chosen so that at the center of
the region (35° latitude) a specific unit of distance, r,,
is equal to a specific unit of time. Examples used here
include: 50 km. = 2 years; 50 km. = 3 years; 75 km., = 2

These result in normalizations
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years; and 30 km.
of 100 km. = 6.67, 6.0, 4.0 and 2.57 years. There is no

physical basis for these choses other than the observations
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of Section 3.4.

As an example x,=.548393°, y,=.449507°, and t,=2 years
give the following properties to Dij:

-- At the center of the region (35° latitude) twvo years
of .time is equated to 50 kilometers of spatial distance.

-- Two events occurring at the same place and separated
by 6 years will give a Dij of 1.

-- At the center of the region two events occurring at

the same time and separated by 150km will give a Dij of 1.

3.7.5.2 Residual events

The results of Section 3.4 suggest that clustering of
mainshocks, although present, may be weak. Some earthquakes
may be far removed from areas of clustering. Local clusters
are sought. These local clusters need not include all
events. For this reason a residﬁal set is created which
includes those events not found to be sufficiently similar
to the clusters fqQund. !

For practical purposes clusters with v?ry few
individuals are not of interest. Only clusters with more
than five individuals were considered. This minimum number
was chosen arbitrarily.

To create the residual set the following constraints
. were applied to the events:

1. If a cluster was found to contgin less than five
individuals the individuals were placed in the residual set

if the individuals were not sufficiently close to another



cluster.
2. Let k be the number of the cluster to wvhich the ith event
is assigned. I1f Dik > T the event is moved to the residual.

Dik is the dissimilarity between the ith event and centroid

of the kth cluster with the ith event removed and T is some
threshold value.

Events which are in the residual set do not necessarily
remain in the residual set. If the centroid of the clusters
changes so that the minimum dissimilarity betwveen an event
and the closest cluster is less than T , the event is
assigned to that cluster. At the end of the clustering
process the residual set is searched for the existence’of
missed clusters. The value of T limits the time and spatial
distance that a cluster can span. For example, a choice of T
= 1.00 limits the time span of a cluster to less than 3t,
years and the spatial span of a Clugtef to less than 3r, at

the center of the region. T will equal 1.00 in this study.

3.7.5.3 General clustering. procedure

The procedure used to find clusters is as follows, A
density function & vas constructed as indicated in section
3.6.4.3 to estimate the maximum number of clusters for the
analysis. Several values of k were used to construct 4. The

e ts presented here are based on k=7 for Mz4.0 and k=11

"
w
—

u

n
e

for M23.5. The number of local maxima ( J ) in the density

LN

function were determined. This number was equated to the .

maximum number of clusters searched for in the study. In
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general the number of clusters that resulted was less than
J. Several of the lacalimgzimg vere found in areas of low
density and did natﬁ?ﬁrvive the threshold criteria.

Two separate procedures were used to generate initial
classification of all objects into J initial clusters.
First, events were grouped into J clusters by assigning each
event to a cluster that had an assumed centroid
corresponding to the location of the local maximum (i.e.
each event wvas assigned to the nearest local maximum).
Second, Ward's method of hierarchical fusion was used to
generate J+I cluster categories, Ward's method could result
in the splitting of a cluster due to just one local maximum
into several clusters. "I" was chosen by looking at all
hierarchical classifications with J or more clusters and
picking as the desired initial ‘classification the v
hierarchical level with the minimum number of clusters which
had at least one cluster for each dense point. In both
methods, all events are classified into clusters (no
threshold criterion was used).

Iterative relocation was then used to refine the two
initial classifications by creating a residual set and the
final results were compared. The results of the separate
procedures differed very little. The results using
hierarchical fusion to generate initial classifications are
presented here. In general they resulted in final
cL;ssificaticnsgwith lover total error sum of squares than

did the other procedure., The entire process was repeated on
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the residual set to search for missed clusters.

3.7.6 Results

[ o1

The output of cluster analysis consists of a listing o
the J groupings of the earthguakes, each grouping
constitutes a single cluster. For Southern California such
listings ary rather large, consisting of 100 to 300 clusters
(depending on the clustering parameters) of the
approximately 2000 mainshocks with M23.5. A complete listing
of cluster groupings will not be given here. Rather, several
illustrative examples will be discussed. A listing of
several complete cluster analysis groupings in computer
readable form is provided for the interested reader on tape
number 007917, volume label LMRX10 stored at the University
of Alberta Computer Centre. A copy of the tape is available
upon request from Dr. Edo Nyland, Department of Physis,
University of Albé:ta@ The tape consists of 9 separate

files. File 1 contains a complete description of the

[ o )

contents and formats of all other files. Listings and
explanations of several Fortran programs needed for the
interpretation of cluster analysis feéults are also
contained on the tape along with the following cluster
analysis examples:

1. Cluster analysis for the northern section of Southern
California (see Figure 3.12 for region boundaries) with
M24.0, k=7, and a normalization of 50km=3years.

2. Analysis for the southern region of Southern California



with M24.0, k=7, and a normalization ég 30km=2years.
3. Analysis of the northern section of Southern California
with M23.5 , k=11, and a normalization of 50km=2years.
4. Analysis of the southern section of Southern California
vith M23.5, k=11, and a normalization of 30km=2yrs,.
The interested reader is invited to analyze these examples
or to generate other classifications using the procedure
outlined on the tape.

Two examples of generated clusters are given in Table
3.9 and 3.10 and Figure 3.12, Due to computing cost

considerations it was necessary to divide the Southern

figure 3.12. Table 3.9 gives a listing of the centroids of
clusters found in the Northern section with normalization
factors of x.=.548393, y,=.449507, and t,=3 years (i.e. 50
km. equal to 3 years). Also given are the standard
deviations in latitude, longitude and time for each cluster
and the total Sigma of each cluster. Sigma is defined as
Sigzmm(uk-;.gi '8
kei
Sigma is roughly proportional to a summation of the

fracture areas of the earthquake sources (KEiliSéﬁéka and
Malinovskaya, 1964). A

Table 3.10 gives a similar listing for clusters in the
southern section with x,=.329036 , y.=.269704 ,and t,=2

years (i.e, 30 km. equal to 2 years). Figure 3.12 shows the
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n lat. di{ltat.) long . dllong. ) time d(time) S'ome
. centroid for all events
290 36.19% 1.482% -118.71 0.8024 1954.3% 13.8063
centroid for the resicdual events
S2 35.70 1.529% -118.90 1.1945 1951.99 15 0746

cCentroids of the 33 clusters

S 35.79 0.1372 -118.23 0.1830 1934 .84 1.950% 6¢.8S5¢
13 37.96¢ 0.2976¢ -118.23 0.2358 1936.37 1.961% 40.789
S 35.10 0.3191 -119.02 O. 1549 1935 .51 0.8054 5.000
8 34 .47 0.1191 -120.62 O.1669 1937 .78 1.8129 13.553
6 35.98 0.2702 -117.50 0. 4279 1939.13 O.8896 7.851
7 J34.38 0.240) -119.87 O 3389 1942 .9% 2.5907 80 409
10 37 .54 0.049% -118.68 O 0933 1941 74 1.5678 93.736
7 34.90 0.3585 -119.05 O 1598 1941 38 1.3806¢ 22 061
13 35 .97 0.2%67 -117.99 0.1130 1944 .93 1.9774 31.096
10 37 .22 0.1849 -118 43 0.2502 1945.77 1.2978 17.754
S 37.15% 0.1026 -117.5» 0.3312 1948 .21 2.2703 42 2309
7 34.91% 0.3637 -119.00 0.1296 1949 35 2.2641 11.401
5 33.68 O.38%0 -119.27 0.1961 1949 30 1.9843 16 89359
8 37.66 0.2242 -118.58 0.2394 195%0.%0 1.2940 25.067
11 35.37 0.1589 -118.50 O0.1947 1853 3% 1.2724 31 498
6 37.62 0.1133 -118.52 0.23%€¢ 1954 .67 0.9762 10.020
7 34.09 0.2749 -119.40 0.281% 1956.06 1.5947 18.769
7 34 .83 0.29%3 -118.91 0.3126 1956 .43 1.0337 12.977
8 38.24 0.1996 -119.05% 0.2573 1958.07 1.6809 13.928
S 235.83 0.1845 -117.91 0.2234 1958.72 1.8708 23 .617
7 37 .54 0.2243 -118.951 0.239% 19%59.57 0.953% 47 528
6 3% .10 0.2060 -118.89 0.2403 1962.233 1.7711 23.592
7 38.33 0.2253 -118.26 0.2813 1964 . 495 2.16%7 18.819
S 3%.48 0.272¢ -~117.80 0.284% 1964.32 2.2291¢ 18.2370
S 38.31 0.0642 -119.26 O.1101 1963.93 1.4173 29.78S
7 37.49 .0.0816 -118.56 0.4119 1964.82 1.6270 15.815
S 35.73 0.3353 -118.43 0.09%2 1971.16 2.5796 $.233
S 34.22 0.0600 -119.66 0.0554 1968.%0 0.0082 18 .42%
¢ 35.58% 0.2212 -117.56 O0.1858 1872.97 1.9467 8.%586
€ 37.67 0.159% -118.%2 0.3706 1973 43 1.6869 8.749
S 35.02 0.1618 -118.95 0.2404 1974 72 2.3361 8.913
7 J4.14 0.2283 -118.73 0.2692 1976.91 2.497S 74.930
t4 37.69 0.2368 -118.74 0.2337 1980.23 0.5332 104.734

Table 3.9 gives a tabulation of the centroids for_clusters
found in the northern region of Southern California for the
case M.=4.0 and 50 km. equal to 3 years (i.e. t,=3 years,
X,>.548393° and y.=.449507°).
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n lat Al ar ) long d{tong.) time a(time) Sigms

centroidg for all events
528 32.72 1.2433 -116. 14 1.0142 1955 17 14.2710

centroid for the resicoual events
28 32.959 1.664% -116.52 1.4260 1955 .49 14.7124

ceéentroias for the S2 clusters

7 30.%7 .534% -114.00 .0000 1940.60 .967S 21.108
5 31.8 .3633 -116.10 .2040 1980.40 13636 7.887
¢ 233.35% 3648 -116.49 .1788 1933 .49 .€303 10.647
9 32.04 2872 -11S5.12 .2836 1934 .35 . 7568 12.553
10 33.09 .2403 -115 .43 .23%7 1934 .96 .29%7 25 928
1S 33.83 2591 -117.76 .31%0 193%.97 .4797 48 .764
S 32.04 .096% -116.62 .0780 1936 .52 .6998 19 .257
11 33.36 .201% -116.56 .3205 1936.97 . 3089 15.553

.9339 20.72%
.9704 37.704

.2772  1937.92
.3578 1939 .54
.1310 1940.24
.0441 1940 . 11
.3158 1940.49
.2627 1941 .13
.3079 1942.63
3083 1944 47
.2237 1945 .00
.2191 1945.03
.2863 1946.81
3201 1947 .36
.1S7TO  1949.30
.2793 1949 .04
4349 19%0.57
.1572  19%53.%0
.3577  19%54.51
A;§Z4, 1954 .62
1578 1954.92
/2020 1955 .88
.29%1 1958 10
.2538 1959 .48
2238  1960.17
.2496 1960.77
.3054 1960.58
.2619 196211
4382 196418
.3788 1963.50
_2B51 1965 .43
.2207 1964 .25
.2%10 1965.2%
.1832 1967 96
.3837 1967.%5
.3252 1969.68
.3892 1970.2%
.2672 1971.54
.1632 1973.86
.2122  1974.87
.2711  1975.08
.2656 197%5.56
.2423 1977.32
1809 1978.25
.3481 1978.75
.4%37 1979.07

3516 -116.55
.3262 -115.85
0821 -118.20
3197 -115.07
.2724 -117.50
.2%14 -117.20
.3619 -116.30
.2417 -115.985
.21%57 -116.95%5
2683 -115.84
. 2494 -115.25
2102 -%16.01
.2472 -116.74
1304 -115_14
.1%18 -116.09
2692 -115.2%
.24%2 -117.16
196% -116.08
1640 -116.48
.2%%% -115.78
1830 -116.21
.228% -115.7¢
.2426 -115.39
.2642 -116.30
. 2051 -116 .45
4241 -114.25
.2169 -116 93
.2%62 -115.97
.2%48 -114.58
1890 -115.83
3204 -115.85
.3693 -116.26
3134 -116.16
.3090 -117.5%
.2221 -11%.5S
.3088 -116.18
.202% -115. 47
1880 -116.55
.2878 -115.74
.3121 -116.22
1053 -115.63
.0977 -116.59
3112 - 11517
.0768 -116.87

. 7909 19.681
.2408 13.979
.9917 10. 186
_13%7 €8.3%0
.8113  S8.119
. 1687  38.364
.2796  23.347
. 3901 19.927

-

.1726 13.519
.9207 21.513
.978
. 6936 75.079
. 7087 19 681
.0218 73.839
.5033 12.992
.2178 63 471
. 2665 14 852
.4443 71.965
.2967 23.573
.2598 16 821
.9617 13. 107
. 3644 97.660
. 2455 31.797
.8754 30.529
.4737 25.642
. 1618 19.677
. 9632 21.822
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Table 3.10 gives a tabulation of the centro1§s for c
found in thg southern region of Southern'Caleorn1a for the
case M24.0 and 30 km. equal to 2 years (i.e. t,=2 years,

x,=.329036° and yo=.269704°).
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Figure 3.12 gives the locations of the cluster centroids
listed in tables 3.9 and 3.10. The boundary between the

northern and southern regions is indicated by the dashed
line.



locations of the above cluster centers on a map of Southern
California.

From Figure 3.12 it can be seen that the cluster
centers themselves form groups in space. The groups of
cluster centers were instumental in the choices of
boundaries for the divisidns of the Saﬁthefn California
catalogue into the smaller regions analyized in Part 1 of
this chapter (Pigure 3.1). The remainder of this chapter
will give a discussion of the sequence of clusters in

several of these subregions.

3.7.6.1 Clusters in the Ovens Valley region

The Owens Valley region (Figure 3.1) is the most
isolated of the regions. Figure 3.13 gives a time magnitude
plot of mainshocks, M24, in the Owens Valley region defined’
by fiqure 3.1. Earthquakes not found to be members of
clusters are shown with a square symbol. The clusters were
determined with a normalization 50 km.= 3 years, and K=7,
Thertiﬁe spans of the various clusters are indicated by
horizontal bars above the plot. Figures 3.14a and 3.14b a
latitude, longitude plot for each cluster in the region. The
quiescence and activation before the 1980 Owens Valley
earthquake is clearly evident in“the plots. The quiescence
and activation is indicated by number of events, energy
release, and compactness of the clusters. The cluster
occurring between 1971 and 1976 has the fewest members and

lowest Sigma of any cluster in the region. The cluster also



Figure 3,13 gives a time magnitude plot of earthquakes in
the Owens Valley region (figure 3.1). Earthgquakes not found
to be cluster members are indicated bu a square symbol. The
times spanned by the clusters are indicated by horizontal
bars.



MAO {1 TUDE

HAGNITUDE

MAGNITUDE

13

7'— [P
’r {
1fl * - + A
6. 4 4 — —
™ F §
5. |
ﬁ ‘J I I I i
‘. h
i sibilile
1[]7']7 I‘IT TI]IYITThrTT |
32 37 42 47 52
TIME OF OCCURRENCE
7‘—' [ 3
6. _ —_— b
. L", — —
5 ] ' - —
St ke ndi il
1t i
'l'l'l'l'!'lr:l'17|‘l'|jl'lrl'l'T'I'I‘]11
46 51 56 61 66
TIME OF OCCURRENCE
7. —
6. |t —
- + 'r — 1
5. _
4. '
T ﬁ” TTTHT

CETET TN TrTrTrTr T rTrTrTr T e T Tt T T T T it rviei v It
61 - 66 71 76 81
TIME OF OCCURRENCE



o

132

v

v

N 4
LA L4 L

1938.9 to 1943.8

»,

eq<Mm<s
@S <M<8
'.e;gnn<¢7

b

-+
-

4
v

e b d
L] v ¥

1948.6 to 1952.0

. 2 ) | Tﬁ + 38.5
o
+ <« + 38.0 %
®
- - -
o
o
- . [ ] + 37.8 ¢+
[ 1933.0 to 1939.4
o " [l ¥ - - 37-0
+ + T v .
+ + + ~+ + 38.5
1943.9 to 1948.4
<+ -+~ 38.0 o0
- T 4
4 ® o4 + 37.5 7T
L
- . . -t J-
L] PY P
—— A 37.0
& Il d 3 4
——————+———+ 3s.s

-
-
-

1953.3 to 1955.9 |

1955.7 to 1960.3

3 L

1l 4+ 38.0
o
L . - -
® o
-+ . . - 37_5 -
i -+
L“\".“ 3 4 4 37.0
11 @ Y - 118

Figure 3. 14a
found in the

A
v

L

L] L]

‘liB

gives latitude longitude plot of the clusters

Owens Valley region.



b 133
+—t t —t 38.5 ~tg—o—+ —t—
o @
L 3 - F 3 +
L ® > Sgin-h L [ -t
1 o i l[eaz<m<s i
@ = <M<6
1. oo 1 37.58 | |@B8M<7 4
Do - —
‘ _
] 1 T 1961.4 to 1968.1 ¢
1958.3 to 1961.0
1 bt +—t 37.0 —y + ——t }
—t——t t— 3a.5 +—t —
l 1862.8 to 1967.9 i 4 1971.1 to 1975.6 i
- - 33;3 + _ -
e
- °®
— L 3 t L
_g e ® ®
. ™ - w4 4
° i - - 3?;5 Q
+ — 4 37.0 ‘t—t—rt—t——t—t
118 ' 11
= 1 = $ —t ¥ 28.5
1978.7 te 1981.0
L 3
8 ® _ + 38.0
o ® .
E 3 = L 3
e
!i G- * 3?;5
1 37.0
119 ) M8

Figure 3.14Db

gives a contin

ua

tion of Figure 3.14a.



134

shows a large spread in distance and time compared the
other clusters. The cluster which includes the Owens Valley
event has just the opposite characteristics, most members,
largest energy release, and it is one of the most compact
clusters in time and space. There are no other similar

quiescent -+ activation periods for the Owens Valley

seguence.

3.7.6.2 Clusters in the Southern Sierra region

The Southern Sierra region (Figure 3.1) is an area of
much lower seismicity rate than is Owens Valley. Figure 3.15
gives a latitude - longitude plot of clusters in the region.
The clustering parameters are thé same as they were for
Owens Valley. The clusters found are very weak containing
fev members (5 or 6) and are not very localized in space.
There is one exception. The cluster containing the 1946
magnitude 6.3 earthquake contains 13 members. Two
earthquakes in the cluster occur after the 6.3 event, both
in 1948. The cluster is much more concentrated in space than

are other clusters in the region. The main activity in the

K

cluster occurs on the lineament north of the epicenter of
the magnitude 6.3 event (see Figure 3.1). It is this group
of epicenters which generates the swarm found in Part 1 for

this region (see Figure 3.8).
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found in the the Southern Sierra region.
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3.7.6.3 Clusters in the San Jacinto region

Figure 3.7 shows a clear quieséeﬁ:e folloved by a swarm
in the San Jacinto region during the last time windows of
the catalogue. This pattern is of particular interest due to
the suggested current high seismic potential of the region
(for example Thatcher et al., 1975).

Figures 3.16a, 3.16b, and 3.16c gives a latitude -
longitude plot of clusters for M23.5 in the region. A
clustering normalization of 30 km. equal to 2 years was
used. Figure 3.17 gives a time magnitude plot of the cluster
members. The clusters display several interesting features:
1. The largest event in the region, the 1942 magnitude 6.5
event, was preceded by anomalous activity, although the
suggested quiescence - activation pattern is not clear.

2. The guiescence -+ activation pattérn occurring at the end
of the catalogue is evident in figure 3.16.

Activity before 1937 is low and the clusters for those
periods are not spatially concentrated. During the period
1941 to 1946 two very tight ;lustgfs were found. One of
these clusters contains the 1942 magnitude 6.5 event.
Pourteen of the 22 events in these clusters occur before the
1942 event and are concentrated on the same fault as the
magnitude 6.5 event. The only other cluster which is so
spatially concentrated is the last cluster.

" The 1968 magnitude 6.4 event is not preceded by a

imilar pattern. The epicentral region of the 1968 event is

quiet and no activation is evident before its occurrenee.
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Figure 3.16c gives & continuation of 3.16a
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Figqure 3.17 gives a time magnitude plot for members of the
clusters in the San Jacinto region. The times spanned by the
clusters are indicated by horizontal bars.



MACNITUDE

HAGNITUDE

MROGNITUDE

141

{ , '
n 4
] —
32 37 -
TIME OF OCCURRENCE -
] A
] H —
1 adtl1 ! 15 I y
LA L |ﬂn | 1]
46 St 56 317 68
TIME OF OCCURRENCE
n i 1 —
p i . R }77 _ 1'
- 1, 'L i
1
-J L] '
61 66 71 16 81

TIME OF OCCURRENCE



142

]

Interestingly the only events in the clusters which occur
near the future epicenter during the period 1954 to 1968
form a "doughnut pattern”™ around the epicenter. The doughnut
pattern is formed by events occurring from 1961 to mid 1963,
gseven years prior to the major event. The entire fault
system is very quiet after 1968 until 1975 when the
spg;ialﬁy concentrated activity begins ®n the north section’
of fault. Events in the cluster occurring from 1972 to 1976
are mostly on the fault system to the southwest. The spatial

concentration of events in the last cluster looks

superficially very similar to the activity preceding the
1942 major event, )
3.7.6.4 Other regions

In the preceding three examples the quiescence -+
activation patternsgebsgrved in part 1 are also visible in
the clusters. This was true for other areas also. Clusters
in the Imperial Valley region shovs the guiescence -
activation pattern before the 1979 magnitude 6.6 event.
Similar results are seen in the Santa Barbara region before
the magnitude 6.4 San Fernando event and in the Ensenada
region before the 1956 magnitude 6.8 San Miguel event.

Regions in which the quiescent - activation pattern
vere not observed show similar cluster characteristics.
Clusters in the Kern County and Desert Hot Springs regions
show no obvious patterns before the magnitude 7.2 Kern

County event and the magnitude 6.5 Desert Hot Springs event.
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The low seismicity regions in the south, North Mojave,
Riverside, Elsinore, and Los Angeles Basin have few ¢luster

centers.

3.7.7 Efﬂsity representation of clustering
Other means of characterizing the clust;fing of

earthquakes are possible such as the pseudo density function

g defined in section 3.6.4.3. Figures 3.18, 3.19, 3.20, and

3.21 show examples of & for mainshocks with M23.5. Here J is

defined in the following way:

Dniz% /“n;:i’:k iyﬂ;gi); 19
Y - e
vhere Dni is the distance from the nth event to its ith
nearest neighbor and is given by . »
. 13 ,
dixy=10('3 i
w10/ 5" oy) 20
i=1

x refers to latitude and y refers to longitude. The
catalogue of mainshocks was divided into 6 year intervals
and the function &d was computed for these intervals.
Specifically J is the density function of section 3.6.4.3,
vithout time, calculated for 6 year time intervals with
k=13. The distance Din is normalized so that 100 km. equals
one unit of distance in the equation.

Figure 3.18 gives an gve:a&e of 8 for Southern
california using sliding 6 year time windovg stepped one
year. The average was canstfucéed as félleusz 4 was

calculated for the six year intervals from 1932 to 1981. The

7
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Figure 3.18 gives a contour plot of the average & for the
Southern California region using sliding 6 year intervals
stepPed one year. Anomalous values of & have been eliminated
from the average.
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Figure 3.19 gives a map of & for the years 1945 to 1951.



Figure 3.20 gives a map of 8 for the years 1950 to 1956.
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Pigure 3.21 gives a map of § for the years 1§7S to 1981,



values of & at the epicentral locations were used to
estimate values of & at regular grid points spaced .25°.
These estimates were bases on weighted averages of the
epicentral points using a weighting factor which decreased
as 1/(distance from the grid point)*. An overall average for
each grid point was constructed. The average values were
then recomputed after eliminating all values found to be
anomalous. Anomalous values were defined as values at the
grid points which differed by two standard deviations from
the grid point means. The Surface 11 graphics package, as
implemented on the University of Alberta computer, vwas used
to generate the contour maps and grid estimates (Sampson,
1975).

Figure 3.19 and 3.20 give maps of the & for the periods
1945 to 1951 and 1950 to 1956. Changes in & in the vicinity
of the magnitude 6.8 1956 San Miguel earthquake can be seen.
During the period 1945 to 1951 (Figuré 3.19) & in the
vicinity of the future epicenter (31.5 latitude , -116.0
longitude) is low, approximately 10 compared to a long term
average of 40, with no pronounced peak in the region. The
period 1950 to 1956 (Figure 3.20) shows a distinct peak of
65 in the same region. The large peak in the center of the
region in Figure 3.20 is due to activation following the
1952 Kern County earthquake. It should be noted that tﬁe
catalogue is not complete for M>3.5 for early years in the
vicinity of the San Miguel earthquake. This makes comparison

between the early values of 4 and the overall averédge



unreliable,

Figure 3.21 gives a map of 4 for the last time period

Wy

of the catalogue (1975 to 1981). The activations preceding
and following the Owens Valley and Imperial Valley
earthquakes are evident. Recent activation in the San
Jacinto region, although not as pronounced, can also be
seen. The central region of Southern California appears to
be "quieter”™ than usual. Other representation using

functionals similar to § are possible.

3.7.8 Conclusions part 2
The results of cluster analysis support the hypothesis

that mainshocks (as defined here) form a "quiescence =
clustered” pattern before many of the largest earthguakes in
Southern California. Although the number of cases presented
is too few for definite conclusion, there is a suggestion
that the activation stage of the guiescence + activation
pattern is characterized by the strongest clusters in the
region (ie, the most concentrated clusters in space and
time). Some statistical model cf regional clustering is
needed to test this. A model that provides a guantitative
definition of what constitutes anomalous activity
(activation and quiescence) for a region is needed. Cluster
analysis will be useful in developing such a model. |

' Although cluster analysis is computationally expensive
and the results are tedious to interpret, it appears to be a

useful tool in the analysis of earthquake sequences. One of
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the obvious advantages of cluster aﬂalyéisgévgr the analysis
presented in Part 1 of this chapter is that, cluster

analysis does not require an a priori regionalization as did
the swarms pattern (i.e. the regionalization given in Figure

3.1).

3.8 Concluding remarks

1f aftershocks and foreshocks are removed, using the
simple definition of Table 2.1, the catalogue of residual
events ("mainshocks") in Southern California with M24.0
still shows a significant degree of clustering on time
scales of 3 to 6 years and distances of the order of 100 km.
The possibility of clustering on larger time and distance
scales could not be tested due to the short length of the
catalogue. The hypothesis that earthquakes are
interconnected over large time and distance scales is
supported by the calculations presented here.

Anomalous groups of the mainshocks, swarms or
concentrated clusters, p;e:eded by quiescence were found to
precede, most but not all, large events in the Southern
California region. This quiescent + activation pattern in
mainshocks is similar to some patterns observed for all
earthquakes by other investigators. The time scale of the
quiescence » activation pattern for mainshocks is much

longer than the usual proposed patterns.
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The separation of mainghocks from aftershocks as
described here can be viewed as a strong filtering process
vhich removes short period variations in the catalogue.
Short term anomalies may obsure longer term variations. The
removal of aftershocks, as defined here, from the catalogue
made the identification of the qguiescence - activation
clearer. The distribution of events in the residual
catalogue is closer to a Poisson distribution than is the
distribution of events in the highly clustered catalogue
which includes aftershocks. Deviations from Poisson behavior
in the residual catalogue are, thus, more statistically
significant than in the "complete" catalogue. This technique
may be useful elsevhere.

To my knowledge, this work is the first attempt at
applying the mathematical technique of cluster analysis to
the study of earthquake sequences. The analysis presented
here obviously leaves many gaps. It does, however, show the
usefulness of the technigue in the study of anomalous
seismicity patterns.

Cluster analysis is particularly adept at picking out
regional periods of anomalous activity and quiescence. It
appears that the technique would be very useful in the
location and study of seismic gaps in, for example, Middle
America. Another possible use of cluster analysis would be
in the development of statistical model of the clustering
of earthquakes in space and time. Such a model requires some

physical basis.:
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Obvious improvements can be made in the cluster
‘analysis techique presented here. More physical metrics
which also incorporate the earthquake Eagﬁiﬁudes could be
constructed. Also, a more physical means of determining the

normalization of time with respect to distance in needed.



4. Bursts of seismicity near the Cocos - North American

Caribbean triple junction

4.1 Introduction

Three related seismicity patterns, precursory to the
largest earthquakes in a region, have been proposed by
Keilis-Borok et al. (1980a,b,c). These three patterns,
collectively termed "bursts of seismicity”, consist:of the
abnormal clustering of earthquakes in time, energy and space
before a major earthquake and were briefly described in
Chapter 1. This chapter will apply the patterns; pattern B,
pattern Swarms, and pattern Sigma, to retrospective
prediction of large earthquakes which have occurred in the
vicinity of the Cocos - North Amerilan - Caribbean triple
junction.

Pattern B, "bursts of aftershocks”, consists of a
medium magnitude mainshock which has an anomalous number gf'
aftershocks concentrated at the beginning of the aftershock
sequence. Pattern Swarms consists of a "svarm”™ of mainshocks
vhere a "swarm” is defined as a group of moderate events
concentrated in space and time and occurring during a time
interval when the overall seismicity is not below average.
Pattern Sigma consists rouyghly of an increase in the
cummulative seismic energy released, to the 2/3 power, in a
sliding time wipdow. Sigma is roughly proportioﬁél to a

summation of the fracture areas of the earthquake sources

153
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(Keilis-Borok and Malinovskaya, 1964). Pattern Sigma is
identified as a peak in this summation.

In algorithmic form the patterns have been applied with
some success to many regions, a review of which, is given in
Section 1.6.3. Bursts of seismicity patterns are regional in
nature. As such they do not indi:ate the location of the
future earthquake precisely. in most cases the patterns take
place at some distance (hundreds of kilometers) from the
mainshocks which they precede. Accordingly, the ac:urren;e
of the patterns may be interpreted as indicating a
significant increase in the probability of strong earthquake
somewhere in the region within the next several years
(Keilis-Borok et al., 1980b).

There is no adequate physical theory to explain the
occurrence of these patterns. Various speculations suggest
that non-linear features of "friction" .on fault zones
(Barenblatt et al. 1981) may play a role. Other suggestions
include the obvious one that an increased density of small
aspg;itigs (Kanamori, 1981) appears on the fault zone. The
large separation between the patterns and the subsequent
large event may indicate that both patterns and 1afgé event
are symptoms of the same, as yet not understood, undef;ying

cause. *

1Y
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4.2 The data set

For the Middle America region the only earthquake
catalogue available in machine readable form was the NOAA
PDE catalogue covering the years 1898 through 1979. The PDE
listings for January, 1980 through July, 1980 were added to

his. The nature of the NOAA data set presents two

[ d
w

non-trivial problems in homogeneity, completeness of
recorded events in time and consistency of magnitude

estimates in time.

4.2.1 Magnitude consistency

Since the NOAA catalogue is compiled from many data
sources there is the possibility of inconsistencies of
magnitude estimateg. Different sources have used different
magnitude scales. The following scales are present in the
NOAA catalogue: M1l (the Richter 1935 magnitude scale), Ms
(surface wave magnitude), Mb (body wave magnitude) and Mu
(unspecified magnitude). The most commonly used magnitude
for statistical studies is Ms. For this reason Ms is used in
this study.

Unfortunately, tfie majority of events in the NOAA
catalogue do not give an estimate of Ms, It is therefore
necessary to attempt conversions of other magnitude
estimates to the Ms scale. Bloom and Erdmann (1979) show
that for statistical purposes Ml and Mu are roughly
equivalent to Ms. After 1963 the most freqguently recorded

magnitude in the catalogue is Mb with no other magnitude
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indicator given. It was necessary to make estimates of Ms
from Mb for most earthquakes from 1963. This is complicated
by saturation of the Mb scale relative to the Ms scale for
larger magnitude events (Kanamori and Anderson, 1975, and
Kanamori, 1977). Large errors in estimated Ms values are
possible for individual events. This constitutes the single
1afgesé difficulty in the use of pattern Sigma which
critically depends on accurate magnitude estimates.

Many authors héve approached the prcblem of conversion
of Mb to Ms (i.e. Geller, 1976; Bloom and Erdmann, 1979;
Kagan and Knopoff, 1980). Here the approach taken by Kagah
and Knopoff (1980b) is used. For the conversion of Mb to Ms

an empirical curve of the average values of Ms for a given

\u‘

Mb vas constructed using all earthquakes in the Middle
America region which had an estimate of both Mb and Ms. The
resulting relation is similar to those given by Kagan and
Knopoff (1980) and Bloom and Erdmann (1979). 1t consists of
two segments:

Ms Mb for Mb 5 6.0

Ms = 1.5Mb - 3.0 for Mb > 6.0.

For the analysis the following rules were followed for
the selection of a magnitude estimate M for an individual

event:

M= Ms, if Ms is present
I1f Ms not present:
M = Ml or Mu, if Ml is not present

If only Mb is present:



. , B T -
M is given by the above empirical relation.

4.2.2 Completeness in Time

The completeness of the catalogue limits the time
window of the study. Studies of correlations between large
events and smaller events above some magnitude M, are
limited to the ;tudy of only those events which occur after
the catalogue becomes relatively complete for events with
magnitudes M and above. Table 4.1 gives” the number of events
in various magnitude ranges for 5 year intervals starting in
1900. The table includes evets in the entire Middle America
region. Before 1910 only events wvith eported magnitudes
reater than 7.5 are present. Numbers éi magnitude 615 to 7

Fiae‘
events start to become significant after 1910, numbers of

[Ta]

5.5 to 6. events after 1930, and numﬁe:s of 5, to 5.5 eventst

after 1955, The number of events with magnitudes less than 5

increases continually.

The patterns will be tested on the available data
starting in 1930 with the understanding that the catalogue
is not very complete for early years. The results for early

years could be biased due to this.

4.3 The region

Figure 3.1 shows the region of interest along with the

locations of large ( M26.0 ) earthquakes listed for the area
»

in the NOAA catalogue. The area is a region of complex
&
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Magnitude interval

Year <4.5 5.0 5.5 6.0 6.5 7.0 7.0+
1800- 1905 0 0 0 0 0 0 8
1905-1910 0 0 0 0 0 0 3
1910-1915 0 0 0 0 1 4 4
1915-1920 | 32 0 0 0 0 2 6
1820-1825 54 0 0 0 1 2 3
1825-1930 125 0 0 0 1 7 8
1930-1935 | 225 0 0 21 34 17 5
1835-1940 | 249 0 0 10 8 S 4
1940-1945 | 215 0 0 9 12 13 6
1945-1950 49 0 0 3 6 11 7
1950-1955 318 2 9 33 34 17 7
1955-1960 | 424 19 43 28 30 18 2
1960-1965 | 674 103 50 17 11 9 3
1965-1970 | 917 281 83 31 11 3 2
1970-1975 | 269 351 130 35 13 4 3
1975-1980 331 408 118 33 12 4 4

Table 4.1 gives the numbers of events listed in the NOAA
catalogue in various magnitude ranges of M for five year
intervals starting in 1900. The table includes events in the
entire Middle America region.
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Figure 4.1 gives an outine of the area used in the bursts of
seismicity study along with large earthquakes - ( M 2 6.0)

listed in the NOAA cagplogue for the area.
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tectonics which contains segments of the boundaries between
the Cocos and North American plates, the Cocos and Caribbean
plates and the Caribbean and North American plates. The left
lateral Motagua-Polochic fault zones define the Caribbean -
North American plate boundary. The Cocos plate is subducting
under the North American and Caribbean plates at a rate of
8.3 and 6.7 cm/year respectively at the Middle American
trench near the triple junction (McNally and Minster, 1981).
The nature and location df the Cocos - North American -
Caribbean triple junction is poorly understood.

The plate boundary segments near the unétable triple
junction have been the sites of numerous large shallow
earthquakes. A list of large events ( M 2 7.1 ) which have
occurred in the region since 1920 is given in Table 4.2.

The destructive February 4, 1976 Ms=7.5 Motagua
earthquake occurred on the North American - Caribbean plate
boundary. The Middle American trench region in the vicinity
of the proposed triple junction (near the junction of the
Middle America trench and the western extension of the trend
of the Motagua - Polochic fault zones) has béen the site of
several M27.0 earthquakes since the turn ¢f the century, the
March 29, 1973 Ms=7.3 being the most recent, However, the
segment of the trench northeast of the triple junction has
not been the site of a historically recorded large (Ms27.0)
earthquake. This, the southern end of the North American -
Cocos plate boundary, is the site of the subduction of the

Tehuantepec Ridge. This region may not have the potential
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YEAR MONTH DAY LAT. LONG. MAG. DEPTH
1926 2 8 13.00 -89.00 7.1 0
1935 12 14 14.75 -92.50 7.3 0
1942 8 6 14.00 -91.00 8.3 0
1944 6 28 15.00 .-92.50 7.0 0
1946 6 7 16.50 -94.00 7.1 100
1850 10 23 14.50 -91.50 7.1 0
1953 11 17 13.80 -91.80 7.4 0
1870 4 29 14.52 -92.60 7.3 33
1976 2 4 15.32 -89.10 7.5 5
.

Table 4.2 gives a list of large ( M2 7.1 ) events occurring
in the study region since 1920.
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for large shallow earthquakes.éézlléher and McCann, 1976).

The segment of the Cocos - Earibbegﬂ plate boundary
south-east of the triple junction has been the site of the
largest earthquake in the region, the August 6, 1942 M=7.9
event. The segment of the trench just north-west of the site
of the 1942 earthquake was the site of the Nov. 17, 1953
M=7.3 earthquake. Nefither of these segments of the trench
have ruptured since.

On the basis of historical seismicity several authors.
have identified the site of the 1942 earthquake and the
segment of the trench south-east of the 1942 earthquake as a
seismic gap of the first kind (Kelleher et al., 1973; McCann
et al., 1979). The lack of large events in the region since
1942 has been clearly shown by Kelleher et al. 1973. McNally
and Minster (1981) point out that estimated cumulative
seismic slip in the same area has been low since the 1942
earthgquake.

Earthquake recurrence intervals in the Middle America
region have been found t? be highly regular by seve:él
authors. Rikitake (1976) calculates the average return
period for large shallow earthquakes in the Middle American
region as 34.5 3.6 years. McNally and Minster (1981)
estimate the average return period as 32.5 38.4 years on the
basis of recorded data 1898-1979, and as 35.1 $24.0 years on
the basis of historical data 1542-1979 in the Oaxaca region,
on the basis of estimated average return times and the low
amount of cumulative seismic slip McNally and Minster (1981)

N\
¢ \
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suggest that the Guatemala coast deserves special attention
as a zone of presently high seismic risk.

Figure 4.1 shows that the region of highest seismicity
in the area (at least for M26.0) is in the vicinity of the
proposed triple junction. It is suggested here that the
nature of the seismicity this complex region is indicative
of the state of stress on the adjacent plate segments and
that periods of high energy release and earthquake
clustering in the area of the triple junction occur when one

or more of the boundaries is near major failure.

4.4 Bursts of seismicity

1t is first necessary to define some terms. Strong
events are the set of largest events in a region, those with
magnitudes above some threshold M,. Earthquakes with
magnitudes less than or equal to M, but greater than some
minimum threshold m are termed the background seismicity.
Relatively large shocks in the background seismicity, those
wvith magndtudes between M, (a lower limit) and M, (an ﬁpper
limit) are called main shocks. Aftershocks of major events
are excluded from this classification.

Some rules are needed to analyze the success of a given
pattern. If a pattern is valid then the occurrences of the
pattern should showv a marked tendency to fall within some
time window preceding major events. The length of this time

window may depend on several parameters such as the
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magnitude of the strong events and the region under
‘consideration. The length of this time window will be termed
t..4 A success is then defined as the occurrence of a pattern
or a sequence of patterns which is followed by a major evenq‘
within time t,. A failure will be defined as a major event
which was not preceded by a pattern within time t,. A false

alarm is defined as an occurrence of a pattern which is not

followed by a major event within time t,.

4.4.1 Swarms

A swarm is defined as a group of earthquakes
concentrated in time and in se:ge and occurring at at time
vhen the overall seismicity in the region in not below
average. Some additional definitioﬁs (Keilis-Borok et al.,
1980b) are needed. ’

--An aftershock is defined by the following: Consider
two earthquakes with time sequence numbers 1 and j, i>j. The
second earthquake is an aftershock of the first if the
following conditions are satisfied: The distance between
their epicenters is less than R(ﬁi); the time difference
ti-tj < T(Mi); and Mj s Mi, where T(M) and R(M) are
empirical functions. These thresholds must be set a priori.

R(M)is defined as: R(M) = 75 Km.; T(M) is taken from
Kellis-Borok et al.(1980.a): T(M) = 0.5 yr for 5.0 s M s
5.4; T(M) = 1 yr for 5.5 s M < G.g‘:pd T(M) = 2 yr for M 2
6.5,

--N(t) = the total number of of earthquakes with M 2 m



occurring in the entire region within the time interval from
t-s to t.

--N(t) = a running average of N(t) from the beginning of
the catalogue to time t.

--n(t) is the same as N(t) but excludes aftershocks of

strong earthquakes.

--r(t) = the maximum number of earthquakes with M 2 m

occurring within the time interval extending from t - s to t
and occurring within an arbitrarily located rectangle R of
dimension ax by ay in latitude and longitude within the
region (i.e. r(t) is a measure of the clustering of the
mainshocks). The parameters s, ax, and Ay are free
parameters of the algorithm.

A group of egrthquakes‘withiﬂ a rectangle ax by Ay is
called a swarm if n(t) 2 aN(t) and r(t) 2 Bn(t).

The following choices were made for the free
parameters: M, = 5.3; § = 2 years; a = 1.0; B = .5; Ax = Ay

1°; and t, = 3 years. The values used for s, ax and ay are

greater than those used in California (Keilis-Borok et al.,
1980b). These values were increased due to the larger
maximum magnitude of earthquakes and poorer epicentral
locations of events in Middle America relative to those in
California. |

Since the minimum magnitude threshold of reported
events in the catalogue changes significantly between f950
and 1963 two separate time segments have been considered.

The results are given in Figure 4.2. A swarm is said to have
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Figure 4.2 shows plots of n(t)/N(t) and r(t)/n(t) for the
periods 1932 to 1959 (a) and 1952 to 1980 (b). Large
earthquakes ( M 2 7.2 ) are indicated by vertical lines.
Dashed lines indicate slightly smaller events of events
occurring just outside the study region.




occurred vhen both n(t)/N(t)21.0 and r(t)/n(t)>.5 . The
occurrences of swarms are magked in the figures. For the
period of time 1932 to 1950 there are not many events in the
catalogue. However, using the available data several svarms
are observed. The Dec. 14, 1935 M=7,3 event occurred too
early to test the pattern., The first clear svarm occurred
during the time window ending on January 1, 1941. This
precedes the M=7.9 1942 event by approximately 1.5 years.
After the 1943 large event the avér;ge number of events in
the catalogue dropped and there were no swarms until the
strong swarm during the time interval ending on January 1,
1951, The swarm continued during the next 2 years. The time
between the beginning of the swarm and the occurrence of the
Ms7.3 event in 1953 is just less than 3 years. Activity
either remained high or the character of the catalogue
changes after the 1953 event. Figure 4.2a indicates a false
alarm starting in mid 1955. This may be due to activation
before the Oct. 24, 1956 M=7.3 event which occurred just
south of the region considered here.

Figure 4.2b begins with the end of the swarm preceding
the 1953 event. The false alarm in 1955 disappears as
n(t)/N(t) is less than 1. There are no swarms from 1955 to
1970. The pattern fails to detect a swarm before the April
29, 1970 M=7.3 event. Activation due to this event produces
a false alarm (it should be noted that much of this
activation is due to a foreshock sequence that preceded the
strong event by a d!?. if ihe preceding time windov had

o=



included this foreshock activity a svarm would have been
detected). The February 4, 1976 M=7.5 Hatggﬁg:earthquake is
pfé;gdeé by a swarm occurring during the time period ending
January 1, 1975. Interestingly, a swarm occurs at the end of
the data set in the time window ending January 1, 1980. All
swarms occur within a degree of the intersection of the
trend of the Motagua-Polochic fault zones and the Middle

America Trench.

4.4.2 Bursts of aftershocks

According to Keilis-Borok et al. (1980a, 1980b) the
occurrence of a "burst of aftershocks” (pattern B) indicates
a significant in:fe;ge in the probability of a strong (M 2
M,) earthguake in the same region within the next t, years.
"pattern B" consists of a mainshock in the medium magnitude
range with an anomalous number of aftershocks concentrated
at the beginning of the aftershock sequence. Specifically
the pattern is a mainshock with magnitude Mi such that M, s
Mi < M, and bi{e) 2 B , where bi(e) is the number of
aftershocks in the first e days folloving the mainshock and
B is a threshold above vhich bi(e) is considered to be
anomalous.

The number of aftershocks was counted with e=2 days.
Table 4.3 gives a listing of all mainshocks with 4 or more
aftershocks in the 2 day period following the mainshock.
Also listed are the large earthquakes ( M 2 7.2 ) occurring

in the region after 1950. Unfortunately, the NOAA catalogue
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Anoma lous numbers of aftershocks and
large earthquakes

_year month day M lat long. bl2days)

1950 10 23 7.1 14.50 -9
1953 11 17 7.4 13.80 -é;’gg 13
1970 4 29 6.3 14.62 -92.69 6
1970 4 29 7.3 14.52 -92.60 19
1973 & 7 6.2 14.28 -92.01 6

. 1976 2 4 7.5 15.32 -89.10 2
1979 10 27 6.8 13.83 -90.88 4

&

Table 4.3 gives a listing of all mainshocks ( M 2 6.0 ) with
4 or more aftershocks in the 2 day period following the
mainshock. Also listed are the large ( M 2 7.2) earthquakes
vhich have occurred in the region since 1950,
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is not sufficiently complete to identify anomalous levels of
aftershock activity with any reliability. No estimate of
magnjtude is provided for most aftershocks contained in the
catalogue, The listing in Table 4.3 includes all.
aftershocks: no lower magnitude threshold was used.

Even with the small numbers of aftershocks the pattern

scores well. If t, = 3 years, as was the case for the

Southern California study, B 6 aftershocks, and M, = 7.3

the pattern scores 2 successes, one false alarm, and one

failure to predict. The false alarm is generated by the
magnitude 7.1 event which occurred on Oct. 23, 1950, three
years and 24 days before the magnitude 7.3 event in 1953, If
t, is relaxed slightly to include an extra month the pattern

wvould score 3 successes, no failures and no false alarms. If

4.4.3 Sigma

Pattern Sigma consists of a peak of the function
t L
SEZQTQD‘MEE)
t-s '

where the summation is taken over a sliding time window of
duration t-s to t and over the magnitude range fro aﬁf to
M,. This pattern was first introduced by Keilis-§é:;k and
Malinovskaya (1964). Specifically pattern Sigma is éaid to-

have occurred if S(t) 2 §, where § is some threshold value
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vhich*defines anomalous activity. Since § is an exponential

caqsistgnt and accurate relative magnitude eé}iﬁgtes over
gt;e entire length of time used in the study. For the NOAA
catalogue this condition, if met at all, probably only
occurs after 1963, Regardless of this, the pattern is tested
here on the data from 1932. \ !
The values of the parametgirs were selected as above:
s=2 years; M,=7.3; M,=5.0; H,’D: C=1,0, D=.91 and E=4.5.
Figure 4.3a and 4.3b give plots of § from 1932 to 1960 and
critically on the choice of §.
’ One feature apparent from a study of § is that values
of § before 1963 (the time of significant improvement in the
catalogue) are, in general, much larger than values after

1963 even though the catilague is more complete after 1963.

This could be due to higher seismic energy releas bgfa§e

1963 or to over-estimates of earthguake magnitudggppgfere

1963 relative to those ,after 1963. The latter caulé result

if Ms was systematically under-estimated by the empirical
formula of Section 4.2.1. Evengwith the low qua;ity data,
pattern Sigma works well for early years. The 1936 e§ent
occurs too early to test the pattern, there is a peak before
the 1943 event, a possible false alarm in 1946§vhich can be
eliminated with an apprépriaﬁe choice of §, and the largest
peak precedes the 1953 event. After the 1953 event seismic

energy release remains relatively high, praduciné one or two
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false alarms betveen 1954 and 1960 depending on the choice
of §. 7
The results after 1963 are complicated by the possible
inconsistencies between early and later magnitude estimates.
I1f the luxury of choosing separate‘ﬁ before and after 1963
is alloved, the the following conclusions can be drawn: The
170 event is not preceded by a pedk (again gctivstién
indicated i% the time windows following the event are in
part due to the foreshock sequence mentioned above) and a
veak peak precedes the 1976 event,. The catalogue ends with a

strong peak (even by pre-1963 standards).

4.5 Concluding remarks

Given the gquality of the data set, the patterns seem to
score well. Hichcut'incluéiﬂg the 1936 event pattern Swarms
scores Bisuccesses (1943, 1953, 1976) one failure (1970) and
one possible false alarm (1956, excluding the false alarm

generated by the foreshocks and aftershocks of the 1970

[, &

vent). With the most optimistic choice of § on two separate
time intervals pattern.Sigma scores the same successes and
failures as does pattern swarms with a longer false alarm
time in 1956. In the most optimistic case pattern B scores 3
successes, no failures and no false alarms. All occurrences
of the patterns are close to the proposed location of the
unstable triple junction. Success of the patterns may be due

to the complex nature of the tectonics in the triple

¢
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junction area.
B ¥

The last ;vailable data indicate the recent occyrrence
of both pattern Sgarms, pattern Sigma, and possibly Eattetn
B'in the regién due to events occurring during 1979 and
early 1980. Based on the past history of the region and the
lack of large events on some segments of the trench for more
than 30 years, this region warrants attention as a possible
site for the occurrence of a 1§fge ( M27.3 ) shallow
earthquake within the next 3 years, »

It should béiné;eé. however, that this suggestion is -
based on data which is not of as high a quality as that .fised .
for similar studies in California. The NOAA PDE file is
incaﬁglete for low magnitudes in its early years and \
magnitude estiﬁates are, to say the least, incgnsistenti
Even the identification of the 'largest earthquakes in the
Eegian for the early years is subject to question.

- For example the 1953 earthquake which was identified as
having a magnitude of 7.3 in NOAA is listed as magnitude 7.1
by McNally and Minster ?1981)_ This would then not qualify
as a strong earthquake by\the criteria used here. If the
threshold for the definition of a large event is lowered to
M,=7.1 two other earthquakes would be added to the list of
major events. Ipclusion of these two events would improve
the score for Sigma but not for swarms and bursts of
aftérshécks!

If the patterns are considered only for the relatively

reliable data after 1963 the score for both Sigma and swvarms
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is one success, one failure and the current alarm vhile
pattern B scores 2 successes. The Eémments presented here
chould be considered in the light of this apd the fact that
the pafterns depend heavily on the inconsistent magnitude

estimates.



5. Concluding Remarks

5.1 Summary

In this thesis several aspects of the clustering of
‘earthquakes related to precursory seismicity patterrs have
been explored. Although :nge doesn't exist an unambiguous
definition for aftershocks, the most obvious indications Jtf
earthquake clustering are mainshock - aftershock sequences.
Using a simple definition faf'aa-aftEfshack, Chapter 2
proposes a self-similarity ig:tﬁis :lustgfigg. a scaling law
for the occurrence of aftershocks. The!scaling lawv suggests ,
that number of aftershocks does not depend on the magnitude
of the mainshock if the %Etgrshacks are counted in a fixééﬁ

magnitude range bei&r that of the mainshock. This scaling

law reduces the number of observations necessary for

statistical studies of aftershock sequences and imposes a

constraint on acceptable physical models of aftershocks. It
is also éuggested that foreshocks, on the average, generate
larger numbers of aftersﬁécks than do mainshocks. The
scaling law supports the hypechesis that the distribution of
irreqularities in material strengths on a fault zone shows
no characteristic scale.

In Chapter 3 the clustering of earthquakes on longer
time and larger distance scales is explored. One way to look
for longer term clustering is to first filter out the short

term variations which could possibly obscure the picture.
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This was the gach taken here. To study the possibility
of long-term cluste "foreshocks”™ and "aftershocks" were

removed from the catglegug’using a simple boxcar filter
definition for foreshocks and aftershocks. The purpose of
the box car definitions was to remove the obvious short term
clustering which sometimes precedes and followings a shock.
In this study "mainshock" tﬁen refers to the largest event
in one of these primary, box car defined clusters_
"Aftershocks” and "foreshocks" are those events uhi:hjcccur

St

respectively after and before the ;mainshack“ in the box car

window. In this definition a "foreshock” - "mainshock®” -

"aftershock”™ sequence can be thought of as first order
‘clustering which jis perhaps imbeééeérin a hierarchy of
higher order, Saﬁger term clustering.

It was demonstrated that even if foreshocks and

aftershocks are elimimiﬁateé, through such a strong

filtering process, the catalogue of residual events
, o
("mainshocks") still shows weak but significant clustering

i

" ¢haracteristics. The clustering is evident on time scales of
the order of 3 to 6 years and distance lc’le; of the order
of 100 kilometers for mainshocks with magnitudes greater
than or equal\ta 4. Tﬁe pés;ibility of lcﬁger term
clustering could not be studied due to the short length of
the catalogue. ‘

The hypothesis that there are related events in the
catalogue over long periods of time and large distances,

such as is suggested by the stochastic branching models of



earthquake occurrence, is not. in conflict with the
observations presented hére. I1f, for example, the Kagan sné
Knopoff branching model, in which all shocks can be thought
of as "children”™ of those shocks occurring before them in
time, is co;rect no length of box car would be sufficient to
‘eliminate all dependent events. The Kagan and Knopoff model

.

was discussed in Section 1.11, In suéh a model clustering
wvould always be observed at time scales longer than the
length of.the boxcar. Unfortunately, the short length of
available catalogu€s procludes the possibility of testing
for the presence of such long ;;rm clustering.

Anomalous periods of clustering and anti-clustering in
the seq?ence of residual events were juxtaposed witgﬁihe
occurrences of large earthquakes in the same region.
Anomalous groups of residual events; swarms or concentrated
clusters of "mainshocks”, we}e found to precede, most but
not all, large earthquakes in the Southern California
region. The quiescence » activation pattern observed here
for\mainshocks is similar to precurséry patterns observed by
other investigators, although the time scale is in generaf
longer. ‘

hort term anomalies in the catalogue éaused by
afteerock sequences may obsure ionger term variations. The
removal of aftershocks, as defined here, from the catalogue
made the identification of the quiescence - activation
clearer. The distribution of events in the residual

4
catalogue is closer to a Poisson distribution than is the
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distribition of events in the highly cluste}ed chtalogue
wvhich includes aftershock;. Deviations from Poisson behavior
in the residual catalogue,are, thus, more #tafistﬁtallj i
Signifi;ant than in the.'complege' catalogue.ﬁfhe technique

. used here may be useful elsewhere, F
Qhapter 3 also demonstrates that the mathematical
_;echnihue of cluster ‘analysis is useful in the study of
anomalous seismicity patterns. It is suggested that the
activation stage of the quiescence -+ Qctivation pattern is
characterized by the strongest clusters in a region (i.e.,
the most concentrated clusters in .space and time). It is
possible‘in this technique to quaptify the strength of a
cluster and eliminate the néed for apriori regionalizatién
in space and time. g
The characteristics of the quiescenée - activation
patterns, at least for the last three large earthquakes in
:Southern California, are superficially very similar with
periods of quiescence starting approximately 10 years before
the large events and periods of activation stagting 2 to 3
years prior to the large event. The periqd of Quiescence are
characterized by the lowest activity in ths'regions. Last
available data indicates the recent occurrence of a similar
pattern in the San Jacinto region. It is suggested that this
//’area deserves attention as a region of presently high
seismic risk.

Proposed possible physical explanations for observed

clustering (as opposed to computational algorithms) are not



numerous. Exinples include inhomogeneities in material
strengths along a fault zone ("asperities”™) and non-linear

dynamic friction on fault zones. These were discussed in

section 1.11, The asperity model gives a qualitative -

explanation of the quiescence + activation pattern observed
in Chapter 3. Precursory patterns such as quiescence and
swarms may reflect the physical properties of fault =an§s
rather than the physics of the failure process.

Chapter 4 apgiies three proposed precursory seismic
patterns termed "bursts ofk;eismicity' to retrquective
prediction of large earthquakes which have occurred in the
vicinity of the Cocos - North American - Caribbean triple
junction. The three patterns, "bursts og aftershocks”,
swarms, and sigma, are based on abnormal clustering of
earthquakes in tixﬁe, space and energy. The patterns givev
respectable results although the available data set is not
of the highest quality. All occurrences of the patterns are
close to the proposed location of the unstable Cocos - North
American - Caribbean triple junction. Success of the
patterns may be due to the complex nature of the tectonics

in the triple junction area. There is no adequate physical

explanation for the "bursts of seismicity” patterns.
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5.2 Further extensions of this work 1

There are many gaps in this study. The most obvious gap
is a lack of aﬁy physical theory vhich explains the obverved
Elusterxng Any extension of this work should be towards a
viable physical model model which affers an explanation of
the observations presented here: the sel¥- 5{31laflty in the
occurrence of aftershocks; the observed clustering of
mainshooks; the quiescence -+ activation pattern observed
before many large earthquakes; and the "bursts of
seism 1:1ty patterns. A phy sical model .for foreshocks,
aftershocks, and mainshocks should be sought. Occurrences of
precursory patterns have been independently studied by m;nyi
investigators, and are vell documented. Any model of
sequences of earthquakes which fails to explain the well
documented patterns such as swarms and qu1ESEEﬁce suffers a
severe deficiency. A viable model should also have the
characteristics of self-similarity.

Cluster analysis appears to be a useful tool for the
study of seismicity patterns. The location and study of
seismic gaps could be approached using the technique.
Another possible use of cluster analysis would be in the
development of a statistical model of clustering in space
and time. A more physical means of determining the
normalization of time with respect to distance is needeéd as
well as a more physical metric for the determination of
dissimilarity which incorporates the earthquake magnitudes.

Hovever, these improvements require some input from a



»
theoretical model. ’ -

In conclusion it may be worthwhile to speculate on
useful ﬁirgctiﬁns for study of the physics of thefearthquake
generating gechanismi The earthquake generating mé:haﬁism ~
£:;t in the final analyéis be a thermodynamic one. Several
constraints must apply to any model of this process.

1. Most of the time an area prone to earthquakes is either
in thermodynamic equilibrium or undergaingﬁpracesses
w;ich are thermodyng@ically (but not mechanisg}ly)
reversible, i

2. The thermodynamic system is non-linear and as a
consequenée the éetgntials that describe it (ihateve;
they are) can have more than one stationary point. '

3. The system can be characterized by internal and

parameters.

4. Slow changes in the external parameters could change
sEable equiligrium points to unstable ones and
transitions from unstable states to stable states can be
earthquakes.

5. In such a non-linear system cluster activity could
occur. ‘

6. If this notion is correct models that isolate elements
of the process are unlikely to succeed. Perhaps an
earthguake is a collective phenomenon.

Perhaps a future research project could address the

construction of a macroscopic thermodynamic model, with

probabilistic properties, of the earthquake generating
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process.
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