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Abstract

Image-based rendering, IBR for short, is an area that gained in popularity during the last 

decade. There are two main objectives in this research: to provide a framework for IBR 

techniques and to apply IBR to dynamic scenes.

A novel taxonomy, called the rayset, is presented in this dissertation. The new 

taxonomy studies the scene representation techniques and the scene reconstruction 

techniques used in IBR separately. It is demonstrated that different image-based scene 

representations can all be cast as different kinds of raysets, and different scene 

reconstruction approaches can be regarded as attempts to render different raysets. Based 

on the taxonomy, existing IBR approaches are classified and the relationship between 

them is identified.

The rayset taxonomy also facilitates the development of new IBR techniques. Three 

novel IBR approaches, which are applications of the rayset concept in static 

environments, are presented. Each approach has different requirements and different 

advantages and can therefore be used for different applications.

Dynamic IBR research, which is still in its infancy, studies how to generate novel 

videos based on captured videos. One critical requirement for dynamic IBR is to reduce 

the sampling density. Based on the rayset concept, a new technique that can handle 

sparsely sampled scenes is discussed. A novel stereo vision algorithm is also presented, 

which provides accurate disparity information for the rendering process.

In summary, this dissertation provides several original contributions in the IBR area. 

Possible future research directions on how to employ temporal coherence in dynamic 

scenes are discussed.
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Chapter 1 
Introduction

Modeling and rendering are two central topics in computer graphics. As well, modeling is 

also an important topic in computer vision. As shown in Figure 1-1, conventional 

computer graphics focuses on the problem of synthesizing images from 3D geometric 

models, while computer vision concentrates on the inverse problem of recovering 

geometric models from images.

Figure 1-1: Domains of the traditional computer graphics and computer vision.

In Section 1.1, a brief introduction to the modeling and rendering processes is 

presented. The motivation of this work is discussed in Section 1.2. Section 1.3 gives the 

organization of the dissertation.
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l .i  Consideration on Modeling and Rendering

In this section, models and images used in computer graphics and computer vision are 

introduced first. Then the modeling and rendering processes are discussed.

1.1.1 Models

Models are used in both computer graphics and computer vision to represent objects in a 

scene. Commonly used models include the boundary representation, the point sample 

representation, the solid representation, and the discrete space representation.

In the boundary representation approach, the boundary of an object is described using 

surface primitives defined in 3D space. According to the primitives used, boundary 

representation can be further subdivided into polygon-based models, quadric models, and 

free-form models. A polygon-based surface model consists of polygonal facets, defined 

by the coordinates of their vertices. A quadric surface model consists of surfaces, defined 

by the parameters of corresponding functions. A free-form surface model consists of 

curved surface patches, defined by the coordinates of their control points.

The point sample representation uses points as primitives. It is a sampled version of 

the boundary representation. In this representation, objects are depicted using a set of 

points that lie on the boundaries of objects. Besides position, a point may contain 

additional geometric information, such as surface normal. The point sample 

representation is usually used in measurement results of real objects since the 

measurement is a sampling process.

The solid model representation describes objects using a Boolean combination of 

solid primitives to specify volumes, rather than surfaces. A complex solid model of an 

object can be assembled using Constructive Solid Geometry, by which the desired shape 

is specified in terms of a tree of solid primitives that are combined using basic set 

operations, such as union, intersection, and subtraction. The solid representation is widely 

used to represent manufactured parts since it naturally fits the manufacturing process.

The discrete space representation is a sampled version of the solid representation. It 

uses discrete volume elements, i.e. voxels, as primitives. In this representation, the space 

that contains the object is discretized into voxels. The object is then defined by a set of 

voxels that are inside the boundary of the object.

2
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Figure 1-2: The same object under different representations.

Figure 1-2 shows the same shape represented using four different models. In the 

boundary representation, Figure l-2(a), the object is represented using fourteen polygons, 

eight of which are used to approximate the hole. In the point sample representation, 

Figure l-2(b), points are used to describe the boundary of the object. In the solid 

representation, Figure l-2(c), the object is defined by subtracting a cylinder from a box. 

Finally, in the discrete space representation, Figure l-2(d), the object is depicted using 

180 voxels.

1.1.2 Images

A continuous image is a function, *:U—>T that maps from the parameter space, Uc912, to 

the multi-dimensional space T. In this dissertation, the multi-dimensional space T is 

called the attribute space. A digital image, ij:U'—>T', is a sampled version of the 

continuous image. A digital image maps from samples in the parameter space, U', to a 

quantization of the attribute space, T 'cT . Normally, the parameter space is sampled 

using an orthogonal uniform lattice:

U '= {(*,-,y, e u ) :x j = i -Ax,yj  = j - A y ; i , j e  Z ; Ax , Aye  R +}

Equation 1-1: Sampling of the image parameter space.

For conventional images, the attribute space is one of the color spaces, such as RGB, 

HSV, H'-I2'-I3', Lab, XYZ, and YIQ. In more recent approaches, the attribute space may 

be of higher dimensions and may carry information of other attributes such as 

transparency, depth, surface normal, etc.

The mapping from the parameter space to the vector space is normally one-to-one. 

This limitation can be relaxed to accommodate multi-layered images. In multi-layered 

images, multiple samples can be defined for the same pixel.
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A camera model is sometimes associated with an image to specify the mapping 

between the 5D ray space1 and the parameter space. Based on the lens used, camera 

models can be classified into the pinhole model, the thin lens model [131], the thick lens 

model [83], etc. Based on the shape of the image plane, the camera models can be further 

divided into the planar projection model, the cylindrical projection model, the spherical 

projection model, etc.

The planar pinhole camera model is the simplest and also the most popular camera 

model used in computer graphics and computer vision. As shown in Figure 1-3, a planar 

pinhole camera model is defined using the center of projection, C, viewing direction, d, 

and two basis vectors, p and q. Both basis vectors are perpendicular to the viewing 

direction d. Therefore, the image plane, which is spanned by the two basis vectors, is also 

perpendicular to the viewing direction.

1.1.3 Modeling

Modeling is an important topic in both computer graphics and computer vision. In 

computer graphics, modeling refers to techniques that can represent the shapes and 

appearances of objects photo-realistically. In computer vision, modeling is often referred 

to the appropriateness of models, reconstructed from images, as accurate representations 

of objects.

To describe natural objects using geometric models is very difficult, if not impossible. 

Many powerful approaches have been proposed to model natural objects such as soil

1 Three dimensions are used to specify the starting location of the ray. The other two 

dimensions are used to specify the direction of the ray.

Z

X

Figure 1-3: Planar pinhole camera model.

4
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[99], stones [45], plants [44]; to simulate natural phenomena such as wind [173], clouds 

[122], fire [174], lightning [138]; and to model different parts of the human body such as 

hair [5], face [12], and muscle [24], Nonetheless, using these approaches to create 

complex models requires a great deal of manual efforts and skills. Due to the variety of 

objects, it is not yet possible to provide a generalized modeling technique to model 

different kinds of objects. Therefore, the modeling process is very challenging and 

cumbersome.

Image-based modeling differs from traditional graphics modeling techniques in that 

the geometry and appearance of objects are derived from real photographs. In this sense, 

many techniques discussed in the computer vision area are often classified as image- 

based modeling techniques in the computer graphics area.

Image-based modeling techniques often result with shorter modeling times and more 

realistic models [41]. For example, suppose that we want to generate a virtual 

environment for the West Edmonton Mall. We could, according to the blueprint, build up 

the mall and decorate the stores in it. Although this could be done, it is nonetheless a 

laborious process. Alternatively, we could simply visit the mall and take photographs or 

even range images to reconstruct a visually acceptable model that provides enough 

information to generate novel views from arbitrary direction. The latter approach not only 

requires far less manual efforts, but also provides more realistic results, since 

photographs are, by definition, photorealistic.

1.1.4 Rendering

The pursuit of photorealism is one of the primary efforts of computer graphics research. 

Early 2D computer graphics approaches use wireframe models under perspective 

projection to give a sense of depth. Later on, hidden surface removal algorithms offer a 

more solid appearance. Shading algorithms allow surfaces to be rendered with varying 

brightness levels as if they were illuminated by sources of light [128], and shadow 

algorithms let objects to cast shadows on one another [182]. Photo-realistic renderings 

are often achieved using ray-tracing techniques, which can simulate specular reflections 

on shinny surfaces [181]. The development of radiosity enables the modeling of subtle 

effects of diffuse inter-reflections [55], The path tracing technique tries to solve the

5
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general rendering equation and can therefore create all optical effects [74]. More recently, 

the photon mapping technique is introduced as an efficient two pass global illumination 

method, which can render caustics as well as other optical effects [73].

The inputs to the above mentioned conventional rendering techniques are manually 

constructed scenes, which consist of geometric models, surface properties, and 

illumination information. Basically, the shading of an object is obtained through 

simulating the interactions of lights with the corresponding geometric model based on the 

properties of the material. The models are normally illuminated by light sources, and the 

image is captured using a virtual camera.

IBR is based on pre-rendered images or digitized images rather than geometric 

models. One of the main issues in IBR is to synthesize a novel view based on a set of 

images. Therefore, it is a signal reconstruction problem rather than a simulation problem. 

The most powerful features of IBR include the following:

• It is relatively inexpensive in term of computation cost;

• The cost of computing one frame is independent of scene complexity;

• It gives unprecedented levels of photorealism.

These features make IBR gain in popularity over the last few years. However, IBR 

does have the limitations in handling occlusions. Normally, to generate unlimited novel 

views for complex scenes, either dense samples or accurate depth information is needed 

to ensure that the computed images are physically correct.

1.2 Motivation

There are two main motivations of this work. The first one is to provide a framework for 

IBR techniques. The second one is to develop novel IBR techniques to handle dynamic 

scenes.

1.2.1 Taxonomy for Image-based Rendering

Although much research has been done in the IBR area, not much work has tried to 

provide a taxonomy of approaches [167] in this area. Such work would be helpful in the 

following aspects:

• To clarify the domain of IBR techniques. Due to the popularity of the term, many

6
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approaches label themselves as IBR techniques. A more restricted definition of IBR 

is helpful to reduce the confusion.

• To answer the question —  what is an image? The term “image-based rendering” 

itself is a bit of a misnomer, due to the rather loose definition of the term “image.”

A more general concept is, consequently, valuable to further the understanding.

• To demonstrate the relations among different IBR approaches. A systematical 

classification can illustrate the relations among them, which will promote novel 

approaches to be developed.

1.2.2 Dynamic Image-based Rendering

Little work has tried to apply IBR to dynamic scenes [80, 137, 187]. Dynamic IBR is an 

exciting new domain, with many potential important applications. Here, several existing 

and potential applications are listed in the following:

After populating the stadium with many cameras, we can record a soccer, hockey, or 

baseball game using multiple video sequences, each of which records the scene from a 

different viewpoint. Dynamic IBR techniques can then be used to generate video from 

any virtual viewpoint, no matter whether or not we have an actual camera at that location. 

Therefore, the audience can watch how the game progresses more clearly at an angle of 

their choice. Also we can use this technique to simulate a virtual camera that can 

automatically track the ball. So there will be no need to have a human to pan, tilt, or 

zoom a camera. A limited version of this idea has been implemented in the EyeVision 

system used for Super Bowl games [75].

Camera systems are widely used for security. In order to be able to look around, 

cameras are sometimes mounted on controllable platforms, which support the panning 

and tilting of the cameras. Unfortunately, changing the viewpoint is seldom supported. 

Therefore, some areas may not be visible because of occlusion. In addition, a single 

camera cannot face two different directions at the same time. If we could populate the 

walls of a museum with cameras, dynamic IBR techniques could be used to simulate as 

many virtual cameras as needed, each of which could be controlled separately to move 

around in the scene. The more cameras we use, the less occlusion will be experienced. 

Like traditional computer graphics approaches, image-based modeling and rendering
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techniques have been applied to the film industry as well. Currently these techniques are 

mainly used to create some special effects, such as the “bullet time” shots in movie ‘The 

Matrix” [40], Dynamic image-based modeling and rendering can go one step further and 

make the movies of the future much more interactive. In making of these interactive 

movies, multiple cameras are used to record the actions from different viewpoints. When 

watching these movies, the audiences can choose viewpoint as they want, and move 

around in the scene as they wish. To find out who commits the murder, for example, they 

can make themselves to be in the right place, at the right time, and looking at the right 

direction. Of course, for the timid ones, they may also choose not to see it!

Video conferencing has become an attractive collaboration tool for geographically 

distributed teams as time and money could be saved on traveling. Most of the current 

video conferencing systems are window-based applications where videos of remote 

participants are displayed in separate windows. It is, therefore, not as effective as face-to- 

face communication since eye contact, gaze direction, and body language cannot be 

reproduced. Dynamic IBR techniques can be introduced into video conferencing so that 

an observer can view a remote participant from any viewpoint of choice [80]. As a result, 

in video-conferences of the future, the 3D appearances of remote participants can be 

captured and represented locally in your room. You can look at them from any viewpoint 

of choice, and therefore, the sense of presence can be enhanced.

1.3 Organization of the Dissertation

The rest of the dissertation is organized as follows: First of all, Chapter 2 reviews 

previous work in related areas, which include: image-based modeling, image-based 

rendering, stereo vision, image morphing, and image caching.

Chapter 3 presents the rayset concept, which is a novel taxonomy of IBR approaches. 

The rayset concept integrates different scene representations used in IBR. Based on this 

concept, existing IBR approaches are classified and links among them are demonstrated.

Three novel IBR techniques are discussed in Chapter 4, which are the object centered 

concentric mosaics, the spiral texture mapping, and the layer-based morphing. These 

approaches can be regarded as applications of rayset in static environments. Each 

approach has different requirements and advantages, and therefore, is suitable for
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different applications.

Chapter 5 introduces a novel reliability-based stereo algorithm. This algorithm is used 

to estimate depth information, which helps to generate better rendering results. The 

experimental results show that the reliability-based stereo algorithm can accurately and 

efficiently estimate depth information.

In Chapter 6, a novel IBR approach, called camera field rendering, is presented. 

Using the depth information estimated with the reliability-based stereo algorithm 

introduced in Chapter 5, this technique produces sharp rendering results from sparse 

sampled views, which demonstrate that camera field rendering can be applied to dynamic 

scenes. That is, render novel videos based on sparsely sampled videos.

Finally, the dissertation concludes in Chapter 7, with discussions on future work.

9
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Chapter 2 
Previous Work

Many methods have been proposed in the image-based modeling and image-based 

rendering areas, both of which are strongly related to this dissertation. Therefore they are 

discussed in Sections 2.1 and 2.2 separately. Stereo vision techniques are often used to 

obtain depth information needed in image-based modeling and rendering algorithms. 

Hence, approaches in this area are covered in Section 2.3.

In this dissertation, IBR is defined as a class of techniques that is used to produce 

novel views of a scene or of an object using a collection of pre-acquired samples, without 

a priori knowledge of detailed geometric models of the scene or of the object.

Based on this definition, techniques such as image morphing and image caching are 

excluded from the IBR domain. The former one mainly focuses on generating a smooth 

transition between two different scenes and normally cannot be applied to generate novel 

views. The latter one assumes that the geometric model is known and uses images only 

for acceleration and not for representation. For completeness, approaches in these two 

areas are briefly discussed in Sections 2.4 and 2.5.

It is noteworthy that approaches such as view morphing employ morphing techniques 

to generate physically correct novel views [161]. Therefore, they are considered as IBR 

techniques in this dissertation.

2.1 Image-based Modeling

According to published information, previous work in the image-based modeling area can
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be classified into four categories: models from silhouettes, models from color matching, 

models from range images, and models from human interaction.

2.1.1 Models from Silhouettes

Approaches in this category segment each input image into a binary object/background 

image. The silhouettes of an object are then used to construct a bounding volume of the 

object. The best volume that can be obtained from silhouette images is called the visual 

hull, which contains the real object [88].

Constructing a volumetric model of an object from multiple views is first described 

by Martin and Aggarwal [110]. Later on, many approaches have been proposed to 

construct an octree from three orthographic views [28], These algorithms are not 

discussed here since they cannot be generalized for perspective images.

Reconstructing the volume of an object from multiple arbitrary perspective images is 

discussed in [64] and [130], From each image, a 3D conic volume is formed using the 

silhouettes of the object and the center of projection. A model of the object is then 

constructed by intersecting conic volumes obtained from different images. Both 

approaches use the octree data structure to represent and to process the 3D volume data 

efficiently. Both approaches project the cubes of the octree onto the image plane to 

perform the object/silhouette intersection calculation.

Szeliski [175] enhances the above idea by constructing the model incrementally. 

Instead of building a separate octree for each view, he intersects each new silhouette with 

the existing model. In his approach, an octree representation of a cube that completely 

encloses the object is initialized. For each image, voxels at a coarse level of the octree are 

projected onto the image plane and tested against the observed silhouette of the object. If 

a voxel falls outside of the silhouette, it is removed from the tree. If it falls on the 

boundary, it is divided into eight smaller cubes, which are then processed recursively.

Kutulakos [86] recovers the surface of an object by computing the envelope of the 

light field [97] boundary. The rays defining the entire silhouette are mapped to points in 

an oriented projective space. The points are then approximated with curves whose 

envelope is consistent with all the image data. This approach does not rely on calibrated 

cameras or point correspondences.

11
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Matusik et al. [ I l l ]  model an object from its silhouette implicitly. In their image- 

based visual hull approach, the intersection between a novel ray and the implicit model of 

the object is calculated in the image spaces of the reference images. Since no explicit 

model is generated, this approach is fast enough to handle dynamic scenes in real time. 

The authors also claim that performing geometric computations in image space can 

eliminate the resampling and quantization artifacts.

Approaches in this category can generate complete (closed) surface efficiently and is 

fairly robust. A fundamental shortcoming is that they fail at concavities, where the model 

produced cannot enclose the object tightly. Additionally, volumetric approaches can only 

provide limited resolution due to the size of voxel.

2.1.2 Models from Color Matching

Approaches in this category [169] try to determine whether or not a point in the 3D space 

is occupied based on its projections on some reference images. The volume constructed is 

referred to as the photo hull. Under ideal conditions (the surfaces in the scene are 

Lambertian and there is no noise), the photo hull contains the true scene geometry and is 

a tighter fit than the visual hull.

In some approaches [33, 160], corresponding features in the reference images are 

determined. The output of these methods is a 3D representation of features. These 

approaches are not included in the review of this section since additional processes are 

needed for model reconstruction.

Seitz and Dyer introduce the concept of color consistency and use it to distinguish 

surface points from other points in a scene [162]. In their voxel coloring algorithm, the 

scene is represented as a finite set of opaque voxels, each of which has a fixed color. 

These voxels are traversed in depth-order and a voxel is added to the current set if it is 

consistent with the input images. In order to establish a fixed depth-order of points in the 

scene, this approach requires that no scene point be contained within the convex hull of 

the centers of cameras.

Saito and Kanade [142] apply the voxel coloring algorithm to the projective grid 

space. The projective grid space is defined by two basis views. The projection of points 

in the projective grid space on any other image can be calculated using only the
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fundamental matrices between the image and the two basis views. Since the fundamental 

matrix can be obtained using several corresponding points in the images, the effort for 

Euclidean space camera calibration can be avoided.

The voxel coloring algorithm has restrictions on the camera locations. To allow for 

arbitrary camera placement, an extension, called the space carving algorithm, is proposed 

[87]. Unlike voxel coloring, space carving uses multiple scans, typically along the 

negative and positive directions of each of the three axes. During each scan, only cameras 

that have already been passed by the moving plane are used. This forces the scan to be 

from the near to the far relative to the camera used. Thus, when a voxel is evaluated, the 

transparency of other voxels that might occlude it from the cameras being used has been 

determined. Because carving is conservative, there is no need to add previously removed 

voxels back to the model as the algorithm runs.

For the scene point that is within the convex hull of the centers of cameras, the space 

carving algorithm only uses some of the cameras to determine its color consistency. 

Therefore, it is possible that color inconsistent voxels are included in the final model. 

Generalized voxel coloring [37] computes visibility exactly, and hence, yields a color 

consistent model. In two variants of the algorithm, two different data structures, called 

item buffers and layered depth images, are used to identify the images from which a 

voxel is visible. Their experimental results show that, compared with space carving, 

generalized voxel coloring can generate better visual reconstructions.

Inspired by the image-based visual hull approach, Slabaugh et al. implement the color 

consistency constraint in the image space. Instead of constructing the full photo hull as 

the above approaches do, the proposed image-based photo hull approach [170] produces 

only the portion of the photo hull that is visible to a virtual viewpoint. The approach 

starts from the visual hull found using Matusik et al.’s approach [111]. It then searches 

for color consistency points along the given novel ray in the image spaces of the 

reference images. Since it is conducted in the 2D image spaces, the reconstruction 

process is efficient.

Approaches in this category use the color information within the silhouettes of 

objects. Therefore, they generally need fewer images and can produce more accurate 

models than models from silhouettes approaches. However, these approaches assume that
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the surfaces are Lambertian. Hence, they cannot be applied to scenes with specular 

objects.

2.1.3 Models from Range Images

Better models of objects can be reconstructed if the corresponding range images are 

available. Range images can be created using active optical range scanners, including 

structured light [10], triangulation or time-of-flight rangefinders [98], and focus range 

sensor [121]. Alternatively, they can be computed using computer vision techniques such 

as depth-from-stereo [148], motion, [69], shading [190], and texture [77].

The problem of modeling from range images for orthogonal views is first discussed in 

[29]. The kind of algorithms is not discussed here since they cannot be used for general 

perspective images. Some other approaches, namely unorganized point algorithms, 

reconstruct the model from 3D scatter points [65, 136]. They are not included either since 

the pixel relationship among range images is not employed.

Turk and Levoy [180] propose an incremental algorithm that constructs polygon 

meshes from multiple range images. In their algorithm, a triangulated mesh is created for 

each range image first. Meshes obtained from different range images are aligned with one 

another using a modified iterated closest-point algorithm. Overlapping portions of the 

meshes are removed, followed by connecting triangles along the remaining boundaries. 

Finally, discarded geometric information is re-introduced to establish final vertex 

positions. The drawback of this approach is that it may fail in areas of high curvature.

The volumetric integration algorithm [38] constructs surface models by integrating 

groups of aligned range images. For each range image, a continuous implicit function is 

defined, which represents the weighted signed distance of each point to the nearest range 

surface along the ray. Multiple range images are combined together so that a cumulative 

weighted signed distance function is defined for each voxel in the space. Therefore, the 

zero-crossings of such a 3D function define the surface implicitly. In their approach, the 

function is sampled on a discrete voxel grid and the marching cubes algorithm is 

employed to obtain the polygonal representation of the surface.

Rander et al. [137] apply volumetric integration in dynamic environments. The 

virtualized reality algorithm that they propose constructs a 3D representation of a scene
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from multiple video streams. At a single time instant, a multi-camera stereo algorithm is 

used to compute range images for corresponding frames in different video streams. The 

range and intensity image pair is referred to as the visible surface model. The scene is 

modeled as a collection of visible surface models captured from different viewpoints at 

the same time. A complete surface model can then be generated using an adaptation of 

the volumetric integration technique.

Provided that the depth information is accurate, the models constructed by the above 

algorithms are better approximation to the real objects than both the visual hull and the 

photo hull. In addition, these algorithms employ the underlying structure of range images, 

and are therefore more robust than unorganized point algorithms.

2.1.4 Models from Human Interaction

More specific to certain applications, approaches in this category generate models from 

images with the aid of human interactions.

Debevec et al. [41] propose an interactive approach for modeling and rendering 

existing architectural scenes from a sparse set of still photographs. Their approach has 

two components, which are photogrammetric modeling and model-based stereo. 

Parameterized geometric entities, such as boxes, prisms, and surface of revolution, are 

used as modeling primitives. User inputs are needed to specify the shape and position of 

these primitives so that their projections align with their corresponding images in existing 

photos. Since the modeling process exploits the constraints that are characteristics of 

architectural scenes, it is convenient and effective. This approach is not suitable for 

modeling objects that are difficult to be represented by parametric polyhedral primitives.

Horry et al. [66] discuss how to make animation from only one image. With user 

interactions, the image is separated into background and foreground objects. The 

background in the scene consists of at most five rectangles, whereas polygons are used as 

a model for each foreground object. This technique makes it possible to “walk or fly 

through” a single picture. Because of the lack of information, the approach does not and 

cannot solve the problem of recovering areas that are occluded by foreground objects. In 

their approach, commercially available 2D paint software is used and user interaction is 

needed.
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2.2 Image-based Rendering

Many approaches have been presented in the IBR area [78] and they can be classified by 

several methods. According to how much geometric information is used, they can be 

classified into rendering without geometry, rendering with implicit geometry, and 

rendering with explicit geometry [167]. Furthermore, according to how the sampling is 

done, they can be classified into view-centered approaches and object-centered 

approaches.

In this dissertation, IBR approaches are classified according to how images are used. 

This forms the following five categories: images as textures, images as references, 

images as layers, images as primitives, and images as datasets. Generally speaking, 

approaches in the first and the fourth categories are object-centered approaches. 

Approaches in the second and the third categories are view-centered approaches. 

Approaches in the last category can be used for both object-centered and view-centered 

applications.

2.2.1 Images as Textures

Texture mapping [61, 62] is the earliest IBR approach. Approaches in this category use 

images to represent part of the object. These images are mapped onto surfaces of coarse 

geometric models to add fine photometric details.

Two dimensional texture mapping is proposed by Catmull [21] to generate color 

variance on surfaces. Later on, it is used to generate other attributes of surfaces including 

specular reflection [15], roughness [13], and transparency [49]. Aono [6] generalizes 

these approaches using the concept of attribute mapping.

Bump mapping [14] is the first approach to use images to modify the geometric 

properties of the underlying models. It simulates the appearance of wrinkled surface by 

performing perturbations to surface normals. Although it produces realistic images, it 

cannot simulate the self-occlusion effects among bumps since the surface itself is not 

modified. Hence, it can model only bumps whose heights are negligibly small as 

compared to the extent of the associated surface.

Displacement mapping [34] adds depth information into images in order to specify 

the amounts by which a desired surface deviates from the underlying model. Hence, it
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alters not only the surface normals of but also the shapes as well. The displacement maps 

are rendered using micro-polygons in Cook’s original approach. Later, other rendering 

approaches are proposed using ray-tracing [104], image warping [152], and multi-layer 

texture mapping [81].

Relief texture mapping [126] can be considered as an extension of displacement 

mapping. It uses image warping to handle the parallax and visibility changes that result 

from the 3D shape of the surface. In this approach, a relief texture is first converted into 

an ordinary texture using ID warping along rows and columns separately. The resulting 

texture is then mapped onto the polygon using standard texture mapping techniques.

The above approaches use one image to record the appearance of the surface from a 

single direction, which is usually perpendicular to the surface. As a result, non-diffuse 

illuminations are not captured. View-dependent texture mapping [41] composites 

together textures obtained from multiple views based on the observer’s viewpoint. It can 

simulate geometric details more realistically, since it better represents non-diffuse 

reflectance and can simulate the appearance of unmodeled geometry. In their later work, 

Debevec et al. [42] use visibility preprocessing, polygon view maps, and projective 

texture mapping [159] to reduce the computational cost and to produce smoother 

blending.

The view-dependent texture mapping approach requires only a few photos of the 

surface to be textured. It is easy to use, but may not be able to fully capture the view- 

dependent illuminations of the surface. The surface light field approach [186] is proposed 

to address this problem. It captures the appearances of the surface from all possible 

directions and resamples the data using an intermediate representation. The experimental 

results show that this approach can be used to construct virtual images of shiny objects 

under complex lighting conditions.

In view-dependent texture mapping and surface light field, when rendering a ray in 

the novel view, the contributions of different input images are calculated based on the 

angular differences only. Buehler et al. argue that the resolution difference between the 

novel view and a given input view is also an important factor. In their unstructured 

lumigraph approach [18], the weights of different input views are calculated based on 

both angular penalties and resolution penalties of these views. As a result, when the same
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object shows up in multiple input images with different resolutions, this approach can 

choose the proper input images and blend them together.

Rather than compositing the input views directly, the dynamic texture mapping 

approach [30] uses a set of basis textures. These basis textures are generated based on all 

input images using Principal Component Analysis. To render novel views, new textures 

are synthesized by modulating the basis textures. Rendering can be done in real time 

using hardware acceleration. However, this approach is limited to small visibility 

changes, and therefore, the user can observe the object from a limited viewing range 

only.

Texture mapping techniques still rely on geometric models to provide the coarse 

shapes of the object to be rendered. In addition, it is often difficult to specify the mapping 

functions, which map 2D images onto 3D surfaces. Texture mapping is also known to be 

subject to the aliasing problem. Filtering techniques, such as mip-maps [183] and 

summed-area tables [36, 53], can be used to address this problem.

2.2.2 Images as References

Approaches in this category use images rather than geometric models to represent a 

scene. New views of the scene are generated through interpolating existing reference 

images.

The Movie-Map system [100] is one of the earliest attempts in this category. In this 

approach, thousands of reference images are stored; each of which can be accessed 

randomly. The system can also pan, tilt, or zoom the stored images to fit the required 

viewpoint. As an example application, the streets of the city of Aspen are sampled at 10- 

foot intervals, and four cameras are used to shoot the views at every point.

Instead of using real pictures, the Virtual Museum [117] is based on pre-rendered 

synthetic images. At each selected point in the museum, 45 views are rendered to form a 

360-degree panning movie, which allows the user to look around. The path between the 

connected points is also rendered to form a bi-directional transition movie, which 

simulates working from one point to the other in both directions.

QuickTime VR system [26] uses cylindrical panoramas rather than several images to 

sample the scene at each selected point. The cylindrical panorama of a scene can be
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created using a specially designed panorama camera, or by rotating a regular camera and 

stitch together the images. Since the panoramas are “orientation-independent,” this 

approach offers the user smooth 2D rotation capability at selected viewpoints. However, 

it does not allow the user to move freely in the scene.

To introduce more freedom, Shum and He propose the concentric mosaics approach 

[166]. This approach employs multiple cylindrical mosaics, each of which samples the 

scene from a certain distance away from the center of a cylindrical manifold. The 

concentric mosaics for a scene can be created by simply spinning an off-centered camera 

on a rotary table. When rendering a novel view, data from different mosaics are reused 

and combined together. This approach allows the user to move freely in a circular region 

with a reasonably small file size. Nonetheless, it only provides parallax effects in the 

horizontal direction but not in the vertical direction.

The parallax effect can be generated using the depth image approach [27], which 

stores the depth information at every pixel. After the depth is introduced, the backwards 

mapping function that maps from the output sample location to the input image is no 

longer available. Forwards mapping can be exploited, but one has to handle the problems 

of overlaps and gaps. The gaps between samples arise when a surface is either magnified 

or uncovered in the novel view, while the overlaps occur when a surface is either covered 

or contracted. In Chen and Williams’s approach, gaps are filled by interpolating the 

colors of adjacent pixels and view-independent visible priority is used to solve the 

overlap problem.

The overlap problem can be handled more efficiently using the occlusion compatible 

ordering algorithm [115], which is essentially a painter’s style algorithm. In this 

algorithm, the projection of the output viewpoint on the input image plane, i.e. the 

epipole, is computed. If the output viewpoint is behind the input viewpoint, then pixels 

closer to the epipole are warped first. Otherwise, pixels that are farther to the epipole are 

w arped  first. T h is  w arp in g  order guarantees that p ix e ls  that m ap  to  the sam e lo ca tio n  in  

the output image are painted in the back-to-front order.

Simply interpolating the color of adjacent pixels to fill gaps is efficient. Nonetheless, 

it may cause artifacts because the warping process does not preserve image topology, i.e. 

the adjacency among pixels. Mark et al. [107] propose two solutions, which are the splat-
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based and mesh-based reconstructions. The first approach maps a single point in the input 

image to multiple pixels in the output image. The second approach treats the input depth 

image as a mesh of micro-polygons, and then scan-converts these polygons in the output 

image. However, both approaches have limitations. Splatting will cause unnecessary 

blurring and it cannot guarantee that all the gaps are filled. Meshing will generate rubber 

sheet effects between the foreground and background objects.

Several approaches [63, 156] extend the idea of mesh-based reconstruction by 

creating a mesh model in world coordinates. In their approaches, the reference images’ 

centers of projections are projected onto the desired novel view. A triangulation process 

is performed using these centers as vertices. Depth information is used to compute the 

depths of the vertices in the image space of the novel view. A recursive subdivision 

process may be applied to make the triangle mesh closely represents the true geometry of 

the scene. Rendering can then be done by texture mapping the triangles.

After the depth information is introduced, the backward mapping function cannot be 

applied directly to compute the corresponding point in the input image for a given sample 

in the output image. However, one can search for the corresponding point using the 

epipolar constraint [82], This constraint states that for a given pixel p in one of the 

reference images with the center of projection Cj, the corresponding pixels in another 

image with the center of projection C2 must lie on its epipolar line, which is the 

projection of ray C\p on image C2 . The projection of C\ on image C2 , i.e. the epipole, is 

the intersection of different epipolar lines.

Based on this observation, Laveau and Faugeras [89] suggest performing backwards 

mapping through searching suitable pixel in the input image for each output sample 

location. Their approach does not require fully calibrated views. Instead, weakly 

calibrated views are employed. However, the computation costs for searching the suitable 

pixel is obviously high.

Satoh et al. [145] also generate new views using backwards mapping. They use 7x7 

cameras that lie on a plane to capture the scene. The Stereo by Eye Array [146] algorithm 

is used to compute the disparity information for each 3x3 camera subset. Assuming that 

the disparity maps obtained are correct, their algorithm can generate arbitrary view by 

searching for consistent pixels in existing views.
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Seitz and Dyer [161] notice that linear interpolation is shape preserving when both 

reference image planes are parallel to the transition line, which is the line connecting the 

two projection centers. Hence, under this circumstance, physically correct in-between 

views can be generated using morphing techniques. Based on this observation, a three 

step approach, called view morphing, is proposed. In the first step, the reference images 

are pre-warped to make their image planes parallel to the transition line. Then existing 

morphing techniques are applied to generate the in-between views. Finally, post-warp is 

used, if necessary, to adjust the viewing directions.

If the disparity map for two reference images is available, the disparity morphing 

algorithm [68] can be applied. In their paper, Huang et al. deduce the equations for 

interpolating corresponding points under several different scenarios. For the forward 

transition, both reference images are pre-warped first such that their optical axes are 

collinear with the transition baseline. Then a non-linear equation is used to interpolate 

between corresponding points. For the lateral transition, their result shows that the 

interpolation equation becomes linear, this agrees with the view morphing result.

The above approaches do not require 3D geometric models of the scene. Since these 

approaches do not sample the scene sufficiently, the number and quality of reference 

images limits the quality of reconstructed images.

2.2.3 Images as Layers

Approaches in this category use an image to represent part of the scene as a layer. 

Different approaches can be used to generate different layers and the whole scene can be 

composited with these layers according to their relative positions.

An environment map is a projection of a scene onto a specific geometric shape, such 

as a cube [57], a sphere [15], or a cylinder [26]. The environment map is initially used to 

simplify the computations of specular reflections on shiny objects. Here, it can be used as 

the background layer since it is perfect for simulating objects at a great distance from the 

camera, such as the sky. Environment mapping is invariant to translation. As a result, it 

cannot produce parallax effects.

Sprites are texture maps with alphas (transparency) rendered onto planar surfaces 

[129], They are widely used in video games as drawing primitives. In IBR, this technique
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is used to simulate unimportant foreground objects. Although sprite can display some 

parallax effects relative to other objects, it cannot simulate internal parallax, i.e. parallax 

effect within the sprite itself.

Using the idea of depth images, one can add depth information to sprite to generate 

sprite with depth [164], Shade et al. propose a novel idea to render sprite with depth, 

which is to separate the warping process into two steps, namely, a parallax warp and a 

perspective warp. Sprite with depth can display internal parallax but cannot deal with 

uncovering of occlusion due to depth discontinuity. Hence, it is suitable for modeling 

objects with smooth varying depth only.

Based on the observation that pixels at similar depth move in a similar way during 

warping, Schaufler proposes the layered impostors algorithm [151]. A layered impostor 

consists of more than one transparent polygon. The image of parts of the object, which 

are at a similar distance to the viewer, is mapped to one of the polygons. Essentially, 

layered impostor can be considered as another representation of sprite with depth, even 

though the two approaches are proposed independently. Since multiple textures are used, 

rendering is more efficient through hardware acceleration. In addition, layered impostors 

algorithm can handle disocclusions better by drawing slightly overlapping depth intervals 

onto every layer.

To fully deal with disocclusions, one needs to know the color information of surfaces 

that are not visible in the reference image. The layered depth image approach [164] can 

be used here. A layered depth image is a view of the scene from a single camera view, 

but it stores more than one sample along each line of sight. Since the visibility problem 

can be handled, layered depth images can be used for more complex geometric objects.

The layered depth image tree approach [23] combines hierarchical space partitioning 

scheme with the concept of layered depth image. The motivation is to preserve the 

different sampling rates of different reference images. A layered depth image tree is an 

octree w ith  a layered  depth  im a g e  attached  to  each  octree n o d e , and all layered  depth  

images having the same resolution. The layered depth image tree is constructed by 

warping each pixel of the reference images to a layered depth image of an octree cell at 

appropriate level, then filtering the pixels to the layered depth images of all ancestor cells 

in the octree. During rendering, a layered depth image at an appropriate level is used for
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each pixel in the output image.

Approaches in this category are more flexible since they can be used to model 

individual scene element. Different approaches can be used together through 

composition. However, they are still viewpoint-centered approaches. This limits the 

desired view to stay inside a certain neighborhood of the reference image’s center of 

projection.

2.2.4 Images as Primitives

Approaches in this category can fully represent an object. Therefore, they can be used to 

model a scene, together with other image-based or geometry-cased primitives.

The easiest way to represent an object is to use Object Movie [26], An Object Movie 

is a 2D array of frames, each of which corresponds to a viewing direction. This 

representation contains redundant information and still cannot provide parallax effects.

The Delta Tree [39] is a data structure that represents an object using a set of 

reference images. All the reference images are taken from a point on a sampling sphere 

that encloses the object. The Delta Tree encodes these images in a quad-tree that divides 

the angular space. Each node of the Delta Tree stores an image taken from a point. The 

image is compressed by discarding pixels that can be reconstructed by warping its 

ancestors’ images to its viewpoint. Therefore, the Delta Tree construction ensures that no 

surface of the object is sampled more than once. The rendering process can create novel 

views by traversing the Delta Tree.

Schaufler [150] uses layered impostors to represent an object. Different viewpoints 

are selected from the sphere that encloses the object. In order to ensure an even 

distribution, the vertices or centers of sides on a platonic solid, such as dodecahedron, are 

used. For each viewpoint, a number of depth-augmented images are generated as a 

layered impostor. This approach also uses the so called back perspective projection, 

instead of the traditional perspective projection, to sample a larger portion of the object’s 

surface per image.

The view-based rendering approach [132] also uses multiple range images to render 

real objects. In their approach, each input dense range map is replaced by a sparse 

triangle mesh that closely approximates it. Each triangle mesh is then texture mapped
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using the associated color image. To synthesize an image of the object from a novel 

viewpoint, triangle meshes constructed from three closest viewpoints are individually 

rendered, and the rendering results are blended together with a pixel-based weighting 

algorithm using software Z-buffering.

Simply using a collection of images may result in some area to be poorly sampled. In 

addition, combining information from different images poses some difficulties since the 

space of the viewpoint is not sampled continuously. Rademacher and Bishop try to 

alleviate these problems using multiple-center-of-projection images [133]. In their 

approach, the camera moves along a path smoothly and samples a ID strip each time. 

Both color and depth information is recorded for each pixel, and so is the camera 

information for each column. In the rendering stage, pixels are re-projected and Z- 

buffered to produce the desired view. This approach is also capable of sampling different 

portions of a scene at different resolutions.

The occlusion compatible order does not exist among images taken at different 

centers of projection. Therefore, the depth information needs to be Z-buffered to resolve 

the visibility problem. In order to reduce the computation cost, Oliveira and Bishop 

present the image-based object approach [125] using the idea of back perspective 

projection. An image-based object consists of six layered depth images defined on the six 

faces of a cube. These layered depth images share a single center of projection, which is 

the geometric center of the cube. As a result, an image-based object can be rendered with 

the correct perspective from any viewpoint using a list-priority algorithm. For synthetic 

objects, the image-based object representation can be easily generated using a modified 

ray tracer that keeps all intersections along a ray. For real objects, a laser range finder is 

required to sample the object and the samples obtained are reprojected onto the six faces 

of the cube.

The above approaches represent objects in the 3D world space. Therefore, the 

computational cost for rendering is relatively high. To solve the problem, several 

approaches are proposed to do rendering in the image space of the reference views. The 

pioneering work in this area is done by Matusik et al. Their approach [111] renders the 

novel view of the object in the scene based on the constructed view-dependent visual 

hull. Later on, Slabaugh et al. [170] render the object using the view-dependent photo
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hull, which encloses the object more tightly than the visual hull. More recently, the 

opacity hull has proposed and used by Matusik et al. [112] to handle highly specular and 

fuzzy materials. The opacity hull is defined as the visual hull of the object with the view- 

dependent opacity information extracted using matting techniques. Since the opacity 

information provides soft boundaries, this approach can seamlessly blend fuzzy objects, 

such as fur and feathers, into new environments.

Approaches in this category are object-centered approaches. The objects they 

modeled can be viewed from arbitrary direction. Therefore, they can be used to represent 

foreground objects that surround the viewer.

2.2.5 Images as Datasets

Approaches in this category use rays rather than images as the underlying sampling 

primitives. Therefore, the difference between object-centered approaches and viewpoint- 

centered approaches are eliminated. These approaches can be cast as attempts to fully 

sample the plenoptic function over a subset of space.

The original plenoptic function [1] defines the intensity of rays of any direction, from 

any location in space, at any time, and over any range of wavelengths. By ignoring time 

and wavelength, McMillan and Bishop [116] define the plenoptic model as a 5D 

function, which maps any ray in space to a color vector. In their approach, a set of 

panoramic images at different locations is used to represent the scene.

In light field rendering [97], rays are represented by their intersections with two 

planes in arbitrary position, one of which may be placed at infinity. Such a pair of planes 

is called a light slab. The plane that the centers of projections are on is denoted as the 

camera plane, and the common image plane is called the focal plane. Light fields can be 

created from both rendered images (virtual environment) and digitized images (real 

environment). After it is created, an image with a given imaging geometry can be 

generated by sampling a 2D slice of it. To make creation, transmission and display of 

light fields practical, a two-stage compression scheme is used, which includes fixed-rate 

vector quantization and entropy coding.

Gortler et al. [56] use a set of six light slabs arranged as a cube, called the lumigraph, 

to enclose an object. When reconstructing the desired view, the lumigraph algorithm uses
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an approximate geometric model of the object to improve the rendering quality. For real 

objects, the model is created using a volume from silhouette technique. This approach 

also allows using arbitrary camera poses to construct the lumigraph, whereas in light field 

rendering, the camera needs to be carefully controlled to scan along a plane. Since the 

samples provided by arbitrary camera poses are not evenly spaced, a pull-and-push 

algorithm is used to fill the gaps. In the pull stage, a lower resolution approximation is 

derived using samples inside a wider area. During the push phase, the lower resolution 

approximation is used to fill in regions in the higher resolution that do not have enough 

samples.

Both the light field rendering and lumigraph approaches try to do rendering in real 

time. However, both have limitations in different ways. Light field rendering operates 

pixel by pixel, and therefore, is sensitive to image resolution. Lumigraph takes advantage 

of texture-mapping hardware, but is limited by the texture memory. To address these 

limitations, Sloan et al. [171] propose several methods to accelerate the rendering process 

by trading off quality for time.

Another limitation of light field rendering and lumigraph approaches is the dense 

sampling rate requirement, resulting that an enormous amount rays need to be sampled 

and stored. Warping-based lumigraph rendering approach is proposed to address this 

problem [154, 155], In their approach, according to the position of the novel view, a 

region of interest is determined for each reference image. Pixels in the region are forward 

warped based on per-pixel depth information. Results from different reference images are 

then blended together to generate a single physically correct texture for the novel view. 

This approach can handle sparse samples. However, it seems to rely on accurate per- 

depth information. No results for real scene are given in [154], and the preliminary results 

in [155] show that faulty depth information reduces the rendering quality considerably.

Under the light field rendering concept, sampling schemes other than the two-plane 

parameterization also have been studied. The spherical light field approach [70] uses 

spherical coordinates to parameterize the 4D space. This scheme can be considered as a 

collection of small directional spheres hanging to a large positional sphere, which is the 

convex hull of the bounded object. The two spheres are tessellated using polyhedrons. 

The discretized spherical data are reordered into a 2D array and are compressed using
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nonstandard Haar wavelet.

Camahort et al. [20] also use a tight bounding sphere to enclose the object. However, 

their approach emphasizes on how to uniformly sample the rays that intersect the sphere. 

Two different parameterizations are used, which are two-sphere parameterization and 

sphere-plane parameterization. In their approach, the most complex platonic solid, the 

icosahedron, is used as the generator to subdivide the sphere.

Polar parameterization scheme is also proposed [179]. For any given ray, this scheme 

first locates the point on the ray that is closest to the center. Then the coordinates of the 

ray are defined using the distance between the point and the center, the two polar angles 

for the direction of the point, and the rotation angle of the ray within the tangent plane. 

This parameterization scheme has the advantage in that it gives a compact generic 

representation for rays in the ray space. The authors also claim that the rendering results 

produced by the polar parameterization are likely more visually pleasing than those 

generated using six light slabs.

The parameterization scheme can also be changed interactively during rendering. In 

the dynamically reparameterized light field approach [72], a dynamic focal surface is 

used. This gives the user additional degrees of freedom, which can be used to produce 

effects such as changing the depth-of-field and the apparent focus. This approach can also 

be used to render moderately sampled light fields. It generates sharp rendering results for 

objects that are close to the focal surface, even though objects far away from the focal 

surface may appear blurry. More recently, a real-time distributed rendering system is 

proposed based on this algorithm [187].

In all of the above approaches, the plenoptic model is reduced to four dimensions by 

assuming that the space is transparent and that the region of interest is free of occluders. 

This assumption helps to reduce the storage requirement. However, it also limits these 

algorithms to be used in free space. Lischinski and Rappoport [101] place the light field 

rendering approach and the layered depth image approach [164] within a common 

framework to handle non-free space cases. The novel idea is to represent simultaneously 

but separately both view-independent and view-dependent scene information. View- 

independent part is described using a layered depth cube, which consists of three 

orthogonal high-resolution layered depth images. View-dependent part is modeled
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through layered light field, which consists of a large collection of low-resolution layered 

depth images, each of which captures the appearance of the scene from a particular 

direction.

Approaches described in this section densely sample a scene or an object. Since view- 

dependent lightings are captured, they can generate non-diffuse effects, such as highlight 

and inter-reflection. The drawback of these approaches is that they require too much 

storage even after compression.

2.3 Stereo Vision

The input of stereo vision is two or more images taken by parallel cameras. In the case 

the cameras are not parallel, image rectification [7] is applied to align the image planes so 

that they are coplanar and their scanlines are horizontally or vertically collinear. The 

output of stereo vision is a disparity map or disparity maps corresponding to multiple 

input images. Stereo vision differs from image-based modeling since it only produces 

discrete view-dependent depth information of the scene.

Stereo vision algorithms can be coarsely classified into feature-based approaches and 

intensity-based approaches. Feature-based approaches [59, 123] try to detect and then 

match features. The output of these methods is sparse depth points. These approaches are 

not included in the review of this section since interpolation is needed to obtain a 

complete disparity map.

The intensity-based approaches [148, 176] are reviewed in the rest of this section. 

These approaches are further classified into the following categories: local methods, 

cooperative methods, optimization methods, and multi-view methods.

2.3.1 Local Methods

For each pixel, local methods select a window. Pixels within the window are used to 

compute the matching score or matching cost between input images. The disparity that 

can produce the best match is set as the disparity of the pixel.

The selection of window size is a critical problem for local methods. The window 

size should be large enough to include enough intensity variation for reliable matching. 

On the other hand, the size should be small enough to avoid disparity variation inside the
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window. The generated disparity maps will be noisy if the widow size is too small and 

blurry if the widow size is too large. Levine et al. [96] change the window size locally 

according to the intensity pattern.

Kanade and Okutomi believe that the optimal window size depends not only on 

intensity variation but also on the disparity variation, which is an unknown itself. 

Therefore, they propose an iterative algorithm [76]: starting from an initial estimate of the 

disparity map, the algorithm iteratively updates the disparity value for each pixel by 

choosing the size and shape of window until it converges.

The position of the window is also important. The above two approaches always use 

windows centered at the pixel where disparity is calculated. This introduces a large 

disparity variation within the window when the pixel is close to an occlusion boundary. 

This problem can be alleviated using shiftable windows [47]. In their approach, for each 

pixel, nine windows anchored at different locations are used to calculate the matching 

costs, and the window that gives the smallest matching cost is used. In addition, the 

authors also use left-right consistency to detect occlusions and to remove mismatches.

Local approaches are very efficient, and many of them can produce disparity maps in 

real time. However, these approaches compute disparities based on local information 

only and are therefore sensitive to noise.

Some researchers have investigated how to detect and remove errors from disparity 

maps [106, 144], Instead of trying to find a corresponding pixel for every pixel in the 

source image, these approaches reject ambiguous correspondences. Consequently, in the 

resulting disparity map, only pixels with unambiguous matches have disparities assigned.

2.3.2 Cooperative Methods

Cooperative methods apply global constraints in the matching process. The disparity of a 

pixel is influenced by disparities of its neighbors. Iterative processes are used to update 

disparities until a stable state is reached.

The work by Marr and Poggio [108] is one of the first to apply global constraints to 

produce disparity maps. Two assumptions about stereo, namely, uniqueness and 

continuity, are stated explicitly and used as global constraints. The first assumption states 

that every pixel has a unique disparity value. The second one states that disparity values
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are generally continuous except across occluding boundaries. Based on these two 

assumptions, the authors believe that a pixel should support its neighbors who have 

similar disparity values. A simple cooperative algorithm is presented for diffusing the 

supports among different pixels.

Later on, the stereo problem is formulated as the process of extracting a surface from 

a 3D u-v-d volume, i.e., the so-called disparity space [71, 188]. The value of any voxel in 

the disparity space denotes the probability of the disparity of pixel (n,v) is d. 

Consequently, the desired disparity map should be a surface that satisfies two constraints: 

(1) the surface is smooth; (2) it passes through voxels of high probabilities. This 

formulation is interesting in that it naturally implements the continuity assumption.

Different algorithms are proposed under this formulation. In Chen and Medioni’s 

approach [25], the disparity surface is extracted from the volume using a propagation 

type algorithm. The algorithm consists of two steps: seed voxel selection and surface 

tracing. Time efficiency is achieved by executing the algorithm in a coarse-to-fine 

fashion.

In Zitnick and Kanade’s approach [194], a 3D function is used to update the volume 

iteratively so that the possibilities of different disparities can influence each other. After 

the process converges, the disparity with the maximum possibility is selected as the 

disparity for corresponding pixel. Zitnick and Kanade also suggest that occluded areas 

can be explicitly detected by setting a threshold. If the maximum possibility value is 

smaller than the threshold, the pixel will be classified as occluded.

Since global constraints are applied, cooperative algorithms are more robust with 

respect to noise than local methods. However, they may not converge at the global 

optimum solution.

2.3.3 Optimization Methods

Approaches in this category use global optimization techniques to search for the best 

solution in terms of a given global cost function. The main distinction between these 

algorithms is the minimization procedure used, which includes simulated annealing [51], 

dynamic programming [4], and graph cut [17].

Stereo vision is first considered as one of the ill-posed problems in computer vision
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by Marroquin et al. [109], Ill-posed problems denote problems that do not have sufficient 

information to solve. These problems can be formulated as optimization problems using 

the smoothness constraint. In Marroquin et al.’s approach, the ill-posed problems are 

solved using simulated annealing. Later on, Barnard also tries to solve the stereo vision 

problem using simulated annealing under the Markov Random Field framework [9]. In 

theory, simulated annealing can find the global minimum if run for long enough. 

However, it is generally too slow to converge.

If the smoothness constraint is only enforced along scanlines, a ID energy function 

can be formulated. Dynamic programming can then be applied to find the global 

minimum for each scanline in polynomial time. Under dynamic programming, occlusions 

can be detected explicitly using the monotonicity or ordering constraint [50]. This 

constraint requires that the relative ordering of pixels on a scanline remain the same 

between the two views.

Dynamic programming approaches suffer from the difficulty of enforcing inter- 

scanline consistency. As a result, horizontal streaks will show up in the generated 

disparity maps. This problem can be alleviated through either minimizing inter-scanline 

discontinuities [35] or using ground control points to ensure that the solution path goes 

through highly reliable matches [16], The ground control points can also help the solution 

path to make large disparity jumps that might otherwise have been avoided because of 

large occlusion costs.

In addition, enforcing the ordering constraint also has limitations because it does not 

hold when narrow foreground objects exist in the scene. Scanline optimization tries to 

solve this problem by using a different strategy to enforce the smoothness constraint 

[148]. In their approach, a smoothness term is used and a disparity value is assigned at 

each pixel such that the overall cost along the scanline is minimized.

For a Markov Random Field problem with a label set of size two, the global 

minimum can be found using a minimum cut algorithm [58]. As a result, it is possible to 

solve problems that involve multiple labels using multiple passes of graph cuts. Based on 

this observation, Boykov et al. propose an iterative algorithm, which uses two types of 

moves, namely expansion moves and swap moves, to solve the stereo vision problem 

[17]. These moves can simultaneously change the labels of arbitrarily large sets of pixels,
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and therefore, the iterative algorithm can converge much faster. Later, this technique is 

extended by Kolmogorov and Zabih so that occlusions can be detected [84],

In general, compared with approaches in the previous two categories, optimization 

methods can produce more accurate disparity maps since they put efforts on finding the 

global minimum.

2.3.4 Multi-view Methods

Recovering disparity information from two views has its inherent limitations. First of all, 

the length of the baseline, i.e. the distance between the two cameras, has to be carefully 

chosen. Using a short baseline cannot estimate distance accurately due to the narrow 

triangulation. Using a longer baseline, however, not only increases the range in disparity 

to be searched for a match but also the possibility of a false match. Hence, a tradeoff has 

to be made between precision and correctness. Another limitation is that, in a complex 

scene, some part of the scene may be visible in only one of the views. As a result, the 

disparity information is not recoverable because there is no correct match.

Okutomi and Kanade try to solve the first limitation using a multiple-baseline 

approach [124], They place multiple cameras along a line. All of the cameras are aligned, 

with their optical axes perpendicular to the camera plane. A matching cost is computed 

for each stereo pair. The algorithm then minimizes the sum of different matching costs 

obtained from multiple stereo pairs. The key idea of this approach is relating the 

matching cost to the inverse distance of the image point to the actual object rather than 

relating the matching cost to the disparity. The former measure is unique because there is 

only one true inverse distance value for each pixel, whereas for the latter, the disparity 

value is proportional to the length of the baseline and varies for different stereo pairs.

Stereo by Eye Array [146] is proposed to solve the second limitation. In this 

approach, a 3x3 array of cameras are arranged on a plane, with the same baseline length 

between neighboring cameras on both the vertical and horizontal directions. Eight stereo 

pairs, each of which consists of the center image and one of the peripheral images, are 

used to calculate matching costs. Occlusions are distinguished from false targets based on 

the knowledge of typical combinations of occluded cameras. Eight camera masks are 

defined assuming that occluding boundaries are locally linear. In their later work [119],
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new masks are defined without the assumption and the camera matrix is increased to 5x5. 

They also make a systematic comparison of different algorithms used for occlusion 

detection in the Stereo by Eye Array approach [147]. The result shows that the sort-and- 

weight algorithm can give relatively accurate results in both areas with and without 

occlusion.

When handling the same dataset, Kolmogorov and Zabih [85] use five images (center, 

top, bottom, left, right), forming either four or ten stereo pairs. Instead of calculating an 

overall cost, the matching costs obtained from different pairs are used separately. For a 

given smoothness term, the graph cut technique is used to find a local minimum that is 

close to the global minimum. Since an optimization technique is used, this approach is 

much less sensitive to noise. However, the computational cost is much higher than that of 

the Stereo by Eye Array approach.

Approaches in this category use multiple images to solve the two inherent problems 

of binocular stereo vision, namely, the precision-and-correctness problem and the 

occlusion problem. In general, the disparity maps generated using these approaches are 

more accurate than those generated by binocular stereo matching algorithms.

2.4 Image Morphing

Image morphing [185] is a technique used to transfer and transform one digital image 

into another. It has been proven to be a powerful tool for visual effects in the 

entertainment industry. Problems related with morphing include feature specification, 

warping generation, and transition control.

The distinct feature of image morphing is that it aims at interpolating between images 

of two different scenes, rather than creating novel views for a single scene. Hence, the 

objects shown in the in-between images are not necessarily real objects. This is the 

reason that these approaches are not included in the IBR category.

Related work in volume morphing [95] and image warping [103, 140] are not 

included in the review of this section. The former technique is a 3D extension of image 

morphing. The latter one requires only one reference image and change the shape (and 

color) of the object in the scene during the computation.
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2.4.1 Feature Specification

Different from cross dissolving, which interpolates the colors of reference images only, 

image morphing applies both 2D geometric transformations and color interpolations. 

Normally, user interactions are needed to specify corresponding features in reference 

images. In existing morphing algorithms, meshes, line segments, and point sets are used.

Meshes are used in the pioneer morphing approach proposed by Smythe [172]. This 

approach has been used in Ron Howard’s 1988 movie “Willow” and many subsequent 

motion pictures. In this approach, meshes are defined and adjusted manually in both 

reference images so that landmarks lie below the corresponding grid lines. The two 

meshes are constrained to be topologically equivalent, i.e., no folding or discontinuities 

are permitted. Using meshes for feature specification is straightforward, but it needs lots 

of user interactions.

This feature-based morphing approach [11] has been successfully applied in Michael 

Jackson’s 1992 music video “Black or White”. Line segments are used in this approach. 

Corresponding landmarks in the reference images should lie within the corresponding 

line segments. The feature specification process is simplified. However, line segments 

cannot intersect each other, otherwise unexpected distortions will appear.

Any 2D geometric primitive can be point sampled, which is a more general form of 

feature specification. Following this idea, feature point sets are used by Lee et al. [90], 

Litwinowicz and Williams [102], and Ruprecht and Mueller [141]. In addition, Lee et al. 

[91] also adapt the snake technique to reduce the burden of feature specification.

Generally, feature specification is cumbersome. Researchers attempt to reduce the 

need for user interactions needed for this process. For two similar images, the algorithm 

presented by Gao and Sederberg [48] can be used to generate morphing with little or no 

user interactions. Their algorithm seeks to minimize the work, which is defined as a 

function of the amount of warping and recoloration needed to deform one image into the 

other. A hierarchical method is used to find a minimal work solution among all possible 

warps.

2.4.2 Warping Generation

After the feature correspondences are specified, they are used to compute the warping
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function that defines the mapping between points in the reference images. The way 

feature specification used usually limits the choice of the warping function that can be 

applied.

In mesh warping [172], bicubic interpolation is used to determine the mapping of 

points not lying on the mesh. The algorithm is efficient since the warping function is 

locally defined.

In feature-based morphing, line segments are used to specify the features. A pair of 

corresponding line segments in the reference images defines a coordinate mapping. When 

two or more segment pairs are specified, a weighted sum of all segments’ effects is 

calculated. The speed of this algorithm is somewhat slow since all segments are 

referenced for every pixel. Lee et al. [93] propose an optimization method based on 

piecewise linear approximation to accelerate the process.

When the specified features are a set of corresponding points, generating the warping 

functions for the x- and y-components is equivalent to constructing two surfaces that 

interpolate scattered points. Based on this idea, Lee et al. [90] and Litwinowicz and 

Williams [102] propose two similar warping techniques that employ the thin plate surface 

model.

Also using corresponding points as specified features, Lee et al. [91] propose the
■j

multilevel free-form deformation to achieve C -continuous and one-to-one warps among 

feature point pairs. In the paper, the cubic B-spline surface is used to define the free-form 

deformation and a sufficient condition for a 2D B-spline surface to be one-to-one is 

presented.

2.4.3 Transition Control

Transition control determines the rate of the geometric transformation and color 

interpolation process. Usually, linear (uniform) transition functions are applied. 

Nonetheless, more interesting results are possible if different transition rates are used for 

different parts. For example, transition control can produce effects that some features are 

transferred first, while the deformation of other features can be delayed.

When meshes are used for feature specification, transition control can be 

implemented by assigning transition curves to all mesh nodes. When point sets are used
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for feature specification, transition control can be done by selecting a set of points and by 

specifying the transition curves for them. The points selected for transition control does 

not necessarily relate to the points used in feature specification [91].

Transition control can also be implemented using procedural transition functions [91]. 

The authors demonstrate the morphing result when a linear function varying in the 

vertical direction is applied. A convincing transformation is generated, in which one input 

image transfers into the other from top to bottom.

2.4.4 Other Related Work

The morphing algorithms discussed so far consider only two reference images at a time. 

Morphing among multiple images is implemented by transforming from one image to the 

next one in a sequence. Lee et al. [92] present a general framework that supports 

morphing among multiple images. In this framework, each input image is considered to 

be a vertex of a convex polyhedron in a multi-dimensional space and the in-between 

images are considered to be a point inside the convex polyhedron.

Traditional morphing techniques can only generate transformation from one image to 

another. More recently, the light field morphing technique [193] is proposed to produce 

transformation between two light fields. This approach uses 3D feature polygons as 

control features to specify the ray correspondence in the 4D ray space. Ray-space 

warping is also introduced to fill arbitrarily large holes caused by object shape changes. 

The experiments show that this approach can produce convincing 3D morphing effects.

2.5 Image Caching

Image caching approaches can be applied to synthetic images only —  either pre-rendered 

or dynamically generated [43]. They all assume that the full 3D geometric model of the 

object or the scene is known. Another distinct feature of these approaches is that images 

are used for accelerating the rendering process only, and not for simplifying the modeling 

process. Therefore, these approaches are not classified in the IBR category.

According to how to cache and what to cache, image caching approaches can be 

classified into pre-rendering, dynamic updating, and sampling plus shading.
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2.5.1 Pre-rendering

Approaches in this category replace the geometric models in the scene with pre-rendered 

textures so that simplify models are small enough to be rendered in real time. Therefore, 

these approaches can also be regarded as one of the model simplification techniques, 

together with two other techniques, which are the visibility culling algorithm [177] and 

the level-of-detail algorithm [46].

Basically, pre-rendering approaches separate the using of geometric-based models 

and image-based models in spatial space. To be precise, geometric models are used for 

nearby (important) objects and pre-rendered images are used for faraway (unimportant) 

objects.

The concept of impostor is introduced by Maciel and Peter [105]. An impostor is 

defined as an entity that is faster to draw than the true object, but retains the important 

visual characteristics of the true object. In their approach, parallel projected images with 

different viewing directions are pre-rendered and used as view-dependent impostors. In 

their visual navigation system, these impostors are used to represent objects or clusters of 

objects to maintain high and approximately constant frame rates. However, since parallel 

projection is used, which implies that the viewing distance is infinite, these image 

impostors cannot be used to simulate objects that are close to the viewer.

Simply using textured polygons to replace an arbitrary subset of the model may cause 

discontinuity when the viewpoint changes. That is, the geometry surrounding the texture 

does not match the geometry sampled in the texture. This problem can be solved through 

image warping, provided that the depth information is added to the texture. Nonetheless, 

if one warps the texture to match the geometry, it has to be done pixel by pixel and for 

each frame. To avoid this, Aliaga [2] warps the geometry to match the texture so that C° 

continuity can be maintained. Aliaga also discusses how to perform smooth transitions 

between geometry and texture by morphing the nearby geometry. The drawback of this 

approach is that the views generated are not physically correct.

In architectural walkthrough applications, models are often subdivided into cells and 

portals so that visibility culling techniques can be applied. Aliaga and Lastra [3] improve 

this cells and portals framework by adding image simplification, i.e. using textures at 

portals as replacements for the geometry. Later on, this idea is extended further by using
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depth images [134] and layered depth images [135] instead of the conventional texture. In 

the latter two approaches, pre-rendered depth images or layered depth images are warped 

to the current viewpoint so that physically correct views can be generated.

For urban environments, visibility culling techniques cannot effectively reduce the 

size of the model to be rendered. For this kind of scene, Sillion et al. [168] suggest 

segmenting the model into local regions based on natural urban subdivisions. In their 

system, a 3D impostor is used to model regions far away from the current viewpoint. To 

generate such an impostor, distant models are rendered first to create a depth image. Then 

a constrained triangulation is performed inside the external contour of the image. Since 

depth information is used, a 3D impostor has longer “cache life” than a single textured 

polygon.

The advantage of pre-rendering approaches is that it is possible to deal with 

potentially unbounded geometric complexity in a preprocessing step. The disadvantage is 

that they use a fixed representation to depict the scene. Therefore, the point of view must 

stay within a limited region for which this representation is generated.

2.5.2 Dynamic Updating

Approaches in the category locally cache the results of slower rendering and then 

generate new views by warping. Basically, they separate geometric-based models and 

image-based models in the temporal space. Some frames are generated by rendering the 

geometric models and some are produced by warping the dynamically cached images.

Regan and Pose [139] propose a hybrid rendering system, which applies dynamic 

image caching. The geometry-based subsystem renders scene onto the six faces of a cube 

centered at the viewer location at available rendering rate. Once the image cache is 

generated, the image-based subsystem can update the scene at interactive rate when the 

user changes the viewing direction. In order to better exploit coherence, they also 

segment the scene according to the distance to the viewer and treat fast moving 

foreground objects and slow changing background separately.

Schaufler [149] employs dynamically generated impostors in his real-time rendering 

system. When rendering the scene, objects are replaced by image impostors. Since the 

depth information is discarded, the polygon’s flatness becomes apparent when the
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viewpoint changes. In Schaufler’s approach, the images of objects are dynamically 

updated to let impostors closely resemble the original objects.

Two similar algorithms [153, 165] are proposed independently to improve Regan and 

Pose’s approach by using a hierarchical set of images. The hierarchical structure 

introduced can effectively reduce the number of images required. In both algorithms, the 

scene is encoded in a binary space partitioning tree by placing splitting planes inside the 

gaps between objects. During the walkthrough of the scene, images stored in nodes at 

various levels are reused. If the viewpoint moves too much, these images are updated. 

Shade et al. also discuss error estimation and cost-benefit analysis, which are used to 

decide whether or not to cache an image.

The Talisman architecture [178] is proposed to reduce the computation cost of high 

quality animation. In this architecture, the renderer renders animated objects each into 

independent image layers at available rate, if necessary. The warper applies affine 

transformations to cache image layers in order to simulate 3D motion of objects using 

translation, rotation, scaling, and skewing. Finally, the compositor combines all the layers 

in real time in each frame.

In the layered rendering approach [94], not only different objects but also different 

shadings of a single object are separated. The underlying idea is that different parts of a 

scene may have different requirements on spatial and temporal sampling rates. So, 

dividing them into layers can take advantage of the temporal and spatial coherence. For 

example, highlights from fast moving lights and shadows caused by fast moving objects 

could be rendered at a higher frame rate and at a lower resolution than stationary objects.

Most of the dynamically updating approaches take advantage of texture-mapping 

hardware so that cached images can be displayed in real time. These approaches also 

have the advantage that the rendering results can be progressively refined to the correct 

image, i.e. the one that would have been obtained using the original geometry. However, 

the drawback is that the potentially unbounded complexity of the geometry may 

overwhelm the capability of the rendering sub-system.

The shortcomings of the pre-rendering and dynamically updating approaches can be 

overcome by combining them into a single framework [43], Their approach uses pre

calculated images if necessary, and transits to dynamically generated images for better

39

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



quality when time allows.

2.5.3 Sampling plus Shading

The rendering process itself can also be separated into a sampling process and a shading 

process. This idea is supported by observations that the sampling process, i.e. the 

intersection computation, is normally time-consuming and that the shading process can 

be efficiently done in real time.

In Max and Ohsaki’s approach [114], an object is sampled using parallel projected Z- 

buffers, which are pre-computed for a number of preset viewing directions on the unit 

sphere. The Z-buffers store multiple depth levels at each pixel, allowing hidden objects to 

be reconstructed. They also store encoded normal and color information, so that the 

shading can be done as a post process. More recent work by Max [113] uses a hierarchy 

of reference images of differing spatial resolution. However, Max and Ohsaki do not 

address the problem of how to reconstruct continuous surfaces. They try to eliminate 

holes by super-sampling the objects.

In point sampled rendering [60], an object is sampled by orthographic views. In order 

to obtain uniform sampling, an equilateral triangle lattice rather than a square lattice is 

used. Color, depth, and normal information are stored for each point sample, enabling Z- 

buffer composition, Phong shading, and shadow effect. A pyramid of Z-buffers is used to 

detect gaps in the output image. A variation of the pull-and-push algorithm is used to fill 

all the gaps.

Since shading is done in real time, both approaches support dynamic lighting. 

However, they use a fixed representation to depict objects and can therefore provide only 

limited level of detail.
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Chapter 3 
Taxonomy for Image-based Rendering

McMillan and Bishop claim that “all IBR approaches can be cast as attempts to 

reconstruct the plenoptic function from a sampled set of that function” [116]. However, 

their framework does not specify how the plenoptic function is sampled. Chai et al. [22] 

analyze how many samples of the plenoptic function are needed to reconstruct a new 

scene. Nonetheless, their derivation is based on the two-plane parameterization used in 

light field rendering only, and they do not analyze other sampling schemes.

In addition, the question of what is an image [32] has not yet been answered. 

Conventionally, an image is considered as a 2D RGB valued function. Recently, depth 

images and multiple-center-of-projection images have been proposed for IBR. The 

question is: Are they still images? In addition, 4D light fields, lumigraphs, and 3D 

concentric mosaics are also introduced. So, what are their relations with conventional 

images?

In this chapter, a novel concept, the rayset, which is more general than the concept of 

an image, is presented. It is claimed in this dissertation that different image-based scene 

representations can all be cast as different kinds of raysets. The scene reconstruction 

techniques used in IBR, therefore, can be regarded as attempts to render different raysets.

In the rest of this chapter, the definition of rayset is given in Section 3.1 first. 

Different scene representations are cast as different raysets in Section 3.2. Section 3.3 

classifies different scene reconstruction techniques using the rayset taxonomy. Two 

different ways of scene editing are discussed in Section 3.4.
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3.1 Rayset Taxonomy

The plenoptic function [1] defines the intensity of ray in direction (0,0), from point (x,y,z) 

in space, at time t, and with a wavelength A:

p = P(x,y ,z ,0 ,0 ,A,t)

Equation 3-1: Original plenoptic function.

For a static scene, and consider only the visible light domain, the original plenoptic 

function can be reduced to five dimensions, which maps any ray in space to a color 

vector [116]:

C = P{x,y,z,0,<f>)

Equation 3-2: 5D plenoptic model.

The plenoptic model is an explicit function that depicts the scene. Clearly, a 

parametric function can also be used instead. This inspires the definition of a rayset.

3.1.1 Definition of Rayset

A rayset is a parametric function, which is defined as:

J(x,y,z,0,<z>) = S(u)1 T = A(U)

Equation 3-3: Definition of rayset.

where U is the parameter space, T the attribute space, S(U) the support function, and 

A(U) the attribute function.

The support function maps from the parameter space to the 5D ray space. It defines 

how to sample the scene. The attribute function maps from the parameter space to the 

attribute space. It defines the sampling results. The dimension of the parameter space is 

called the dimension of the rayset.

Different IBR approaches can be cast as attempts to sample and reconstruct the scene 

using different raysets. All these approaches need to address the following two problems:

• How to sample a given scene using rays? That is, what kind of image-based scene 

representation is used?

• How to reconstruct the scene based on the sample rays? That is, how to render the
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image-based scene representation and what is the additional information needed?

In the next two subsections, the approaches in IBR area are classified according to 

how they address the above two problems, i.e., the scene representation used and the 

scene reconstruction technique used.

3.1.2 Classification of Scene Representations

In terms of how the scenes are sampled, it is clamed in this dissertation that different

image-based scene representations can all be cast as different kinds of raysets.

Continuity of 
support function

Continuous

Discontinuous Dimension of 
parameter space

ID 2D 3D 4D 5D

Figure 3-1: Classification of raysets.

As shown in Figure 3-1, raysets can be classified according to the dimension of the 

parameter space. Contingent on whether or not the support function is continuous, raysets 

can also be classified into continuous raysets and discontinuous raysets.

2D continuous 
raysets

Cylindrical
panaramas

Perspective 
imagesParallel

images
Sphencal
panarama

Single-center-of- 
projection imagesPlanar images

Figure 3-2: Classification o f 2D continuous raysets.

As shown in Figure 3-2, according to the type of the projection surface, 2D 

continuous raysets can be further divided into planar images and non-planar images, the 

latter of which includes cylindrical panoramas and spherical panoramas. According to the 

type of the center of projection, 2D continuous raysets can be divided into single-center-
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of-projection images and multi-center-of-projection images, with the latter one includes 

parallel images and object images. The perspective images belong to both planar images 

and single-center-of-projection images.

3.1.3 Classification of Scene Reconstruction Techniques

Now let us see how to classify different scene reconstruction techniques in IBR area 

under the rayset taxonomy.

Combined

Forward

Backward

Rendering
technique

Information
needed

Rayset Rayset + Rayset + Rayset + 
only depth 3D proxy 2D control

Figure 3-3: Classification of scene reconstruction techniques.

As shown in Figure 3-3, different scene reconstruction techniques can be classified 

based on either the rendering approach used or the information needed. According to the 

rendering technique used, they can be classified into backward techniques, forward 

techniques, and combined forward backward techniques. In the backward technique, for a 

given testing ray, its parameters are computed first through a reverse process based on the 

support function. The attributes of the ray can then be found directly using the attribute 

function. In the forward technique, all the rays defined in the rayset are enumerated. Each 

ray is reprojected to the desired view and the attributes of the ray are used to color its 

corresponding ray in the desired view.

It is noteworthy that the direct inverse function of the support function may not exist 

since the parameter space normally has a lower dimension than the ray space has. The 

reverse p ro cess  is  a cco m p lish ed  under so m e  assu m p tion s. F or e x a m p le , in  light field 

rendering, it is assumed that the space is transparent and that the region of interest is free 

of occluders. Therefore, rays that start from different locations along the direction of the 

ray are considered the same.

According to information used in the rendering process, scene reconstruction
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techniques can be classified into the following approaches: approaches using rayset only, 

approaches that need depth information, approaches that require 3D proxies, and 

approaches that need 2D control information.

Figure 3-4: More detailed classification of scene reconstruction techniques.

In this dissertation, these four categories are called: plenoptic sampling, depth 

warping, texture mapping, and scene morphing. A more detailed classification based on 

these four categories is shown in Figure 3-4.

3.2 Rayset Examples

Most IBR techniques employ some kinds of 2D representations. Many of these 

approaches use the simplest planar images. In Subsection 3.2.1, planar images are cast as 

different 2D raysets first. Other 2D representations are covered in Subsection 3.2.2. 

Representations of higher dimensions are cast as raysets of corresponding dimensions in 

Subsection 3.2.3.

3.2.1 Planar Images

A planar image has a single image plane. It is generally called an image in the literature. 

Here planar images are further classified into three types according to the form of 

projection used.
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Figure 3-5: Planar images (a) perspective image (b) parallel image (c) object image.

As shown in Figure 3-5(a), perspective images are images obtained using the planar 

pinhole camera model. All the rays defined in a perspective image start from the center of 

projection, a.k.a. the viewpoint. Based on the planar pinhole camera model shown in 

Figure 1-3, the support function of corresponding rayset representation can be defined as:

where, Cx, Cy, and Cz are the x-, y-, and z-coordinates of the center of projection, d is the 

viewing direction, p and q are the basis vectors, <9 and <P are the functions that calculate 

6  and 0of the ray:

Equation 3-5: Functions for converting vectors to angles.

Perspective images represent the scene that is visible from a given viewpoint. It is the 

most commonly used representation in IBR. Figure 3-6 shows the relationship among 

different representations derived from perspective images.

s,M=c,

S0 (^,r) = 6>(d + s ■ p + 1 • q) 
S f#( 5 , r ) = ^ ( d  +  5 - p  +  t - q )

Equation 3-4: Support function for perspective images.

@(v) = arctan 2 ^ ,  v^) 
(?(v) = arcsin(vz/||v||)
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Figure 3-6: Representations based on perspective images.

Images acquired using a scanner are parallel images. As shown in Figure 3-5(b), all

rays defined in a parallel image are parallel to the viewing direction. Different rays start

from different locations on a plane, which is referred to as the camera plane. Assuming

that the parametric equation of the camera plane is F(x,y), then the support function of the

corresponding rayset representation can be defined as:

'Sx(w,v) = Fx { u , v )

S y(u,v) = Fy(u,v)
< S z(u,v) = Fz(u,v)

S ff{u,v) = 0o 
s  ?{u,v) = 0o

Equation 3-6: Support function for parallel images.

where ($>,$>) specifies the viewing direction, F*, Fy, and Fz the x-, y-, and z-components 

of function F.
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Figure 3-7: Representations based on parallel images.

Parallel images represent the appearance of a scene viewed from an infinite distance. 

A parallel image has the merit that it samples the object more evenly, while a perspective
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image has bias to objects that are closer to the viewpoint. Several representations used in 

IBR that are derived from parallel images are shown in Figure 3-7.

As shown in Figure 3-5(c), different rays defined in an object image also start from 

different locations on the camera plane. However, all these rays pass through the same 

point in the scene, which is denoted as the object center. Assuming that the parametric 

equation of the camera plane is F(jc,y), then the support function of corresponding rayset 

representation can be defined as:

S x{u,v) = Fx{u,v)
S y{u,v) = Fy{u,v)

< S z(m,v) =  F 2(m,v)

S<? («, v ) = 0 ( 0  -  F(m, v ))

S , ( u , v) =  < £ ( 0 - F ( u , v ))

Equation 3-7: Support function for object images.

where O*, Oy, and Oz are the x-, y-, and z-coordinates of the object center.

It is noteworthy that object images are different from object movies. An object movie 

keeps the appearance of an object viewed from different points on a sphere and is a 4D 

representation. An object image is a planar projection image and is a 2D rayset.

Object images have been used in IBR research. However, they are sometimes referred 

to as perspective images, which may cause misunderstanding. For example, Oliveira and 

Bishop [125] refer to object images sharing the same object center as images sharing the 

same center of projection. Schaufler [150] uses the name “back perspective images” to 

denote object images. However, he does not distinguish the difference between the object 

center and the center of projection.

For clarifications, here the differences between an object image and a perspective 

image are highlighted:

• In an object image, all testing rays start from different positions. Therefore, they are 

actually  m u ltip le -cen ter-o f-p ro jectio n  im a g es . In a p ersp ective  im a g e , h o w ev er , rays 

start from the same location, which is the center of projection.

• An object image is normally used to sample the outside of an object. A perspective 

image is normally used to sample the inside of an environment. Therefore, when 

only one intersection exists between the testing ray and the scene, object images and
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perspective images sample different sides of the same surface.

When multiple intersections exist, a perspective image records the attribute of the 

intersection that is closest to the center of projection. But an object image records 

the attributes of the one that is closest to the camera plane, which is normally the 

furthest one from the object center.

Full Object 
Image + Depths Full Object 

Representation

+ Ful
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Image
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Depth Object 
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+ Full view

+ Multi-sample
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Layer Depth 
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+ Segmentation
Back Projected 

Layered Impostor

Figure 3-8: Representations based on object images.

The rays defined by an object image do not converge. Therefore, an object image 

does not describe a physically correct view. However, if an object image contains depth 

information, it can be re-projected to create new views. As shown in Figure 3-8, 

representations based on object images are mainly used for approximating objects.

3.2.2 Non-planar Images

Many other IBR approaches employ 2D representations other than planar images, such as 

cylindrical panorama. These representations can be classified as some kind of 2D raysets.

A cylindrical panorama can be captured using special devices that rotate around the 

camera’s optical center. Cylindrical pinhole-camera model is often used to map pixels on 

a cylindrical panorama to the ray space. To classify cylindrical panorama into 2D rayset, 

the support function can be defined as follows:

S x(u,v) = C ,
S y{u,v) = C ,
S z(m,v) = c z
S*( k,v) = u

S , ( h, v) = arctan2(v , / )

Equation 3-8: Support function for cylindrical panoramas.
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where, C*, Cy, and Cz are the x-, y-, and z-coordinates of the center of the projection, and 

/ i s  the focal length, which is also equal to the radius of the cylinder.

The concept of multiple-center-of-projection images is similar to that of 2D 

continuous raysets. Both of them allow different samples to have different viewpoints 

and both require the viewing rays to vary continuously across neighboring samples. 

Nonetheless, they are not exactly the same since a multiple-center-of-projection image 

defines the mapping between the parameter space and the ray space implicitly using a set 

of cameras, while a 2D continuous rayset describes the mapping relation explicitly using 

a support function.

k(«)

C(k)

Figure 3-9: Strip camera model.

Rademacher and Bishop [133] use images taken by a strip camera as examples of 

multiple-center-of-projection images. Figure 3-9 shows the strip camera model. Assume 

that the camera path is defined using a curve, whose function is C(m), the viewing 

direction is defined using function d(w), and the direction of the strip is defined using 

function k(u). Then the support function of the corresponding rayset representation is 

defined as:

'S ^(m .v) = C ,(m)
S y(M,v) = C y(«)

• Sz(«,v) = C ,(«)
S 0(u,v) = 0(d(i/)+v -k(i/))
S f(u,v) = #(d(«)+ v • k (n ))

Equation 3-9: Support function for images taken by a strip camera.

3 .2 . 3  H ig h -d im e n sio n a l R e p re se n ta tio n s

High-dimensional representations are also utilized in previous work. These
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representations can be cast as raysets with corresponding dimensions. Actually, the 

plenoptic model itself can be expressed as a 5D rayset. Such a rayset is just the 

parametric representation of the plenoptic model.

Both the light field and lumigraph approach use light slabs as scene representations. 

Light slabs parameterize rays using four parameters. Hence, they can be cast as 4D 

raysets.

(s,f)

Figure 3-10: Two-plane parameterization used in light field rendering.

A light slab parameterizes rays by their intersections with two planes. Following the 

notation used in light field rendering, the camera plane is denoted as the UV plane, and 

the focal plane as the ST plane. As shown in Figure 3-10, the parameters (u,v,s,t) define a 

ray, R, that starts from a point on the UV plane whose local coordinates are ( m, v) ,  and 

passes through another point on the ST plane whose local coordinates are (s,t). Suppose

the parametric equations of the UV plane and the ST plane are F(x,y) and G(jt,y),

respectively. Then, the support function of the corresponding rayset representation can be 

defined as:

Sx(u,v,s,t) = Fx(u,v)
Sy(u,v,s,t) = Fy(u,v)

• S z(m, v ,5 ,?) =  F z(m, v )

S* (u, v, 5 , t) = 0(G (s,t) -  F(k, v ))

S# (k, v, s , f) = 0(G(s, t) -  F (u, v))

Equation 3-10: Support function for light slabs.

where, F*, Fy, Fz and G*, G„ Gz are the x-, y-, and z-component of function F and G, 

respectively.

Equation 3-10 shows that when the parameters u and v are fixed, the function
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degenerates into the support function of the perspective image. When the parameters s 

and t are fixed, the function degenerates into the support function of the object image.

Similarly, the spherical light field [70], the uniformly sampled light field [20], and the 

polar parameterized light field [179] are also special kinds of 4D continuous rayset. The 

differences among them are the ways the support functions are defined.

A concentric mosaics [166] uses three parameters, radius, rotation angle, and vertical 

elevation, to parameterize the rays. Therefore, it can be cast as a 3D rayset.

%

(a)

0

0° a 360°

(b)

Figure 3-11: Parameterization scheme used in concentric mosaics.

Assuming that the center of the concentric mosaics is O, Figure 3-11(a) shows the

projection of the concentric mosaics on the X-Y plane and Figure 3-11(b) shows one of

the concentric mosaics, whose radius is r. The parameter (r,a,v) defines a ray, P, that

starts from a point C on the circle, where the length of OC is r  and the angle between OC

and the X axis is a. The direction of ray P is tangent to the concentric mosaic of radius r.

The vertical elevation of the projection of ray P on the concentric mosaic is v.

Based on this parameterization method, the support function of the corresponding

rayset representation can be defined as:

Sx(r,a ,v ) = 0 ,  + r-cos(ar)
S y(r,ar,v) = 0 > + r-sin(or)

- S z(r,a ,v) = O z 
S g(r,a,v) = a  + 7r/2 
S ,  (r, a, v) = arctan 2(v, / )

Equation 3-11: Support function for concentric mosaics.

where, Ox, Oy, and Oz are the x-, y-, and z-coordinates of the center of the concentric
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mosaics, an d /is  the focal length.

It is observed from Equation 3-11 that when the parameter r is equal to zero, the 

function degenerates into the support function of the cylindrical panorama. When the 

parameter a  is fixed, the function degenerates into the support function of the semi

parallel image. The term semi-parallel image refers to images, in which different strips 

are parallel to each other, but within the strips the projection is still perspective [127].

Three novel high-dimensional scene representations, the object centered concentric 

mosaics, the spiral texture, and the camera field, are presented in Chapter 4 and Chapter 

6. Among these approaches, the object centered concentric mosaics is a 3D rayset and the 

other two are 4D raysets.

3.3 Rayset Rendering

Here different scene reconstruction techniques are reviewed based on the classification 

given in Subsection 3.1.3. In the next four subsections, the characteristics of approaches 

in each of the four categories are illustrated: plenoptic sampling, depth warping, texture 

mapping, and scene morphing. However, the details of individual approaches are not 

given, as they are already discussed in Section 2.2.

3.3.1 Plenoptic Sampling

Approaches in this category sample the plenoptic function using specially designed 

parameterization scheme. Since one cannot afford to fully sample the 5D plenoptic 

function, these approaches reduce the sampling space by either limiting the region of 

novel views to be generated or making some assumptions about the scene.

Under the rayset taxonomy, approaches in this category can be regarded as techniques 

that render scenes using raysets only. To sample a scene, all these approaches first define 

a support function, i.e., the parameterization scheme. They then create a database for 

storing sampling results of the attribute function. To render a novel view, all these 

approaches use backward technique. That is, for a given novel ray, these approaches first 

calculate the parameters of the ray through a reverse process based on the support 

function. The attributes of the ray are then found using the database of the attribute 

function.
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Approaches in this category can be further classified according to the way that the 

number of dimensions of the sampling space is reduced. Some approaches use the free 

space assumption to reduce the number of dimensions to four. This assumption assumes 

that the space is transparent and that the region of interest is free of occluders. As a result, 

rays that start from different locations along the direction of the ray are considered the 

same. Approaches that use this assumption include light field rendering [97], lumigraph 

rendering [56], spherical light field rendering [70], etc.

Some other approaches reduce the sampling space by sampling only a sub-space of 

the 5D ray space. For example, the QuickTime VR system [26] samples rays that pass 

through a pre-defined viewpoint only. Hence, it allows the user to look around, but not 

walk around in the scene. This reduces the number of dimensions of the sampling space 

to two. The concentric mosaics approach [166] uses multiple off-centered panoramas to 

sample rays that start from a planar circular region. It adds one more degree of freedom, 

and allows the user to move horizontally within the circular region. As a result, the 

sampling space used has three dimensions.

3.3.2 Depth Warping

Approaches in this category sample both the illumination and the depth information of 

the scene. They all assume surfaces in the scene to be locally Lambertian. That is, the 

radiance at any point on a surface is independent of the viewing direction. As a result, 

with the help of the depth information, a single sample can be used to color novel rays 

from any direction.

Using the rayset taxonomy, these approaches can be cast as techniques that render 

scenes using both raysets and per-pixel depth information. To sample a scene, these 

approaches define a support function, and then store both the color and depth information 

in the database for the attribute function. To render a scene, these approaches use either 

the backward or forward technique.

After the depth information is introduced, there is no mapping relation that can be 

used to calculate the parameters of a given novel ray. Therefore, the direct backward 

rendering technique used by plenoptic sampling approaches cannot be applied. However, 

for a given ray, it is possible to search through the rayset to find the corresponding ray.
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Here the epipolar constraint is often used to reduce the search space to ID. Approaches 

using backward searching include the view synthesis approach proposed by Laveau and 

Faugeras [89] and the camera field rendering approach presented in Chapter 6.

When the forward technique is used, samples stored in the rayset are enumerated and 

re-projected to the novel view. To ensure that the closest sample to the novel viewpoint is 

visible in the generated result, Z-buffer is used to keep the closest samples. Alternatively, 

one can choose the right rendering order, the so called occlusion compatible ordering, to 

enumerate the samples so that the one that is farthest away from the novel viewpoint is 

handled first. An approach that uses Z-buffer is the multiple-center-of-projection image 

rendering [133]. Approaches that use occlusion compatible ordering include the 3D 

warping approach [115] and the image-based object approach [125],

Actually, the forward and backward techniques can be combined in the rendering 

process. The warping-based lumigraph rendering approach [154, 155] and object centered 

concentric mosaics approach discussed in Section 4.1 are such approaches.

3.3.3 Texture Mapping

Texture mapping approaches have long been used to enhance the realism of rendering 

results and are considered as the earliest IBR approaches. The most distinct feature of 

these approaches is the use of 3D geometric proxies to provide coarse shapes of the 

scene, and the images to supply the details.

Under the rayset taxonomy, these approaches can be considered as techniques that 

render scenes using raysets that are defined on the geometric proxies of the scenes. To 

sample a scene, these approaches first define a 3D geometric proxy to approximate it. 

They then define a support function in the local coordinate of the geometric proxy and 

use it to sample the photometric and/or geometric details. To render the sampled scene, 

the 3D geometric proxy is rendered first, followed by rendering the rayset defined on the 

proxy.

Approaches in this category can be further classified into approaches that can only 

approximate view-independent photometric details (attribute mapping), approaches that 

can approximate geometric details (displacement mapping), and approaches that can 

approximate view-dependent photometric and geometric details (vide-dependent
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mapping).

The initial work in the area uses images to sample the view-independent details of the 

underlying surface only. The details that can be approximated include color [21], specular 

reflection [15], roughness [13], transparency [49], and normal [14]. Since no geometric 

details are sampled, the flatness of the geometric proxies become apparent when the 

viewpoint changes.

Approaches in the second class include different displacement mapping approaches 

[34, 81, 104, 152] and relief texture mapping [126]. These approaches sample the 

variation of both color and depth that the underlying surface deviates from the geometric 

proxy. The parallax and visibility changes can be generated, and therefore, more complex 

surfaces can be approximated using simple geometric proxies. However, these 

approaches make no attempt to produce non-diffuse effects, such as highlights and inter

reflections.

Approaches in the last class include view-dependent texture mapping [42], surface 

light field [186], unstructured lumigraph [18], dynamic texture mapping [30], and the 

spiral texture mapping presented in Section 4.2. These approaches use multiple images to 

sample the appearance of an object under different viewing directions. As a result, they 

can produce view-dependent shading effects.

3.3.4 Scene Morphing

Scene morphing approaches differ from those in the above three categories in that they 

not only can synthesize novel views but also can generate fluid transition between 

different scenes.

Under the rayset taxonomy, these approaches can be regarded as techniques that are 

based on two or more raysets. Before rendering, human interactions are normally 

required to define corresponding control features for each rayset. During rendering, 

corresponding control features are interpolated first to provide the in-between control 

positions, from which the in-between rayset is then generated.

View morphing is the pioneering work of Seitz and Dyer [161] that uses morphing 

techniques to generate physically correct novel views. This approach interpolates 

between two conventional images, and therefore, cannot solve the visibility problem. To
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address this limitation, an extension, the layer-based morphing, is presented in Section 

4.3, which interpolates between two multi-layered images.

3.3.5 Comparison among Categories

In summary, Table 3-1 shows the advantages and disadvantages of approaches in 

different categories.

Table 3-1: Comparison among different IBR categories

Category

Plenoptic
sampling

Subcategory Advantage Disadvantage

Free space Efficient
rendering

Inefficient in 
sample reuse

Dense samples needed

Sub-space Limited novel views

Depth
warping

Forward re- 
projecting Less samples 

needed
Lambertian
assumption

Need Z-buffer or require 
single center of projection

Backward
searching

High computational cost

Texture
mapping

Attribute
Hardware

acceleration
3D proxy 

needed

No parallax or view- 
dependent effects

Displacement No view-dependent effects

View-dependent More samples required

Scene
morphing

View Need a few 
views only

2D Control 
needed

Ghosting problem

Layer-based More user interactions

Generally speaking, plenoptic sampling approaches render novel views using the 

closest sampled rays directly. As a result, these approaches are very efficient in terms of 

computational cost, but not efficient in terms of reusing samples. Some approaches can 

only provide limited novel views, while others can provide unlimited views, but require a 

huge number of samples.

Depth warping approaches are much more efficient in reusing the sampled rays. 

H en ce , th ey  n o rm a lly  require m u ch  fe w e r  sa m p les  than p len o p tic  sa m p lin g  ap proaches. 

However, these approaches assume that the surfaces in the scene are Lambertian or at 

least piecewise Lambertian. As a result, they cannot produce view-dependent effects such 

as highlights and inter-reflections. In addition, these approaches also require accurate 

depth information, which makes it hard to apply them to certain applications.
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Texture mapping approaches make use of 3D geometric proxies, which define the 

coarse shape for the scene. The geometric proxies help to reduce to number of samples 

needed. Hardware acceleration is also possible, which is another advantage of these 

approaches. Their major limitation is the need for human interactions to define the 3D 

geometric proxies.

Scene morphing approaches also require human interaction to provide 2D control 

features. It is, therefore, difficult to use as well. However, their advantage is that only a 

few input images are required and no depth information is needed. Hence, they can be 

applied to applications such as generating animation for historical sites based on old 

photos. Scene morphing approaches can also be used to generate special effects, which 

are out of the scope of IBR.

3.4 Rayset Editing

As discussed before, the plenoptic function can be separated into two mappings. The first 

mapping defines how to sample the 5D ray space; the second defines what the sampling 

results are. Such a separation introduces flexibilities. For example, it is possible to alter 

one of the mappings while keeping the other unchanged. In this section, the effects of 

editing these two mappings are discussed.

3.4.1 Distortion Filters

A distortion filter is a function, D:U—>U that maps from the parameter space to itself. It 

changes the first mapping relation only, i.e., it changes the geometry of the rays without 

altering the information that they carry with. Applying a distortion filter gives warping 

effects in generated images.

Image warping is a transformation that maps all positions in one image plane to 

positions in a second plane [52]. Mathematically, a warping is a function that defines a 

velocity vector for each pixel in the image. As shown in Equation 3-12, appling a 

warping to an image will warp the pixels in the image to new locations. Therefore, it 

gives the effect that objects in the image are moved or distorted.
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Equation 3-12: Effect of a warping on an image.

Noticeably, Equation 3-12 is a mapping within the parameter space of an image. As a 

result, the warping can be cast as an instance of distortion filters, which are defined on 

perspective images. More generally, the distortion filters for other types of raysets can be 

defined. Figure 3-12 illustrates the effects of several filters defined for a 4D rayset, the 

light slab.

(a) (b) (c)

(d) (e) (f)

Figure 3-12: Effects of distortion filters on the “Buddha” light field.

Figure 3-12(a) is the rendering result for the Buddha light field without any filter 

applied. Figure 3-12(b) shows the result of a random filter, which gives the blurry effect. 

The filter is simply defined by:
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u =u+kU  
v' = v + kU 
s' = s + kU 
t' ~ t  + kU

Equation 3-13: Random distortion fdter for light slabs.

where U is a random number generator, and k a control parameter.

Figure 3-12(c) shows, what is called, the wide object angle effect. As shown in the

image, both the top and the bottom of the Buddha show up in the rendering result. This

filter is generated by the following simple filter:

u -  u + ks 
v' = v + kt 
s' = s 
t' = t

Equation 3-14: Wide object angle filter for light slabs.

Figure 3-12(d) shows a horizontal ripple effect, which is generated by the following 

filter:

u =u 
v' = v
s' = s + k sin(t/X)

J =t

Equation 3-15: Horizontal ripple filter for light slabs.

where X is the wavelength of the ripple.

Figure 3-12(e) shows a vertical ripple effect, which is generated by Equation 3-16. It 

is noteworthy that the windy effect is stronger for pixels farther away from the focal 

plane.

u — u
v' = v + fcsin(r//t) 
s' = s 
t' = t

Equation 3-16: Vertical ripple filter for light slabs.

Figure 3-12(f) shows a circular ripple effect, which is generated by the following
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equation:

u = M 
V  =  v

/  = s + k sinkIs2 +t2/ A) 
t' = t + k sinjy^'2 +t2 / A)

Equation 3-17: Circular ripple filter for light slabs.

The above examples show that using the rayset concept, the idea of image warping 

can be generalized to higher dimensional cases.

3.4.2 Re-shading Filters

Re-shading filters are filters that change the second mapping relation only. Depending on 

their properties, they are further classified into global re-shading filters and local re

shading filters.

A global re-shading filter is a function, G:T—>T that maps from the attribute space to 

itself. Different image processing operations, such as image enhancement and gamma 

correction, can be classified as global re-shading filters for 2D raysets.

Applying global re-shading filters to high-dimensional raysets can change the 

appearance of a scene, such as color and brightness. However, global re-shading filters 

have their limitations. Generally, they do not utilize locality information carried by ray- 

parameters, and therefore, cannot be used to edit the scene locally.

More interestingly, a local re-shading filter can be defined as a function, L:UxT—>T 

that maps from the product of the parameter and the attribute space to the attribute space. 

Since the parameter space is used as input of the function, the users can have more 

controls over the final results.

Recently proposed plenoptic image editing [163] and image-based editing [118] 

approaches can be cast as applications of local re-shading filters. The first approach 

a llo w s  u ser  to  paint or to  cu t ou t portion  of the scen e . T h e  seco n d  o n e  m ak es it p o ss ib le  

to relight the scene, to remove unwanted shadow, and to apply new textures on some 

surfaces, etc.
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Chapter 4 
Rayset Applications for Static Scenes

In this chapter, three novel IBR approaches that can be used to handle static scenes are 

discussed. Each approach has different requirements and advantages, and hence, is 

suitable for certain applications.

The limitation of the existing concentric mosaics approach is that it cannot represent 

objects and cannot accommodate vertical occlusion. In Section 4.1, a novel object 

centered concentric mosaics approach is discussed to address these problems. The storage 

size for an object centered concentric mosaics is about the same as an animation sequence 

generated with a virtual camera rotated around the object. However, comparing with such 

an animation sequence, object centered concentric mosaics provides a much richer 

experience because the user can move back and forth freely in the scene and observe the 

changes in parallax.

Traditional textures cannot represent the geometric details and view-dependent 

photometric details of the underlying surface. Displacement maps and view-dependent 

textures are proposed to solve these problems, but they also have some limitations. In 

Section 4.2, a spiral texture mapping technique is presented, which can uniformly sample 

rays that pass through a rectangular texture. Since spiral textures can produce both 

parallax effects and non-diffuse effects, they can be used to represent shiny complex real 

objects or environments.

The view morphing approach use one-to-one warping functions to interpolate in- 

between views. Consequently, when some features are visible in only one of the 

reference images, the “ghosting” problem will appear. In addition, since the control
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features have global effects, there is no way to control different objects in the scene 

separately. In Section 4.3, a novel layer-based morphing approach is discussed to address 

these problems. Since the visibility problem is solved, this approach can be used to 

interpolate novel views for complex scenes.

4.1 Obj ect Centered Concentric Mosaics

In most cases, when a user walks through a virtual environment, the height of the 

viewpoint is fixed. Based on this observation, the concentric mosaics approach constrains 

the camera motion to a horizontal plane and uses manifold mosaics of different radii to 

depict the scene. It allows a user to move freely in a circular region and to observe 

lighting changes and horizontal parallax effects. However, vertical distortions still exist. 

In addition, this approach cannot be used to represent objects.

The rayset taxonomy shows that reversing the sampling direction of a perspective 

image gives us an object image, which describes the appearance of a point under different 

viewing direction. Following this idea, the sampling direction of concentric mosaics can 

be reversed to get, what is called, object centered concentric mosaics, which represents 

the appearance of an object under different viewing directions.

4.1.1 Parameterization Scheme

Object centered concentric mosaics uses three parameters, radius, rotation angle, and 

vertical elevation, to parameterize the rays. However, instead of shooting the rays from 

planar circles on a plane, all the rays start from a bounding cylinder, which surrounds the 

object tightly. Moreover, the directions of all testing rays are parallel to the X-Y plane.

Figure 4-1 (a) shows the projection of the object centered concentric mosaics on the 

X-Y plane and Figure 4-1(b) shows one of the object centered concentric mosaics. The 

ray with parameter (r,a,v) is tangent to the circle of radius r. The angle between the X- 

axis and Op is a, where Op is the line connecting the center of the circle and the tangent 

point. The vertical elevation, v, determines the height of the starting position of the ray.
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Figure 4-1: Parameterization scheme used in object centered concentric mosaics.

More concisely, this sampling scheme can be defined using the following support 

function:

S x(r,a,v  ) = 0  X+R ■ cos(a + arccos(r/ R ))
S (r,a ,v ) = O y + R • sin (a  + arccos {r/R.))

« S z(r,a,v) = O z +v 
S 0(r,a,v) = a -7 r /2  
S^(r,a,v) = 0

Equation 4-1: Support function for object centered concentric mosaics.

where, O*, Oy, and Oz are the x-, y-, and z-coordinates of the geometric center of the 

bounding cylinder with radius R.

4.1.2 Creation of Object Centered Concentric Mosaics

To create object centered concentric mosaics, the continuous support function defined in 

Equation 4-1 need to be sampled. In the original concentric mosaics approach, the

angular direction is sampled uniformly. But in the radial direction, the radii are sampled

at location [0, l/n1/2, 2/nm , ... , 1]. Using the same way to sample the object centered 

concentric mosaics will cause the boundary of the object over sampled and the center part 

o f the object under sampled. Therefore, in object centered concentric m osaics, both the 

angular direction and the radial direction are uniformly sampled.

The shape of the object to be represented determines the parameters of the bounding 

cylinder. Here, the ratio between the number of mosaics and the vertical resolution of the 

mosaic is kept to be the same as the ratio between the diameter and the height of the
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bounding cylinder. This constraint helps to achieve similar sampling rate for both the 

horizontal and the vertical directions. The actual sampling rate needed is determined by 

the maximum output resolution of the object in novel views.

For each sample ray, both the illumination information and the depth information are 

sampled. Since the object is surrounded by the bounding cylinder, the depth of 

intersection must be within the range [0, (R2- r 2)112]. Therefore, the depth is quantized 

using the following equation:

0 if no intersection exists
depth255-254 x

2 - J r 2  -  i

otherwise

Equation 4-2: Quantization of depth information.

4

w

(C) (d )

Figure 4-2: Two object centered concentric mosaics for the “Happy Buddha” model.

Figure 4-2 shows two examples of object centered concentric mosaics generated for 

the synthetic “Happy Buddha” model. Figure 4-2(a) and (b) show the color and depth 

information for the object centered concentric mosaic of radius zero, respectively. Figure 

4-2(c) and (d) depict those for the object centered concentric mosaic whose radius is 

equal to one third of the bounding cylinder’s radius.
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To create object centered concentric mosaics for real objects is also relatively simple. 

Equation 4-1 shows that when the parameter etris fixed, the rayset degenerates into a 2D 

rayset, T, in which all rays are parallel to each other. Since both parameters r and v are 

uniformly sampled, the only difference between a sampled rayset T and a discrete parallel 

image is that in T all the rays start from a cylinder, rather than from a camera plane. Since 

no intersection should exist outside the bounding cylinder, one can always convert a 

parallel image into rayset T by adjusting the depth value of each pixel. Therefore, the full 

object centered concentric mosaics can be converted from a set of depth parallel images, 

whose horizontal directions evenly sample the angular space.

The above feature leads to a simple way to create object centered concentric mosaics 

for real objects: Put the object on a turntable and rotate the object along a vertical axis. 

For each angular direction, sample both the color and depth information using a fixed 

parallel projected range scanner. The obtained depth parallel images can then be 

converted into an object centered concentric mosaic. No resampling process is needed 

since all need to be done is reindex the captured pixels.

4.1.3 Rendering of Object Centered Concentric Mosaics

The rendering process contains three steps, which are the backward mapping in the 

horizontal direction, the forward mapping in the vertical direction, and then, post- 

warping. The first two steps generate an intermediate image, whose center of projection 

is the same as the novel view, but its view direction is adjusted to make it parallel to the 

X-Y plane. In the intermediate image, different pixels in the same column have the same 

horizontal viewing direction, i.e. the parameter 6  of the corresponding rays are the same. 

This makes it possible to render one column at a time.

The backward mapping process is similar to the process used in the concentric 

mosaics approach. Basically, for each column in the intermediate image, the process 

searches for the corresponding column in a pre-sampled concentric mosaic. This process 

is very efficient since the two parameters needed, r and a, can be calculated directly 

using the following set of equations:
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(O'-P')-df

a  = arctan 2(d , )+ jcfl

(O'-P')-df

a  = arctan 2(d ,dx) - n/2
W otherwise

Equation 4-3: Reverse mapping equations for object centered concentric mosaics.

where, P'=[PJC,P>,]T, and d'=[d̂ ,dy]T are the projection of the concentric

mosaics center O, the start position of ray P, and the direction of the ray d, respectively.

After the corresponding column is found, forward mapping is applied within the 

column. This process takes the position of the novel viewpoint and the depth information 

as inputs, and warps pixels to new locations to eliminate vertical distortion. The warping 

is conducted in the occlusion compatible order [115]. Therefore, no Z-buffer is needed. 

This process is also efficient since only ID warping is involved. Details of this warping 

process can be found in [126].

Finally, the post-warping process is conducted to apply projective transforms to the 

intermediate image. The novel view is then produced based on the required viewing 

direction. The implementation takes advantage of an efficient scanline algorithm [184]. 

This process can also be performed through texture mapping and can exploit graphics 

hardware.

(a) (b) (c)

Figure 4-3: Three steps in the rendering process.

Figure 4-3 shows the images generated after each step. As shown in Figure 4-3(a), the
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horizontal parallax effect is produced in the backward mapping process. The vertical 

parallax effect is introduced in the forward mapping process, shown in Figure 4-3(b). 

Finally the post-warping process adds the foreshortening effect according to the viewing 

direction, shown in Figure 4-3(c).

4.1.4 Experimental Results

The algorithm is tested using a synthetic model, the “Happy Buddha”. The model 

contains over a million triangles, and therefore, cannot be rendered in real time on current 

machines. According to the aspect ratio of the bounding cylinder for the model, 175 

concentric mosaics are generated, with the vertical resolution set as 336. The angular 

space is sampled at every 2/3 degrees, i.e. the horizontal resolution of the concentric 

mosaics is set as 540.

The raw data size is about 120MB. Similar to the concentric mosaics approach and 

the light field approach, vector quantization [67, 120] can be applied to reduce the size. 

However, in this experiment, raw images are used directly because it is affordable to load 

them into memory.

On a Pentium III 733MHz PC with 256MB RAM running Windows 2000, only 0.015 

second is needed to generate a frame of size 240x320 (the actual object fills the frame).

(a) (b) (c)

Figure 4-4: Rendering results for different viewing directions.

Figure 4-4 shows the rendering results for different viewing directions. It 

demonstrates the changes in both the highlights and inter-reflections.
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(a) (b)

Figure 4-5: Rendering results for different camera settings.

Figure 4-5 illustrates the parallax changes for the same viewing direction but under 

different camera settings. Figure 4-5 (a) is captured using a virtual telephoto lens at a 

larger distance, while Figure 4-5(b) is captured using a wide-angle lens from a much 

closer position.

(a) (b)

Figure 4-6: Rendering results for viewpoints with different heights.

The original concentric mosaics approach allows the user to move within a planar 

circular region only, i.e. the user cannot move up and down. The presented approach 

gives the user more freedom in changing the height o f  the viewing position within the top 

and bottom boundary of the bounding cylinder. Figure 4-6 shows the two rendering 

results with the same horizontal viewing direction but different heights.

4.1.5 Discussions

An IBR technique that can be used to represent an object is discussed in this section. The
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scene representation used, the object centered concentric mosaics, is a 3D rayset. The 

rendering approach used can be classified as one of the depth warping techniques using a 

combined forward backward technique. This technique can produce correct parallax 

effects in both the horizontal and vertical directions, and can also generate horizontal 

view-dependent shading effects.

The generated object centered concentric mosaics are all multiple-center-of- 

projection images. However, different from multiple-center-of-projection images, all 

columns in the mosaics are constrained to be vertical. The constraint makes it possible to 

find the corresponding column in the concentric mosaics directly. This advantage is very 

important since one cannot afford to reproject all the columns in different mosaics to 

render a single image.

Comparing with the image-based object approach, object centered concentric mosaics 

adds one more dimension. Therefore, non-diffuse effect and self-occlusion are captured. 

In addition, rendering object centered concentric mosaics uses backward mapping plus 

ID warping, which is more efficient than the 3D image warping used in image-based 

object.

The drawback of the object centered concentric mosaics approach is that it does not 

capture the appearance of the object in the top and the bottom direction, which makes 

horizontal surfaces poorly sampled. Therefore, the viewpoint is limited within the height 

range of the bounding cylinder. However, in many applications, such as to show a new 

product or to evaluate an architectural model, there is little need to observe the object 

from the top or the bottom. The object centered concentric mosaics approach is a good 

choice for these applications since it requires only a reasonable storage and can be 

rendered in real time.

4.2 Spiral Texture Mapping

Conventional texture mapping uses a single image to represent surface details, and 

therefore, cannot produce self-occlusion effects and non-diffuse effects. Displacement 

mapping and relief texture mapping try to simulate self-occlusion by adding depth 

information. However, they cannot solve all the visibility problems since some surface 

details may not even be visible from the sampling direction. View-dependent texture
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mapping alleviates the problem by combining images taken from different directions. 

Nevertheless, the sparse set of perspective images used cannot guarantee all surface 

details are captured, so the problems may still exist.

Here the problem is solved by sampling the texture evenly and densely enough. For a 

given planar texture, the spiral texture samples all possible viewing directions. In 

addition, the rays that pass through the texture surface are sampled uniformly.

4.2.1 Uniform Sampling for the Viewing Directions

In order to cover all the possible viewing directions, the range of projection directions 

should be the whole hemisphere. To provide uniform sampling, previous research [20] 

subdivides the sphere based on a platonic solid, such as an octahedron or an icosahedron. 

This approach has the drawback that it cannot use an arbitrarily specified sampling rate. 

The number of samples increases four times for each subdivision process.

(b)(a)

Figure 4-7: Uniform sampling using spiral.

A novel sampling technique, which is based on a spiral, is discussed here. As shown 

in Figure 4-7(a), a spiral curve is used to sample the hemisphere first. After that, as 

illustrated using a 2D spiral in Figure 4-7(b), points that are spaced at equal distance 

along the curve are used to sample the spiral curve itself. The parametric function of the 

spiral is defined as:
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x(a ) = sin(fca)cos(a)
< y{a) = sin ( to )  sin (a) 

z(a) = cos ( to )

Equation 4-4: Parametric functions of a spiral defined on a sphere.

where, a  is the spiral parameter, and k the parameter that controls the density of the spiral 

curve.

Equation 4-4 defines a spiral that starts from the top of the hemisphere. Any given 

point on this spiral defines a direction, whose yaw angle is a  and pitch angle is ka. 

Clearly, the pitch between adjacent lines of the spiral is 2kn. The length of the spiral can 

be computed using the following integration:

L(a) = £  M W + b W  + b W M = £(*«•-*  )

Equation 4-5: Length of the spiral that covers the hemisphere.

where, E(0,m) is the elliptic integral of the second kind, which is defined as:

E(</>,m) = j ^ l  -  msin2(d)d& = £   ̂ ^  m^ ~dt

Equation 4-6: Elliptic integral of the second kind.

To cover the whole hemisphere, the range of the parameter a  should be [0, nl(2k)]. 

To keep the sampling rate along the spiral the same as that across the spiral, the spiral 

curve is sampled with a set of points that are spaced at a distance of 2km Therefore, the 

total number of samples needed can be calculated by:

L{7t/2k)
+ 1 =

e {^/2 -k~2)
2 kn 2 kn

Equation 4-7: Total number of sampling directions needed.

The spiral parameter, a, for any given sample q can be calculated by solving the 

equation:

h{a) = qx2k7V, where 0 < q < n(k)

Equation 4-8: Calculation of the spiral parameter for a given sample.

In practice, after the sampling rate k is decided, the mapping relation between sample
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q and the spiral parameter a  are pre-computed and tabulated. Normally, the value of k 

varies from 1/16 to 1/32, and the corresponding numbers of samples are within the range 

of [42,164]. Hence, very little memory is required to store the mapping table.

Clearly, when k is small, i.e. the sampling is dense enough, the above sampling 

scheme gives an equal number of samples per unit solid angle. Different from polyhedron 

subdivision, the spiral approach can sample the hemisphere using an arbitrary number of 

samples by adjusting the value of k.

4.2.2 Adaptive Sampling for the Projection Positions

Now, what needs to be considered is how to sample the positions of rays evenly. First, 

the problem in two dimensions is illustrated. Figure 4-8 shows a ray in both the Cartesian 

space and the corresponding line space. In the line space, each ray is represented by a 

point and each set of rays by a region [97]. Assume that one wants to sample the rays that 

pass through a line segment on the x-axis. It is easy to understand that the corresponding 

region in the line space for this set of rays is the region enclosed by two sine curves, as 

shown in Figure 4-8(b). Therefore, under an ideal sampling scheme, the corresponding 

points of the sampling rays should populate this region uniformly. Obviously, the two- 

plane parameterization, in which a fixed number of samples is used for different 

directions, will over sample the areas close to #=0 and 6=-n. To avoid this, the number 

of samples needed is determined according to the length of the segment’s projection on 

different directions.

(a)

+7tT

(b)

Figure 4-8: A ray under (a) the Cartesian space and (b) the line space.

The extension to three dimensions is straightforward. To uniformly sample the set of 

rays that pass through a rectangle on the X-Y plane, the number of samples needed is
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adjusted according to the area of the rectangle’s projection on the plane that is 

perpendicular to the view direction. To do so, assuming that the texture is sampled using 

MxN  pixels in the perpendicular direction, for any given view direction (x,y,z), the 

number of pixels used is RxMxRyN, where Rx and Ry are the scaling factors in the x- and 

y-directions and are defined as:

R„

z 2 + x 2y 2

^ z 2+ x 2y 2
y

Equation 4-9: Scaling factor for adaptively sampling.

The scaling factors are defined to provide the following two properties:

The number of samples used for a given direction is proportion to the projection size 

of the rectangle along the direction, i.e.:

r - y j l - x 2  ^ l - y 2 = zRx x R y =

V 2 . 2 2
Z + X  y

* The number of samples along the x- or y-direction does not change if the projection 

is perpendicular to the x- or y-axis, i.e.:

2 ^  =  1 «=> jc =  0  =  1 <=> y  =  0

In summary, the sampling scheme for spiral texture can be defined by the following 

support function.

S x(u,v,l) = u/Rx 
S y{u,v,l) = v /Ry 

■ S z(u,v,l) = 0 

Sg(u,v,l) = U l (l)mod27V 

S j (u,v, l)  = kU'ty)

Equation 4-10: Support function for spiral textures.

4.2.3 Comparison with the Two-plane Parameterization

Here the numbers of samples needed for the spiral texture parameterization and for the 

two-plane parameterization under the same sampling density requirement are compared.
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Again, it is assumed that the texture is sampled using MxN  pixels in the perpendicular 

direction. For the spiral texture parameterization, the total number of samples required 

can be computed by:

f̂ 2k M x N x z { 0 ) x <J(x'(0))2 + {y'{0))2 + (z ' {0) fde
m  -  —

2 kn

M x N ^ l  + k 2 M x N  /  +  arctanh
4 k 71 4 n Vl + k 22V'

Equation 4-11: Number of samples needed for spiral texture parameterization.

For the two-plane parameterization, in order to use a single light slab to cover the 

whole hemisphere1, one of the defining planes has to be put at infinity. Under the same 

sampling density requirement, i.e. the directional space is sampled at interval and the 

maximum number of samples needed per direction is MxN, the total number of samples 

required can be computed by:

t n  n  _T M x Nm   x  x M x N =  —
2 kn  2 k n  4k

Equation 4-12: Number of samples needed for two-plane parameterization.

The ratio between the numbers of samples needed by these two parameterization 

schemes can be calculated as:

m 71h
m i— — r 1 >

Vl + k +k arctanh
, 2

J, 4 i+ k 2

Equation 4-13: Ratio of the numbers of samples needed.

Equation 4-13 shows that when k—>0, the ratio h—*7T. That is, when the hemisphere is 

sampled dense enough, the number of samples needed under the new parameterization 

scheme is H7i of the number of samples needed under the two-plane parameterization 

scheme. In practice, when k is within the range of [1/16, 1/32], the corresponding value 

of h is within the range of [3.09, 3.13].

1 Use more than one light slab to cover the hemisphere need even more samples.
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4 .2 .4  C reation o f  Spiral T extures

To generate spiral textures, the underlying object is sampled. Here, how to create spiral 

textures for real objects is discussed. Generating spiral textures for synthetic scenes is 

similar and more straightforward.

Similar to the surface light field approach, the geometric model and some photos of 

the object are required. The geometric model can be obtained from a range scanner. The 

photos should sample the object from different angles and the camera should be 

calibrated at each location. Depending on the application, the user can decide on how 

many spiral textures to approximate the object and where to place them. A support 

rectangle is then specified for each texture using the coordinates of the four comers of the 

rectangle. The support rectangle of the texture serves as the image plane for both the 

view-independent component and the view-dependent component. The user can also 

specify the resolution, a.k.a. sampling rate, for each texture.

The view-independent part of a spiral texture can be considered as a layered depth 

image. Depending on the application, the user can choose either a parallel projection or a 

perspective projection. If the latter one is picked, the center of projection should be 

supplied by the user.

Here the problem is to determine both the depth information and the diffuse color 

information for each pixel of the layered depth image. As shown in Figure 4-9, the depth 

information for a given pixel p  can be determined by sending out its corresponding ray R 

from the image plane and by finding the intersections between R and the geometric model 

of the object. During intersection calculations, only surfaces that are facing towards the 

image plane are considered. Distances between these intersections and the image plane

R

Figure 4-9: Calculation of the view-independent component.
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are computed and quantized according to the maximum depth available. The quantized 

values are then stored in the layered depth images in ascending order.

To find the diffuse color information of each intersection requires more computations. 

The idea here is to find out what the colors of the intersection are in different photos, and 

then to extract the diffuse color portion from these colors. To do so, rays are sent from 

the intersection, S, to viewpoints of all photos available to test for visibility of S in these 

photos. The color in the photo where S is visible is then used as a color sample of the 

intersection of S.

Different strategies can be used to extract the diffuse color. Simple histogram-based 

operations, such as the mean, median, or mode, can be used. More complex approaches 

for estimating diffuse albedo [189] can also be applied. Histogram-based operations are 

used in the current implementation. In particular, median is used in the experiment since 

it is insensitive to the presence of outliers.

The view-dependent part of the spiral texture can be considered as a set of images 

with different resolutions. No matter which kind of projection is used in the view- 

independent part, parallel projection is always used in view-dependent part.

According to the sampling rate requirement, the number of images needed is 

determined using Equation 4-7. To generate any one of these images, the corresponding 

spiral parameter a  is determined using the lookup table, which is pre-generated by 

solving Equation 4-8. The direction of projection, d, is then calculated using Equation 

4-4. Now, the scaling factors according to d are computed using Equation 4-9. Finally, 

multiplying the scaling factors and the user-specified resolution together gives the 

required resolution to sample the image plane for this view direction.

Image

Figure 4-10: Calculation of the view-dependent component.
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Now, to calculate the non-diffuse color information for each pixel in the image, it is 

required to find out the color of the pixel first, and then subtract from it the diffuse 

portion. To do so, for any given pixel in the image, a ray R is emitted from the image 

plane along the direction of projection d to intersect with the object. Different from the 

view-independent component, here only the closest intersection between R and the 

geometric model of the object is required.

If such an intersection, S, is found, the color it should have is determined from 

available photos. The ^-nearest neighbor interpolation approach [18] is adopted here. 

Assume that the intersection is visible in photo i, whose position is T,. The dot product 

between d and (T,~S) is computed. The four photos that give the highest dot product 

values are found, and then three of them are used for interpolation. Assume that the 

fourth photo has the smallest dot product value, which is w, the weights for each of the 

first three photos are calculated by d (T,—S)-w. The weighting technique guarantees a 

smooth blending since the weight of a photo will drop to zero before it is no longer used 

for interpolation.

The color obtained from interpolation tells us what the intersection S looks like from 

direction d. The diffuse color portion of intersection S can be found by simply projecting 

S to the layered depth image computed above. If multiple textures are used to sample the 

object from different directions, which layered depth image is used depends on the 

normal of the surface at location S.

Now the diffuse color portion can be subtracted from the color of the intersection so 

that only the non-diffuse portion is left. Since the color of the intersection viewed from 

the current direction may have lower intensity than the diffuse color, the difference can 

be a negative value. To sample the difference using eight bits, a color for zero difference 

is defined globally. This color is added to the color difference and the result is clamped to 

within the range of [0, 255]. Which color should be used for the zero difference value 

depends on the average brightness o f the object’s diffuse colors.

4.2.5 Rendering of Spiral Textures

The above creation process generates an intermediate representation of the object, and the 

geometric model and photos of the object are therefore no longer required. The rendering
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process for spiral textures can also be separated into two steps: rendering the view- 

independent component and rendering the view-dependent component. This is a nice 

feature since it makes it possible to improve the rendering result progressively. That is, 

the rendering system can choose to perform only the first step when a high interactive 

rate is required, and complete both steps when a high quality rendering result is needed.

Rendering the view-independent component is similar to the problem of rendering 

layered depth images. Since multiple textures can be used to define the same object, the 

rendering algorithm should be able to find the closest point from different layered depth 

images. This brings an extra problem to forward image warping approaches since the 

occlusion compatible order [115] does not exist among images taken at different centers 

of projection. In image-based object [125], the problem is solved by requiring the six 

layered depth images to share the same center of projection. This is a good idea, except it 

may not work well when more than six planes are used to approximate the underlying 

object more closely. Using a common center of projection for all these surfaces may 

introduce large distortions.

To avoid the above problems, a backward searching approach is applied here, which 

is similar to the image-based ray tracing approach [31, 101].

As shown in Figure 4-14(b), the rendering results of the view-independent component 

gives us the correct projection of the object viewed from a given viewpoint. For 

Lambertian surfaces, this is already good enough. For shiny surfaces, the view-dependent 

component is rendered to add highlights and inter-reflections.

Rendering view-dependent component is basically an interpolation process. For a 

given ray, the closest rays are sampled and interpolated. To find the closest samples 

depends on the sampling scheme used. In two-plane parameterization, since rays are not 

uniformly sampled, the closest samples can be found easily by intersecting the ray with 

the two planes. When the directions are sampled using the polyhedron subdivision 

approach [20], searching for the closest samples involves calculating the intersection 

between the ray and the polyhedron, followed by a recursive subdivision process to locate 

the patch. When the unstructured sampling scheme is used [41], even more computations 

are needed. Basically, the given ray is compared with the corresponding rays in all the 

photos available.
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In the new approach, using the property of the spiral parameterization scheme, the 

closest available samples can be found using a direct and efficient procedure. The 

procedure can be best explained as a two-step process. Considering the view-dependent 

component as a set of parallel projected images, images that sample the texture from the 

closest directions are determined. Then the pixel that should be used in each of these 

images is located.

Figure 4-11: The closest directions sampled.

As shown in Figure 4-11, the first step starts from converting the given ray R, defined 

in the texture’s local coordinate using a vector, into two angles, i.e., the yaw angle 6 and 

pitch angle (p. Then, the number of rounds the spiral has rotated on the hemisphere before 

it reaches this direction is estimated using the following expression:

< p - 0 k
t =   --------

2kn

Equation 4-14: The number of rounds for spiral curve.

Four closest samples are used in the interpolation. As shown in Figure 4-11, two of 

the samples lie on the tth round of the spiral curve, and the other two samples lie on the 

r+lth round of the curve. Obviously, the spiral parameter a  for the first two samples 

should be close to and on the two sides of value tx2kn+0. The other two samples should 

have a  values close to and on the two sides of the value (t+ \)x2kn+ 6Therefore, the 

lookup table can be used to find images that sample these directions.

In the second step, pixels that should be used in these images are located. Instead of 

determining the pixel directly using the parameter of the given ray [20, 97], the depth 

correction [56] is applied to accommodate for the amount that the real object deviates
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from the approximate rectangle.

4.2.6 Experimental Results

The “fish” data used in surface light field is used here for experiments [186], This dataset 

contains a geometric model and 638 useable photos of a small ceramic fish. The 

geometric model of the fish, obtained by a range scanner, contains 130K triangles.

In the experiment, five spiral textures are generated for the five sides of the fish, 

excluding the bottom. According to the aspect ratio of the fish, 270x310 pixels are used 

to sample the front and back, 183x310 for the left and right, and 270x183 for the top. 

These resolutions are actually higher than the size of the fish shown in the original photos 

to avoid the aliasing problem.

Figure 4-12: View-independent component for the “Fish” dataset.

A parallel projected layered depth image is used for the view-independent component 

of each texture. Two layers are used for the left and right sides, and one layer is used for 

the front, back, and top sides. The depth information is quantized using eight bits. The 

total size for the view-independent components of the five textures is 1.3MB before 

compression, and 460KB after LZW compression. Figure 4-12 shows the diffuse color 

information and depth information for the front side texture.

Two different sampling rates are experimented for the view-dependent component. 

For a low sampling rate, the value of parameter k is equal to 1/16, which yields 42 sample 

directions for the hemisphere. A higher sampling rate with k equals to 1/24 yields 93 

samples. This means that the unit sphere is sampled using 84 and 186 directions, 

respectively. This is much lower than that is used in uniformly sampled light fields [20],
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where 64K and 245K samples are used to sample the unit sphere. It is also comparable 

with that is used in Lischinski and Rappoport’s approach [101], where 66, 258, and 1026 

directions are used.

Before compression, for the view-dependent components, the total size of the five 

textures is 20MB with the low sampling rate and 44MB with the high sampling rate. 

Since only non-diffuse portions exist, these images are not as colorful as the original 

photos. Hence, color compression can be applied to compress the color space from true 

color to 256 colors. Color compression brings the size down to 6.7MB for the low 

sampling, and 14MB for high sampling rate, without noticeable quality degradation (see 

Figure 4-13). Using 12-dimensional vector quantization can also further compress the 

data. For each texture, a codebook is generated with 256 codewords, each representing 

the colors of four pixels. This approach compresses the data further to 1.7MB and 

3.5MB, respectively.

Figure 4-13: Samples of the view-dependent component (after color compression).
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Figure 4-13 shows several samples of the view-dependent component1. It shows that 

different samples have different resolutions. It is noteworthy that due to the adaptive 

sampling, the fish shown in these photos are not as distorted as the Buddha shown in the 

light field rendering approach [97], which is sampled using the two-plane 

parameterization scheme.

(a) (b) (c) (d)

Figure 4-14: Rendering process (a)(b) view-independent (c)(d) view-dependent.

Figure 4-14 shows the decomposed rendering process. Figure 4-14(a) is generated 

using the view-independent component of the left texture only. Figure 4-14(b) uses both 

the left and front textures, which gives the correct projection of the fish from this view 

direction. The view-dependent component of the left texture is added in Figure 4-14(c), 

in which only half of the fish has highlights. The view-dependent part of the front side is 

added in Figure 4-14(d). One can hardly observe any seam from the image, even though 

the highlights are obtained from two different textures. However, the seams can be 

observed if an animation generated is carefully examined. To eliminate the seams 

through interpolating between different textures will be studied in the future.

To render the fish with output resolution of 240x320 pixels, the current 

implementation takes about 0.3 second on a 1.4GHz Pentium 4 PC with 256MB RAM 

running Windows 2000. About 0.1 second is used to render the view-independent 

component and 0.2 second for the view-dependent component.

1 For illustration purpose only, blue color is used here to indicate no intersections, instead 

of the color for zero difference used.
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4*2.7 Results Evaluation

The results generated are compared with the original photos. Three photos, which have 

rich highlight information, are selected. The virtual camera parameter is set to be the 

same as those used in these photos to generate the rendering results. It is noteworthy that 

the rendering process uses the resampled view-dependent information, and therefore, 

does not utilize the three photos directly.

Figure 4-15: Rendering results evaluation for different views.

Figure 4-15 shows the comparison results. Images in the first column are the original 

photos. Those in the second column are the rendering results using the high sampling 

rate. The third column shows the differences between images in the first two rows. The
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darker the color, the larger the error is. The results show that the spiral texture mapping 

technique can faithfully reproduce the appearances of the shiny fish in all directions.

(a) (b) (c)

Figure 4-16: Rendering results using the low sampling rate data.

Figure 4-16 shows the rendering results using the low sampling rate version. It shows 

that dropping half of the view-dependent samples does not significantly degrade the 

quality of rendering results. Careful examination on Figure 4-16(c) indicates that some 

highlights on the tail of the fish are lost from this particular view direction. However, it is 

interesting to see that highlights of the golden stripes on the tail are preserved. A possible 

explanation is that the highlight for the ceramic has a higher frequency than that for the 

golden stripes. Therefore, the highlights for the ceramic are not captured in the low 

sampling rate version, while the highlights for the golden stripes are.

(a) (b) (c) (d)
Figure 4-17: Rendering results under different compression approaches.

When compressions are applied to the view-dependent component, only highlights 

and inter-reflections of the object are affected. Figure 4-17 compares the results with 

different compressions schemes using an area with both highlights and inter-reflections 

(on the body of the fish). Figure 4-17(a) is the original photo. Figure 4 -17(b) is the result

85

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



generated using uncompressed view-dependent component, which faithfully reproduces 

details of the original photo, even though they are not as sharp. Color compression is 

used in Figure 4-17(c), in which the result looks identical to the uncompressed version. In 

Figure 4-17(d), the view-dependent component is compressed using 12-dimensional 

vector quantization. The result shows that the quality of the image does not degrade too 

much.

(a) (b) (c)

Figure 4-18: Results rendered by the surface light field approach.

For comparison, Figure 4-18 shows the results generated by the surface light field 

approach [186]. The corresponding camera parameters are unknown and therefore may 

not be the same as the one used in Figure 4-15. Comparison shows that rendering results 

using uncompressed high sampling rate spiral textures are at least comparable with 

results using uncompressed pointwise faired surface light field, shown in Figure 4-18(a). 

However, the former one requires 46MB (included view-independent part) in size and the 

latter one 177MB. This difference is mainly caused by the uniform sampling scheme 

used. The spiral textures compressed using vector quantization (3.5MB + view- 

independent part) have comparable size with the surface light field compressed by 

principal component analysis (2.5MB + size of the geometry model), shown in Figure 

4 - 18(b). However, the new approach preserves the highlights on the tail and inter

reflections on the body of the fish better. It also eliminates artifacts around the left fin of 

the fish. Since a less aggressive compression is used, the result is also much better than 

that of the surface light field compressed by vector quantization (8.1MB + size of the 

geometry model), shown in Figure 4-18(c).
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4.2.8 Discussions

A new IBR technique, the spiral texture mapping, is presented in this section. This 

approach combines the ideas of using depth information to solve visibility problems 

(displacement texture mapping) and multiple samples to produce non-diffuse effects 

(view-dependent texture mapping). The view-independent information is separated from 

the view-dependent information. As a result, the visibility problems are solved solely 

based on the depth information in the view-independent component, while non-diffuse 

effects are produced through interpolating the view-dependent component.

Comparing to existing image warping based approaches [125, 126, 152], the main 

improvement is in adding another view-dependent component. Therefore, shiny objects 

or environments can be represented. When using multiple spiral textures to fully 

represent an object, the view-independent component is similar to the image-based object 

since both approaches use multiple layered depth images. However, there are subtle 

differences between the two: (1) the use of parallel projection is allowed, and therefore, a 

user can use a more complex shape to closely approximate the object; and (2) the 

extracted diffuse colors are stored rather than the colors that are observed from a single 

direction.

Although the approach does sample appearances of a scene or object from different 

directions, it requires much less samples than light field, lumigraph, or related approaches 

[20, 56, 97], This is because (1) under the same sampling rate requirement, the sampling 

scheme needs less than one third of the samples needed by the two-plane 

parameterization scheme; (2) the use of depth information and the separation of view- 

independent and view-independent information make it possible to generate comparable 

results with a lower sampling rate.

The new sampling scheme, which is defined on a spiral, can uniformly sample both 

directions and positions of rays that pass through a planar rectangle texture. Therefore, 

one can always use multiple rectangles to approximate complex objects and samples 

these rectangles. For some objects, using six or more rectangles to enclose them gives a 

much tighter bound than using spheres. As a result, fewer useless samples exist in the 

spiral texture sampling scheme than those in the two-sphere parameterization or sphere- 

plane parameterization.
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It is noteworthy that using multiple textures to sample an object does not introduce 

redundancy, as long as the corresponding support rectangles form a convex solid. This is 

because even though the two adjacent textures may sample the same direction, the 

projected positions they sample do not overlap. As a result, using multiple textures may 

actually decrease the number of samples needed if such a setting can provide a tighter 

bound for the object.

Besides reducing the number of samples needed, adaptively sample the projection 

position also helps to reduce the aliasing effect. The traditional fixed sampling scheme 

over-samples the area when projection direction is close 0 and n. This introduces high 

frequency information, which will cause aliasing in rendering results.

4.3 Layer-based Morphing

View morphing approach can generate physically correct in-between views based on two 

input images. However, when some features are visible in only one of the reference 

images, “ghosting” problems will appear in some in-between images. In addition, since 

the control features have global effects, there is no way to control different objects in the 

scene separately.

These two problems can be solved through a novel layer-based morphing approach 

discussed in this section. Layer-based morphing applies multi-layered images into the 

morphing area. It treats the cases when physically correct novel views between two input 

images are needed and no 3D model, depth, or disparity information is available.

4.3.1 Warping Based on Regions

First, different regions are used to control different objects or different parts of an object 

so that they can be morphed separately. Given two reference images 7o and I\, user 

interaction is needed to indicate corresponding regions in both images. Generally, a 

region R  can be defined as the interior of a closed 2D geometric shape. Polygons, which 

can have holes, are used in this approach.

Different regions can overlap each other. Each region has its own priority. A region 

has a higher priority than all the regions that it covers. Each region has associated control 

features, which have local effects inside the region only.
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Before computing the intermediate frame 7, the locations of all the regions Rm 

(m=0...M) in this frame are calculated. This can be done by interpolating the positions of 

Rm° and Rm\  where Rm° and RmX are the corresponding regions in 7o and I\, respectively. 

Linear interpolation works well for static objects and is easy to use. However, it may 

introduce distortions when interpolating complex motions. Sederberg and Greenwood 

[158], Sederberg et al. [157] discuss how to smoothly blend between two 2D polygonal 

shapes. These approaches can all be applied under the layer-based morphing framework.

After the interpolation of corresponding regions, the outlines of regions of the in- 

between frame are obtained. It is possible that these regions overlap each other. When a 

particular point h is inside more than one region, the one that has the highest priority is 

used to compute the color of h. To determine which region is visible point by point is 

time consuming. A scanline algorithm is applied since it can employ spatial coherence.

After h is determined to belong to region Rm in frame 7, it is warped toward the 

corresponding regions Rm° and Rml in images 7o and 7i, respectively. Only the control 

features associated with region Rm are used to control the warping.

The warping function should guarantee that points inside the region will remain 

inside the corresponding region after warping. Assuming that Wo and Wj are the warping 

functions that map from 7 to 7o and I\, respectively, then the following condition needs to 

be satisfied:

h e * m» W 0(h)eK :»W l(h)eK :

Equation 4-15: Constraint on the warping function used.

In this approach, the mapping method proposed by [11] is used. To satisfy the above 

constraint, all the segments on the boundary polygon of the region serve as control 

segments by default.

4.3.2 Construction of Multi-layered Images

Morphing by regions gives the flexibility to control different objects in the scene 

separately. However, holes will appear when the covering regions are moved away. To 

solve this problem, the color information that is not visible from the viewpoints of the 

reference images is used.

Recovering the hidden parts for each region is time-consuming and unnecessary.
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Here, different regions are assigned to several layers. The bottom layer LN corresponds to 

the background of the scene. Each of the upper layers Ln (n=0...N~l) corresponds to 

some foreground objects in the scene. A layer Ln has an associated support area A„, which 

is the union of all the regions that belong to this layer:

Therefore, in order to solve the visibility problems, the unknown (hidden) part inside 

the support area of each layer is recovered. If the environment is controllable, one can 

take photos or generate synthetic images for all the layers and composite them together to 

get a multi-layered image. However, sometimes it may be difficult, if not impossible, to 

obtain these images directly. Here, a multi-layered image is created from a single image 

source automatically based on existing region information.

Several papers describe techniques to recover hidden parts of an image. For example, 

the hierarchical polynomial fit filter, which is proposed by Burt [19], can be used to 

recover the missing information using a single image. Debevec et al. [42] also propose an 

object-space hole-filling method, which requires 3D models of objects.

The hierarchical polynomial fit filter is employed here. To apply the polynomial fit 

filter, a support image S is required. The resolution of S should be the same as that of the 

reference image. The value of ‘1’ in a given position of the support image means that the 

color of the source image at this position is known and the value of ‘0’ otherwise. The 

goal is to recover the unknown (hidden) part using the known (visible) part.

To get support image S„ for a given layer Ln, a binary image Tn is created so that for a 

given pixel h:

Equation 4-17: Binary image generated based on the support area.

Image T„ actually indicates the visible area of layer L„. To offset the aliasing effect on 

boundaries of layers, the confidence values of pixels near the boundaries are reduced. 

Hence, the above image Tn is eroded by a Gaussian filter to get the support image Sn:

Equation 4-16: Support area of a layer.

n - 1

r /h ) J l  if h e  A, A h g ( j 4
'A ' ;=o

0  o th erw ise
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0 if r„(h) = 0

^nO1) " ̂ Gaussian(w,v)-Tn(hx + u ,h y + v) ifrn(h)=l
u,v

Equation 4-18: Support image used by the hierarchical polynomial fit filter.

Based on the support image Sn and the source image /, the hierarchical polynomial fit 

filter is employed to generate the layer image I„. Different layer images are then 

composited to form the multi-layered image.

4.3.3 Morphing between Multi-layered Images

The multi-layered images generated are then used in the morphing process. For a given 

point h in the in-between view, the region it belongs to is determined. Assume h belongs 

to region Rm, which itself belongs to layer L„, it can be warped toward the corresponding 

regions Rm° and Rml, and In° and /„' are used to compute the color using the following

Equation 4-19: Interpolation of the corresponding pixels in layer images.

where, Wo and W\ are the warping functions that map from I to 7o and I\, respectively.

for each region j

Calculate position of Rj using Rj° and R j1; 

for each pixel h in the in-between image {
Determine the region Rm to which h. belongs;
Determine the layer Ln to which Rm belongs;
Calculate the location W0 (h) using the features 

defined for regions Rm° and .Re
calculate the location Wx (h) using the features 

defined for regions R^ and Rm;

Interpolate the colors between the two layer images, 
I n° and In , of layer Ln;

}

equation:

Figure 4-19: Layer-based morphing algorithm.
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Although Rm may be invisible in Iq and Rm may be invisible in I\, they should be 

visible in I„° and I„l since regions that cover 7?m° or Rml should be separated into the upper 

layer. The visibility problems can be solved now since the missing information in 7„° and 

I„ is recovered already. The overall morphing algorithm is described more precisely in 

Figure 4-19.

4.3.4 Experimental Results

Since the visibility problems are solved, layer-based morphing can also be used to 

interpolate complex seenes. Here an architectural model is used as an example. Figure 

4-20(a) and (b) shows two rendered images. It is noticed that visibility relations are 

changed in many locations such as the roof and the street light.

(a) (b) (c)

Figure 4-20: Novel view generated by morphing for an architecture scene.

About twenty regions are used to control different parts of the scene. These regions 

are separated into four layers, which are the street light and the garbage can, the building, 

the lawn, and the sky background. The hierarchical polynomial fit filter is used to 

interpolate the unknown part of each layer. Particularly, the hidden information of the sky 

background is recovered using both reference images. The recovered sky is shown in
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Figure 4-20(c).

Figure 4-20(d) shows the morphing result generated for the in-between view. For 

comparison, the rendered image generated for the in-between view is shown in Figure 

4-20(e). The absolute difference between rendered image and morphing result is shown 

in Figure 4-20(f). The darker the area the larger is the error.

4.3.5 Comparison with Feature-based Morphing

Like other morphing techniques, layer-based morphing can also be used to generate 

transformation between different objects. Here the results using the layer-based rendering 

approach are compared with that of the feature-based morphing approach.

Figure 4-21: Control features defined for feature-based morphing.

The two original images, one for a kitten and one for a puppy, are shown in Figure 

4-21. It is noteworthy that the kitten’s ears are pointing upward, while the puppy’s ears 

are flapping downward and are mainly inside the puppy’s outline. When using feature- 

based approach, the best that can be done is to define the control features along the 

outline of the kitten and of the puppy, as shown in Figure 4-21.

(a) (b) (c)

Figure 4-22: Feature-based morphing results.
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The three in-between images generated by the feature-based morphing are shown in 

Figure 4-22(a), (b), and (c). The ghosting effect is noticeable at the right ear location in 

these in-between images.

Figure 4-23: Control features defined for layer-based morphing.

The layer-based approach gives more flexibility to generate the transition since 

different parts of the image can be morphed separately. Figure 4-23 shows the control 

features defined for the two source images. Green polygons indicate the regions defined, 

and red lines show additional features defined.

(d) (e) (f)

Figure 4-24: Layer-based morphing results.

Since separate regions are used to control the ears, the effect that the ears of the kitten 

are rotated down and change to the puppy’s ears can be obtained without affecting nearby 

pixels. Three in-between frames generated are shown in Figure 4-24 (d), (e), and (f). It is 

also worth noting that the eyes and the nose in these frames are much sharper than those 

in the traditional transition since separate regions are used to control the morphing of the 

eyes and of the nose locally.
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4*3*6 Discussions

Instead of interpolating between two images, layer-based morphing interpolates between 

two multi-layered images, which are generated from input reference images 

automatically. Hidden information within each layer is recovered using the hierarchical 

polynomial fit filter. Users do not need to edit the image directly to fill the holes, which is 

a cumbersome process. Since visibility problems are solved using multi-layered images, 

layer-based morphing can generate in-between novel views for much more complex 

scenes.

In addition, in layer-based morphing, different regions are used to control different 

objects in the scene. Control features have local effects only inside the associated regions. 

The warping function becomes many-to-one, and relative priorities are used to determine 

the final mapping. Consequently, layer-based morphing can morph different parts of the 

scene separately, and therefore, gives users more flexibility to control transitions.

For the same transition, features used by layer-based morphing are similar to that 

used by feature-based morphing. The only difference is that in feature-based morphing 

features are defined by line segments and in layer-based morphing some features are 

defined by polygons (boundaries of regions). Comparison between the two approaches 

shows that the results of layer-based morphing are better than that of feature-based 

morphing. However, extra human interactions are needed in layer-based morphing to 

specify the regions and to separate them into layers.
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Chapter 5 
Reliability-based Stereo Matching

To handle dynamic scenes, practical IBR approaches have to deal with sparsely sampled 

scenes, since it is not feasible to record and render sufficiently dense samples in real time. 

Previous research [22] has shown that depth information helps to reduce the sampling 

density requirement. However, capturing the actual depth information requires special 

equipment. Most equipment also has difficulty capturing depth information in real time, 

and therefore, cannot be used for dynamic scenes. To solve this problem, a novel stereo 

vision approach, called the reliability-based algorithm, is presented in this chapter, which 

can estimate accurate depth information based on captured images.

As reviewed in Section 2.3, the most accurate stereo vision techniques try to solve the 

stereo problem under the optimization framework. Different optimization techniques, 

such as dynamic programming [16] and graph cut [85], have been used to find the global 

optimized solution under some given parameters. However, due to the complex nature of 

the stereo vision problem, it is difficult, if not impossible, to have a universal set of 

parameters that can produce good disparity maps for different stereo images. In fact, even 

within a single image, it is highly possible that different regions should use different 

values of parameters since the signal-to-noise ratio may vary within the image. As a 

result, the best solution in terms of the given parameters may not necessarily be a good 

solution.

Here, the motivation is to incorporate a reliability measure into the optimization 

technique. The reliability measure is a novel method to evaluate the quality of the result. 

The new reliability-based algorithm is a relaxation process, which integrates a reliability
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thresholding process and consistency constraints. The reliability thresholding process is 

based on dynamic programming, which is well known for its efficiency. It assigns 

disparities to pixels only when the reliability of the assignment is higher than a given 

threshold. The consistency constraints are defined to detect potential mismatches by 

cross-checking disparity maps generated for different views.

The organization of this chapter is as follows. In Section 5.1, two consistency 

constraints are introduced. The reliability thresholding process is discussed in Section

5.2. Section 5.3 explains how to integrate the reliability thresholding process with the 

consistency constraints. The experimental results are shown in Section 5.4.

5. l  Consistency of Disparity Maps

First of all, several concepts in stereo vision are re-formulated and generalized to 

facilitate the definitions of the constraints. The definitions of the two constraints and 

comparison with previously used constraints are given later.

5.1.1 The Stereo Vision Problem

Like many stereo vision algorithms, it is assumed that all given source images share the 

same image plane. The disparity of a pixel is defined using the inverse of the distance 

between the corresponding 3D point and the shared image plane [124], As a result, pixels 

from different source images have the same disparity value if they are projections of the 

same 3D point in the scene. For two pixels with different disparity values, the one with a 

larger disparity value is the projection of a 3D point that is closer to the shared image 

plane.

Let D denote the value domain of disparity. Let F* be the set that contains all the 

pixels in source image 5  0= 1 ...n), and let Gs be the set containing only pixels that have 

disparity values assigned. By definition, G^cFy holds. A disparity map defined on image 

s is called a full solution, if G.S=FS, and is called a partial solution otherwise.

A disparity map is defined as a function, cf :G*—>D, which assigns each pixel in G* a 

disparity value. Assigning a disparity value d  to pixel p  in image s actually defines a 

point Mp in the 3D scene. It also defines a set Hpd, which contains the projections of Mpd 

in all source images. Here, the set Hpd is called a match and q (q^pAqe Wpd) the
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corresponding pixel of p under disparity value d.

For any given image pair s and t, a warping function, wv :Fp<D—»F'*, is defined, 

which maps a pixel p  in 5  to its corresponding pixel q in t under a given disparity value d. 

Here, F 'q F , since q may be outside the boundary of t. Please note that no assumption is 

made on whether or not the epipolar lines coincide with image rows or columns. Instead, 

the warping functions, defined for different image pairs and different disparity values, 

satisfy the following two properties:

• One-to-one property: ws'\w t,s{p,d),d)-=p ;

• Transitive property: ws't(wr’s(p,d),d)=wr’t(p,d) .

Consequently, the match Hpd is a complete set of warping operations under disparity 

value d. This means that Hpd=Hgd provided q is one of the corresponding pixel of p  under 

disparity value d. It is also assumed that Mpd=Mqd, even though the 3D coordinates of the 

two may not be exactly the same. In the rest of this chapter, a match H and its 

corresponding 3D point M  are used interchangeably.

5.1.2 Definitions of Constraints

Definition 1 (Strong Consistency Constraint): A disparity map defined on Gs

satisfies the strong consistency constraint i f  the following conditions hold:

p e  Gs => \/t,{qe  G, A d s(p)  = d ‘(q)) where q -  w s,,{ p , d s(p))

Equation 5-1: Strong consistency constraint.

Basically this constraint requires that if the disparity value of pixel p  in image s is 

assigned, the disparity value of the corresponding pixel q in any image t must also be 

assigned. In addition, q must have the same disparity value as that of p. This indicates 

that the same 3D point M  is visible from all these pixels.

Definition 2 (Weak Consistency Constraint): A disparity map defined on Gs

satisfies the weak consistency constraint i f  the following conditions hold:

p  G G s Vf, (q G F, ĵ> q G G, a  d s (p) < d ‘ (q'j)

Equation 5-2: Weak consistency constraint.
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This constraint states that if the disparity value for pixel p  is assigned, then the 

disparity value of the corresponding pixel q in any image t should also be assigned 

provided q is within the image boundary. Furthermore, q should either have the same 

disparity value as or a larger value than that of p.

Intuitively, the weak consistency constraint can be explained as follows: Assigning a 

disparity value to pixel p  in image ,v defines a 3D point Mpd. Since the corresponding 

pixel q is the projection of Mpd in image t, Mp should be either visible at q or occluded by 

another 3D point, which is closer to the shared image plane. Either way, the disparity 

value at q should not be smaller than that of p. More formally, it can be proven that the 

weak consistency constraint holds for all scenes that can be represented by a set of 3D 

points.

Lemma 1: The disparity maps for any given set o f points in 3D space satisfy the 

weak consistency constraint, as long as the disparity maps share the same image 

plane and only one point is visible from any given pixel.

Proof Given any set of 3D points, one can generate the disparity maps for all images 

simultaneously by projecting the points in the order such that the one closest to the shared 

image plane is projected first. When projecting 3D point M  to image s, one of the 

following three situations happens:

• pe  F v, which means that the projection of M  is not within the image boundary of 

image s. No change will be made to the disparity map of image 5.

• pe FsAp<£ G.s, which means that no previously handled point has been projected to 

pixel p, and therefore, M  is visible at p. In this case, p  is added to G5, and ct(p) is 

assigned according to the depth of M. Hence, assuming that the projection of M  in 

any other image t is q, then q=ws't(p,ds(p)). In addition, if M  is also visible in image 

t, then ct{p)=cf{q). Otherwise, cf(p)<d‘(q) since all previously projected points 

should not be farther away from the image plane than M.

• pe  G.s, which means that at least one previously handled point has been projected to 

pixel p. Since only the closest point is visible from p, M  will be occluded. No 

change will be made to the disparity map of image 5 .

As a result, after all points are projected, the generated disparity maps satisfy the
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weak consistency constraint.

5.1.3 Comparison with Other Constraints

Both the uniqueness and ordering constraints are widely used in previous work [16, 194]. 

In this subsection, using a binocular matching scenario, the similarities and differences 

between these constraints and the weak consistency constraint are discussed. For 

binocular stereo, a match Hpd contains two pixels, pixel p  from the source image and q 

from the reference image. Hence, it can also be expressed as a pair <p,q>-

Each of the sub-figures in Figure 5-1 shows an un-skewed disparity space image for a 

pair of corresponding scanlines. Black denotes a match, gray denotes the match’s 

inhibition zone, and striped denotes the match’s occlusion zone.

(a) (b) (c) (d)

Figure 5-1: Effects of using different constraints.

The uniqueness constraint states that the disparity maps have a unique value per pixel 

[194], As shown in Figure 5-l(a), if uniqueness is enforced in the source image only, a 

match <p,q> will prohibit pixel p  to be in any other matches. Consequently, all other 

matches in the same column are inhibited. If uniqueness is enforced in both the source 

and the reference images, as shown in Figure 5-1(b), a match will prohibit any other 

matches in the same row or the same column. This is the same as the strong consistency 

constraint defined earlier.

The ordering or monotonicity constraint states that if an object is to the left of another 

object in one stereo image, it is also to the left of the same object in the other image [16]. 

In practice, this constraint does not hold when thin foreground objects exist in the scene. 

As shown in Figure 5-1(c), if the ordering constraint is enforced, a match <p,q> inhibits
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matches <u,v> if u>p and v<q or if v>q and u<pl Matches in the occlusion zone are 

allowed, but will be penalized by a predefined occlusion cost.

Finally, the effect of the weak consistency constraint is shown in Figure 5-1(d). The 

figure shows that under the weak consistency constraint, a match <p,q> forbids matches 

<p,v> (v<q) and matches <u,q> (u>p) since these matches will occlude <p,q>. However, 

both p  and q can be involved in another match that <p,q> occludes, as long as the 

occlusion cost is applied. Since occlusion is modeled explicitly, the weak consistency 

constraint can be applied to the whole image, while the uniqueness and ordering 

constraints do not hold in either occluded areas or areas that contain thin foreground 

objects.

5.2 Reliability Thresholding Process

Here an efficient dynamic programming-based process is presented, which assigns 

disparity value d  to pixel p  only when the reliability of the corresponding match Wpd 

exceeds a given threshold.

First of all, a reliability measure is defined for dynamic programming-based 

approaches in general. A match Wpd is denoted as a pair <p,d> for better readability in 

this section.

Definition 3 (Reliability): The reliability R(p,d) o f match <p,d> is defined as the 

cost difference between the best path that does not pass through <p,d> and the 

best path that passes through <p,d>.

Obviously, if <p,d> is on the best path that is found under no constraint, then 

R(p,d)>0. The higher the value of R(p,d), the more likely it is that the true disparity value 

of pixel p  is d.

The reliability thresholding process is most closely related to the scanline 

optimization algorithm [148], Comparing to the scanline optimization algorithm, the

1 Please refer to figure 9 in Bobick and Intille’s paper [16], which visualizes the 

inhibition zone in a skewed disparity space image.
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reliability thresholding process has several improvements, which are elaborated below. It 

is noteworthy that since no attempt is made to determine occlusions within a scanline, 

both approaches do not require the scanlines to coincide with the epipolar lines.

5.2.1 Efficiency Improvement

The first improvement is at the implementation level. In Scharstein and Szeliski’s 

implementation [148], the complexity of calculating each scanline is 0(LxD 2), where L is 

the number of pixels per scanline, and D the disparity range. In the result reported, 

depending on the disparity range, the running time of the scanline optimization algorithm 

is 10%~60% slower than that of conventional dynamic programming algorithms that 

enforce ordering constraints.

In the present implementation, it is assumed that the same non-negative discontinuity 

cost, A, is applied whenever neighboring disparity values are different, no matter how 

large the difference is. With this assumption, at most two possible paths need to be 

considered when searching for the best path that starts from match <p,d>. The first one 

connects to the path at <p-l,d> so that no discontinuity cost will be incurred. The second 

path, if it differs from the first one, connects directly to the best path for the sub-problem 

that consists of the first p - 1 pixels.

Initialize S[0,d], T[0,d], and m[0] ;

for ( p=l; p<Width; p++ ) {

for ( d=0; d<_nRange; d++ ) {
if ( m[p-l]==d || S[p-1,d]<S[p-1 ,m[p-l]]+A )

S[p,d]=S[p-l,d]+C[p,d] , T[p,d] =d;
else

S[p,d]=S[p-1,m[p-1]]+A+C[p,d], T[p,d]=m[p-l];
if ( S[p,d]<S[p,m[p]] )

m[p]=d;
}

}

Figure 5-2: Algorithm for efficient cost calculation.

The new implementation proceeds as outlined in Figure 5-2. In the figure, C[p,d]
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keeps the matching cost of <p,d>. When solving the sub-problem for the first p  pixels, 

S\p,d] keeps the cost of the best path that starts from <p,d>, and T[p,<i] keeps the 

corresponding transition. For every pixel p, m[/?j keeps the value of d that has the 

smallest value of S[p,cfj.

As shown in Figure 5-2, since the search for the best path of the sub-problem is done 

only once, the complexity of the algorithm is cut down to 0(LxD). The experimental 

results show that the speed of the new implementation is comparable with conventional 

dynamic programming algorithms.

5.2.2 Reliability Calculation

According to definition 3, calculating R(p,d) for each match <p,d> on the best path 

requires running the dynamic programming algorithm again under the “do not pass” 

constraint. For efficiency concern, the approximate reliability R'(p,d) is used instead and 

can be computed using the following algorithm.

 1

L.__

Scanline w

Figure 5-3: The best path and the alternate paths.

Besides arrays used in Figure 5-2, an additional array, m '[/?], is used to keep the value 

of d that gives the second-to-the-smallest value of S[p,d]. As shown in Figure 5-3, similar 

to traditional dynamic programming algorithms, the tracing starts from the rightmost 

pixel z. Assuming a=m{z] and b=m'[z], the best path (shown in solid lines) from “a” and 

an alternate path (shown in dashed lines) from “b” can be simultaneously traced. It is 

highly possible that the alternate path may merge with the best path in the trace. It can be 

proved that, using this algorithm, if the two paths merge at pixel p they will merge at 

<p,m[p]>. This is because at least one of the two paths comes from <p+l,d>, where 

dfim\p]. This path always connects to <p,m\p]> since it is the only choice other than 

<p,d>.
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As shown in the figure, assume that the two paths merge at pixel y and c=m[y], 

d=m'[y]. A new alternate path can start from d and continue the process. At the end of 

tracing, the best path and several alternate paths, one for each segment, are obtained. The 

approximate reliability R' of matches on the best path within each segment is then 

calculated using the cost difference between the corresponding alternate path and the best 

path at the end of the segment. For the above example, the approximate reliabilities of 

matches on ka is S[z,£>]-S[z,a], and for those on ec is S[y,c?]-S[y,c].

In Appendix A, the inequalities R'-X<R<R'+X is proved. Therefore, when the 

discontinuity cost is small (normally within [0,4] in practice), using the approximate 

reliability measure instead of the reliability measure will not introduce too much bias.

It is noteworthy that when X equals zero, the best path always passes through va\p] at 

pixel p, and the alternate paths always start from m'[p] and merge with the best path after 

one pixel. Both R(p,m\p]) and R'(p,m[p]) degenerate into measuring S[p,m'[p]]- 

S[p,m[p]], which is also equal to C[p,m'[p]]-C[p,m[p]] when X equals zero.

best_id=second_id=m[_nWidth-l] ;
for ( p=_nWidth-l; p>=0; p-- ) { 

if ( best_id==second_id )
second_id=m'[p], reliability=S[p,m'[p]]-S[p,m[p]]; 

if ( reliability<_rThreshold ) 
result[p]=-1; 

else
result[p]=best_id; 

best__id=T [p, best_id] , second_id=T [p, second_id] ;
}

Figure 5-4: Algorithm for tracing the best and alternate paths.

Figure 5-4 shows the pseudo-code for the tracing algorithm. By setting up the 

threshold, the algorithm selectively outputs some disparities on the best path that have 

enough conservative reliability. Since the best path and the alternate paths are traced 

simultaneously, the approximate reliabilities of all the matches on the best path can be 

calculated within the same pass. Therefore, very little computation overhead is added to 

the conventional algorithm.
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5.2.3 Ground Control Points

Previous research has shown that pre-calculated ground control points help to eliminate 

mismatches by reducing the search space [16]. Here, they are also employed to improve 

efficiency. Whenever a pixel is selected as a ground control point in previous 

calculations, the reliability thresholding process will skip through it without any 

redundant computations.

if ( pixel p is a ground control point ) {
Set d to be the disparity assigned for pixel p; 
if ( m[p-l]!=d ScSc S [p-1 ,m[p-l] ]+X<S [p-1, d] )

S[p,d]=S[p-1,m[p-l]]+A+C[p,d], T [p, d] =m[p-l ]; 
else

S[p,d]=S[p-1,d]+C[p,d], T[p,d]=d; 
m[p]=d;

}

Figure 5-5: Algorithm for handling ground control points.

As shown in Figure 5-5, the computational cost needed for handling ground control 

points is a constant. As a result, the complexity of the overall algorithm drops to 

0(L]+L2xD), where L\ is the number of ground control points, L2 the number of pixels to 

be calculated. This means that most of the calculations are spent on pixels with 

ambiguities. As more pixels are added into the ground control points, less computational 

time is needed.

5.3 Enforcing Consistency through Relaxation

This section explains how to integrate the reliability thresholding process with the 

consistency constraints through relaxation. Three major steps exist in each iteration: 

match suggestion, match validation, and disparity space update. All these steps can be 

done in polynomial time.

In the first step, the reliability thresholding process takes a reliability threshold and a 

discontinuity cost as inputs. It suggests some reliable matches for each of the source 

images. In the second step, the matches found through different images are validated

105

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



using either the strong or the weak consistency constraint, depending on the application. 

Each pixel involved in a confirmed match H will be added to solutions for the 

corresponding source image s, provided that H is visible in s. The pixels already added to 

the solution will be treated as ground control points by the reliability thresholding process 

in future iterations. Finally, in the last step, the disparity space is updated based on the 

weak consistency constraint using the new matches found in the current iteration. For 

each new match, the cost of matches in its inhibition zone is set to infinity. The cost of 

matches in its occlusion zone is set to the predefined occlusion cost, regardless of 

whether the original cost is higher or lower than the occlusion cost.

The disparity space update ensures that matches found in future iterations are weakly 

consistent with matches already confirmed, even though new matches may not be weakly 

consistent with each other. Since matches are always added to and never removed from 

the solutions, the algorithm is bounded to converge.

Depending on the application, different strategies can be used to combine the 

consistency constraints and the reliability thresholding process. Two different 

applications are discussed in the following subsections.

5.3.1 Unambiguous Stereo Matching

Due to difficulties of the binocular stereo matching problem, some researchers have 

investigated how to find unambiguous components of stereo matching [106, 144], 

Following their ideas, how to utilize the reliability-based algorithm in this application is 

discussed next.

The ambiguities tend to appear in noisy areas, occluded areas, and weakly/periodic 

textured areas. Similar to previous approaches, occluded areas can be detected using 

consistency check, in particular, through the strong consistency constraint. Also, the 

reliability thresholding process can be used to identify weakly or periodic textured areas 

by setting up a reliability threshold. However, a unique feature of reliability thresholding 

process is that it can propagate the supports from reliable matches to their neighbors 

through the smoothness constraint. While previous techniques [144] can only increase the 

number of matches by lowering the threshold, which will result in more errors, it is now 

possible to increase the density of matches by increasing the discontinuity cost, without
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lowering the reliability threshold. This helps to find correct matches in weakly or periodic 

textured areas, while still keeps mismatches caused by isolated noises out of the solution.

Following the idea above, the reliability-based algorithm proceeds as follows. Given 

a binocular stereo dataset, in the first stage, the reliability thresholding process is used to 

compute reliable matches under the strong consistency constraint, using a high reliability 

threshold, without any discontinuity cost. After the algorithm converges, which normally 

takes three to five iterations, the discontinuity cost is increased and another stage of 

iterations is started. Depending on how dense or how accurate the matches are needed, 

the user can choose the number of stages to use and the rate at which the discontinuity 

cost grows.

5.3.2 Multi-view Stereo Matching

The visibility problem cannot be fully addressed for binocular stereos. To generate full 

solutions, the best that can be done is to detect occluded areas and fill them using 

heuristic approaches. However, when multi-view stereo data is available, different 

algorithms [79, 85,147] can be applied to better solve the problem.

As discussed in Subsection 2.3.4, the local approach [147] is fast but gives noisy 

results. The graph cut approach [85] produces very nice results but is slow. The 

reliability-based algorithm can fill the gap. Similar to the graph cut approach, in 

reliability-based algorithm, a separate disparity space S,v( is initialized using the matching 

cost computed for each image pair <s,t>. In each iteration, based on Sst, the reliability 

thresholding process calculates some reliable matches for both s and t. Assuming N  pairs 

are used, the above calculation provides N  suggested solutions for the center image s and 

one suggested solution for each of the peripheral images t. Even though there are 

redundant calculations for image s, they make it possible to detect mismatches that may 

pass both the reliability and the consistency tests.

In this application, the suggested matches for different images are validated by 

enforcing the strong consistency constraint between each pair and the weak consistency 

constraint among all images. That is, to confirm a match H, which is found for pixel p  in 

image s through image pair <s,t>, H must be visible in both s and t. In addition, H cannot 

occlude any existing or suggested matches in any other image u, but it is allowed that H

107

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



is occluded in u.

After the match H is confirmed, it will be projected to all images. Assuming the 

projection of H is pixel q in image u. q will be added to G„ if it is not already in there. In 

addition, the disparity space Suv for different image pair <u,v> are also updated using the 

weak consistency constraint.

After the iteration converges, a disparity map for each source image is obtained. 

Disparity values are assigned to most of the pixels that are visible in both the center 

image and at least one of the peripheral images. As a result, the disparity map for the 

center image is normally very dense since very few pixels are not visible in any of the 

peripheral images. Those for the peripheral images are also denser than the matching 

results generated using only one pair since reliable matches found from other pairs are 

used. In reliability-based algorithm, missing disparity values are filled using median 

filtering under the weak consistency constraint.

5.4 Experimental Results

The experiments are conducted to evaluate the reliability-based algorithm presented in 

this chapter. The reliability thresholding process is tested first. The experimental results 

for the unambiguous stereo matching problem and the multi-view stereo matching 

problem are given later.

5.4.1 Reliability Thresholding

The “Venus” dataset [148] is used here. To make the results comparable with that 

reported for the scanline optimization algorithm, the same set of parameters is used here.

  ■ ■ .

(a) (b) (c)

Figure 5-6: Results of the reliability calculation and thresholding.
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Figure 5-6(a) shows the disparity map generated using the reliability thresholding 

process without setting the reliability threshold. The color coding used is shown beside 

the figure and is the same as that used by Sara [144]. Since no ground control points are 

utilized, the result is similar to that of the scanline optimization algorithm. However, the 

efficiency is improved. On an Athlon 1.5GHz PC with 1GB memory running Windows 

XP Professional, the current implementation can generate the above disparity map in 0.06 

seconds. Scharstein and Szeliski’s algorithm is re-implemented and it takes 0.56 seconds 

on the same system. Please note that the time needed for the matching cost computation 

is not included because it is the same for both algorithms. In addition, the matching costs 

need to be calculated only once when the reliability thresholding process is used in 

relaxation.

Figure 5-6(b) visualizes the approximate reliabilities calculated for different regions 

of the disparity map. The brighter the color, the higher the approximate reliability of the 

corresponding disparity value is. The result shows that the approximate reliabilities are 

low in textureless areas, such as the top-right comer. Referring to Figure 5-6(a), it is 

noteworthy that there are many horizontal streaks in this area. On the other hand, in areas 

where correct and smooth disparity values are produced, such as the top-left comer, the 

approximate reliabilities are relatively high.

After the reliability threshold is setup, the reliability thresholding process can give a 

partial solution that contains only reliable matches. As shown in Figure 5-6(c), most of 

the errors and streaks are removed in the partial solution. However, there are still some 

errors left in the result. This is partly because the large smoothness weight used (50 as 

suggested by Scharstein and Szeliski [148]) increases the difference between the 

reliability and the approximate reliability. Normally a much smaller smoothness weight is 

used since the reliability-based algorithm does not depend on the smoothness constraint 

to remove mismatches.

5.4.2 Unambiguous Stereo Matching

The second experiment compares unambiguous matches generated using Sara’s approach 

[144] and the reliability-based algorithm. The four standard binocular datasets [148] are 

used for evaluation.
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In the reliability-based algorithm, the same set of parameters is used for all datasets: 

The process discussed in Subsection 5.3.1 is run for three stages, the value of the 

reliability threshold is fixed at 2 throughout the process, and the value of X steps through 

0, 1, and 2 for the three stages. The Sara’s approach is evaluated based on the published 

results [143].

Table 5-1: Comparison for unambiguous stereo matching

Head and lamp Sawtooth Venus Map

D (%) e (%) D  (%) e (%) D (%) e(%) D (%) e{%)

Stage 1 21.7 0.24 26.8 0.11 14.6 0.02 29.2 0.02

Stage 2 36.5 0.33 47.7 0.19 27.5 0.12 43.5 0.03

Stage 3 85.7 1.07 85.0 0.41 67.1 0.51 60.8 0.09

Sara’s 45.7 2.05 61.7 2.15 47.6 1.54 69.9 0.76

The density (D) and error rate (<?) of matches produced are shown in Table 5-1. The 

density is defined as the percentage of matches generated, and the error rate the 

percentage of bad matches (not within correct disparity ±1). Please note that, different 

from the measure used by Scharstein and Szeliski [148], bad matches within occluded 

areas are also counted in the error rate calculation. This generates slightly higher error 

rates for both approaches. It is believed that this is a more appropriate evaluation for 

unambiguous stereo matching applications, which are supposed to detect occluded areas.

The results show that with different datasets, the reliability-based algorithm gives a 

lower error rate. In addition, after three stages, in the first three datasets, it can produce 

denser disparity maps as well. The result for the “Map” dataset is not as dense as the 

other datasets because, as already shown [148], this dataset requires a higher smoothness 

weight than the other three. If the value of X is increased to 4 and the algorithm is run for 

another stage, disparity maps with 76.9% density and 0.17% error rate can be obtained.

The disparity map generated and the corresponding bad pixels for two of the datasets 

are shown in Figure 5-7. The first, second, and third column in the figure show the results 

after each of the three stages, respectively. The results clearly illustrates how weakly 

textured areas are filled up as the discontinuity cost is increased.
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Figure 5-7: Unambiguous stereo matching results.

Using the reliability-based algorithm to generate reliable matches is also efficient. 

The experiments show that the three-stage process normally requires a total of 10~15 

iterations. In practice, the CPU time needed is between 2~5 seconds for each of the above 

datasets. If necessary, the computation time can be reduced at the cost of lowering the 

density or the accuracy of matches by limiting the number of iterations per stage.

I l l
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5*4*3 Multi-view Stereo Matching

Finally, the reliability-based algorithm is tested for the multi-view stereo matching 

problem. Two datasets used by Satoh and Ohta [147] is used in the experiment. Each 

dataset contains 9 images.

Figure 5-8: Trinocular and multi-view stereo matching results.

Figure 5-8(a) and (d) shows the center images of the two datasets used. To evaluate 

the performance of the reliability-based algorithm on trinocular datasets, three of the nine 

source images (center, top, and right) are used as input first. The generated disparity 

maps are shown in Figure 5-8(b) and (d). The algorithm is then evaluated using five 

images (center, top, bottom, left, right), and the results are shown in Figure 5-8(c) and (f).

Table 5-2: Comparison for multi-view stereo matching

# of images # of pairs e(%) E( %) Time (sec)

Reliability-based
3 2 2.03 13.31 2+6

5 4 1.86 12.62 4+11

Stereo by Eye Array 9 8 4.83 23.45 9+0.01

Graph cut
5 4 2.75 6.13 369

5 10 2.30 4.53 837
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The comparison using the first dataset, which has the ground truth available, is shown 

in Table 5-2. In the table, the mismatch rate (E) is defined as the percentage of pixels that 

do not match exactly with the ground truth. The running time is reported in the form: 

matching cost computation time + disparity computation time.

The results of the Stereo by Eye Array approach are based on a local implementation 

using 3x3 matching windows and “new mask” as the detection algorithm. The results of 

graph cut are reported by Kolmogorov and Zabih [85]. In their work, the time is 

measured on a 450MHz UltraSPARC II. It is noteworthy that the same five images are 

used in the graph cut approach as in the reliability-based algorithm, while nine images are 

used in the Stereo by Eye Array approach.

Table 5-2 shows that the results using the reliability-based algorithm have less than 

half of the bad pixels as that using the Stereo by Eye Array approach, even though less 

image pairs are used. In addition, within the reported time, the new approach generates 

the disparity maps for all source images, while the Stereo by Eye Array approach only 

produces the center one. Compared with the results of the graph cut approach, the results 

using the reliability-based algorithm have a slightly lower error rate and a much higher 

mismatch rate. However, it seems the computation cost of the new approach is much 

lower, even though no comparison on the same platform is available.
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Chapter 6 
Rayset Application for Dynamic Scenes

Dynamic IBR is a new research topic on how to generate new videos based on videos 

captured at fixed viewpoints, so that one can observe dynamic events from arbitrary 

viewpoints. Compared with static IBR, it has the following requirements:

•  The capturing process has to be done in real time although the rendering process can 

be done offline.

• The capturing devices cannot disturb people in the scene and cannot change the 

lighting condition in the scene either.

• The rendering process should be automatic. No human interactions should be 

required.

• The rendering algorithm has to deal with a sparse set of viewpoints, which are 

captured by a limited number of cameras.

It is noteworthy that, as a result of the above requirements, most depth capturing 

devices cannot be used in a dynamic scene. For example, a range scanner cannot acquire 

the depth information in real time. The structured light method will change the lighting 

condition in the scene. As a result, it is difficult, if not impossible, to capture accurate 

depth information for dynamic scenes.

Also due to the above requirements, most IBR approaches can hardly be extended to 

dynamic scenes. For example, plenoptic sampling approaches [56, 70, 97, 166] require 

dense samples to produce unlimited novel views. The majority of depth warping 

approaches [115, 125, 133] need accurate depth information. Almost all texture mapping 

approaches [42, 126, 186] involve human interactions or measuring devices to provide
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3D geometric proxies, and all scene morphing approaches [161] involve human 

interactions to provide 2D control information.

In this chapter, a novel rayset-based approach, called camera field rendering, is 

discussed. This approach satisfies the requirements listed above and can therefore be 

applied to dynamic scenes. In the rest of this chapter, the parameterization scheme is 

presented in Section 6.1. Two interpolation techniques are introduced in Section 6.2 and

6.3, respectively. Section 6.4 presents the experimental results for static scenes and 

Section 6.5 presents those for dynamic scenes.

6.1 Camera Field Parameterization

The parameterization scheme used in camera field rendering is discussed in this section. 

The general parameterization scheme is illustrated first, followed by two special cases.

6.1.1 General Parameterization Scheme

In general, a camera field is defined on a surface, called the support surface. Under the 

rayset taxonomy, the parameterization scheme can be defined by the following support 

function:

where F(w,v) is the parametric equation of the support surface,/the focal length of the 

camera, and n(x,y) the unit normal of the support surface at (x,y). The partial derivatives 

are normalized. Subscripts denote the corresponding components.

Obviously, to sample such a rayset, a 2D array of pinhole cameras can be arranged on 

the support surface, and adjusted so that their viewing directions are normal to the

Sjc(M>v,$,f) = F((m,v) 
Sy(«,v,j,/) = Fy(ii,v)
S z(u,v,s,t) = ¥z(u,v)

S g(u,v,s,t) = 0  f  -n(u,v)+s dF(p.g) , df{p,q)
dp dqV

(
dH p,q)  , f 3F(p,q)

v

Equation 6-1: Support function for camera fields.
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support surface. When the cameras are aligned accurately enough, images captured under 

such a setting form a camera field directly. Otherwise, a rectification process may be 

required.

6.1.2 Special Cases

Depending on the scene or object to be sampled, different kinds of support surfaces 

can be selected, e.g. planes, parametric surfaces, or free-form surfaces. In particular, if a 

plane is used, it becomes a planar camera field. The support function shown in Equation 

6-1 degenerates into:

'Sx(«,v,j,f) = FJt(«,v)
S y(u,v,s,t) = Fy(u,v)

■ S z{u,v,s,t) = Fz{u,v)
S* (w, v, s, t) = 6>(/ • n + F(s, t) -  F(0,0))
S^(u,v,s,t) = <p(f • n + F(s,t ) -  F(0,0))

Equation 6-2: Support function for planar camera fields.

where F(w,v) is the parametric equation of the plane and n the normal of the plane.

It is noteworthy that since the camera matrix uses a 2D array of cameras on a plane to 

capture real scenes [146], the datasets obtained naturally form the planar camera field.

Different parametric surfaces, such as a cylinder, a sphere, and a cone, can also be 

used. A cylinder is used here as an illustration. For a cylindrical camera field, the support 

function can be derived from Equation 6-1 or from the geometry directly:

where C is the center of the cylindrical camera field and R the radius of the cylinder. 

When k=0, the cameras face outward and sample the environment. When k=l, the 

cameras face the inside of the cylinder and sample the object as well as the environment 

is behind the object.

S z{u,v, s,t) = C z + v 
S ff(u,v,s,t) = u + arctan(s//) + kn  
S Au,v,s,t) = arctan[ t / J f 2 + s2 1

Sy(u,v,s,t 
S z(u,v, s,t 
S ff(u,v,s,t

-  Cx + R - cos(m) 

= C y + R- sin(w)

Equation 6-3: Support function for cylindrical camera fields.
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Please note that the cylindrical camera field is different from the cylindrical 

panorama. The latter defines the image plane on a cylinder and is a 2D rayset, while the 

former defines the centers of the projections on a cylinder and is a 4D rayset.

6.2 Color-matching Interpolation

First, let us try to interpolate between sparse views without explicit knowledge of depth 

information. The corresponding approach, which searches for a physical point in the 

scene along a testing ray, is discussed in the rest of this section.

6.2.1 The Interpolation Problem

Here the interpolation problem is illustrated using a planar camera field. The problem for 

cylindrical camera field is similar.

m
ST

UV
K+l

Figure 6-1: Interpolation between reference images for planar camera held.

Figure 6-1 shows the cross-section of a planar camera field. Assume that two cameras 

are set up at locations Cu and Cu+\ with their viewing directions perpendicular to the 

support plane (UV). A novel ray, Cm, intersects the support plane at C and the image 

p la n e  (S T ) at m. U sin g  lin ear  in terp o la tion , the illu m in ation  at m is  g iv e n  by:

I = x ( O + x J... (K»)
li M+1 '~u'~'u+\

Equation 6-4: Interpolation on camera plane.

where Iu(x) denotes the intensity of pixel jc in image u.
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Obviously, if the support plane is not sampled densely enough, the interpolation result 

will be blurry because it is obtained by interpolating between physically different points, 

in particular, point L and N, in the scene. As shown in Figure 6-1, the intersection 

between ray Cm and the object is point M, whose projections on image u and image u+ 1 

are p u and p u+\, respectively. Hence, a better result is obtained if these two pixels are used 

for interpolation, i.e.:

1 = x z«ip  «)■+ x / «+i (p u+i )
U U + i  U U + i

Equation 6-5: Interpolation between projections of the same physical point.

Now the question is how to determine the locations of pixel pu and pu+u which are the 

projections of the same point, M, in the scene. In the color-matching interpolation, this is 

done by searching physical points in the scene. First, the following two assumptions are 

required:

• Any point in the scene that is visible from the novel viewpoint is also visible in four 

nearby cameras.

• The projections of the same physical point in the scene should have a higher level of 

color consistency than the projections from different physical points.

If the above assumptions hold, then along the testing ray, the projection of the 

intersection should have the highest level of consistency in color, i.e. have the smallest 

dissimilarity1. Hence, the point on the testing ray, whose projections to nearby reference 

images give the smallest dissimilarity, is the required intersection.

The above assumptions do not always hold in the real world. The first assumption is 

invalid around occluding boundaries in the scene. The second assumption fails for 

regions without textures. However, the experimental results suggest that the presented 

approach is not too sensitive to the violation of the two assumptions.

6.2.2 Matching along Epipolar Lines

Projecting 3D points on the novel ray to reference images involves a lot of computations.

1 The dissimilarity between two pixels is defined as the Euclidean distance between the 

intensities of the pixels in the RGB color space.
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However, based on the properties of the camera field parameterization scheme and the 

epipolar constraint, an efficient search algorithm, which works in the 2D image space, 

can be used. The general searching algorithm is the same even though the equations used 

depend on the format of the support surface. In the following, the planar and cylindrical 

camera fields are discussed first, and then the pseudo-code for the general searching 

algorithm is presented.

As shown in Figure 6-1, the vanishing point for ray Cm on reference image Cu is bu. 

Without loss of generality, it is assumed that the intersection is in front of the focal plane. 

This is definitely true with a real camera since all the real objects captured in the images 

are in front of the camera. For synthetic scenes, however, the image plane must be placed 

carefully to make sure that no virtual object is between the image plane and the center of 

projection.

Under the above assumption, the search is limited to within the interval bum for 

reference image u. In addition, the following can be derived based on similar triangles 

shown in Figure 6-1:

Cm _ mM p um _ bup u
CM CM CUC CJC
Cm _ 1 mM _ t pu+lm _ bu+lPu+l
CM CM CU+1C CCU+1

Equation 6 -6 : Constraint between the projections for planar case.

Now a distance function Eu(pu) is defined as:

E  ( D  ) -  1 -  b u P u

uV CM CuCxC m  

Equation 6-7: Distance function for planar case.

Therefore, if different pixels pu from different reference images u are the projections 

of the same point on the testing ray Cm, the function Eu(pu) must have the same value for 

different u.
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Figure 6-2: Interpolation between reference images for cylindrical camera field.

Similar relations can also be deduced for the cylindrical camera field. Figure 6-2 

shows the projection of a cylindrical camera field on the X-Y plane. Using triangles 

C„CM and CCU+\M the following relations can be derived:

CM _ CJC
sin((;r- a u) /2 - 0U) sin(«rH - 0  + 0„)

CM ___ CC„+1
sin((/r- a u+1 )/2 + 0y+l) sin(arB+1 + 0 -  0U+1)

Equation 6 -8 : Constraint between projections for cylindrical case.

Therefore, Eu(pu) is defined as:

E u  ) = J _  = (_ i
A  u) CM c  c xcos((-i f  au/2  + 0U)

Equation 6-9: Distance function for cylindrical case.

where k is equal to 0 when C is on the right hand side of Cu, and k is equal to 1 otherwise.

As a result, what needs to be done is to simultaneously move the current pixel, pu, 

along the epipolar line and keep Eu(pu) the same for all nearby reference images u. The 

pixels that have the smallest dissimilarity are the projections of the desired intersection. 

In practice, for 2D images, the current pixels for nearby reference images are moved 

along the discrete approximations of the epipolar lines one pixel at a time, while different 

Eu(Pu) are kept roughly the same. This is done by finding the pixel that has the highest 

value of Eu(pu) and by moving it closer to bu. The pseudo-code for this algorithm is
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shown in Figure 6-3.

For each nearby reference image u
Set p[u] = mu, E [u] = Eu ( p u) , Color[u] = Ju(pu);

While ( true ) {
Set mean = weighted-average of Color[u] for different

u;
Set error = weighted-sum of the Euclidean distances 

between Color[u] and mean;
If ( error < min_error )

Update best_match = mean, min_error = error;
Find the image u that has the highest value of E[u];
Move p[u] one pixel closer to the b u;

If ( buPu<0 ) Break;
Update E [u] = Eu ( p u) , Color [u] = Iu(pu);

}

return best_match;

Figure 6-3: Algorithm for color-matching interpolation.

6.2.3 Result of Color-matching

To evaluate the interpolation results, four reference images from the “head and lamp” 

dataset are used here to interpolate the novel view, whose viewpoint is at the center of the 

square that is formed by the viewpoints of the four reference images.

(a) (b)

Figure 6-4: Interpolation results (a) linear (b) color-matching.

Figure 6-4(a) shows the result generated using linear interpolation. Since all reference
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images have equal weights, the generated result is the same as cross-blending the four 

reference images together. Figure 6-4(b) is generated using color-matching interpolation 

and is much sharper.

As shown in Figure 6-4(b), artifacts still exist, mainly because the two assumptions 

are not satisfied. Many details are lost in the rendered image, such as text on the poster 

and highlights on the lamp. This is because of the violation of the second assumption, i.e., 

the projections of a physical point do not have the smallest dissimilar value.

P u + 1 '.
V \  »ST m

UV

Figure 6-5: Incorrect interpolations using color-matching interpolation.

Figure 6-5 uses a planar camera field to illustrate the cause of this problem. As shown 

in the figure, ray Cm intersects the surface at location M, and the projections of M  on the 

two images are pu and p u+\ respectively. Ray Cunu intersects the surface at location N, ray 

Cu+ilu+n intersects the surface at location L, and their intersection, W, lie on ray Cm. In 

cases that the dissimilarity between nu and lu+\ is smaller than that of pu and pu+i, the 

second assumption supposes that there exists a point in the scene at location W, which 

generates the observed projections nu and lu+\. Actually, in the above example, even 

though the two dissimilarities are the same, the false target can still be selected since, as 

compared with M, location W is closer to the viewpoint.

6.3 Disparity-searching Interpolation

Now let us try to solve the above limitation using the depth information estimated in 

Chapter 5. Similar to that is discussed in Chapter 5, the disparity is defined based on the
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inverse distance between the corresponding 3D point and the image plane. In particular, it 

is defined as the following function:

CM

Equation 6-10: Definition of disparity.

where C is the center of projection, m the pixel on the image plane, and M  the 

intersection between ray Cm and the object in the scene.

Since all the intersections are assumed to be in front of the image plane, the legal 

value of disparity with this definition is between zero and one.

6.3.1 Searching Based on Disparities

Suppose relatively accurate disparity information can be obtained. Now, the question is 

how to interpolate multiple images with disparities. Here a backward searching approach 

is presented. In the rest of this subsection, the cases for planar and cylindrical camera 

fields are discussed first, followed by the general searching algorithm.

mST

UV

Figure 6 -6 : Intersection searching using disparity for planar camera field.

Figure 6-6 shows the cross-section of a planar camera field. Suppose it is required to 

determine the intersection of ray Cm with objects in the scene using a known view, 

whose center of projection is Cu. As was mentioned above, the image of intersection M 

lies on segment bum. For any pixel pu on bum, the length of CURU is calculated using the 

following equation:
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Equation 6-11: Distance between viewpoint and testing ray for planar case.

Also, based on the known disparity map, the length of CUSU is given by:

$u(Pu)- C' P" ~ C , S . = C . p . x -  1C.S. ' ■ s.(p.)
Equation 6-12: Distance between viewpoint and surface for planar case.

Now an intersection searching function Fu(pu) is defined as:

F u ( P u ) = C u P u X
1 1

A A
= s { p  ) - ^ lc c

Equation 6-13: Intersection searching function for planar case.

Obviously, if the test ray intersects the surface at location M  and its projection on 

image u is p u, then function Fu(pu) should be zero. Otherwise, Fu(pu)>0 means that the 

intersection with the surface is in front of the intersection with the testing ray, and 

Fu(Pu)<0 means that the intersection with the surface is behind the intersection with the 

testing ray. Therefore, the problem of searching the corresponding point is equivalent to 

the problem of finding the zero-crossing point of Fu(pu). Fu(pu) can be efficiently 

evaluated since it only needs one addition and one division operation.

ST

'm.

UV

Figure 6-7: Intersection searching using disparity for cylindrical camera field.
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A similar function can be found for the cylindrical camera field as well. In Figure 6-7, 

the length of CURU can be calculated by:

£u£u_ -  KPu_ c  R - C d
7 T T T  ~  n n  « “ -  uPu uCURU CUD buPu

Equation 6-14: Distance between viewpoint and testing ray for cylindrical case.

Since

CUC CUD ^ C D -  C „C xcos(a/2 -fl)
sin((;r + a)/2  -  d) s m { n j2 - a  + d) “ c o s (a -0 )

Equation 6-15: Distance between viewpoint and surface for cylindrical case.

Fu(Pu) becomes:

f ( p ) = c f  x p  - W ( p  ) - ^ x . . . c° s(g - g) ,, \P . )  ,P , Ĉ J  A P J  cos(a / 2 _ 0 )

Equation 6-16: Intersection searching function for cylindrical case.

Fu(pu) is not continuous since the disparity function Su(pu) is defined on discrete 

samples. In order to find the zero-crossing point, linear interpolation can be used to 

reconstruct the continuous function. Since linear interpolation will also connect pixels 

that belong to different objects together, it will generate “rubber sheets” in the resulting 

images, in which different objects are stretched inappropriately. The following scenario 

illustrates the cause of rubber sheets.

As shown in Figure 6-8, ray Cm intersects the background surface at location M, 

which is projected at location pu.\ in image C„_i but not visible in image C„. Two pixels nu 

and lu are adjacent to each other in image C„. Ray Cunu intersects the background surface 

at location N, and ray Culu intersects the foreground surface at location L. Under such a 

scenario, Fu(lu)>0 and Fu(nu)<0. Therefore, linear interpolation will give a zero-crossing 

point, which indicates that the intersection is at location W, where W is between N  and L. 

Since location W is closer than location M, the color for ray Cm will be computed by 

interpolating point L and N, which is not correct.
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/  M

ST
Pu-1 m

UV
H-l

Figure 6 -8 : “Rubber sheets” problem caused by linear interpolation.

To remove the rubber sheets effects, a threshold t is defined. Whenever 

I Fu(x)-F„(x+1) | >t, it is assumed that pixels x  and x+1 are the projections of points on 

two different objects. Therefore, no intersection will be computed any more.

The above discussion is for a single reference image. When multiple reference images 

are available, the closest zero-crossing point among different function, Fu(x), for different 

reference image u is determined. The corresponding pixel will be used to color the novel 

ray. In the case when two or more zero-crossing points have the same closeness to the 

center of projection, the final color is produced through weighted-averaging the 

corresponding pixels according to the distances between the reference views and the 

novel view.

It is noteworthy that there is no need, to search for all the zero-crossing points and 

project them back to three dimensions to find which one is closest. It is known that a 

point on Cm that is closer to the center of projection is projected to a pixel that is closer 

to m. Therefore, the current pixel, p u, can be moved along the epipolar line while Eu(pu) is 

kept the same for all nearby reference image u. The first zero-crossing point will be the 

closest intersection. The pseudo-code of the algorithm is shown in Figure 6-9.
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For each nearby reference image u
Set p [u] = mu, E [u] = Eu {pu) , NewF[u] = Fu ( p u) ;

While ( true ) {
Find the image u that has the highest value of E[u];
Set OldF [u] = NewF[u], NewF[u] = Fu {pu) ;
If ( NewF[u]XOldF[u]<0 && abs(NewF[u]-OldF[u])>t )

Return color interpolation between I u ( pu) and
I u ( o l d p u) ;

Set 01dp[u] = p [u ];
Move p[u] one pixel closer to the b u;

If ( bupu<0 )

Return "no intersection found";
}

Figure 6-9: Algorithm for disparity-searching interpolation.

6.3.2 Result of Disparity-searching

The same “head and lamp” dataset is used for evaluation. The disparity information is 

computed using the reliability-based algorithm described in Chapter 5.

-m

(a) (b)

Figure 6-10: Interpolation results (a) disparity-searching (b) combined.

Figure 6-10(a) shows the rendering result of the disparity-searching interpolation. The 

result demonstrates that the details of the scene, e.g. highlights on the lamp and texts on 

the poster, are preserved. However, since a tight threshold is used to remove the “rubber 

sheet” effect, the disparity-searching interpolation fails to find the correct intersections in 

some areas, which are marked by green pixels in Figure 6-10(a).
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The above problem is caused by errors in the disparity maps. The strategy of 

providing a robust rendering algorithm is to combine the two interpolation techniques 

together. That is, try to search for an intersection using the disparity-searching 

interpolation first. If no intersection is found, then use the color-matching interpolation 

instead to find the possible physical point using color consistency.

This strategy is justified by the following observations. Normally the intensity-based 

stereo vision algorithms are prone to error in weakly textured areas. This causes disparity 

maps generated to be rather noisy in these areas. Since a high degree of discontinuity 

exists, the threshold of zero-crossing required by the disparity-searching interpolation 

tends to be larger than the given threshold, and hence, no intersection is found. However, 

in the weakly textured areas, the color-matching interpolation can do a much better job. 

The result of the combined approach is shown in Figure 6-10(b). It shows that a smooth 

and detailed result can be generated.

6.3.3 Computational Cost Analysis

In the following, the computational costs needed for the above discussed interpolation 

approaches are discussed.

For each given ray, only the nearby four reference images are used for interpolation. 

This means that the computational cost is independent of the total number of reference 

images. As a result, both the color-matching and disparity-searching interpolations have a 

time complexity of O(dxrxc), where r and c are the width and height of the image to be 

generated, and d  is the difference between the minimum and maximum disparities of 

neighboring reference images.

Obviously, the more densely the rayset is sampled, the smaller is the value of d. 

When the dataset sampled by the light field is used, where d is close to 1, the speed of the 

algorithm is close to that of the light field rendering approach. With the value of d 

increasing, the cost of computations increases linearly, but the cost of sampling decreases 

quadratically. In addition, as the value of d increases, the directional sampling rate is 

reduced. This is a justified action when the scene consists of diffuse objects. However, 

when highly reflective surfaces exist in the scene, the highlights and reflections may not 

be reproduced very well. Therefore, it is also a tradeoff between data size and image
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quality.

In practice, for the above “head and lamp” dataset, whose image resolution is 

384x288 and maximum disparity is 14, the current implementation takes 0.2-0.4 second 

to render a frame (256x256 in size) on a 1.6GHz Pentium 4 PC running Windows 2000. 

Since the current implementation does not utilize any hardware acceleration and is not 

optimized, there is still room for improvements.

6.4 Experimental Results on Static Scenes

Before the algorithm is applied to dynamic scenes, it is evaluated using two static ones. 

The experiments conducted using these two scenes are given below.

6 .4 .1  P la n a r  C am era F ie ld  In terp o la tio n

The “Santa Claus” dataset, which is captured by Yuichi Ohta at the University of 

Tsukuba using a camera matrix, is used as a planar camera field. The original dataset 

contains 9x9 images with 640x480 resolution. To remove the black borders in the 

original images, the canvas size is reduced to 636x472.

(a) (b) (c)

(d) (e) (f)

Figure 6-11: Interpolation results for the “Santa Claus” planar camera field.

Four reference images, whose coordinates are (3,3), (3,5), (5,3), and (5,5) in the
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dataset, are used to interpolate the in-between view, i.e., the reference image, whose 

coordinates are (4,4) in the dataset. As a result, this reference image, shown in Figure 

6-11(a), can be used as a ground truth to evaluate the rendering results. Since the baseline 

between neighboring reference image is very large (102 pixels, nearly one sixth of the 

image width), the linear interpolation method, as shown in Figure 6-11(b), gives a very 

blurry result. The result generated by the color-matching interpolation, shown in Figure 

6-11(c), is sharp and smooth. However, closer inspection shows artifacts in areas around 

the mouth and the right eye. In addition, details on the hat of the Santa Claus and on the 

wall are lost. Figure 6-11(d) shows the result of the disparity-searching interpolation, by 

which the artifacts are removed and the details are preserved. The green pixels in Figure 

6-11(d) are areas where no intersections are found. In the combined approach, shown in 

Figure 6-11(e), these areas are filled in by the color-matching interpolation. The absolute 

difference between the result of the combined approach and the ground truth is shown in 

Figure 6-11(f). The darker the area the larger is the error. One can see that the error is 

quite small.

6.4.2 Cylindrical Camera Field Interpolation

Since no cylindrical camera field for real scenes is available, an architectural model, 

which contains many fine details, is used to generate a cylindrical camera field. 72x10 

images are used to sample the cylinder, resulting one reference image per 5 degrees in the 

horizontal direction. This is a very sparse sampling scheme as compared with the light 

field approach, in which 32x32 images are used to sample a 45x45 degree area of the 

“Buddha” model, and with the concentric mosaics, which sample 20 concentric circles in 

3000 angular directions, resulting in one sample per 0.12 degrees in the horizontal 

direction.

Figure 6-12 shows the results of the algorithm using the synthetic camera field. The 

disparity information of the scene is obtained during the rendering process, and therefore, 

is accurate. Figure 6-12(a) shows the in-between view interpolated using linear 

interpolation. The result of the color-matching interpolation is shown in Figure 6-12(b). 

Artifacts show up near the boundary, and details, such as the frames for the windows and 

textures on the lawns, are lost. Figure 6-12(c) shows the “rubber sheet” artifacts of the

130

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



disparity-searching interpolation when no threshold is used. As shown in Figure 6-12(d), 

these artifacts are removed after the threshold, f=0.1, is used.

(d) (e) (f)

Figure 6-12: Interpolation results for a cylindrical camera field.

For comparison, the geometry-based rendering result for the in-between viewing 

position is also computed and is used as the ground truth, shown in Figure 6-12(e). The 

absolute difference between the camera field rendering result and the ground truth is 

shown in Figure 6-12(f). Even though Figure 6-12(f) shows large errors around the edges 

of surfaces, closer inspection indicates that these fine details do show up in Figure 

6- 12(d). The errors are actually caused by the interpolation, which tends to blend the 

edges.

6 .4 .3  C om p arison  w ith  D yn am ic R ep a ra m eter ized  R en d er in g

The above experiments show that, when the scene is sparsely sampled and there is no 

geometric information available, the rendering results will be very blurry. As it is 

reviewed before, the dynamic reparameterized rendering approach has tried to solve this 

problem by introducing a focal plane as additional geometric information. Here, an 

experiment is conducted to compare this approach with the camera field rendering.
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Figure 6-13: Comparison with dynamically reparameterized light field rendering.

In this experiment, all 9x9 reference images from the “Santa Claus” dataset are used 

to render arbitrary novel views. The rendering results for three camera positions are 

shown in Figure 6-13. In the figure, images in the first column are generated using the 

camera field rendering approach, and the rest are generated by the dynamic 

reparameterized rendering approach. The focal plane is set at the center of the Santa 

Claus for images in the second column, and is set at the location of the wall for those in 

the last column.

The results show that the camera field rendering approach can produce sharp 

rendering results for the whole scene in all these views. Since only sparsely sampled 

dataset is available, the rendering results generated by the dynamic reparameterized 

rendering approach have very limited depth of field. When the focal plane is set at the 

location of the wall, the Santa Claus is completely out of focus. Even when the focal 

plane is set at the center of the Santa Claus, where the eyes are, other parts of the Santa 

Claus, such as the hands and the boundary of the hat, are still out of the focus.
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6 .4*4 R o b u stn ess  E v a lu a tio n

Finally, the robustness of the algorithm is evaluated using inaccurate disparity maps as 

input. Here, the Stereo by Eye Array approach is used to generate disparity maps for all 

reference images.

(a) (b) (c)

Figure 6-14: Rendering results using relative noisy disparity maps.

Figure 6-14(a) shows the disparity map for one of the reference images. It contains 

more errors than to the one generated by the reliability-based algorithm, shown in Figure 

5-8(1). As shown in Figure 6-14(b), the disparity-searching interpolation can detect most 

of the errors. The pixels affected, shown in green color, are left unrendered and filled 

using the color-matching interpolation. As a result, the combined approach, shown in 

Figure 6-14(c), produces reasonably good results. This experiment suggests that the 

camera field rendering approach is not very sensitive to noise in the disparity maps 

provided.

On the other hand, it is noteworthy that the relatively accurate disparity maps 

provided by the reliability-based algorithm do help to remove errors in the rendering 

result. Comparison between Figure 6-14(c) and Figure 6-11(e) shows that many artifacts 

around the hat and the dress of the Santa Claus are removed when accurate disparity 

maps are used.

6.5 Experimental Results on a Dynamic Scene

In this experiment, 16 Sony TRV120 digital camcorders are used to record a dynamic 

scene on tapes. The DV formatted videos are later transferred into a computer offline 

through the FireWire interface.
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(a) (b)

Figure 6-15: Experiment setup for dynamic IBR.

The dynamic scene captured is a ping pong action in a school gymnasium in 

Saskatoon. The scene, as shown in Figure 6-15(a) contains patterns on both the floor and 

the wall, which are later used for image rectification. As shown in Figure 6-15(b), sixteen 

camcorders are mounted on four custom made camera stands. The positions of the stands 

are equally spaced manually, and so are the positions of the camcorders on the stands. As 

a result, the centers of projections for different camcorders are equally spaced in both 

horizontal and vertical directions, even though the horizontal and the vertical baseline 

may not be the same. The camcorders are controlled by a single remote control, through 

which one can change the zoom lens and switch the recording on and off.

6 .5.1 Cam era C alibration

The camcorders are calibrated before the experiment. The calibration approach proposed 

by Zhang [191] is applied, which can give both the intrinsic and the radial distortion 

parameters. To use this approach, a checkerboard pattern is printed on a cardboard using 

a plotter. Images of the pattern under different viewing directions are taken using the 

camcorders. The comers in the pattern are detected, and the software provided by Zhang 

[192] is then used to calculate all the parameters.

The calibration results show that the parameters for different camcorders are similar. 

Therefore, a single set of parameters are used for all the camcorders in the experiment. 

The values of these parameters are listed in Appendix B.
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(a) (b)

Figure 6-16: Radial distortion correction.

Figure 6-16(a) shows the checkerboard pattern captured by one of the camcorders. A 

slight barrel distortion is visible in the figure. The distortion is correctly removed in 

Figure 6-16(b) using the estimated parameters.

6.5.2 Video Synchronization

Through the experiment, it is found that the remote control can make different 

camcorders start recoding at roughly the same time, but not accurate enough for this 

work. To solve this problem, the captured videos are synchronized manually during the 

de-interlacing process.

The camcorders used capture the scene into NTSC videos. A NTSC video has 30 

frames per second1. A frame is divided into two fields, each of which contains every 

other horizontal line in the frame. The field that contains the topmost scan line in the 

frame is called the upper field, and the other one is called the lower field. Since the two 

fields are captured at different times, horizontal streaks will show up around the 

boundaries of fast moving objects when the whole frame is displayed. To completely 

remove the interlacing effect, one of the two fields is discarded.

In the manual synchronize process, a synchronization event is chosen first. The field 

that contains a frame closer in time to the synchronization event is kept, while the other is 

thrown away. Since there are 60 fields per second, this manual synchronize process 

ensures that the synchronization error is less than l/60th seconds.

The resolution of the original DV video is 720x480. After de-interlacing, the

1 To be precise, the frame rate of NTSC standard is 30x1000-^1001-29.97.
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resolution drops to 720x240. In order to provide correct aspect ratios, the videos are 

resized to 320x240. The radial distortion correction is then applied to the resized images. 

Please note that the distortion correction cannot be performed before the de-interlacing 

step since, otherwise, it will mix pixels from different fields together.

Figure 6-17: Synchronized frames in captured videos.

The synchronization event used in this experiment is that the ping pong ball touches 

the bat of the player in dark cyan t-shirt. Figure 6-17 shows the fields (after resizing) used 

for different videos that are that closer to this event. The figure also indicates that views 

observed by different cameras differ a lot.

6 .5 .3  Im age R ectifica tio n

Using the camera mounting stands, it is possible to keep the centers of projections for 

different views equally spaced. However, the viewing directions of different camcorders 

may not be parallel to each other. Therefore, in order to satisfy the constraints for both 

the planar camera field rendering approach and the reliability-based stereo algorithm,
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image rectification is needed to adjust the viewing directions.

Image rectification has been extensively investigated in computer vision. However, 

most of the proposed approaches study how to align two or three views [7, 54]. 

Therefore, they cannot be directly applied to adjust the view directions for all sixteen 

views, whose centers of projections are assumed to be lined up already. In this 

experiment, a rectification process based on vanishing points is applied.

(a) (b)
Figure 6-18: Image rectification using vanishing points.

Figure 6-18(a) shows the scene captured by one of the camcorders after radial 

distortion correction. The response after applying the Sobel operator is shown in Figure 

6-18(b). The line features used are also shown in Figure 6-18(b) as green and red lines. 

These features form two sets, each of which consists of parallel lines. The vanishing point 

for each set is estimated using the least squares technique. Obviously, vanishing points 

close to infinity cannot be expressed in the image plane very well. Therefore, they are 

expressed as points on the Gaussian sphere, which is the unit sphere centered at the center 

of projection of the camera [8].

For a given reference view, assume that the center of the projection is C, the 

vanishing points calculated using the red parallel lines is Vo, and that calculated using the 

green parallel lines is Vi. The new coordinate system is defined such that the z-axis points 

to Vo and the x-axis is on the plane CVoVi. The rotation matrix needed for this reference 

view can then be calculated. Since the vanishing points are invariants, after rotation, the 

view directions for different reference views are parallel to each other.
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Figure 6-19: Different views after rectification.

The synchronization frames from different videos after rectification are shown in 

Figure 6-19. In the image, green denotes pixels that are mapped to outside of the original 

views.

6 .5 .4  D isp a r ity  P re-ca lcu la tio n

Compared with the “head and lamp” and “Santa Claus” datasets, which are captured by 

the camera matrix, the ping pong dataset is much more challenging for accurate stereo 

matching. This is due to the following reasons:

• Images captured by the camcorder are much noisier due to both CCD sensor quality 

and DV compression applied.

• The white balance for different camcorders is different, resulting in the colors of the 

same object to differ a lot in different videos.

• The videos are not exactly synchronized, causing the 3D positions of fast moving 

objects captured by different camcorders to be different.
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• The camera stands may not align all the centers of projections exactly such that they 

are equally spaced and on the same plane.

(a) (b) (c)

Figure 6-20: Disparity maps calculated using different algorithms.

For example, Figure 6-20(a) shows the result generated for one of the center views 

using the Stereo by Eye Array approach. Many errors appear in this disparity map and, 

due to a low signal-to-noise ratio, the player in black t-shirt is not distinguishable with the 

background. As shown in Figure 6-20(b), the result generated by the reliability-based 

algorithm is more promising, even through solutions are not provided in some areas 

(shown in white) due to low reliability. These areas could be filled using heuristic 

approaches, such as the median filter used in Chapter 5. However, as shown in Figure 

6-20(c), simple heuristic filling will introduce additional errors, such as in the area 

around the rightmost person’s head.

A better way to solve the problem is to leave the disparities for these areas 

unassigned. The result is that the disparity-searching interpolation will not be able to find 

intersections for certain areas due to missing disparity information. However, the color- 

matching interpolation is unaffected. Therefore, the rendering results generated by the 

combined approach are likely to be better than using complete but incorrect disparity 

maps.

Figure 6-21 shows the disparity maps calculated for different views. It is noteworthy 

that the disparity maps at the boundary have more low reliability areas than those in the 

center. This is because only two or three neighboring views are available when 

calculating boundary disparity maps, while four neighboring views are available when 

calculating the center disparity maps.
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Figure 6-21: Disparity maps calculated for different views.

6 .5 .5  R en d er in g  R esu lts

In this subsection, the rendering result for the synchronized frame is shown first, 

followed by the results at different time stamps.

Figure 6-22 shows the results generated through interpolating the four views in the 

center. Figure 6-22(a) is generated using linear interpolation, which shows that the nearby 

four views differ a lot. Figure 6-22(b) and (c) are generated using dynamic 

reparameterized rendering technique by focusing on the player in the white and the black 

t-shirt, respectively. The results indicate that due to the sparse sampling rate used, the 

depth of field is very limited. Figure 6-22(d) and (e) are generated by the color-matching 

and the disparity-searching interpolations, respectively. It is noteworthy that some areas 

in Figure 6-22(e) are left unrendered due to the missing information in the input disparity 

maps. Finally, Figure 6-22(f) shows the result of combined approach, which gives 

reasonably good results on details such as patterns on the floor and textures on the wall.
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(a) (b) (c)

(d )  ( e )  (f)

Figure 6-22: Interpolation results using different approaches.

The rendering results for different time stamps are shown in Figure 6-23. The results 

show that the algorithm is able to correctly handle occlusions when the player in dark 

cyan t-shirt walks in front of the other two.

Figure 6-23: Different frames in the generated video.
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Chapter 7 
Conclusion and Future Work

Image-based modeling and rendering is an exciting and challenging topic, which links the 

domains of traditional computer graphics and computer vision. For instance, it involves 

both scene reconstruction, which is a vision problem, and novel view generation, which is 

a graphics problem.

This dissertation investigates problems in the IBR area from the graphics as well as 

from the vision perspective. On the computer graphics side, several novel IBR techniques 

are developed, including one approach that is suitable for handling dynamic scenes. On 

the computer vision side, a novel stereo vision algorithm is presented, which can generate 

reasonably accurate disparity maps even for challenging datasets.

In the rest of this chapter, the contributions of this dissertation are discussed first, 

followed by limitations and possible future works.

7.1 Contributions

The main contributions of this research include: the rayset taxonomy, the reliability-based 

stereo vision algorithm, and the dynamic scene rendering technique.

7.1.1 Rayset Taxonomy

First of all, the rayset is a new concept. Comparing with images, the rayset concept 

explicitly defines the mapping relation between the parameter space and the ray space. 

Conventional approaches either ignore this mapping relation or define it implicitly. In the
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latter case, the mapping relation is usually specified using internal and external 

parameters of the camera. Furthermore, raysets can be defined in a high-dimensional 

parameter space, which is another extension to conventional 2D images.

Comparing with the plenoptic model, the rayset concept separates the mapping from 

the ray space to the attribute space into two separate mapping relations. The first mapping 

relation defines how the ray space is sampled, while the second defines the sampling 

result. Such a separation introduces flexibilities. For example, changing the support 

function without altering the attribute function can produce the effect of distorting the 

scene. On the other hand, keeping the support function unaffected and changing the 

attribute function gives the effect of changing the appearance of objects in the scene.

The rayset is also a taxonomy that can be used to classify existing IBR techniques. 

Under the rayset taxonomy, the scene representation technique is separated from the 

scene reconstruction technique. With respect to scene representations, they are classified 

into planar images, non-planar images, and high-dimensional representations. Similarly, 

scene reconstruction techniques are classified into plenoptic sampling, depth warping, 

texture mapping, and scene morphing. The above classifications demonstrate the relations 

among different approaches. Therefore, the rayset taxonomy is a useful tool in 

understanding of techniques developed in the IBR area as well as in developing new 

techniques.

7.1.2 Novel Stereo Vision Algorithm

Depth or disparity information is very helpful in reducing the sampling density 

requirement. To estimate accurate disparity information based on different views, a novel 

stereo vision algorithm is designed.

Most previous stereo vision approaches rely on the smoothness constraint to remove 

mismatches, which will also remove some details. To address this problem, a new 

reliability measure is introduced. The measure is defined based on the cost difference 

between the best alternate path and the path under use and can therefore be employed in 

general dynamic programming approaches. Using the reliability measure to remove 

mismatches gives better results than using the smoothness constraint since fine details 

with enough reliability can be preserved.
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The strong and the weak consistency constraints are also defined by re-formulating 

and extending the commonly used consistency check. These constraints are used to filter 

out potential mismatches. Since the weak consistency constraint explicitly models the 

visibility in the image space, it can be applied to both occluded areas and areas that 

contain thin foreground objects.

When integrating the reliability thresholding process and the consistency constraints 

through relaxation, one can choose to increase the discontinuity cost gradually. 

Consequently, matches of the most distinct features are confirmed first. Those in noisy 

and textureless areas will not be accepted until there are enough supports from 

neighboring matches. This gives the effects of automatically adjusting the smoothness 

weight at different regions of the image. Basically, the higher the signal-to-noise ratio of 

a region, the sooner the matches in the region will be confirmed, resulting in a smaller 

discontinuity cost to be applied in the region. As a result, smooth and detailed disparity 

maps can be generated.

7.1.3 Dynamic Scene Rendering Technique

While different views of static scenes can be captured by moving a single camera, the 

views of dynamic scenes must be captured by separate physical cameras. The number of 

views is limited by the number of cameras available, and more importantly, the sampling 

density is limited by the size of the cameras used. As a result, dynamic IBR techniques 

must deal with sparsely sampled datasets. A plenoptic sampling based approach for a real 

dynamic scene is not practical.

To address the issue of blurry results produced by simple interpolation when only 

sparse samples are available, two novel interpolation techniques are presented. The first 

one, the color-matching interpolation, does not require explicit depth information. For 

any given testing ray, it searches for a possible physical point along the testing ray using 

color information of nearby reference images. If more than one point is found, the one 

closest to the center of projection is used. This approach is robust, but it may give 

incorrect interpolation result when two assumptions are not satisfied.

The second technique, the disparity-searching interpolation, employs the calculated 

disparity maps for the reference images. A backward searching process is used to find the
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closest intersection between the testing ray and the disparity surface defined by the 

nearby reference images. This approach can generate correct results even when 

occlusions exist. However, it may give holes when the calculated disparity maps are 

noisy.

The two interpolation techniques are combined together to provide a robust rendering 

algorithm is to combine. That is, try to search for an intersection using the disparity- 

searching interpolation first. If no intersection is found, then the color-matching 

interpolation is used to fill the hole. This strategy works very well since most intensity- 

based stereo vision algorithms are prone to error in textureless areas, the area that the 

color-matching interpolation can do a very good job.

Both the color-matching and disparity-searching interpolations are backward 

rendering techniques. Comparing with the forward rendering techniques [154, 155], they 

have the advantages that there is no need to reproject all the samples and to fill the Z- 

buffer.

7.2 Future Work

There is much future work to be done, mostly in the dynamic IBR area. In this last 

section, two major possible future research directions are discussed.

7.2.1 Stereo-Motion Analysis

As shown in Section 6.5, when handling dynamic scenes, the geometric information is 

estimated using the reliability-based algorithm discussed in Chapter 5. The disparity map 

calculation is done in a per frame basis, and therefore, the temporal coherence between 

adjacent frames is ignored. Obviously, this coherence can be employed to remove 

ambiguities and to detect potential mismatches.

The temporal coherence is studied in the computer vision area as the motion 

estimation problem, which is similar to the problem of the stereo vision since both are 

matching problems. However, instead of matching among images taken at different 

locations, motion estimation matches among images taken at different time. For dynamic 

IBR, since multiple video sequences are available, it is possible to combine stereo and 

motion techniques. Such a fusion, i.e., the stereo-motion analysis, makes it possible to
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estimate the 3D motion of objects in the scene.

The idea of using the reliability measure in disparity calculation can be extended to 

stereo-motion analysis as well. Currently, disparity maps for different views are 

calculated simultaneously and the consistency constraints are used to detect inconsistency 

between disparities assigned to different views. It is also feasible to match between 

images taken at adjacent time stamps and compare the disparities assigned to pixels 

involved in the match. If the two disparities differ a lot, it is highly possible that one or 

both pixels have incorrect disparity assigned.

7.2.2 Unstructured Camera Rendering

One major limitation of the camera field rendering approach is that it requires the images 

be captured using a pre-defined structure. Hence, the cameras must be aligned on a plane 

or on a parametric surface, such as a cylinder. This makes the setup of the system 

somewhat difficult.

The concepts of the two interpolations approaches using in the camera field rendering 

approach can be applied to arbitrary camera setting as long as the positions and 

orientations of the cameras are known. Hence, it is theoretically feasible to extend the 

camera field rendering to unstructured views. Assume that the cameras are fully 

calibrated, the epipolar line can be determined first, and then the suitable pixel along the 

epipolar line can be located. What needs to be done is to derive the distance function, E, 

and intersection searching function, F, for the general case.

The temporal coherence that exists in video sequences can also be utilized in the 

rendering process. In camera field rendering, different frames in the videos are rendered 

independently. Obviously, less computation is required if only the moving parts of the 

scene are re-rendered. Such an acceleration approach will be practical if the stereo- 

motion analysis approach can provide accurate information about the locations and 

movements of moving objects in the scene.
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Appendix A: 
Reliability and Approximated Reliability

This appendix proves that the difference between the reliability and the approximate 

reliabilities of given match is no larger than the value of the discontinuity penalty.

Lemma: Under reliability-based algorithm, assume that the minimum-cost path

passes match <p,d>, the following inequalities hold: R ’(p,d)-X<R(p,d)<R'(p,d)+X.

As shown in Figure 5-3, without loss of generality, we assume the minimum-cost 

path is ia. First, we consider the situation that the disparity on the minimum-cost path 

changes at the end of the segment, such as what happened at pixel y in Figure 5-3, where 

the disparity is c at pixel y  and is k at pixel y+1. The cost of path ka can then be 

calculated using C(£a)=S[z,a]-S[y,c]-/l. We know that ka must be the minimum-cost path 

for segment [y+l,z]. This is because if there were another path mn with a lower cost, path 

icmn should have been the minimum-cost path for the whole scanline.

Obviously, when d-k, the minimum-cost path that does not use matches on ec has the 

smallest cost, which is S[y,J]+C(^a)=S[y,J]+S[z,a]-S[y,c]-A. Therefore, the reliability R 

of any match on ec is not smaller than R'-X. On the other hand, even when dfk,  we can 

still use path iedka as one of the paths that does not use matches on ec. The cost of iedka 

is S[y,cO+A+C(^a)=S[y,<i]+S[z,a]-S[y,c]. Therefore, the reliability R of any match on ec is 

not larger than R'.

N o w  le t  us co n sid er  the situation  that the d isparity  on  the m in im u m -co st path d o e s  not

change at the end of the segment, such as what happened at pixel x  in Figure 5-3, where 

the disparities are e for both pixel x  and x+1. The cost of the path ea can then be 

calculated using C(ea)=S[z,a]-S[x,e]. Now we assume the minimum-cost path for 

segment [x+l,z] is mn. We have C(mn)>C(ea)-X, since otherwise the minimum-cost path
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for the whole scanline should have been iemn.

Obviously, when f=m, the minimum-cost path that does not use matches on ge will 

have the smallest cost, which is S[x/|-i-C(mn)>=S[x/l+C(ea)-l=S[jc/|+S[z,a]-S[x,g]-A. 

Therefore, the reliability R of any match on ge is not smaller than R'-X. On the other 

hand, we can always use path igfea as one of the paths that does not use matches on ge. 

The cost of igfea is S[xf\ +X+C(ea)=S[xf]-bl-l-S[z,a]-S[x,e]. Therefore, the reliability R of 

any match on ge is not larger than R'+X.

As a result, for both situations, we have R'-X<R<R’+X. m
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Appendix B: 
Estimated Parameters for Camcorders

This appendix gives the parameters for the Sony TRV120 digital camcorders. The 

parameters estimated include the intrinsic parameters and the radial distortion parameters.

The five intrinsic parameters form the following matrix, which projects a 3D point to 

2D image plane:

a  y  u0

0 P v0 
0 0 1

The estimated values for these parameters are:

a fi y U q Vo

796.58 812.23 -0.43766 321.26 233.78

Two parameters, K\ and k2, are used to model the radial distortion. Their estimated 

values are:

K\ k2

-0.26722 0.36963

Correspondingly, the distortion correction can be performed using the following 

equation:

r — r(l + /r,r2 + K2rA )M '  1 2

where, r and r' are the radius of a pixel to the center before and after the correction, 

respectively. For a given pixel (x,y), its radius r  is calculated using:

r  = x  — Uq 
a

+
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