
Permission is hereby granted to the University of Alberta Libraries to reproduce single copies of this thesis  
and to lend or sell such copies for private, scholarly or scientific research purposes only. Where the thesis is  

converted to, or otherwise made available in digital form, the University of Alberta will advise potential  
users of the thesis of these terms. 

 
The author reserves all other publication and other rights in association with the copyright in the thesis and,  

except as herein before provided, neither the thesis nor any substantial portion thereof may be printed or  
otherwise reproduced in any material form whatsoever without the author's prior written permission. 

 

 
 

 
 

University of Alberta 
 
 

Comparing Performance Across Test Administration Modes In a Large-Scale 
Testing Environment 

 
by 
 

Deanna Lynn Shostak 
 
 
 
 

A thesis submitted to the Faculty of Graduate Studies and Research 
in partial fulfillment of requirements for degree of 

 
  

 
Master of Education 

 

in 
 

Measurement, Evaluation and Cognition  
 
 

Department of Educational Psychology 
 
 
 
 
 

© Deanna Lynn Shostak 
Spring 2014 

Edmonton, Alberta 
 

 



COMPARING PERFORMANCE ACROSS TEST ADMINISTRATION MODES IN A 
LARGE-SCALE TESTING ENVIRONMENT                                                                             

Abstract 

The purpose of this study was to complete a secondary analysis of the data collected for a 

Mathematics 30-2 field test to examine the comparability of the psychometric properties and the 

students’ scores for a computer-based and paper-and-pencil form of the same test.  A computer 

familiarity survey was used to explain any possible differences between the two samples.  A total 

of 252 students responded to the paper-and-pencil field test and 378 students responded to the 

computer-based field test.  At the item level, only one item (numerical-response item 3) had a 

statistical difference in difficulty with a moderate effect size.  At the test level, the effect sizes 

for the main effects and interactions that were significant (response mode-by-test mode 

preference, response mode, test mode preference) were all small.  There were very few 

significant differences in the responses to the computer familiarity survey. Implications for 

practice and recommendations for research are provided.  
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Chapter 1 

Introduction 

Two examinees of equal ability are writing a large-scale test.  One is writing the test in a 

paper-and-pencil booklet while the other is writing the same test in a digital format.  While the 

questions themselves are the same, are the scores of the two students the same?   

Background 

Many large-scale testing programs have either implemented computer-based tests or are 

exploring the possibility of implementing them.  While the onset of computerized testing began 

in the 1970’s (Drasgow, 2002), the use of computerized testing has increased markedly since the 

implementation of No Child Left Behind in the United States as states looked at new ways of 

measuring student performance more efficiently (Kim & Huynh, 2007; Way, Lin, & Kong, 

2008).  In the fall of 2010, the U.S. Department of Education announced that the SMARTER 

Balanced Assessment Consortium (SBAC) and the Partnership for the Assessment of Readiness 

for College and Careers (PARCC) were awarded Race to the Top grants to develop new digital 

assessments for the Common Core Standards (U.S. Department of Education, 2010).  In Canada, 

provincial education departments are also looking at transitioning to computerized assessments.  

In particular, Alberta plans to begin piloting a new system for the digitization of diploma 

examinations in 2014/2015, with all diploma examination sessions being offered electronically 

by the fall of 2017 (Alberta Education, 2013a).   

As more paper tests were converted to computerized versions, various professional 

testing organizations began publishing standards and guidelines for computer-based tests so that 

sound practices could be established.  In 1986, the American Psychological Association (APA) 

published The Guidelines for Computer-Based Tests and in 1999 the Standards for Educational 
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and Psychological Testing were jointly published by the American Educational Research 

Association (AERA), American Psychological Association (APA), and the National Council of 

Measurement in Education (NCME).  Guidelines for computer-based tests were also established 

by The International Test Commission (2005).  All of these publications clearly address the 

importance of comparability between scores on a paper-and-pencil test and scores on a 

computer-based version of the same test; test delivery mode should not affect examinee 

performance.   

Computerizing a paper-based test does not necessarily result in an equivalent test, so 

scores from the two versions may not be comparable (Arce-Ferrer & Guzman, 2009; Mazzeo & 

Harvey, 1988; Mead & Drasgow, 1993; Paek, 2005; Pommerich, 2004; Wallace & Clariana, 

2005).  Performance may be affected by computer experience, gender, and age (Collerton et al., 

2007; Grignon et al., 2009; Parshall & Kromrey, 1993).  Test-taking strategies may differ across 

modes (Murphy, Long, Holleran, & Esterly, 2000) or a different “response action” may be 

required to answer the item on the paper-and-pencil version than on the computer-based version 

(Sireci & Zenisky, 2006).  Despite these findings, many states and provinces have found that not 

all schools have the necessary infrastructure and equipment to offer online testing to all students, 

so paper and online versions of the same test are typically offered side-by-side (Way, Lin, & 

Kong, 2008).  

Potential Benefits of Computer-based Testing   

The potential benefits of computer-based tests include cost savings related to printing and 

shipping the tests to schools, quicker turnaround of results, more flexibility for administration, 

and enhanced security (Drasgow, 2002; Pomplun, Frey, & Becker, 2002).  Cost-benefit analyses 

have found that computer delivery is less costly and more efficient than paper-and-pencil 
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delivery (Zenisky & Sireci, 2002).  Item and test development may be easier and more efficient 

(Bejar et al., 2003), and scoring constructed responses may be done more efficiently using 

distributive scoring (Way, Vickers & Nichols, 2008; Zhang, Powers, Wright, & Morgan, 2003) 

or computerized scoring (Williamson, Mislevy, & Bejar, 2006).  The possible inclusion of 

innovative item formats made possible in a computer environment may more fully measure a 

construct (Way, Davis, & Fitzpatrick, 2006), which may improve reliability and enhance the 

validity of large-scale assessments (Zenisky & Sireci, 2002).  For example, dynamic stimuli, 

such as audio, may more readily be incorporated into a computer-based test than into a paper-

and-pencil test, thereby allowing for expanded measurement of constructs that are best presented 

auditorily (Bennett et al., 1999).  Likewise, students’ cognitive, psychomotor, and affective 

characteristics may be detected and recorded on a computer-based test but not as easily on a 

paper-and-pencil test (Csápo, Ainley, Bennett, Latour, & Law, 2012).   Additionally, surveys 

have empirically shown that many students enjoy online testing, feel comfortable in a computer-

based testing environment, and tend to prefer computer-based tests over paper-and-pencil based 

tests (Glassnapp et al., 2005; Way et al., 2006). 

Issues Associated with Computer-Based Tests 

Although, as mentioned in the preceding paragraph, there are benefits of computer-based 

testing, there are still issues that must be addressed and resolved before moving to only 

computer-based testing.  Basic technological applications are available, but their effective 

application into everyday educational practice must be closely examined so that their features are 

consistent across applications, educationally optimized, and systematically introduced (Csápo, 

Ainley, Bennett, Latour, & Law, 2012).  Innovative item formats have the potential to change the 

nature of the construct being measured, which affects comparability when measuring change 
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across years (Rowan, 2010), and further research must be done to determine how data collection 

with these new instruments affects reliability and validity (Csápo et al., 2012).   

Although many believe that computer-based tests are less expensive and more secure 

than paper-and-pencil tests (Arce-Ferrer & Guzman, 2009; Drasgow, 2002; Higgins, Russell, & 

Hoffman, 2005; Pomplun & Custer, 2005; Pomplun et al., 2002; Wise & Plake, 1990; Zenisky & 

Sireci, 2002), there are in fact additional costs associated with security, test development, and 

maintenance costs (Foster, 2004; Maynes, 2009).  Further, as on-demand computer-based tests 

gain in popularity, there is greater likelihood that test items may be stolen (Maynes, 2009).   

Computer familiarity may influence student performance (Collerton et al., 2007; 

Hargreaves, Shorrocks-Taylor, Swinnerton, Tait, & Threlfall, 2004; Russell, Goldberg & 

O’Connor, 2003).  The  National Assessment of Educational Progress (NAEP) Math Online 

(MOL) study, which was the most comprehensive study on the role computer familiarity plays 

on student performance, revealed that while the number of students lacking computer familiarity 

was insignificant, familiarity with computers did affect performance on an eighth grade 

mathematics test (Bennett et al., 2008; Sandene, Bennett, Braswell, & Oranje, 2005).  If 

computer familiarity is required to complete a computer-based test, but is not part of the 

construct being measured, it is recommended that testing programs develop online help, 

instructions, and tutorials so that construct irrelevant variance due to the lack of computer 

familiarity is not introduced (Parshall, Spray, Kalohn, & Davey, 2002).    

The Alberta Context 

Currently, the Assessment Sector, Alberta Education, develops and administers 

provincial achievement tests at grades 3, 6, and 9, and diploma examinations at the end of most 
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grade 12 courses.  The majority of these provincial tests and examinations are currently offered 

in paper-and-pencil format.   

In preparation for computerized testing, Alberta Education, in partnership with 

Respondus, Inc., developed Quest A+ as a production pilot to inform the design of future digital 

provincial assessment systems in Alberta.  Since 2008, Quest A+ has been used on a limited 

basis to administer some machine-scored and written-response provincial achievement tests 

(PATs) as well as some Humanities written-response diploma examinations (Dan Karas, Exam 

Administration Director, Assessment Sector, Alberta Education, personal communication, 

November 27, 2012).  In January and June 2013, over 5,400 secure provincial assessments—

PATs and Humanities written-response diploma examinations—were written on Quest A+ 

(Alejandro Moreno, Systems Analyst, Assessment Sector, Alberta Education, personal 

communication, August 12, 2013).  No machine-scored diploma examinations are currently 

offered on Quest A+, so all mathematics and science diploma examinations are only available in 

paper-and-pencil format.   

In addition to providing a secure testing environment, Quest A+ also contains practice 

tests for most PATs and diploma examinations.  Since January 2009, over 1.6 million practice 

tests have been requested via Quest A+ (Alejandro Moreno, Systems Analyst, Assessment 

Sector, Alberta Education, personal communication, personal communication, January 13, 

2014).   

 Alberta Education is currently undertaking a Curriculum Redesign project that is aimed at 

ensuring the province’s curriculum, which includes programs of study, assessment, and learning 

and teaching resources, remains responsive and relevant to students.  This project includes plans 

to administer the diploma examinations electronically by the fall of 2017 (Alberta Education, 
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2013a).  In preparation for this, all mathematics and science field tests will be administered 

digitally on Quest A+, starting in the fall of 2013 (Alberta Education, 2013b; Alberta Education, 

2013c).   

 Prior to Quest A+, the Assessment Sector, Alberta Education, piloted an online 

environment for item development and administered an online field test for Applied Mathematics 

30 and Pure Mathematics 30, both of which were diploma examination subjects, in 2004.  

Student experiences completing the field tests were examined, but no formal comparison of 

student performance between paper-and-pencil and computer-based versions of the field test for 

each subject was done.  In 2007, a study to examine performance differences between a field test 

offered in paper-and-pencil format and an online format was conducted for Science 30, which is 

a diploma examination subject (Alberta Education, 2007).  Classes were randomly split into two 

groups—one group of students in each class wrote the paper version and the other group wrote 

the online version.  A total of 233 students participated, with 107 responding to the paper version 

and 126 responding to the online version.  The difference in the mean performance for the total 

test was significantly higher (p < 0.05) for the paper-and-pencil version than for the online 

version.  At the subtest level, there were no performance differences between the two modes on 

the machine-scored portion of the test, but there was a statistical difference on the written-

response question (p < 0.05), favoring the paper-and-pencil version.  At the item level, two 

multiple-choice questions were significantly more difficult on the online field test (p < 0.05).  

This study also considered the efficiencies, benefits, risks, and challenges of administering a 

field test online, and the authors of the study, the System Improvement Group of the 

Accountability and Reporting Division of Alberta Education, made recommendations about the 

feasibility of moving to an online environment for diploma examinations.  The recommendations 
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were to continue field testing Science 30 multiple-choice, numerical-response, and written-

response questions that did not require students to graph, draw, or provide tables online.  

However, once these features are available for students to use on the computer, another 

comparability study that compares student performance on written response questions should be 

conducted (Alberta Education, 2007).  To date, this Science 30 study is the only published 

comparability study from Alberta Education.   

Need for the Present Study  

If officials of a testing program want to treat scores across different test delivery modes 

as being equivalent, then studies of the comparability of the test scores must first be undertaken 

(American Educational Research Association, American Psychological Association, & National 

Council on Measurement in Education, 1999; International Test Commission, 2005; Parshall, 

Spray, Kalohn, & Davey, 2002).   One of the purposes of the Alberta diploma examination 

program is to certify student achievement, and the scores from these examinations count for 50% 

of students’ final course marks for each subject area tested (Alberta Education, 2013b).  Even 

though an overall mode effect may be small, a small effect can have significant consequences for 

individual examinees (Texas Education Agency, 2008).   

A comparability study analyzes the effects of test delivery mode on student performance 

and can help address these issues.  Mode effects cannot be predicted completely from previous 

research that  focused on different tests than those to be used in the present situation or that  

focused on the same test that was administered to different students than the students in the 

present situation (Krőhne & Martens, 2011; Poggio, Glasnapp, Yang & Poggio, 2005).  

Furthermore, computerized assessment adds unknown elements to a complex assessment 

process, so a comparability study may help students, parents, teachers, and stakeholders accept 
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the results produced by a computer-based test, providing there is no difference between the 

scores on the paper-and-pencil test and the computer version (Csapó, Molnár, & Tóth, 2009).  

Therefore, if a high-stakes testing program is considering a transition from paper-and-pencil 

assessments to computer-based assessments, comparability studies are a necessity for each 

assessment.  Diploma examinations in Alberta are high stakes.   

Currently, machine-scored diploma examinations in Alberta are administered in a paper-

and-pencil format.  The majority of field testing is also paper-and-pencil, although all 

mathematics and science field tests will be offered digitally, starting in the fall of 2013 in 

preparation for the full implementation of computer-based diploma examinations in 2017 

(Alberta Education, 2013a).  Further, Alberta has a goal of making diploma examinations 

directly comparable from one administration to the next by using anchor items to equate the 

examinations (Alberta Education, 2013c). Therefore, comparability between paper-and-pencil 

and computer-based modes is crucial as the transition is made to a digital testing environment.  

Students must not be disadvantaged in any way by the mode of administration, and the 

interpretations of the test scores must be valid and not mode dependent.  If it is assumed that 

scores are comparable when in fact they are not, then wrong decisions may be made, which 

directly violates fairness principles (van Lent, 2008) as well as Alberta Education’s goal of 

maintaining consistent standards over time (Alberta Education, 2013c).    

To date, the only published comparability study from Alberta Education has been for 

Science 30; no formal comparability studies have been done for Mathematics 30-2, which is part 

of the Alberta diploma examination program.  Since “it is the responsibility of the test developers 

to show that a computer-based test and a paper-and-pencil test are equivalent” (Bugbee, 1996, p. 
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292), Alberta Education produced a Mathematics 30-2 field test that was offered in both paper-

and-pencil form and in digital form in June 2013.  

Purpose of the Study and Research Questions 

Consequently, the purpose of the present study was to complete a secondary analysis of 

the data collected for the Mathematics 30-2 field test to examine the comparability of the 

psychometric properties and the students’ scores for the computer-based and paper-and-pencil 

forms of the field test.  The specific research questions addressed included: 

1. Are the psychometric properties of the items comparable between the paper-and-

pencil field test and the computer-based field test?  

2. Does the reliability of the paper-and-pencil field test differ from the reliability of the 

computer-based field test?  

3. Do students’ scores differ significantly between the paper-and-pencil field test and 

the computer-based field test with at least a moderate effect size?   

4. Do male and female students’ scores differ significantly with at least a moderate 

effect size between the paper-and-pencil field test and the computer-based field test? 

5. To what degree does student performance on a digital Mathematics 30-2 field test 

depend upon computer familiarity and prior online testing experience? 

Definition of Terms 

 In order to ensure complete understanding of the terminology used in this study, the 

following definitions are provided.   

Comparability.  Comparability exists when there is a commonality of score meaning 

across testing conditions (Drasgow, Luecht, & Bennett, 2006), and the inferences made from 
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scores on a paper-and-pencil test are the same as the inferences made from the scores on the 

online version of the same test (Strader, 2012).   

Computer familiarity.  Computer familiarity is defined as having computer experience 

in a mathematical context.  

Field tests.  Field tests are developed and administered by Alberta Education at the end 

of each semester in a school year.   They contain test questions that are being “tested” to 

determine their difficulty level and their appropriateness for use on future diploma examinations.     

Classical item analysis, along with teacher and student comments, are used to select only those 

field test questions that are clear, fair, valid, and reliable for future diploma examinations 

(Alberta Education, 2013b).   

Mode effects.  The effects of test administration mode on student performance.   

Overall performance.  The percent correct on a Mathematics 30-2 machine-scored field 

test. 

 Response mode.  In this study, the Mathematics 30-2 field test was administered in two 

modes—questions were administered in a paper-and pencil test booklet and the same questions 

were administered digitally using Quest A+.   

The Researcher’s Dual Roles 

 In addition to being a master’s student in Educational Psychology at the University of 

Alberta, the researcher is the Mathematics 30-2 Team Leader within the Assessment Sector of 

Alberta Education.  Permission was granted by the Executive Director, Assessment Sector, 

Alberta Education, for the researcher to undertake this study.  The data was collected by Alberta 

Education as part of its field testing program. Therefore, the present study will involve secondary 

data analyses designed to (a) determine the comparability of the machine-scored items in the 
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paper-and-pencil form and the computer-based form, and (b) compare the performance of the 

group of students administered these two forms of the field test.  Prior to receiving the data for 

the study, all information that would identify a specific student was removed.   

Delimitations of Study 

 This study was carried out on one field test for Mathematics 30-2 as part of the 

introduction of computer-based testing in Alberta.  In light of previous studies of comparability 

between paper-and-pencil and computer-based test forms, which showed that sometimes there 

were no differences and other times there were, the results are delimited to the one field-test for 

Mathematics 30-2.  Innovative items that are not possible on a paper-and-pencil  test but are 

possible on a computer-based test were also beyond the scope of the study, as were tests that 

were only offered on a computer.  However, the process followed to conduct the study is 

generalizable to other forms and subject areas.    

A second delimitation was that it was not feasible to interview students.  Consequently, it 

is not known if the students who responded to the paper-and-pencil field test and the students 

who responded to the computer-based field test used similar cognitive strategies, problem 

solving skills, and reasoning skills when responding to the items.    

Organization of the Thesis 

 This thesis is organized in five chapters.  Chapter 1 provided a background to the 

potential benefits as well as the issues with computer-based testing, described the Alberta 

context, and introduced the purpose of the study.  Chapter 2 contains the literature review of 

mathematics comparability studies, and also gives an overview of how computer technology has 

affected assessment, describes the standards for computerizing paper-and-pencil tests, and 

outlines the general principles for examining the comparability of paper-and-pencil and 
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computer-based tests.  Chapter 3 outlines the methods and statistical procedures that were used 

to compare student performance on the paper-and-pencil and computer-based modes, and also 

provides the preliminary analysis to establish if previous online test experience influences 

performance on the computer-based test.  Comparative item analyses across modes are provided 

in Chapter 4, and a comparison of the two samples’ field test performance on the two modes 

along with the survey results are provided in Chapter 5.  Lastly, Chapter 6 contains a summary of 

the results, followed by a presentation of limitations, conclusions drawn in light of the 

limitations, implications for practice, and recommendations for future research.     
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Chapter 2   

Literature Review 

Chapter 2 contains a review of the relevant topics related to the comparability of paper-

and-pencil test scores and computer-based test scores and is organized into four sections.  The 

first section includes a brief history of how computer technology has affected assessment and 

standards for computerizing paper-and-pencil tests.  Next, the importance of comparability, as 

well as some general principles for examining the comparability of paper-and-pencil scores and 

computer-based scores, is discussed.  The third section discusses the results of comparability 

studies that have been done in mathematics.  The final section includes a summary of the 

research findings.  

Computer Technology’s Effect on Assessment 

Personal computers did not exist prior to 1975 (Leeson, 2006).  However, since then, the 

capabilities of personal computers and the percentage of people owning their own computer have 

increased exponentially (Lynch, 2000).  The evolution of computer technology has also affected 

the field of assessment.  For example, the use of high-speed scanners to score multiple-choice 

questions led to an increase in the use of multiple-choice items because of the quick turn-around 

(Parshall et al., 2002).  Computerized testing began in the 1970’s (Drasgow, 2002), and since 

then the increased affordability and computational ability of computers has led to a marked 

expansion of computerized testing.  New item formats and item types are being developed 

(Zenisky & Sireci, 2002), including innovative, open-ended questions (Clariana & Wallace, 

2002).  Automatic item generation is being used for item development (Arendasy & Sommer, 

2012; Gierl, Lai, & Turner, 2012).  Computer scoring is more advanced (Clariana & Wallace, 

2002), new scoring possibilities are being explored (Zenisky & Sireci, 2002), and in many cases 
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score reports are immediate (Kingston, 2009; Paek, 2005; Pomplun, Frey, & Becker, 2002).  The 

use of fixed-form computer-based tests and computer-adaptive tests (CATs), where students 

respond to a subset of items dependent on their ability, is increasing with the more recent 

creation of the Smarter Balanced Assessment Consortium (SBAC) and Partnership of Readiness 

for College and Careers (PARCC) for the Common Core State Standards (CCSS) for 

mathematics and English language arts in the United States (Herman & Linn, 2013).  These two 

consortia, which are composed of states, some of which belong to both consortia, are charged 

with developing comprehensive, technology-based assessment systems to measure students’ 

performance on the CCSS.  These assessment systems will serve both a formative and 

summative function, with the summative tasks being on demand and containing performance 

tasks for both mathematics and English language arts.  SBAC will offer CATs for their 

summative assessments, whereas PARCC will offer fixed form computer-based assessments.   

 Standards for computerizing paper-and-pencil tests.  Once computer-based tests 

started gaining in popularity, it became necessary to establish standards for developing and 

administering them to ensure that the scores from the computer-based tests could be validly 

interpreted in terms of what the student knew and could do.  The American Psychological 

Association (APA) published Guidelines for Computer-Based Tests and Interpretations in 1986.  

According to the APA, the principles used for traditional paper-and-pencils should also be used 

for computer-based tests.  While writing a computer-based test, examinees should be able to 

review their answers to items, answer items in any order, make changes to their responses, and 

receive timely feedback after they have completed the computer-based test.  The guidelines also 

stated that a computer-based test should be comparable to a paper-and-pencil test in terms of 

means, standard deviations, and rankings.  Further, “…when interpreting scores from the 
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computerized versions of conventional tests, the equivalence of scores from computerized 

versions should be established and documented before using norms or cut scores obtained from 

conventional tests” (APA, 1986, p. 18).  The Standards for Educational and Psychological 

Testing published by the American Educational Research Association (AERA), APA and the 

National Council of Measurement in Education (NCME; AERA et al., 1999) included for the 

first time standards that addressed the use of online versions of tests.  For example, Standard 

4.10 recommends that  

A clear rationale and supporting evidence should be provided for any claim that scores 

earned on different forms of a test may be used interchangeably….The specific rationale 

and the evidence required will depend in part on the intended use for which score 

equivalence is claimed. (AERA et al., 1999, p. 57) 

Lastly, The International Test Commission (ITC) published the International Guidelines on 

Computer-Based and Internet-Delivered Testing in 2005 (ITC, 2005).  Guideline 21c states 

“Where the computer-based test/Internet test has been developed from a paper-and-pencil 

version, ensure that there is evidence of equivalence” (ITC, 2005, p. 156).  These documents 

clearly state that performance must not be affected by test delivery mode, and evidence of 

measurement equivalence must be reported.    

In addition to the standards, researchers have called for the comparability of scores from 

the same versions of a paper-and-pencil and computer-based test.  For example, Mead and 

Drasgow (1993) in 1993 indicated comparability across media is a prerequisite for equivalent 

construct validity across modes and that computerization should not affect the construct.  To  

reinforce this need, Drasgow, Luecht, and Bennett (2006) stated in 2006 that comparability is 

necessary “when scores need to have common meaning with respect to one another, to some 
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reference group, or to a content standard” (p. 501).  Thus, scores must be comparable when the 

same test is administered in a paper-and-pencil mode and in a computer-based mode at the same 

time. 

Likewise, when measuring change from one year to the next, scores must be comparable 

if the first year’s test form is administered in a paper-and-pencil format and the second year’s test 

form is administered on a computer.  If the scores are not comparable when a computer-based 

test and a paper-and-pencil test are offered simultaneously or when measuring change using 

different test modes, then decisions made based on one of these scores may be inaccurate, which 

directly violates fairness principles (van Lent, 2008).  Equivalence evidence (or the lack of) must 

be reported so that test users can make informed decisions about how they are to interpret the 

scores from paper-and-pencil and online versions of the test (Pomplun & Custer, 2005; Russell et 

al., 2003).  

Examining Comparability   

Comparability can be examined on two levels—score equivalence and construct 

equivalence (Lottridge et al., 2008; Lottridge, Nicewander, & Mitzel, 2011).  If the paper-and-

pencil and computer-based tests produce similar score distributions, then there is score 

equivalence or, in other words, the equal distribution property has been met (Kolen, 2000).  This 

means that there is no evidence to suggest that using a computer changed the construct being 

measured by the paper-and-pencil version (Lottridge et al., 2008).  Although this satisfies Lord’s 

(1980) definition of equity, which states that scale scores on Test 1 and Test 2 achieve equity if 

scores on the two tests have the same distribution for examinees of a given true level on the 

construct, the Guidelines for Computer-Based Tests and Interpretations (APA, 1986) also state 

that in order for scores to be equivalent across different modes, examinees must be rank ordered 
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in approximately the same way.  Due to unreliability, the rank order of examinees’ scores on any 

two tests of the same ability will usually differ; however, if the rankings are more dissimilar than 

would be expected based on the unreliability, then the two tests are not comparable (Mead & 

Drasgow, 1993).  It is also important to remember that a high rank order correlation does not 

necessarily mean that the scores of the students across modes are the same.  For example, two 

students may have the same rank, but the student who wrote the computer-based test received a 

score of 80% whereas the student who wrote the paper-and-pencil version received a score of 

74%.  These two scores may be viewed quite differently for post-secondary acceptance and 

scholarship opportunities.  Ghiselli (1964; Ghiselli, Campbell & Zedeck, 1981) lists an 

additional requirement—two tests are parallel if they correlate to the exact same degree with the 

scores on another variable.  Again though, this does not necessarily mean that the students’ 

scores across modes of students of equal ability are the same.  To confirm the scores across the 

two modes are the same, the mean absolute deviation or the root mean square difference should 

be used (Rogers, 2012). 

The standards and guidelines identified above all outline methods for investigating 

comparability, but they do not specify criteria that indicate whether or not equivalence has been 

achieved (Lottridge et al., 2008).  Comparisons of score distributions, comparisons of 

relationships with other criterion measures, and comparisons of relationships of scores across 

modes are called for, but judgment must still be used by the investigator when interpreting 

results.   

Examinee characteristics and mode effects.  Comparability studies analyze the effects 

of test delivery mode on student performance to determine if there is a mode effect (Paek, 2005).  

When exploring mode effects in a comparability study, there are 29 variables, human as well as 
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technological, that may contribute to differences between performance on a computer-based test  

and performance on a paper-and-pencil test (Muter, 1996).  Mode effects may differ across 

different subject areas, item types, and examinee groups (Hamilton, Klein, & Lorié, 2000).  

These effects may be due to test questions, test conditions, scoring, or the examinees themselves 

(Kolen, 2000); and these factors may vary from one test administration to another (Texas 

Education Agency, 2008).  The examinee characteristics that may affect comparability include 

age, race, gender, and computer familiarity (Collerton et al., 2007; Parshall & Kromrey, 1993; 

Wise & Plake, 1990).  Therefore,  in a comparability study, in addition to examining differences 

between item types, test conditions, and scoring, it is also important to examine differences 

between subgroups so that valid inferences can be made from examinees’ scores (Rowan, 2010). 

The examinee characteristics that were of interest in the present study are gender and 

computer familiarity, specifically as they relate to mathematics.  If males and females of the 

same ability perform differently across modes, then a factor other than mathematics ability is 

being measured.  However, only a few comparability studies for mathematics have examined 

gender differences, and the results have been mixed, as will be seen in the next section.  Further, 

no comparability studies that examined gender have been conducted in a large-scale testing 

environment in which exit examinations are administered to high school students wishing to 

graduate.  If computer familiarity differs, then construct irrelevant variance is a factor (Parshall 

et al., 2002).  A majority of the research on the effect computer familiarity may have on 

performance has been done for writing.  Several studies from the 1990’s showed that students 

who had less experience with computers were disadvantaged on computer-based assessments for 

writing.  Computer familiarity did play a role in writing performance on the 2002 Writing Online 

(WOL) study done by the National Assessment of Educational Progress (Horkay, Bennett, Allen 
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& Kaplan, 2005).  However, other research has found that students performed better on 

computer-based assessments for writing regardless of their computer familiarity, which may be 

because students are more familiar with computers and there is increased motivation to do well 

on computer-based assessments (Hargreaves et al., 2004; Russell & Plati, 2002).  Strader (2012) 

reported that lack of familiarity and interface issues did not affect the performance of Grade 5 or 

Grade 8 students on a high-stakes state science test, but recommended that future research should 

focus on familiarity and interface issues, studying all subgroups, grade levels, subjects, and 

interfaces in order to fully dismiss the notion that computer familiarity remains an issue.  Very 

few studies have been done on the relationship between computer familiarity and performance 

on a computer-based test in mathematics.   

  Comparability studies on paper-and-pencil and computer-based tests have been 

conducted for more than 20 years, although they have been limited in Kindergarten to Grade 12, 

particularly in the context of high-stakes, large-scale assessments (Paek, 2005).  The next section 

discusses the results of comparability studies that have been conducted in mathematics; a 

majority of these involved linear non-adaptive tests.   

Mathematics Comparability Studies  

Early research of mode effects on arithmetic reasoning tests administered in a paper-and-

pencil format and also online produced mixed results, although many of the studies did not 

employ rigorous methodologies that would indicate true test equivalency (Russell et al., 2003).  

Initial meta-analysis of comparability studies for various subjects, including mathematics, also 

reported mixed results (Mazzeo & Harvey, 1988).  Since many of the early studies investigated 

cases with discrete, single-screen items, Mead and Drasgow (1993) hypothesized that including 

graphical displays for items could introduce mode effects.  However further studies have asserted 
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that primitive technology was to blame (Paek, 2005).  Pommerich and Burden (2000) found that 

subtle item formatting differences could create mode effects and that examinee characteristics 

contributed to many of the observed mode effects. 

Wang, Jiao, Young, Brooks, and Olson (2007) did a meta-analysis of comparability 

studies conducted between 1980 and 2005 for K-12 mathematics.  To be selected for this meta-

analysis, the minimum sample size had to be 25, the tests had to be in English, and the mean and 

standard deviation for both the paper-and-pencil test and the computer-based test had to be 

reported so that an effect size (ES) could be calculated.  A repeated-measures design with either 

counter-balanced or random order was used in 25 of the 44 cases.   

Despite the presence of 25 cases with repeated measures, Wang et al. (2007) estimated 

the ES for the repeated measures studies using means and standards deviations because the 

correlation was not reported in many of these studies.  Thus, Wang et al. (2007) recommended 

that the overall results should be taken as the upper bound of the actual ES as they believed their 

estimation overestimated the ES.  However, it is likely the correlation between the two modes 

would be positive, in which case the ES would be underestimated.  Of the 44 ESs, 13 were 

significant (p < 0.05).   

Wang et al. (2007) considered study design, grade level, sample size, type of test, 

computer delivery method, and computer practice as moderators in their analysis.  The only 

moderator variable that was a significant predictor of ES was the computer delivery procedure 

(fixed versus adaptive).  Wang et al. (2007) cautioned that sample size may influence the 

generalization of the results.  However, Bennett et al. (2008) also pointed out that many of the 

studies used were unpublished, the samples were not necessarily representative, and all but 14 of 

the effects came from three investigations.    
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Kingston (2009) synthesized the results of 81 comparability studies for various subjects 

and grades performed between 1997 and 2007.  Twenty-nine of the studies were for mathematics 

from grades 1 to 12.  No sample sizes were reported for any of the studies.  Meta-analysis was 

used to estimate overall ES attributable to administration mode, grade, and subject area.  Since 

the variability among ES was greater than expected by chance, Kingston used the weighted and 

un-weighted random effects models, where a positive ES indicated that students performed better 

on the computer-based test.  For just the mathematics studies, the mean of the un-weighted effect 

sizes was -0.05 and the weighted mean effect size was -0.06.  While the mean effect size was 

small (Cohen, 1988), when it is applied uniformly across the underlying proficiency distribution 

to a group of 100 students, two to three additional students could be below proficient if every 

student used a computer-based test and the cut score was the median of the score distribution 

(Kingston, 2009).  Also, the large range of effect sizes means that the absolute value of the effect 

size could be small one year, but then large the next year.  Kingston did not disclose which 

formula for the pooled standard deviation was used when the same sample was administered 

both forms, so the ES for some of the studies in Kingston’s study may be underestimated 

(Rogers, 2012).     

One of the first quasi-controlled empirical investigations for comparability in a large-

scale assessment program for mathematics was done in Kansas (Poggio, Glasnapp, & Yang, 

2005).  The purpose of the study was to see if it was necessary to offer a paper-and-pencil test 

when the move statewide to computer-based test was undertaken.  On a voluntary basis, 48 

schools agreed to allow testing of some or all of their Grade 7 students using a computer-based 

test as well as a paper-and-pencil test.  Only two of these schools had previously done any formal 

online computerized testing.  In total, 644 students were tested.  Due to the voluntary 
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participation, a strictly randomized counterbalanced design was not possible.  Schools could 

select which mode to administer first, with the majority choosing the computer-based test.  While 

most schools administered parallel and equated forms, two schools administered identical test 

forms under the two modes.  Although this was not the intended design and the order effect was 

not controlled for, these data allowed for the evaluation of the impact of repeating the same test 

under the two different modes.  Preliminary analysis revealed that the sample of students was not 

an aberrant sample of students in Kansas.   

 The differences between the paper-and-pencil and the computer-based test at the test 

level were not statistically significant (p > 0.01), and the ESs were generally small ( Δ  = 0.20; 

Cohen, 1988).  This result was observed for all the student groups, regardless of which mode was 

administered first or whether they had the same tests or equivalent tests.  The correlation 

between the total scores attained by students who took both the computer-based test and the 

paper-and-pencil was 0.96, so the majority of students maintained their rank position regardless 

of mode.  No gender differences were observed, nor were there differences with respect to 

academic placement or socioeconomic status (SES).  Analysis using item response theory (IRT) 

confirmed the results based on observed scores.   

Nine of the 204 items were more difficult on the computer-based test than on the paper-

and-pencil (p < 0.01).  Poggio et al. (2005) hypothesized that the differences were likely due to 

the cognitive complexity of scrolling, although this was not confirmed.  One of the few studies to 

examine differential item category functioning (DICF), no differences between the item choice 

distributions for the two modes were found.   Based on the findings and given the assessment 

context, it was recommended that there was no need to simultaneously offer both modes since 

computer-based tests are a credible and comparable option to paper-and-pencils. 
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Kim and Huynh (2007) examined the comparability of scores for large-scale end-of-

course examinations in algebra for 788 Grade 9 to Grade 12 students in a southeastern state.  

Scale scores, item parameter estimates, test characteristic curves, test information functions, 

Rasch ability estimates at the content domain level, and the equivalence of the construct were 

examined.  A counter-balanced, repeated measures design was used to control for order effects.  

In order to control for motivation effects, student scores on the first test were not reported until 

the second test was completed; students were also told that they would be allowed to count the 

higher score in their final grade.  The two alternate tests contained calibrated multiple-choice 

items and were pre-equated to be parallel forms. 

Kim and Huynh (2007) reported that the results supported the comparability of the paper-

and-pencil and the computer-based test at the item-level, sub-test level, and test-level.  While 

there was a significant mode effect favoring the paper-and-pencil test (p < 0.01), the ES of 0.17 

was small (Cohen, 1988).  At the item level, overall differences in item parameter estimates and 

the average absolute difference were not statistically different.  Similar patterns for the test 

characteristic curves and the test information functions supported the comparability of the two 

modes.  However, Kim and Huynh (2007) pointed out that the convenience nature of the 

sampling, along with an underrepresentation of African-American and Hispanics, may limit the 

generalizability of their study.  The researchers also noted that although the two alternate test 

forms were constructed to be parallel, the results of the study are only reasonable to the extent 

that the forms were properly equated.   

When the Department of Education in Oregon initiated the Technology-Enhanced 

Student Assessment (TESA) for  the state-wide assessment of mathematics in Grades 3, 4, 5, 6, 

7, 8, and 10 in 2001, districts had a choice of using TESA or conventional paper-and-pencil 
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assessments.  Several unpublished equating studies were conducted to determine whether the 

existing paper-and-pencil reporting scale could be used for the computer-based test.  Although 

the studies suggested that scores were comparable when the administration mode changed, the 

decision was made to maintain separate item parameters for the test in the two different modes 

since slight mode effects were found at both the item and scale level.  These studies also 

suggested that younger test takers who have less experience with computers may experience 

more difficulty on a computer-based test than a paper-and-pencil (Choi & Tinkler, 2002, as cited 

in Oregon Department of Education, 2007).  No significance levels were reported.   

Another comparability study involving the TESA was done in 2007 to ensure 

comparability of scores across the two modes and to generate “linking blocks” for future paper-

and-pencil tests so that they could be equated to the TESA scale.  A single group 

counterbalanced design (Kolen & Brennan, 2004) was used.  The sample sizes for mathematics 

ranged from 156 students to 396 students across the grades.  The correlation between TESA and 

paper-scale scores for mathematics ranged from 0.70 to 0.83, and it was reported that none of the 

mean scores differed significantly across the two modes, although no significance levels were 

reported.  Rank orders may have been affected, particularly in the cases where the correlation 

was at the bottom of the range (Oregon Department of Education, 2007).  No comparison at the 

item level was done in this study.  Since 2007, paper-and-pencil tests have been used as an 

accommodation only.   

Csapó, Molnár, and Tóth (2009) were one of the first to do a mathematics comparability 

study in Hungary.  Their repeated-measures design study, with the paper-and-pencil 

administered first, was done in a low-stakes testing context, and achievement differences at the 

test, subtest, item, and subsample level across delivery modes were examined.  Participants were 
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843 Grade 5 students involved in a longitudinal study.  Inductive reasoning, which included 

number analogies, number series, and verbal analogies subtests, was assessed.  Performances on 

the open-ended and multiple-choice items were separately compared, and gender differences 

were considered at the test and subtest level.   

Although the correlation between the total scores of the paper-and-pencil and the 

computer-based test was 0.79, the mean scores of the two modes differed significantly (p < 

0.05).  On the subtests, students’ achievement was statistically significantly higher (p < 0.05) on 

the paper-and-pencil than the computer-based test with one exception—verbal analogy, which 

consisted of only multiple-choice items.  The greatest mode effect was on the open-ended 

questions from the number series unit.   

Girls achieved significantly better (p < 0.05) on the paper-and-pencil than the computer-

based test whereas the delivery mode had no impact on boys’ achievement.  At the subtest level, 

girls’ achievement was significantly different (p < 0.05) between the two modes, with all but 

verbal analogy favoring the paper-and-pencil.  Boys’ achievement only differed significantly on 

number series, where the paper-and-pencil was favored, and verbal analogies, where the 

computer-based test was favored.  No effect sizes were reported.      

The Minnesota Department of Education has performed comparability studies for both 

the Mathematics Minnesota Comprehensive Assessment-Series III (MCA-III), which is taken by 

students from Grades 3 through 8 inclusive (Minnesota Department of Education, 2012), and the 

Graduation-Required Assessment for Diploma (GRAD) mathematics exam, which is taken by 

students in Grade 11 (Minnesota Department of Education, 2009).  A matched samples 

comparability analysis (MSCA; Way et al., 2006) was used for the MCA-III.  The matching 

variables were the student’s mathematics scale score from the previous grade (with the exception 
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of Grade 3), their reading score from the current administration, and various demographic 

indicators, including free and reduced price lunch status (FRP) and ethnic group membership.  

However, no sample sizes were reported.  Across Grades 3 through 7 inclusive for MCA-III, 

students who took the paper-and-pencil test scored significantly higher (|z statistic| > 2) on the 

common items than those who took the computer-based test, although the effect sizes, Δ= -0.13 

to -0.02, were small (Cohen, 1988).  The Department decided that a set of linking items not 

impacted by mode differences would be used to scale the paper mode-specific or unique items to 

the online scale to make the scores more comparable and to enhance fairness (Minnesota 

Department of Education, 2012).   

The Minnesota GRAD mathematics comparability study used a randomized group 

design, with 1,036 students taking the online form of the test and 1,035 taking the paper-and-

pencil form.  During sampling, the subgroup of students for whom computer familiarity was 

most questionable—those who were eligible for FRP—was oversampled to increase the chances 

of detecting a mode effect for these students.  The mean and proportion passing for this subgroup 

was higher on the paper-and-pencil form, and similar conclusions were drawn for the other 

subgroups in this study, including gender and school location.  Rather than conducting a large 

number of independent statistical tests to determine whether these differences were significant, 

which inflates the probability of making a Type I error, a hierarchical modeling approach was 

taken whereby nested, linear mixed models with covariates were used.  No evidence of a mode 

effect was found at the test level or subgroup level (p > 0.10 to p > 0.50, depending on the 

models being compared), and further analysis from a bootstrap IRT found that the scaling 

constants did not statistically differ from the identity scaling function.  Thus, no statistical 

adjustment for scaling the GRAD Mathematics online test was made.  However, the different 



COMPARING PERFORMANCE ACROSS TEST ADMINISTRATION MODES IN A 
LARGE-SCALE TESTING ENVIRONMENT                                                                          27 

levels of significance that were used in this study means that the results should be interpreted 

with caution.   

Johnson and Green (2006) did a comparability study in the United Kingdom with two 

sets of matched mathematics questions using a counter-balanced design and four experimental 

groups.  Facility values (i.e., p values) were analyzed to explore the impact of mode on 

performance.  In this study, 104 eleven-year old students who wrote in both modes were 

provided with “scratchwork space” so that the researchers could study the students’ thinking 

processes and code their error types.  Also, the provision of scratch work space enabled the 

researchers to further investigate Russell et al.’s (2003) conclusion that validity is threatened 

when students experience difficulty in accessing scratch paper to perform calculations.  Affective 

responses of a sub-sample of students were also investigated.   

Although no significance level was indicated, Johnson and Green (2006) reported that the 

empirical evidence indicated there was no significant order effect, and the differences between 

the means of the four groups were not statistically significant.  Although the qualitative interview 

data revealed that five of the eight students interviewed actually thought that the computer-based 

test was easier, 11 of the 16 items were easier on the paper-and-pencil test than on the computer-

based test, with three of these questions having a difference greater than the standard error.  

Johnson and Green (2006) stated that this reinforces the need for further investigation to explore 

how overall test level findings may mask individual question mode differences.    

With respect to scratchwork space, Johnson and Green (2006) observed that there were 

some mode-related differences.  For 9 of the 16 questions, more students showed their work on 

the scratchwork space for the computer-based test than for the paper-and-pencil test.  However, 

for the three questions that were statistically easier on the paper-and-pencil test, computational 
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and mental calculation errors were more frequent on the computer-based test than on the paper-

and-pencil test.  Johnson and Green (2006) hypothesized that the increased errors on these 

questions on the computer-based test were perhaps due to a reliance on mental strategies.  In 

contrast to Russell et al.’s (2003) findings, Johnson and Green (2006) suggested that difficulty 

accessing scratch paper was not a physical one but more likely a mental one.    

For both modes, computation and mental calculation errors were the most frequent error 

types, and transcription errors were more frequent on the computer-based test than the paper-

and-pencil test.  It is interesting to note that for the students who showed work for both modes 

for at least one question, 47% changed their strategy according to mode.  An important 

confounding issue with this study was the fact that the software used did not allow students to go 

back to earlier questions or view forthcoming questions until they had completed the current 

question (Johnson & Green, 2006), which directly violates one of the APA guidelines established 

in 1986.  However, the researchers observed that while students were writing the paper-and-

pencil test, they could review past questions to inform their strategies for new questions and also 

preview upcoming questions.   

Overall, students left more questions unanswered on the paper-and-pencil test than on the 

computer-based test.  A possible explanation for this is that the computer-based test environment 

may be less threatening (Gallagher, Bridgeman, & Cahalan, 2000) or that a “computer game 

schema” might influence students’ perceptions of the true demand of a computer-based test 

(Johnson & Green, 2006).  If this is true, it suggests that students may have a more positive 

attitude toward a computer-based test, which in turn may lead to greater motivation to complete a 

computer-based test versus a paper-and-pencil test.  Wang, Young, and Brooks (2004) also 

reported that test takers’ attitudes usually were more positive towards a computer-based test than 
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a paper-and-pencil test in their comparability study for the Stanford Diagnostic Reading and 

Mathematics Tests.   

Threfall, Pool, Homer, and Swinnerton  (2007)  cloned  24 questions from the 2003 

published key stage 2 and stage 3 mathematics assessments in England for a comparability study.  

Key stage 2 and stage 3 assessments are administered to 11 year olds and 14 year olds, 

respectively.  A counter-balanced design with four test pairings was used, with approximately 

400 students answering each question in each format.  Threfall et al. (2007) reported that the 

overall performance of students at key stage 2 favored the computer-based test by 3%, whereas 

the overall performance of students at key stage 3 favored the paper-and-pencil test by 5%.  

Although the authors did not report whether or not these differences were statistically significant, 

they did state that “A difference of 5% or less in performance cannot be said to be indicative of 

an underlying effect” (Threfall et al., 2007, p. 340).   

Seven items for which the p values on the two modes differed between 11.7% and 34.4% 

were further examined.  Five of these items favored the computer-based test, four of which 

involved elements that needed to be arranged to find the solution.  Threfall et al. (2007) proposed 

that the difference in performance on these items may be due to a “relative affordance” (Gaver, 

1991) that was available on the computer-based test and not the paper-and-pencil test—the 

ability of the students to explore different arrangements interactively.  The static paper-and-

pencil environment meant that an increased cognitive load (Sweller, 1994) was required for these 

items, which may explain the poorer performance.  Two of the seven items that had contrasting  

p values across the two modes involved items where scrap paper was needed.  Although a 

“working booklet” was provided for the computer-based test, very few students chose to use it; 

in contrast, there was extensive evidence of students using the working booklet for the paper-
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and-pencil test.  This is in contrast to Johnson and Green’s (2006) study, where it was reported 

that more than half of the students in their study actually showed more “scratchwork” for the 

computer-based test than for the paper-and-pencil test.  These two items with contrasting p 

values illustrated cases where the paper-and-pencil test perhaps offered an affordance (Greeno, 

1998) that the computer-based test did not (Threfall et al., 2007).  Affordances can be thought of 

as “qualities of systems that can support interactions and therefore present possible interactions 

for an individual to participate in” (Greeno, 1998, p. 9).  However, an affordance does not 

necessarily lead to increased validity.  It may be that the affordance was not warranted, so the 

paper-and-pencil item was actually less valid than the computer-based test version; or it may be 

that the affordance of the computer-based test led to a less valid item version (Threfall et al., 

2007).    

The Texas Assessment of Knowledge and Skills (TAKS) has utilized computer-based 

testing since 2004.  TAKS is offered in various subject areas, including mathematics, at Grades 

7, 8, 9, 10, and the exit level.  Each time a TAKS test form is offered in both computer-based and 

paper-based modes, a comparability study is conducted.  The summary of comparability results 

for TAKS mathematics from 2005-2008 reveals that there have been test-level differences 

between the two modes 13 times, with no difference reported only once (Texas Education 

Agency, 2008).  This is interesting, given that the maximum number of times any other subject 

area (reading, English language arts, science, or social studies) has had test-level differences is 

six times.  However, it is not clear whether all of these differences have been statistically 

significant.  Passing the TAKS at the exit level is a requirement for high school graduation, so 

the recommendation has been made that until such time as all schools have the technology 

infrastructure required to test all students on computer, comparability studies be continued to 
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help ensure the defensibility of the testing programs.  Decisions about how test scores should be 

adjusted are made before test results are released and are based on the test-level comparability 

findings.   

Way, Davis, and Fitzpatrick (2006) published the results of the 2005 comparability study 

for various TAKS subjects, including Grade 8 and Grade 11 mathematics.  Participation in online 

testing for Grade 8 was voluntary, so a MSCA was done, with previous test scores on Grade 7 

reading and mathematics TAKS tests used as matching criteria.  Way et al. (2006) used the 

bootstrap procedure with 500 replications.  For each bootstrap in the Grade 8 comparability 

study, 1,273 scores for the total test for each mode were used.  For the Grade 11 comparability 

study, students who had previously failed one or more of the Grade 11 exit level assessments 

were randomly assigned to either an online version or paper version of the TAKS.  There were 

958 students who wrote the online version and 1,198 who wrote the paper version.   

Way et al. (2006) used the Dorans and Lawrence (1990) criterion when comparing 

computer-based test and paper-and-pencil score conversions for TAKS—the ratio of the 

difference between the equating function and the identify function divided by the standard error 

of equating should be between plus or minus two.   For Grade 8, Way et al. (2006) reported a 

difference of only 0.16 between the mean raw scores for the two modes favoring paper-and-

pencil; however, at the upper raw score points, scaled score differences exceeded two standard 

errors of linking.  The results for Grade 11 showed scale score differences within ±2 bootstrap 

standard errors, but there was a greater mode effect for Grade 11 mathematics than there was for 

Grade 8 mathematics, again favoring paper-and-pencil (Way et al., 2006).  When Keng, 

McClarty, and Davis (2008) performed an item-level comparative analysis, they found 

significant differences (p < 0.05) between p values and different item response distributions for 
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four items on the Grade 8 TAKS, three favoring the paper-and-pencil test and one favoring the 

computer-based test.  The three items that favored the paper-and-pencil test involved graphing 

and geometric manipulation.  When a follow-up investigation on samples of actual test booklets 

was done, the authors found that two of these three items were the ones that were drawn on and 

labeled most frequently.  No clear reason for the item that favored the computer-based test was 

evident.  On the Grade 11 TAKS, three items had significant differences (p < 0.05) between p 

values and different item response distributions, two which favored the paper-and-pencil test and 

one which favored the computer-based test.  The items that favored the paper-and-pencil test 

involved graphing and geometric manipulation; the item that favored the computer-based test 

had sizable diagrams in the item stimulus as well as the alternatives.  Since the correct response 

to this item was B, Keng, McClarty, and Davis (2008) hypothesized that some students may not 

have realized that scrolling was required to see the other two alternatives (C and D).     

The only Canadian mathematics comparability study found in the literature was done by 

Gaskill and Marshall (2006) for British Columbia’s Grade 7 Foundation Skills Assessment 

(FSA) program.  The FSA contains a multiple-choice component and a constructed response 

component.  Starting in 2004, the multiple-choice component was offered electronically, but the 

constructed response was only available on paper.  In the two parts of the study, mode effects for 

numeracy were examined with a focus on overall test score, gender, and ability grouping 

differences.  Gaskill and Marshall (2006) hypothesized that the achievement on the computer-

based test would be lower than that on the paper-and-pencil test and that ability grouping would 

be a moderator, with a greater difference for students of lower ability.  They also hypothesized 

that when the constructed response was analyzed in relation to performance in paper mode years 

and computer mode years, there would be no difference.    
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In the first part of the study, six cohorts at the school level from 2001 to 2006 were 

compared with school, mode, and gender as fixed factors.  Only schools that administered the 

FSA in both modes were included.  The results of 13 schools with 2,836 students writing the 

paper-and-pencil test and 769 students writing the computer-based test during this time period 

were analyzed.  For the multiple-choice component, the interaction of mode-by-school was 

significant (p < 0.05), as were the main effects mode and school (p < 0.05).  The mode difference 

favored those who wrote this component on paper.  For the constructed response component, the 

interaction of mode-by-school was significant (p < 0.05), as were the main effects mode, gender, 

and school (p < 0.05).  All students wrote this component on paper, but the mode difference 

favored those students who wrote the multiple-choice component on computer, with the gender 

difference favoring females.   

In the second part of the analysis, the goal was to determine if ability grouping was a 

moderator, so it was added as another fixed effect.  Since the FSA is written in both Grade 4 and 

Grade 7, only the results of those students who wrote the Grade 7 FSA from 2004 – 2006 and 

had also previously written the Grade 4 FSA from 2001 – 2003 were used; there were 1,452 for 

the paper-and-pencil test and 637 for the computer-based test.  These participants were assigned 

to one of three achievement categories based on their performance on the Grade 4 FSA.  The 

gender-by-category interaction was significant (p < 0.05), with the greatest difference being at 

the high achievement level, favoring females.  The gender-by-mode interaction was also 

significant (p < 0.05), favoring males on the paper test.  Gaskill and Marshall (2006) 

hypothesized that transferring information back and forth from the screen to paper would have a 

greater negative impact on low-performing students than high-performing students, but this was 

not the case.  The mode-by-achievement category interaction was significant (p < 0.05), but the 
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difference between modes was smaller for the low achievement level than the other two 

achievement levels.  Given that the interaction mode-by-school was significant as was the main 

effect school (p < 0.05), Gaskill and Marshall (2006) suggested that future comparability studies 

also consider differences in teaching strategies, preparations for a computer-based test, and the 

use of computer-based assignments in the classroom.    

The most extensive comparability studies at the elementary and secondary levels were 

undertaken by the National Assessment of Educational Progress (NAEP).  In the first study, 

Russell and Haney (1997) investigated mode effects for mathematics, language arts, and science 

items from NAEP.  For mathematics, Grade 8 students were randomly selected to either take a 

computer-based test or a paper-and-pencil test consisting of the same multiple-choice items.  The 

study was part of a longitudinal study with matrix sampling, so only 50 students were selected to 

take the computer-based test and 70 were selected for the paper-and-pencil test.  The overall 

performance difference between the two modes was not statistically significant (p > 0.01), and 

the effect size of 0.12 was small (Cohen, 1988). Regression analysis with a covariate, an open-

ended assessment (OE) that all students wrote on paper before doing the multiple-choice 

questions, confirmed this result.  There were no significant mode effects for any of the subtests.  

In a follow-up comparability study with just OE mathematics items, there was no statistical 

difference (p > 0.05) in performance on the two modes (Russell, 1999).  For this study, only 54 

students wrote the paper-and-pencil test form and only 56 wrote the computer-based test.   

A third NAEP comparability study was done in 2001.  Nationally representative samples 

of Grade 8 students were used for both the paper-and-pencil test and the computer-based test in 

the NAEP 2001 Math Online (MOL) study conducted by Sandene et al. (2005).  In this study, 

954 students wrote the paper-and-pencil test and 1,016 students wrote the computer-based test.  
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Multiple-choice and constructed-response questions were included.  The mean of the computer-

based test was statistically lower (p < 0.05) than the mean of the paper-and-pencil test, but only 

by about 0.14 standard deviations (Sandene et al., 2005; Bennett et al., 2008), which is less than 

the 0.20 minimum for small effects suggested by Cohen (1988).  Bennett et al. (2008) reported 

that the standard deviation of the computer-based test was greater than that of the paper-and-

pencil test, suggesting greater variability in the computer-based test scores, although no 

significance level was stated.   

Item level analysis can help to determine whether any mode effects at the total score level 

are linked to uniform differences in item functioning or can be attributed to a few outliers 

(Bennett et al., 2008).  All but 4 of the items were easier on the paper-and-pencil test.  Taken 

across all 25 items, the range of the differences in the estimated item response theory (IRT) b 

parameters was -0.25 to 0.81, with the mean of the absolute value of the differences being 0.28 

logits, suggesting minimal effects.  However, the discrepancy was, on average, twice as large for 

the constructed-response questions than for the multiple-choice questions.  The constructed-

response questions required more adaptations to be rendered on screen than did the multiple-

choice questions, which may have introduced the need for computer skills when responding or 

may have changed the nature of what is being measured (Bennett et al., 2008).  When the 

differences in the discrimination estimates were compared, 16 of the 25 items appeared to be 

more discriminating on the paper-and-pencil test; however, across all the items, the mean 

absolute difference was 0.13, suggesting minimal effects.   

The 2001 NAEP Math Online (MOL) study was the most comprehensive study of the 

role computer familiarity plays on student performance.  Their definition of computer familiarity 

contained three components—computer experience, input accuracy, and input speed (Sandene et 



COMPARING PERFORMANCE ACROSS TEST ADMINISTRATION MODES IN A 
LARGE-SCALE TESTING ENVIRONMENT                                                                          36 

al., 2005).  Sandene et al. (2005) hypothesized that examinees should have a minimal level of 

proficiency in each of these components to effectively take an online test that contains 

constructed-response questions.  While the number of students lacking familiarity was 

insignificant, familiarity with computers did affect performance on the Grade 8 mathematics test 

(Bennett et. al, 2008; Sandene et al., 2005).  After controlling for performance on a paper-and-

pencil block of 20 mathematics questions, the increment in variance accounted for in the MOL 

score was 8 percentage points, which was statistically significant (p < 0.05).  Thus, some 

students performed better than their equally mathematically proficient peers because of their 

computer proficiency (Bennett et al., 2008).  Thus, Drasgow et al. (2006) believed that the rank 

order was affected across the two modes in the MOL study, because the mix of skills 

(specifically related to computer familiarity) measured in each mode were different.  Drasgow et 

al. (2006) also suggested that these results illustrate why judgments of comparability should 

never be based solely on score equivalence.   

Summary of the Literature   

Different properties related to mode effects have been studied in the comparability 

studies for mathematics.  In addition to differences in overall scores, some researchers examined 

subtest differences (Csapó et al., 2009; Kim & Huynh, 2007; Russell & Haney, 1997; Sandene et 

al., 2005) or differences at the item level (Csapó et al., 2009; Johnson & Green, 2006; Kim & 

Huynh, 2007; Keng et al., 2006; Poggio et al., 2005; Sandene et al., 2005; Threfall et al, 2011). 

Some of the same and other researchers examined sub-group differences like gender and 

academic placement (Csapó et al., 2009; Gaskill & Marshall, 2006; Kim & Huynh, 2007; 

Minnesota Department of Education, 2009; Poggio et al., 2005).  Very few studies examined the 



COMPARING PERFORMANCE ACROSS TEST ADMINISTRATION MODES IN A 
LARGE-SCALE TESTING ENVIRONMENT                                                                          37 

relationship between computer familiarity and performance (Bennett et al., 2008; Choi & 

Tinkler, 2002, as cited in Oregon Department of Education, 2007; Sandene et al., 2005). 

The tests in most studies contained only multiple-choice items, although a few also 

examined mode effects for open-ended or constructed response questions (Bennett et al., 2008; 

Csapó et al., 2009; Russell & Haney, 1997; Sandene et al., 2005).  Only a few studies considered 

scratchwork (Johnson & Green, 2006; Keng et al., 2006; Threfall et al., 2011) or examined 

response distributions (Poggio et al., 2005; Keng et al., 2006).  Very few studies were done at the 

high school level (Kim & Huynh, 2007; Minnesota Department of Education, 2009; Oregon 

Department of Education, 2007), although none were done at the grade 12 level.  And only two 

comparability studies were identifiable as being a high-stakes large-scale testing environment 

(Minnesota Department of Education, 2009; Way et al., 2006).   

Overall, the results of the mathematics comparability studies are inconclusive.  Many of 

the studies found no statistical difference in performance on a paper-and-pencil test versus a 

computer-based test.  A majority of the studies that did find statistically significant differences 

reported that the computer-based test was more difficult than the paper-and-pencil test, but often 

the effect sizes were small.  These mixed results are not entirely surprising, given that tests can 

be nonequivalent when administered in different modes (Thissen, Reeve, Bjorner, & Chang, 

2007), different settings produce different results (Clarianna & Wallace, 2002), and random 

assignment is often difficult to do, which may affect the interpretation of the results (Kingston, 

2009; Way et al., 2008).   
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Chapter 3 

Methods 

 The methods described in this chapter were selected to yield the results needed to answer 

the research questions first stated in Chapter 1, which are restated here for easy reference: 

1. Are the psychometric properties of the items comparable between the paper-and-

pencil field test and the computer-based field test?  

2. Does the reliability of the paper-and-pencil field test differ from the reliability of the 

computer-based field test?  

3. Do students’ scores differ significantly between the paper-and-pencil field test and 

the computer-based field test with at least a moderate effect size?   

4. Do male and female students’ scores differ significantly with at least a moderate 

effect size between the paper-and-pencil field test and the computer-based field test? 

5. To what degree does student performance on a digital Mathematics 30-2 field test 

depend upon computer familiarity and prior online testing experience? 

Since the data used were previously collected by Alberta Education as part of its regular 

field testing procedures, this study involved secondary data analysis.  Approval to request data 

was submitted to and granted by the Executive Director, Assessment Sector, Alberta Education.  

Prior to receiving the data, Alberta Student Numbers (ASN) were removed and replaced with 

consecutive numbers beginning with 1 (one) to protect the identity of the students.  Ethics 

approval for the study was granted by the Research Ethics Board at the University of Alberta.  

The chapter is organized in six sections.  First, a description of the Mathematics 30-2 

Diploma Examination is provided.  This is followed by an overview of the field test processes 

used by Alberta Education.  Third, the research design employed by Alberta Education to 
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determine if performance is influenced by the mode of delivery is described.  Fourth, information 

about the instruments used—the Mathematics 30-2 year-end field test used in the study and the 

computer familiarity survey administered to the students who wrote the paper-and-pencil form of 

the field test and the students who wrote the computer-based form of the field test—is described.  

Next, a description of the data collection procedures is provided.  Lastly, the statistical analyses 

conducted to answer the research questions are provided.  The preliminary analysis conducted to 

determine if previous on-line test experience influences performance on the computer-based field 

test is provided first.  This is then followed in turn by a description of the item analyses 

procedures, the analyses conducted at the field test level, and the analyses of the survey data.   

Mathematics 30-2  

Mathematics 30-2 is a course intended for students planning to attend a university, 

college, or technical institute after high school, but who do not need calculus (Alberta Education, 

2010).  The Mathematics 30-2 Diploma Examination is the school exit examination for this 

course.  Provincial implementation of the Mathematics 30-2 course began in the fall of 2012.  

Therefore, the first administration of the Mathematics 30-2 Diploma Examination was in January 

2013 for students who took the course in the fall semester, and the second administration was in 

June 2013 for students who took the course in the spring semester or as a full year course.  The 

blueprint for the Mathematics 30-2 Diploma Examination, which is criterion referenced, is 

provided in Table 1 (Alberta Education, 2013c).   
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Table 1 
 

  Mathematics 30-2 Blueprint 
Question Format Number of Questions Emphasis 

Multiple-Choice 28 70% 
Numerical-Response 12 30% 

 
 

  Cognitive Levels Emphasis  
  Conceptual 34%  
  Procedural 30%  
  Problem Solving 36%  

 
  Topics Emphasis  

  Logic and Reasoning 17%  
  Probability 33%  
  Relations and Functions 50%  

 
A different form of the diploma examination is administered at each examination 

administration.  On each form, the emphasis of multiple-choice and numerical-response items in 

each topic area differs.  Given that provincial implementation of Mathematics 30-2 began in the 

fall 2012 semester, the students who wrote the field tests and diploma examinations in January 

and in June, 2013, are not necessarily representative of the student population for whom the 

course is intended.  Once this population stabilizes, secure common items to allow linking of 

forms to provide a measure of change will be included in each Mathematics 30-2 Diploma 

Examination.  

As shown in Table 1, 28 multiple-choice and 12 numerical-response questions are used.  

The emphasis given to the three cognitive levels is more evenly distributed than the emphasis for 

topics: 34%, 30%, and 36% versus 17%, 33%, and 50%.  The multiple-choice questions have 

four alternatives and the open-ended numerical response questions have four boxes and bubbles 

that students use to record their answers.  Numerical-response questions in Mathematics 30-2 

may involve a calculation, require students to correctly order a sequence, require students to rank 
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using provided criteria, or select from a list using provided criteria.  Each multiple-choice 

question has one correct answer but some numerical-response questions have more than one 

correct answer.  Both multiple-choice and numerical-response questions are scored 

dichotomously. 

Alberta Education provides sample multiple-choice and numerical-response questions in 

the practice section online as well as in the Mathematics 30-2 Assessment Standards and 

Exemplars (Alberta Education, 2013d) on their web site.  While the sample questions are not 

included in any diploma examination, they illustrate the formats and general types of questions 

that may be included on a Mathematics 30-2 Diploma Examination. 

Field Testing in Alberta  

Alberta Education regularly administers field tests toward the end of a semester (January 

and June) for each of its diploma examinations.  The purposes of the field tests are to determine 

the psychometric characteristics of the field test questions and then to use the findings to select 

questions for future diploma examinations.  Classical test score theory item analysis is used to 

ensure that only questions with good psychometric properties (difficulty values between 0.30 and 

0.85, corrected point-biserial values greater than 0.20, and responses for incorrect options being 

chosen by at least 5% of the students) are selected for future diploma examinations.  Teacher and 

student comments are also used to ensure the wording is clear and the contexts portrayed in the 

items are appropriate for the students.  

Field test procedures.  Once approval to participate in field-testing has been granted by 

the superintendent of a school district in the province and the principal of a school, teachers in 

these schools can request a field test for a specific date within the allowable field-testing period, 

which is approximately 3 weeks long and ends approximately 1 week before the administration 
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of the diploma examination.  In order to obtain a representative sample of the province, the 

Examination Administration Unit, Assessment Sector within Alberta Education considers the 

requests received and then selects classes from across the province to obtain a somewhat 

representative sample of students for each field test.  

The field tests are administered under conditions that are similar to the administration of 

diploma examinations.  Paper-and-pencil field tests are brought to a teachers’ class and 

administered by an Alberta Education field test supervisor (teachers other than the students’ 

teacher administer the field test).  While the supervisor proctors the field test, the teacher reviews 

the items on the field test and records comments they might have in the field test booklet.  

Computer-based field tests are delivered electronically using the computer platform Quest A+ 

and are usually administered under the supervision of the teacher who requested the field test.  

Teachers are given a supervisor code so that they have access to the field test online. They enter 

any comments they might have about items in an interface at the end of the test.  Both paper-and-

pencil field tests and computer-based field tests are kept secure before, during, and after 

administration.   

Paper-and-pencil field tests are scored by the Alberta Education field test supervisor and 

a copy of the students’ scores is left with the classroom teacher.  The computer-based field tests 

are scored automatically and the classroom teacher receives a copy of the students’ scores once 

the teacher submits the electronic security declaration form to Alberta Education.  Teachers are 

encouraged to use the field test scores in a manner that motivates students to perform well, such 

as allowing students to use the field test score as a replacement score for a low classroom test or 

quiz score obtained during the school year.   
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 Computer requirements for Quest A+.  To use Quest A+, recent versions of Opera, 

Safari, Chrome, or Firefox are required systems at the school level.  Flash Player 11.1 or newer 

is also required, along with a screen resolution of at least 800 x 600.  Recommended flash 

settings are posted on Alberta Education’s website, together with the system requirements for 

both a Windows environment and a Mac environment.  

Quest A+ is the production pilot that Alberta Education is presently using to deliver the 

computer versions of selected field tests.  Once students log in, the Quest A+ browser locks the 

computer so that students cannot access the internet, any files stored on the hard drive of the 

computer, other network files, and a printer.  A mock secure test on the Quest A+ website can be 

used to ensure the locked browser is installed and functioning properly before a secure test or 

examination is administered.   

Field test procedures using Quest A+.  Teachers who request a field test on Quest A+ 

receive an electronic copy of the Digital Field Test Instructions: Diploma Examination and 

Achievement Testing Programs from the Examination Administration, Assessment Sector unit.  

This document describes how to set up a practice test run for students, the student login process, 

the teacher login process, what to do in the event of a power or computer failure, how to input 

teacher comments, and how to receive scores after the field test is written by students.   

Research Design 

One of the seven June 2013 Mathematics 30-2 field tests was administered in a paper-

and-pencil format and in a computer-based format.  Random assignment of classes to the paper-

and-pencil form and to the computer-based form was not possible given the manner in which 

schools and classes are identified for the field tests.  Consequently, the field test design was 

equivalent to a non-equivalent groups quasi-experimental design.   
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There were 91 teachers who indicated they would participate in the June 2013 paper-and-

pencil field tests and 23 teachers who indicated they would participate in the computer-based 

field test.  Fourteen teachers were selected for the paper-and-pencil field test in this study and, 

since there was only one computer-based field test in June 2013, all 23 teachers who requested a 

computer-based field test were selected for the online form of the same test.  Once these 

selections were completed by the Examination Administration unit, these teachers were 

contacted by Alberta Education and asked if they were willing to participate in a comparability 

study.  They were informed that by agreeing to participate, their students would complete a 

survey questionnaire that included questions on computer familiarity and questions related to 

their field test experience.  Of the 14 teachers who requested a paper-and-pencil field test, 12 

agreed to participate; of the 23 teachers who requested a computer-based field test, 17 agreed to 

participate.  Examination of the schools of these 29 teachers by the Examination Administration 

unit revealed that the two subsamples were a somewhat representative sample of schools in the 

province.    

Instruments 

Mathematics 30-2 field tests.  Each Mathematics 30-2 field test is built to the same 

examination specifications as the Mathematics 30-2 Diploma Examination (see Table 1), but 

with fewer questions.  Although there is no statistical information for the items included in each 

field test, content related validity evidence for each field test is established by a field-test 

validation working group, which consists of classroom teachers and Alberta Education staff,  

prior to administering the field test.   

As indicated above, seven field tests were administered for Mathematics 30-2 in June, 

2013.  These field tests were designed to be completed in 60 minutes, and each consisted of 13 
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multiple-choice and 5 numerical-response questions.  One field test was offered in both a paper-

and-pencil format and in a computer-based format to determine if there were performance 

differences due to administration mode.  This field test contained six multiple-choice and three 

numerical-response items from Relations and Functions; three multiple-choice items from 

Logical Reasoning; and four multiple-choice and two numerical-response items from 

Probability.  For the cognitive level emphasis, six items were conceptual, five were procedural, 

and seven were problem solving.   

The paper-and-pencil test booklet for this field test contained an instruction page, scrap 

paper, and a tear-out formula sheet.  Students were allowed to use an approved graphing 

calculator for the field test.  They recorded their answers to the multiple-choice and numerical-

response questions on a Scantron sheet provided by Alberta Education, and they could complete 

the 18 questions in any order and go back and review their answers.   

The computer-based form of this field test was administered using Quest A+.  An 

instruction page and a drop-down formula sheet were provided online, and students could choose 

to hide or show these resources using the respective button.  Students could also navigate 

through the field test using the page navigation buttons.  Both the resources and the question 

components had zoom controls that the students could use to control window size.  One question 

at a time appeared on the screen.  If students wished to mark a question for later review, they 

clicked the Review box.  They could also choose to have the remaining time hidden or shown 

using the Time is Hidden or Time Left buttons.  They were allowed to use an approved graphing 

calculator and, as with the paper-and-pencil field test, they could complete the 18 questions in 

any order and go back and review their answers.  They were allowed to use scrap paper during 

the online field test, but they were not allowed to take it with them once they finished the test. 
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Before signing off of Quest A+, a checklist popped up to remind students of any unanswered 

questions, although they could choose to not answer these questions. 

Computer familiarity survey. The researcher developed a paper-and-pencil 

questionnaire to collect information about students’ use of computers in their mathematics 

classes, their computer use in general, their experience with online testing, and their experience 

in the response medium they wrote the field test in.  Some of the questions on the questionnaire 

were adapted from the questions used by Sandene, Bennett, Braswell, and Oranje (2005) for the 

Math Online (MOL) study for the NAEP Technology-Based Assessment (TBA) project.  The 

first eight questions were common to both samples of students as were question 13 for the 

students who responded to the computer-based field test and question 15 for the students who 

responded to the paper-and-pencil field test. The students who wrote the paper-and-pencil field 

test were branched after question 8 to question 15.  The students who wrote the computer-based 

field test responded to questions 9 to 14.  A copy of the questionnaire is provided in Appendix A.   

Data Collection 

Prior to data collection.  As mentioned earlier, the data for this study was part of 

Alberta Education’s field testing program.  The research design and data collection were 

discussed with the Assessment Sector examination administration team and the scoring and 

reporting team.  Once approval was granted by these personnel at Alberta Education, a special 

letter was sent out to Mathematics 30-2 teachers whose classes wrote the field test involved in 

this study.  This letter outlined the scope of the study, timeline, nature of participation, and 

contained information on administering the computer familiarity survey.  Teachers were asked to 

read this letter, and then check the yes box if they were willing to participate in the study and the 
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no box if they were not willing to participate.  There were no apparent risks to either students or 

their teachers in this study and participation was purely voluntary.   

In addition to receiving instructions on the standard procedures for administering Alberta 

Education field tests, the proctors for the paper-and-pencil field test were given instructions to 

administer the computer familiarity survey.  Teachers whose students wrote the computer-based 

field test were given instructions for administering the online version of the field test and the 

computer familiarity survey.  All data collected was secured by Alberta Education.   

 Actual data collection.  The Mathematics 30-2 field test in this study was administered 

by Alberta Education from June 4 – June 11, 2013.  Proctors supervised the paper-and-pencil 

field test; classroom teachers supervised the computer-based field test.  The computer familiarity 

survey was administered in paper-and-pencil format to both groups of students by the proctors in 

the case of the paper-and-pencil administration and by the teachers in the case of the computer-

based administration.  If class time allowed, the survey was done immediately after students 

completed the field test; if there was not sufficient time, the survey was done at the beginning of 

the next Mathematics 30-2 class.   

As part of the computer-based field test process, the students’ Alberta Student Numbers 

(ASN) were collected when students logged on to Quest A+.  Alberta Education exam 

administration staff affixed stickers with ASNs on the Scantron sheets for the paper-and-pencil 

version of the field test and on the computer familiarity survey forms.  Use of the ASNs allowed 

identification of the gender of the student and were used to match students’ field test forms and 

surveys.  

Statistical Analysis  
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Data entry. The students’ answers sheets for the paper-and-pencil form of the field test 

were scanned using Alberta Education’s optical scanners.  Using Alberta Education’s business 

rules for field-test data, the data from the two field test forms excluded students who either left at 

least 16% of the machine-scored items blank (i.e., 3 items), at least 16% of the multiple-choice  

items blank (3 items), or at least 67% of the numerical-response items blank (3 items).   

The responses to the computer familiarity survey were input by a contractor with 100% 

verification by the researcher.  Prior to analyses, the missing responses were considered item by 

item, as shown in Table 2.  As described further in Chapter 5, in some questions a blank or 

missing response was indicative of “no” or “never” so it was coded as such; in other questions,  

Table 2 

Handling of Missing Responses in Survey Questions 
Survey Question What Was Done with Missing Responses 
Question 1 Not applicable as there were no missing 

responses 
Question 2 Missing responses coded as average of actual 

responses 
Question 3 Missing responses coded as “never” 
Question 4 Missing responses coded as “never” 
Question 5 Missing responses coded as “never” 
Question 6 Missing responses coded as “no” 
Question 7 Missing responses coded as average of actual 

responses 
Question 8 Missing responses not recoded 
Question 9 Missing responses not recoded 
Question 10 Missing responses coded as average of actual 

responses 
Question 11 Missing responses coded as average of actual 

responses 
Question 12 Missing responses coded as average of actual 

responses 
Question 13 Missing responses coded as average of actual 

responses 
Question 14 Missing responses coded as average of actual 

responses 
Question 15 Missing responses coded as average of actual 

responses 
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the missing responses were coded using the average of the actual responses so as to maintain as 

much data as possible in the analysis.  Only two questions (8 and 9) did not have missing 

responses recoded because neither of the input procedures would have resulted in meaningful 

and interpretable results for these two questions.  The survey data and the data from the two field 

test forms were then merged into one file. 

Preliminary analysis. Possible differences in performance between students who had 

previous online test experience before writing the computer-based field test and students who 

had no previous online test experience before writing the computer-based field test was of 

concern (Research Question 5).  Therefore, a preliminary analysis was conducted to determine if 

previous online testing experience affected performance on the computer-based version of the 

field test.  For the students who wrote the field test online, the difference in performance between 

the students who answered “yes” and the students who answered “no” to the survey question 

“Have you taken a test online before today?” was tested.    

The basic descriptive statistics for these two subsamples are reported in Table 3.  Of the 

258 students who wrote the computer-based field test, two did not respond to this survey 

question.   As shown, the subsample sizes are not equal; of the 256 students, 163 indicated that 

they had taken a test previously online and 93 indicated they had not.  Given the interaction  

Table 3 

Description of Student Subsamples’ Responses to Survey Question 9 
 yes no 
Number of examinees 163 93 
Mean 7.88 8.23 
Standard Deviation 3.12 2.66 
 

between unequal sample sizes and lack of homogeneity of variance influences Student’s t-test 

statistic for two independent groups, Levene’s test was used to determine if there was lack of 
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homogeneity of variance.  If there was lack of homogeneity of variance, then Welch’s correction 

to Student’s t-test statistic would be used to test the significance of the difference between the 

two means.  The results of Levene’s test (F = 4.24, df = 254, p < 0.05) revealed that there was 

not homogeneity of variance and Welch’s correction was needed. The value of Welch’s 

correction to Student’s t- test statistic was not significantly different from zero (t′ = -0.09; df = 

123; p > 0.05). The effect size, which was -0.19, was small (Cohen, 1988).  Therefore, the two 

computer-based field test subsamples were combined for all subsequent analyses.  

Item analyses. Using classical test score theory item analysis, the difficulty (p-value), 

corrected point-biserial correlation coefficient (CRPB), and alternative functionality were 

compared between the paper-and-pencil field test (PP) and the computer-based field test (CB) for 

each item.  The p-value and the CRPB were calculated using Alberta Education’s item analysis 

software (Ping Yang, Psychometrician, Assessment Sector, Alberta Education, personal 

communication, November 12, 2013).  To compare the p-values across modes, the odds ratio 

was calculated and then Cox’s (1970) Index was used for the effect size: 

𝑂𝑅 =  
𝑝𝑐𝑏𝑖(1− 𝑝𝑝𝑝𝑖)
𝑝𝑝𝑝𝑖(1 − 𝑝𝑐𝑏𝑖)

 

 

and  

 Cox Index =  
𝑙𝑛 (𝑂𝑅)
1.65

 
 
  

where OR is the odds ratio, 𝑝𝑝𝑝𝑖 is the difficulty of item i, PP,  and 𝑝𝑐𝑏𝑖 is the difficulty of item i, 

CB. 
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To compare the CRPBs across mode, the values were first transformed to Fisher’s (1958) 

Z, given correlations are on the closed interval and do not follow a normal distribution for values 

other than zero:   

Z = tanh-1r 

where r is the correlation coefficient.  Then the z-test statistic for the test of the difference 

between two point-biserial correlation coefficients for the correct option c, item i, PP and CB 

was used:   

|𝑧𝑖| =  
𝑧𝑐𝑃𝑃𝑖 − 𝑧𝑐𝐶𝐵𝑖

� 1
𝑛𝑃𝑃𝑖 − 3 + 1

𝑛𝐶𝐵𝑖 − 3

 

 
where 𝑧𝑐𝑃𝑃𝑖is Fisher’s Z for the correct option, item i, PP, and 𝑧𝑐𝐶𝐵𝑖is Fisher’s Z for the correct 

option for item i, CB.  The effect size, q, (Heinrich Heine Univeristät Düsseldorf, n.d.) was 

determined by:    

q = 𝑧𝑐𝐶𝐵𝑖  – 𝑧𝑐𝑃𝑃𝑖  
 

The functionality of each alternative for the multiple choice questions across modes was 

compared using the Chi-square test statistic goodness of fit test.  The proportions of students who 

responded to the alternatives for each computer-based field test multiple-choice item were fit to 

the proportions of students who responded to the corresponding alternatives for the same paper-

and-pencil field test item, given the paper-and-pencil field test was previously the only form 

used.  For the numerical-response items, the Chi-square test statistic goodness of fit test was also 

used to compare the proportions of students who determined the correct response and the 

proportion of students who determined the incorrect response and responded to the computer-

based field test and the corresponding proportions of students who responded to the paper-and-

pencil field test.   
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Given failing to indicate that the difference between the two p-values, the two CRPBs, 

and the fit of the alternatives was a more critical error (Type II error) than saying the difference 

was due to chance (Type I error), the comparative  analyses were completed at the 0.05 level of 

significance.  All comparative analyses were conducted using Version 21, IBM SPSS Statistics 

(IBM Corporation, 2012).   

Test level analyses. Since random assignment of the students to the mode of 

administration was not possible, the original plan for this study was to use the June 2013 

Mathematics 30-2 Diploma Examination as a covariate to account for possible differences in the 

mathematical abilities of the students in the two samples at the test level. However, there was 

severe flooding in the southern part of the province in June 2013, and a large number of students 

who wrote the field test and completed the computer familiarity survey were unable to write the 

Mathematics 30-2 Diploma Examination.  Removing these students from the samples decreased 

the sample size considerably and also impacted the representativeness of the samples, so the 

covariate was not used.   

Instead, a 2 x 2 x 3 (response mode-by-gender-by-test mode preference) fully crossed 

fixed effects ANOVA was conducted to determine the significance of the interactions between 

gender, mode, and test mode preference; each of the two way interactions (e.g., gender-by-test 

mode preference); and each of the main effects (e.g., gender).  The responses to the test mode 

preference survey question (Question 8) were used to measure test mode preference (“If I had a 

choice, I would prefer taking a math test a. online, b. using paper and pencil, and c. either online 

or using paper and pencil”).  This ANOVA was used in light of the way the field test samples 

were selected, which while not random, was systematic.  Both samples were selected to represent 

the province.   
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Computer familiarity survey analyses. The analysis of the computer familiarity survey 

was completed at the item level.  First, for the common questions (2 through 8, and 15 (paper-

and-pencil field test) with 13 (computer-based field test)), the difference between the proportions 

of responses of the students who responded to the paper-and-pencil field test and the students 

who responded to the computer-based field test were compared using the Chi-square test 

statistic.  For the remaining questions that were answered by only the students who did the 

computer-based field test, the frequencies were computed and examined.    

With respect to fairness to students, it was believed that a Type II error had more serious 

consequences than a Type I error, so all analyses were completed at the 0.05 level of 

significance.   
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Chapter 4 

Results at the Item Level 

The results for the analysis at the item level are presented in this chapter in two sections.  

First, the results of a comparative analysis of the psychometric properties of each item across 

response modes is provided and discussed.  However, since the field test is secure, specific 

details about the items cannot be disclosed.  Second, as will be seen, since there were no 

differences between the psychometric properties of the items in the two test forms, the two 

samples were combined and an item analysis for the full sample was conducted.  The results of 

this analysis, which is provided in the second section, will be used to select items for future 

Mathematics 30-2 Diploma Examinations.   

Comparative Analyses across Response Modes at the Item Level 

 The psychometric properties of each item were examined using classical test theory item 

analysis.  For each item, the alternative functionality across response modes, the difficulty (p-

value), and the discrimination (corrected point biserial correlation coefficient) were compared for 

each item across the paper-and-pencil field test and the computer-based field test.  

Alternative functionality.  The functionality of each alternative for the multiple-choice 

items across response modes was compared using the Chi-square test statistic goodness of fit 

test.  The proportions of students who responded to each alternative for each of the computer-

based field test (CB) items were fit to the proportions of students who responded to the 

corresponding alternative for each of the paper-and-pencil field test (PP) items, given the paper-

and-pencil field test was the only form used in previous years.  The results of the analysis for 

each multiple-choice item are shown in Table 4, with the correct answers indicated by the letter 
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c.  The items are grouped by topic area: multiple-choice items 1 through 4, 12 and 13 are from 

Relations and Functions; multiple-choice items 5 through 7 are from Logical Reasoning; 

Table 4   

Chi-square Test Statistic Comparison between the Multiple-Choice Items on the Paper-and-
Pencil Field Test (n = 252) and Computer-Based Field Test (n = 378) 
  Alternative/Proportion Within Response 

Mode 
 

Topic/Item Number Response Mode   A   B   C   D Sig.* 
Relations & Functions       
   MC 1 PP 0.26 0.02 0.14 0.58c No 
    CB 0.26 0.04 0.14 0.57  
   MC 2 PP 0.07 0.10 0.69c 0.14 No 
 CB 0.05 0.11 0.74 0.10  
   MC 3 PP 0.34 0.53c 0.11 0.02 No 
 CB 0.32 0.58 0.07 0.03  
   MC 4 PP 0.28 0.56c 0.10 0.06 No 
 CB 0.28 0.59 0.09 0.04  
   MC 12 PP 0.43 0.29c 0.22 0.06 No 
 CB 0.46 0.29 0.17 0.08  
   MC 13 PP 0.31 0.35 0.14 0.20c No 
    CB 0.27 0.38 0.16 0.19  
Logical Reasoning       
   MC 5 PP 0.77c 0.03 0.07 0.13 No 
 CB 0.85 0.01 0.04 0.10  
   MC 6 PP 0.15 0.09 0.20c 0.56 No 
 CB 0.16 0.07 0.16 0.61  
   MC 7 PP 0.09 0.13 0.06 0.72c No 
 CB 0.07 0.17 0.04 0.72  
Probability       
   MC 8 PP 0.43c 0.21 0.27 0.09 No 
 CB 0.50 0.17 0.24 0.09  
   MC 9 PP 0.06 0.30 0.17 0.47c No 
 CB 0.03 0.28 0.15 0.54  
   MC 10 PP 0.51c 0.36 0.09 0.04 No 
 CB 0.47 0.41 0.09 0.03  
   MC 11 PP 0.21 0.36 0.15 0.28c No 
 CB 0.18 0.39 0.12 0.31  
Note:  MC = multiple-choice.  
*p < 0.05; c indicates the correct answer 
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and multiple-choice items 8 through 11 are from Probability.  IBM SPSS Statistics (IBM 

Corporation, 2012), which was used to generate these data, recommends that the Chi-square test 

statistic not be used unless the minimum expected frequency in each cell is at least 5.  However, 

this study followed the recommendations made by Roscoe and Byars (1971), Convor (1974), and 

Camilli and Hopkins (1978, 1979) that an average expected frequency of 2 is sufficient.   

As shown in Table 4, none of the Chi-square test statistic values were significant (p > 

0.05) for any of the 13 multiple-choice items.  Therefore, the distribution of proportions of 

students choosing the four alternatives for each multiple-choice item on the computer-based field 

test was not significantly different from the distribution of proportions of students choosing the 

four alternatives for the same multiple-choice item on the paper-and-pencil field test.   

The proportion of students who choose the correct response should be greater than the 

proportion that chooses an incorrect alternative.  If this is not the case, it may be that the item 

was miskeyed, the item is flawed in some way, or too many students are drawn to the 

misconception that the alternative is based on.  This is the case in multiple-choice items 12, 13, 

6, and 11.  Multiple-choice item 12 was a word problem that required careful reading.  Multiple-

choice item 13 required students to use the context to identify an appropriate domain and range; 

in this question, two alternatives were more popular than the correct response and in both cases, 

the domain was not appropriate.  Multiple-choice item 6 required students to properly apply set 

notation symbols, which are identified on the formula sheet, to two regions of a diagram; the 

alternative that was more popular than the keyed answer used the wrong symbols for the second 

region.  Multiple-choice item 11 was a probability word problem; students who missed a key 

word in the problem choose the wrong alternative.  These items were not miskeyed, and the 
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members of the teacher validation committee felt that these items were fair and that the 

alternatives were appropriate.     

Numerical-response items.  For the numerical-response items, the proportion of students 

who responded correctly and the proportion who responded incorrectly on the computer-based 

field test were fit to the corresponding proportion of students on the paper-and-pencil field test.  

The results of the analysis for each numerical-response item are shown in Table 5.  The items are 

grouped by topic area: numerical-response items 1, 2, and 3 are from Relations and Functions; 

numerical-response items 4 and 5 are from Probability.  Logical Reasoning contained no 

numerical-response items.   

Table 5 

Chi-square Test Statistic Comparison between the Numerical-Response Items on the Paper-and-
Pencil Field Test (n = 252) and Computer-Based Field Test (n = 378) 

Topic/Item Number 
Response 

Mode 
Correct 

Response 
Incorrect 
Response Sig.* 

Relations & Functions     
   NR 1 PP 0.39 0.61 No 
    CB 0.41 0.59  
   NR 2 PP 0.32 0.68 No 
 CB 0.38 0.62  
   NR 3 PP 0.08 0.92 Yes 
 CB 0.18 0.82  
Probability     
   NR 4 PP 0.15 0.85 No 
    CB 0.11 0.89  
   NR 5 PP 0.20 0.80 No 
 CB 0.22 0.78  
Note:  NR = numerical-response   
*p < 0.05 

As shown in Table 5, only one numerical-response item had a significant Chi-square test 

statistic value (p < 0.05).  While the proportion of students who answered item 3 are low (0.08 

for the paper-and-pencil field test and 0.18 for the computer-based field test), the proportion of 

students who wrote the computer-based field test and determined the correct answer was 
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significantly greater than the proportion of students who wrote the paper-and-pencil field test and 

determined the correct answer.  There is no apparent reason for this difference.  Further, for the 

remaining four numerical-response items, an incorrect response was more popular than the 

correct response for both response modes, particularly so for the last two items.  On this field 

test, all of the correct answers were verified, and teacher validation committees felt that each of 

the five numerical-response items was not flawed and was fair.  Further, students typically find 

numerical-response items more difficult than multiple-choice items.    

Difficulty and discrimination.  The difficulty index or p-value for an item is the 

proportion of examinees who answer the item correctly.  The corrected point biserial correlation 

coefficient (CRPB) is the correlation between the responses to the alternatives of an item and the 

total score minus that item, and it is used to indicate how well the item discriminates between 

students who performed well on the test and students who performed poorly.  Alberta Education 

recommends that the CRPB be used over the point biserial correlation coefficient (RPB) because 

of the small sample sizes that are typically used for field tests.   

Table 6 provides the p-value and the CRPB for the correct option for each item for the 

students who responded to the paper-and-pencil field test and for the students who responded to 

the computer-based field test, and it also indicates whether or not the differences between the 

two p-values and the two CRPBs differ significantly or not.  The results for the difficulty are in 

columns 2, 3, and 4, and the results for discrimination are in columns 5, 6 and 7.  The items are 

grouped by topic area: multiple-choice items 1 through 4, 12 and 13, and numerical-response 

items 1 through 3 are from Relations and Functions; multiple-choice items 5 through 7 are from 

Logical Reasoning; and multiple-choice items 8 through 11 and numerical-response items 4 and 

5 are from Probability.   
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 As shown in Table 6, with three exceptions, the differences between the two p-values and 

the two CRPB values did not statistically differ.  The p-values of numerical-response item 3 and 

multiple-choice item 5, and the CRPB values for numerical-response item 3 differed significantly 

Table 6 

Comparison of Difficulty and Discrimination between Paper-and-Pencil Field Test (n = 252) 
and Computer-Based Field Test (n = 378) 
 Difficulty Discrimination 
Topic/Item Number PP CB Sig.* PP CB Sig.* 
Relations & Functions       
   MC 1 0.58 0.57 No 0.32 0.24 No 
   MC 2 0.69 0.74 No 0.21 0.28 No 
   MC 3 0.53 0.58 No 0.06 0.08 No 
   MC 4 0.56 0.59 No 0.23 0.25 No 
   MC 12 0.29 0.29 No 0.15 0.13 No 
   MC 13 0.20 0.19 No 0.03 0.04 No 
   NR 1 0.39 0.41 No 0.35 0.40 No 
   NR 2 0.32 0.38 No 0.30 0.27 No 
   NR 3 0.08 0.18 Yes 0.23 0.38 Yes 
Logical Reasoning       
  MC 5 0.77 0.85 Yes 0.10 0.20 No 
  MC 6 0.20 0.16 No 0.17 0.11 No 
  MC 7 0.72 0.72 No 0.20 0.09 No 
Probability       
  MC 8 0.43 0.50 No 0.25 0.18 No 
  MC 9 0.47 0.54 No 0.24 0.31 No 
  MC10 0.51 0.47 No 0.27 0.34 No 
  MC 11 0.28 0.31 No 0.20 0.25 No 
  NR 4 0.15 0.11 No 0.30 0.30 No 
  NR 5 0.20 0.22 No 0.27 0.41 No 

Note:  MC = multiple-choice.  NR = numerical-response 
*p < 0.05 
 

(p < 0.05).  The effect sizes for numerical-response item 3 were 0.62 for difficulty and 0.16 for 

discrimination; for multiple-choice item 5, the effect size was 0.30 for difficulty.  Cohen’s 

(1988) guidelines for interpreting the effect size are 0.20 small, 0.50 moderate, and 0.80 large.  

For the purposes of this study, the mid-point between the suggested cut-scores was used to 
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differentiate small from moderate (0.35) and moderate from large (0.65). Therefore, the effect 

size for numerical-response item 3 for difficulty was moderate, and the other two effect sizes, 

numerical-response item 3 for discrimination and multiple-choice item 5 for difficulty, were 

small.  Consequently, it was concluded that, with the exception of numerical-response item 3, 

the item difficulties of the items did not differ between the paper-and-pencil field test  and the 

computer-based field test, and the discrimination of the items did not differ between the paper-

and-pencil field test and the computer-based field test either. The results for numerical-

response item 3 with respect to difficulty are consistent with the results of the Chi-square test 

statistic, which was also significant, as shown in Table 5.   

  As can be seen from the results presented in Tables 4, 5 and 6, none of the multiple-

choice items differed in the response distributions for the alternatives, and only one numerical 

response item had a significant difference in response distributions across response modes, with 

the correct response favoring the computer-based field test.  Two items had a significant 

response mode effect for their p-values, both favoring the computer-based field test, but only one 

of these items had a medium effect size.  Only one item had a significant response mode effect 

for discrimination, favoring the computer-based field test, but the effect size was small.   

Therefore, it can be concluded that, with the exception of numerical-response item 3, the 

students who responded to the computer-based field test and the students who responded to the 

paper-and-pencil field test were not disadvantaged at the item level across response modes for 

the field test in this study.  Further, as indicated above, the proportions of students who 

responded correctly to numerical-response item 3 were both small and less than the desired value 

of 0.30 (see below). Therefore, the results of the two samples were combined to produce item 
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analysis results that would be more stable due to the larger sample size (n= 630); these results are 

provided in the next section.   

Item Level Analysis for the Combined Sample 

Table 7 provides the p-value and the CRPB for each item for the combined sample of 630 

students who responded to the field test.  As before, the items are grouped by topic area: 

multiple-choice items 1 through 4, 12 and 13, and numerical-response items 1 through 3 are from 

Table 7  

Difficulty and Discrimination for Combined Sample of Paper-and-Pencil and Computer-Based 
Field Tests (n = 630) 
Position on Field Test Topic/Item Number Difficulty Discrimination   
 Relations & Functions     

1    MC 1 0.57 0.26   
2    NR 1 0.40 0.38   
3    MC 2 0.72 0.25   
4    MC 3 0.56 0.08   
5    NR 2 0.36 0.28   
6    MC 4 0.57 0.24   
7    NR 3 0.14 0.33   
17    MC 12 0.29 0.13   
18    MC 13 0.20 0.04   
 Logical Reasoning     
8   MC 5 0.82 0.16   
9   MC 6 0.18 0.13   
10   MC 7 0.72 0.13   
 Probability     

11   MC 8 0.48 0.21   
12   MC 9 0.51 0.29   
13   NR 4 0.12 0.30   
14   MC10 0.48 0.30   
15   MC 11 0.30 0.23   
16   NR 5 0.21 0.36   

Note:  MC = multiple-choice.  NR = numerical- response 
*p < 0.05 
 

Relations and Functions; multiple-choice items 5 through 7 are from Logical Reasoning; and 

multiple-choice items 8 through 11 and numerical-response items 4 and 5 are from Probability.   
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The position of the item on the field test is also provided in Table 7. These results will be used to 

select items for future Mathematics 30-2 examinations.  

The minimum and maximum p-values for field tested items that can be used for future 

diploma examinations, according to Alberta Education’s branch standards, are 0.30 and 0.85, 

respectively.  As seen in Table 7, multiple-choice items 6, 12, and 13 failed to meet the 

minimum criterion for difficulty (i.e., 0.18, 0.29, and 0.20, respectively) as did numerical-

response items 3, 4, and 5 (i.e., 0.14, 0.12, and 0.21, respectively). None of the p-values of the 

items exceeded the maximum.   

In terms of topic, two of the three multiple-choice items (items 12 and 13) for which the 

p-value was less than 0.30 measured Relations and Functions and the third (item 6) measured 

Logical Reasoning.  Two of the three numerical-response items (items 4 and 5) for which the p-

value was less than 0.30 measured Probability, and the third (item 3) measured Relations and 

Functions.   

Three of the six items for which the p-value was less than 0.30 measured Relations and 

Functions, with two of the three items measuring the same sub topic on Relations and Functions 

(i.e., sinusoidal functions).  For the two items from Probability with a p-value of less than 0.30, 

one was from the sub topic permutations and the second was a probability question. 

Further, as shown in Table 7, it appears that item position did not have an effect on the p-

values, but, as mentioned earlier, item type did.  While the p-values of the last two multiple-

choice items for Relations & Functions, which were the last two items on the test, are low, as 

mentioned in the previous paragraph, both measured a difficult concept.  There are two other 

multiple-choice items (items 6 and 11) with low p-values, but it is not clear that the values are 
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due to their position in the test.  However, the p-values for the numerical-response items tend to 

be lower than the p-values for the multiple-choice items referenced to the same subdomain.     

The CRPB for the correct answer must be positive and should be greater than or equal to 

0.20, according to Alberta Education’s branch standards.  The value of the CRPB is influenced 

by the p-value (Gulliksen, 1950; Lord & Novick, 1968).  Items that are very difficult and very 

easy for a group of students usually have substantially lower CRPBs than do items of medium 

difficulty.  As shown in Table 7, all of the items had a positive CRPB.  However multiple-choice 

items 3, 5, 6, 7, 12, and 13 have a CRPB below 0.20.  Three of these six items (items 6, 12, and 

13) were more difficult items, while the remaining three were of moderate difficulty.  But not all 

of the difficult items had low CRPBs.  Numerical-response items 3, 4 and 5 were difficult, but 

the values of the CRPB for these items were 0.30 or greater.   

The CRPB for three of the six multiple-choice items that measured Relations and 

Functions (items 3, 12, and 13) and all three items that measured Logical Reasoning were below 

the minimum value. Three of the items measured Logical Reasoning, which suggests that 

students learned this topic to the same level, as measured by these three items. 

 Based only on the difficulty and discrimination values reported in Table 7, the following 

items from the field test in this study that would be considered for inclusion in a Mathematics 

30-2 Diploma Examination are multiple-choice items 1, 2 and 4 and numerical-response items 1 

and 2 for Relations and Functions; and multiple-choice items 8, 9, 10, and 11 for Probability.  No 

numerical-response items would be selected for Probability and no items would be selected for 

Logical Reasoning.  
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Chapter 5 

Results at the Test Level and Survey Results 

This chapter presents the results for the analysis of the field test at the test level and the 

results of the analysis of the computer familiarity survey at the item level.  This chapter is 

organized in two major sections.  In the first major section, the psychometric properties of the 

paper-and-pencil field test and the computer-based field test are provided and discussed, 

followed in turn by the results of a comparative analysis of the students who responded to the 

computer-based field test and completed the computer familiarity survey and the students who  

responded to the computer-based field test and did not complete the survey, and, lastly, the 

results of a comparative analysis at the test level across response mode, gender, and test 

preference.  In the second major section, the computer familiarity survey results are presented.   

Psychometric Properties of the Paper-and-Pencil Field Test and the Computer-based Field 

Test 

The psychometric properties of the paper-and-pencil field test (PP) and the computer- 

based field test (CB) are reported in Table 8.  The field test contained 18 items in total, all of 

which were dichotomously scored.   

As shown in Table 8, the minimum and maximum scores for the group of students who 

responded to the paper-and-pencil form and the group of students who responded to the 

computer-based form were identical.  The means and the standard deviations are similar. The 

scores for both groups are positively skewed by about the same amount, which, as seen in the 

item level results reported in Chapter 4, indicates that the field test was difficult for the students 

in both samples.  Further, the values for kurtosis suggest that the score distribution of the 
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Table 8 

Psychometric Characteristics of the Paper-and-Pencil Field Test and the Computer-Based Field 
Test 
 Field Test Form  
 PP CB 
Number of examinees 252 378 
Minimum   1  1 
Maximum 16 16 
Mean  7.37                      7.78 
Standard Deviation  2.90                      2.99 
Skewness  0.30 0.35 
Kurtosis -0.11                     -0.26 
Internal Consistencya  0.60  0.61 
Standard Error of Measurement  0.18  0.15 
a Cronbach’s Alpha 

computer-based field test sample is somewhat more flat than the score distribution of the paper-

and-pencil field test sample.  The internal consistency of the paper-and-pencil field test and the 

computer-based field test are comparable, as are the standard errors of measurement.  The low 

values of the internal consistencies of the two forms are likely due to the small number of items 

and the fact that the numerical response scores were essentially constant.   

Issue of nonresponse to the survey.  Two variables of interest were students’ gender 

and preference for response mode.  While the gender of all students was known, not all students 

completed the computer familiarity survey, either because there was not enough time following 

completion of the field test or the teacher did not administer the survey to the students during the 

next class period.  Seven (2.8%) students in the paper-and-pencil sample did not complete the 

survey; in contrast, 120 (31.7%) students in the computer-based sample did not complete the 

survey.  To determine the influence of this non-response on performance, Students’ t-test for 

independent groups was conducted to test the difference in performance between the students 

who wrote the computer-based field test and completed the survey and the students who wrote 

the computer-based field test and did not complete the survey.  The results of this analysis are 
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reported in Table 9. As shown, the mean of the students who completed the survey is not 

significantly different from the mean of the students who did not complete the survey. The effect 

size, 0.26, is small (Cohen, 1988). Thus the results for the students who responded to the 

computer-based field test and completed the survey are generalizable to the students who 

responded to the computer-based field-test but did not complete the survey. 

Table 9 

Comparison of Performance of Students who Responded to the Computer-Based Field Test: 
Completed Survey versus did not Complete Survey 
 n 

.X  ˆ Xσ  t p 
   Completed 258 7.97 2.95 0.67 > 0.05 
   Not Completed 120 7.22 3.03   
 

Influence of response mode, gender, and test mode preference on student 

performance.  A 2 x 2 x 3 (response mode-by-gender-by-test mode preference survey question) 

fully crossed fixed effects ANOVA was conducted to determine if there was a significant 

interaction between gender, response mode, and test mode preference; a significant interaction 

between response mode and gender, response mode and test mode preference, and gender and 

test mode preference; and a main effect due to response mode, gender, and test mode preference.  

In total, there were five students who did not respond to this survey question—four students who 

completed the paper-and-pencil field test and one student who completed the computer-based 

field test.  Since using the mean to replace these missing responses may not have been a true 

representation of their actual test mode preference, these five students were excluded from the 

analysis.  The number of students, mean, and standard deviation in the cells of this analysis are 

reported in Table 10 and the results of the ANOVA are presented in Table 11.   



COMPARING PERFORMANCE ACROSS TEST ADMINISTRATION MODES IN A 
LARGE-SCALE TESTING ENVIRONMENT                                                                          67 

Levene’s test of equality of error variances was not significant, (F(11,486) = 0.78, p > 

0.05), so the assumption of homogeneity of variance was met.  Given the unbalanced design and  

Table 10 

Description of Subsamples’ Performance Across Response Mode, Gender, and Test Mode 
Preference 
  PP CB 

Test 
Preference Gender n .X  ˆ Xσ  n .X  ˆ Xσ  

PP Males 82 7.38 2.76 49 7.88 3.05 
Females 101 8.03 3.05 88 8.03 3.08 

Either  Males 22 6.77 2.65 33 8.09 2.83 
Females 14 6.57 2.65 48 8.33 3.19 

CB Males 15 5.47 2.50 17 7.09 2.15 
Females 7 6.00 2.45 22 8.41 2.45 

 

Table 11 

ANOVA Results for the Mathematics 30-2 Field Test Across Response Mode, Gender, and Test 
Mode Preference 
 n 

.X  ˆ Xσ  
F p 

Response Mode    12.78 0.00 
  PP 241 6.70 2.92   
  CB 257 7.97 2.96   
Gender    1.61 0.20 
   Males 223 7.11 2.83   
   Females 275 7.56 3.02   
Test Mode Preference    3.26 0.04 
   PP 320 7.83 2.99   
   Either PP or CB 117 7.44 2.99   
  CB 61 6.74 2.58   
Response Mode by Gender    0.12 0.73 
Response Mode by Test 

Mode Preference 
   3.17 0.04 

Gender by Test Mode   
Preference 

   0.41 0.67 

Response Mode by Gender 
by Test Mode Preference 

   0.42 0.66 
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the fact that the three main effects—response mode, gender, and test mode preference—were 

considered to be equally important, Type III sums of squares were used.    

As shown in Table 10, the majority of students who responded to the paper-and-pencil 

field test indicated that they preferred to respond to a test presented in a paper-and-pencil format.  

Likewise the majority of students who responded to the computer-based field test indicated that 

they preferred to respond to a test presented in a paper-and-pencil format.  For both the paper-

and-pencil sample and the computer-based sample, the next greatest number indicated either 

format, and the fewest students indicated that they preferred to respond to a computer-based test.  

As shown in Table 11, the three way interaction among response mode, gender, and test mode 

preference was not significant.  Hence, the differences among the cell means reported in Table 

10 are not significant.  Whereas the two way interaction between response mode and test mode 

preference was significant, the two way interactions between response mode and gender and 

gender and test mode preference were not.  Lastly, whereas the main effects for response mode 

and for test mode preference were significant, the main effect for gender was not (see Table 11).  

However, the effect sizes were all small (partial η2 = 0.013 for the interaction between 

response mode and test mode preference, partial η2 = 0.026 for response mode, and partial η2 = 

0.013 for test mode preference; Cohen, 1988).  Therefore, students were not disadvantaged due 

to response mode, their gender, or their test mode preference on the field test considered in this 

study.    

Computer Familiarity Survey Results 

 The results for the computer familiarity survey are presented and discussed in two 

subsections.  The first subsection contains the analysis of the differences in survey responses for 
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the questions that were asked of both samples.  The second subsection examines the responses of 

the students in the computer-based field test sample to the items asked only of those students.  

Results for survey questions asked of both samples.  The questions on the computer 

familiarity survey that were completed by students who responded to the paper-and-pencil field 

test and the students who responded to the computer-based field test were questions 2 through 8;  

also, question 15 (computer-based field test) and question 13 (paper-and-pencil) were related.  

The Chi-square test statistic goodness of fit test was used to compare the fit of the proportions of 

students in the computer-based field test sample who responded to each alternative to the 

proportions of students in the paper-and-pencil field test sample who responded to the 

corresponding alternative, given the paper-and-pencil field test was the only form used in 

previous years.  As discussed in Chapter 4, this study followed the recommendations made by 

Roscoe and Byars (1971), Convor (1974), and Camilli and Hopkins (1978, 1979) with regards to 

expected cell counts and the Chi-square test statistic.  For example, in question 7, “strongly 

disagree” and “disagree” were combined as were “agree” and “strongly agree.” However, in 

some cases where the expected cell count was less than 2, it was not logical to combine 

alternatives.  For example, in question 4, it would not be logical to combine “once every few 

months” with “never.”  In these cases where it was not logical to combine alternatives, an 

asterisk is included next to the proportions where the expected cell count is less than 2 and the 

Chi-square test statistic should be interpreted with caution.   

The results for the common survey items are presented in Tables 12 through 19.  In some 

cases, parts of questions had to be shortened due to space limitations.  The sample size for the 

paper-and-pencil field test was 245 and the sample size for the computer-based field test was 

258.   
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As shown in Table 12, only small proportions of students who responded to the paper-

and-pencil field test and students who responded to the computer-based field test rated their 

experience as weak or poor for a desktop, laptop, tablet, and smartphone. Of the remaining  

Table 12 
 
Chi-square Test Statistic Comparison for Question 2:  How would you rate your computer 
experience on a 
  Alternative/Proportion Within Response Mode  
 Response 

Mode Weak Poor Moderate Excellent Sig.* 
desktop PP 0.02 0.04 0.55 0.39 No 
 CB 0.00 0.04 0.53 0.43  
laptop PP 0.02 0.06 0.49 0.43 Yes 
 CB 0.00 0.03 0.61 0.36  
tablet PP 0.04 0.16 0.53 0.27 Yes 
 CB 0.06 0.10 0.68 0.16  
smartphone PP 0.07 0.06 0.40 0.47 Yes 
 CB 0.08 0.08 0.61 0.23  
* p < 0.05.   
 

students, the larger majority of students in both samples rated their experience as moderate rather 

than excellent on each of the devices.  However, the Chi-square test statistic was significant for 

three of the four devices because of the differences in the distributions for “moderate” and 

“excellent” between the students who responded to the paper-and-pencil field test and the 

students who responded to the computer-based field test.  For these three devices, whereas a 

larger proportion of students who responded to the computer-based field test than students who 

responded to the paper-and-pencil field test rated their experience as moderate, a smaller 

proportion of students who responded to the computer-based field test than students who 

responded to the paper-and-pencil field test rated their experience as excellent.  It is also 

interesting to note the relatively small proportion of students in the computer-based field test  
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sample who rated themselves as excellent on the smartphone, given that a majority of students 

own a smartphone, as shown in Table 13.   

Table 13 

Chi-square Test Statistic Comparison for Question 3:  Which of the following digital devices do 
you have access to at home?   
  Alternative/Proportion Within Response Mode 
 Response 

Mode Do not own 
Access but do 

not own Own Sig* 
desktop PP 0.14 0.42 0.44 No 
 CB 0.17 0.43 0.40  
laptop PP 0.06 0.22 0.72 No 
 CB 0.08 0.16 0.76  
tablet PP 0.25 0.39 0.36 Yes 
 CB 0.36 0.31 0.33  
smartphone PP 0.05 0.05 0.90 No 
 CB 0.10 0.06 0.84  
* p < 0.05.   

On the actual survey, students were instructed to leave the row blank in question 3 if they 

did not have access to or own each specific device.  In total, only 1% of all the students left all  

the rows blank, meaning that they do not have access to or own any of these devices.  The Chi-

square test statistic was significant for only the tablet.  Whereas a smaller percentage of students 

who responded to the paper-and-pencil field test indicated they did not own a tablet than students 

who responded to the computer-based field test, a greater percentage indicated they had access to 

or owned a tablet.   

As shown in Table 14, there were no significant differences in the responses patterns for 

each of the items dealing with the students’ use of a computer outside of school.  The dominant 

uses are for social purposes and to search the internet (over 90% at least two times per week). 

Students do download music slightly more often than they do homework on the computer (68% 

versus 55 to 58%).  Lastly, they do not play games as often as the other activities.   
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Table 14 

Chi-square Test Statistic Comparison for Question 4:  In general, how often do you use a 
computer outside school to do each of the following?   
  Alternative/Proportion Within Response Mode 
 

Response 
Mode  Never 

Once every 
few months 

2-3 
times/mo. 

2-3 
times/wk. 

Almost 
every 
day Sig* 

Play  
games  

PP 0.36 0.21 0.08 0.13 0.22 No 
CB 0.34 0.22 0.11 0.19 0.14  

Chat 
electronically 

PP 0.05 0.04 0.07 0.14 0.70 No 
CB 0.06 0.05 0.06 0.14 0.69  

Use social 
media 

PP 0.03 0.02 0.04 0.08 0.83 No 
CB 0.04 0.02 0.03 0.16 0.75  

Download 
music, 
videos, etc. 

PP 0.04 0.06 0.22 0.30 0.38 No 

CB 0.02 0.07 0.23 0.33 0.35  

Search the 
internet** 

PP 0.03 0.00 0.02 0.13 0.82 No 
CB 0.01 0.00 0.02 0.19 0.78  

Do 
homework 

 

PP 0.07 0.08 0.30 0.35 0.20 No 
CB 0.05 0.11 0.26 0.38 0.20  

* p < 0.05; ** indicates at least one cell with an expected count less than 2.   
 

As shown in Table 15, the students use computers more for subjects other than 

mathematics in school.  Further, whereas a greater proportion of the students who responded to 

the paper-and-pencil field test than students who responded to the computer-based field test 

indicated they never use computers at school to do mathematics (52% versus 42%), a smaller 

percentage of students who responded to the paper-and-pencil field test than who responded to 

Table 15 
 
Chi-square Test Statistic Comparison for Question 5:   In general, how often do you use a 
computer at school for any of the following? 
  Alternative/Proportion Within Response Mode 
 

Response 
Mode Never 

Once every 
few months 

2-3 
times/mo. 

2-3 
times/wk. 

Almost 
every 
day Sig* 

For 
mathematics 

PP 0.52 0.20 0.16 0.10 0.02 Yes 
CB 0.42 0.35 0.12 0.09 0.02  

For any 
other subject 

PP 0.03 0.20 0.36 0.29 0.12 No 
CB 0.07 0.17 0.37 0.31 0.08  

* p < 0.05 
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the computer-based field test indicated they did mathematics on the computer once every few 

months (20% versus 35%).  That is, only about a quarter of the students in both groups use the 

computer for mathematics at least 2 or 3 times per month.  This may be because students in 

Mathematics 30-2 are required to use a graphing calculator for their diploma examination, and 

these calculators can do many of the same mathematical functions that a computer can do.  In 

contrast, there is greater use of the computer for the other subjects; more than 75% of the 

students used the computer more than once every few months for other subjects.  The greater use 

may be due to the need for a program or application that the computer has that is pertinent for the 

subject (such as a word processing program or to search the internet for a particular topic). 

As shown in Table 16, there were no significant differences between the response 

patterns of the students who responded to the paper-and-pencil field test and the students who 

responded to the computer-based field test for the five mathematics activities that students might 

do on the computer as part of their math homework.  While perhaps not surprising given the 

students have their own graphing calculators, between 5 and 7 students out of 10 responded “no”  

Table 16 
 
Chi-square Test Statistic Comparison for Question 6:  Do you use a computer to do any of the 
following activities when you are doing math homework?   
   Alternative/Proportion Within Response Mode 
 Response 

Mode No 
Only at 
School 

Only at 
Home 

At Home and 
School Sig* 

Practice items on 
Quest A+ 

PP 0.61 0.21 0.10 0.08 No 
CB 0.57 0.24 0.11 0.08  

Look up math 
information 

PP 0.54 0.06 0.26 0.14 No 
CB 0.56 0.07 0.20 0.17  

Go to math teacher’s 
website 

PP 0.71 0.04 0.13 0.12 No 
CB 0.65 0.08 0.10 0.17  

Perform calculations PP 0.60 0.06 0.09 0.25 No 
CB 0.64 0.05 0.06 0.25  

Go to other math 
websites 

PP 0.65 0.04 0.23 0.08 No 
CB 0.64 0.06 0.23 0.07  

* p < 0.05 
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for each activity.  In contrast, what is surprising is the low proportion of students who wrote the 

computer-based field test yet indicated that they had not done the practice items on Quest A+.  

As indicated in Chapter 3, their teachers received the Digital Field Test Instructions: Diploma 

Examination and Achievement Testing Programs, which gives instructions on how to set up a 

practice test run for students on Quest A+.  Further, these practice items are accessible on 

Alberta Education’s public website.   

 As shown in Table 17, the Chi-square test statistic was significant for the categories   

pertaining to ease of reading the formula sheet and the font size.  Whereas a greater proportion of 

the students who responded to the paper-and-pencil field test than students who responded to the 

computer-based field test agreed/strongly agreed that it was easy to use the formula sheet (0.82 

versus 0.70), a smaller proportion of students who responded to the paper-and-pencil field test 

than students who responded to the computer-based field test strongly disagreed that the formula  

Table 17 

Chi-square Test Statistic Comparison for Question 7:   Thinking about the field test you just 
wrote, please indicate whether you agree with the following statements.     
  Alternative/Proportion Within Response Mode 
     

Response       
Mode 

Strongly 
Disagree/ 
Disagree 

Neither Agree 
nor Disagree 

Agree/ 
Strongly 
 Agree 

Sig
* 

Instructions were clear PP 0.01 0.05 0.94 No 
CB 0.01 0.03 0.96  

Easy to read formula 
sheet 

PP 0.04 0.14 0.82 Yes 
CB 0.19 0.11 0.70  

Easy to enter 
answers** 

PP 0.01 0.05 0.94 No 
CB 0.01 0.05 0.94  

Easy to transfer 
information to scrap 

 

PP 0.03 0.14 0.83 No 
CB 0.06 0.12 0.82  

Easy to read the font PP 0.00 0.06 0.94 Yes 
CB 0.06 0.08 0.86  

Easy to read the 
graphics 

PP 0.01 0.05 0.94 No 
CB 0.03 0.07 0.90  

* p < 0.05; ** indicates at least one cell with an expected count less than 2.   
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sheet was easy to read (0.04 versus 0.10).  The formula sheet for the paper-and-pencil field test  

was a tear-out page at the back of the test booklet that the students could place to the side for 

easy reference; the formula sheet for the computer-based field test was in a drop-down menu that 

the students had to click on each time they wanted to use it.  While a similar pattern of responses 

occurred for the second item with statistical significance, approximately 90% of the students in 

both groups agreed/strongly agreed that it was easy to read the font.  The similarities in 

responses across the two response modes to the category “easy to transfer information to scrap 

paper” is somewhat surprising, given that students who wrote the computer-based field test 

would have had to transfer information from the computer screen to their scrap paper, whereas 

students who wrote the paper-and-pencil field test would not necessarily have to transfer 

information since they are allowed to write in the booklet.  Indeed, the students in both response 

modes did not have any trouble with transferring information to their scrap paper.   

 Earlier in this chapter, the ANOVA revealed that there was a significant interaction 

between response mode and test mode preference (question 8 on the computer familiarity 

survey), although the effect size was small.  As shown in Table 18, the Chi-square test statistic is 

again significant (p < 0.05).  While slightly more than three-quarters of the students who 

responded to the paper-and-pencil field test indicated they preferred paper-and-pencil 

mathematics tests, slightly more than half of the students who responded to the computer-based 

field test indicated so.  In contrast, approximately one third of the students who responded to the 

computer based field test indicated that the format did not matter, and about one sixth of the 

students who responded to the paper-and-pencil field test indicated that the format did not 

matter.  Lastly, the proportions of students in both samples who indicated that they would prefer 

to take a mathematics test online were small (0.09 and 0.15). 



COMPARING PERFORMANCE ACROSS TEST ADMINISTRATION MODES IN A 
LARGE-SCALE TESTING ENVIRONMENT                                                                          76 

Table 18 

Chi-square Test Statistic Comparison for Question 8a:  If I had a choice, I would prefer taking a 
math test 
Response Mode using paper and pencil either online or using 

paper and pencil 
online 

PP 0.76 0.15 0.09 
CB 0.53 0.32 0.15 
Note:  aPearson Chi-Square χ2 (3) = 30.12, p < 0.05 

 As can be seen in Table 19, the response distributions for the survey question on 

students’ perceptions of the mark they would have received if they had written the field test in 

the other response mode were significantly different across the two response modes.  While a 

greater proportion of students who wrote the computer-based field test than students who 

responded to the paper-and-pencil field test indicated that they would receive the same mark 

Table 19 

Chi-square Test Statistic Comparison for Questions 13(CB) and 15(PP) a:  If I completed the 
field test on paper/online, I believe I would have received 
Response Mode a lower mark the same mark a better mark 
PP 0.38 0.58 0.04 
CB 0.08 0.74 0.18 
aPearson Chi-Square χ2 (2) = 76.15, p < 0.05 
 
had they had written the field test in the other response mode (0.74 vs. 0.58), and a greater 

proportion of students who responded to the computer-based field test than students who 

responded to the paper-and-pencil field test indicated that they would receive a higher mark if 

they had written the field test in the other response mode (0.18 versus 0.04), a greater proportion 

of students who wrote the paper-and-pencil field test than students who wrote the computer-

based field test indicated they would receive a lower mark had they written in the other response 

mode.  

Although the common survey questions were designed to explain any possible 

differences between the two samples, as can be seen from the results presented above, there were 
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very few statistical differences between the responses by the two samples.  The only significant 

differences were in response to laptop experience, tablet experience, and smartphone experience 

(question 2), tablet access (question 3), the use of computers for math at school (question 5), the 

use of the formula sheet and the ease of reading the font size (question 7), test preference 

(question 8), and mark prediction for other response mode (question 13, CB; question 15, PP).   

Results of survey questions asked of only of students who responded to the 

computer-based field test.  Questions 9 through 12 and question 14 on the survey questionnaire 

were completed only by students who wrote the computer-based field test.    

 The proportions of students who responded to each alternative in questions 9 through 11 

are presented in Table 20.  Approximately 64% of the students who wrote the computer-based 

field test had previously taken a test online.  If they responded “yes” to question 9, students were 

asked to specify when and where in the space provided below the question.  Although many 

students who answered yes left this space blank, for those who did respond, the majority 

indicated that their previous experience was either a classroom assessment or an Alberta 

Education field test.  All but 2% of the students wrote the computer-based field test on the 

school’s computers.  However, one third of these students did not feel confident writing the field 

test online. This may be related to the fact that not many students who wrote the computer-based 

Table 20 

Questions 9 - 11 
 Alternative/Proportion 
Question 9 – Have you taken a test online before? No Yes  

0.36 0.64  
    Question 10 – I wrote the field test  on the school’s computer on my own 

laptop 
 

0.98 0.02  
Question 11 – I felt confident writing the field test 
online. 

No Yes  
0.33 0.67  
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field test had previous experience with the practice items for Mathematics 30-2 on Quest A+ 

(survey question 6).   

As indicated in Table 21, when asked about the ease of taking a computer-based test in 

comparison to taking a paper-and-pencil test, nearly half (0.47) indicated taking either was about 

the same; slightly more than a third (0.36) felt taking a computer-based test was more difficult, 

although about a third of these students indicated things got easier as they progressed through the 

computer-based field test; and slightly less than a fifth (0.17) indicated that taking a computer-

based test would be easier than taking a paper-and-pencil test.  

Table 21 

Question 12:  Taking the field test on Quest A+ was 
 Proportion 

more difficult than taking a paper-and-pencil     
test 

0.24 

more difficult at first, but became easier as I 
got used to it 

0.12 

about the same as taking a paper-and-pencil 
test 

0.47 

easier than taking a paper-and-pencil test 0.17 
 

 Given that the mean for the students who wrote the computer-based field test was not 

statistically different than the mean for the students who wrote the paper-and-pencil field test, it 

is interesting that approximately 36% felt that taking the computer-based field test was more 

difficult than a paper-and-pencil field test in some way, as shown in Table 21.  Yet in Table 19, 

only 18% of those who wrote the computer-based field test felt they would have received a 

higher mark on the paper-and-pencil field test.  It is also interesting to note that although 47% of 

the students in the computer-based field test sample thought that taking a field test on Quest A+ 
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was about the same as taking one on paper, a greater proportion (74%) in Table 19 indicated that 

they felt that would have received the same mark, had they taken the paper-and-pencil field test.   

Although approximately 70% of the students who wrote the computer-based field test 

agreed or strongly agreed that it was easy to use the formula sheet on the field test they had just 

written (question 7), as shown in Table 22, 49% believe that it is easier to use the formula sheet 

on the paper-and-pencil field test.  Likewise, approximately 82% either agreed or strongly agreed 

that it was easy to transfer information to the scrap paper (question 7), whereas the responses to 

question 14 indicate that the students feel that it is easier to use scrap paper with a paper-and-

pencil field test.  It is interesting to note that many felt that it was quicker to complete the 

computer-based field test (44%), although very few felt that it was easier to read the computer-

based field test (16%). 

Table 22 

Question 14:  Compare your experience writing paper-and-pencil tests to completing the field 
test on Quest A+.  Which is 
 PP they are the same CB 
easier to read? 0.27 0.57 0.16 

less tiring? 0.21 0.45 0.34 

quicker to complete? 0.18 0.38 0.44 

easier to use if you need to refer to the formula sheet? 0.49 0.34 0.17 

easier to use if you need to use scrap paper? 0.44 0.41 0.15 
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Chapter 6 

Discussion and Conclusions 

 Chapter 6 is organized in seven sections.  In the first section, the purpose of the study and 

a summary of the methods are provided.  The key findings are provided in the second section.  

The findings are then discussed in the third section.  The limitations of the study are provided in 

the fourth section, followed by the conclusions drawn in light of the limitations in the fifth 

section.  Implications for practice and recommendations for future research are presented in the 

last two sections.   

Purpose and Summary of Methods 

The purpose of the present study was to complete a secondary analysis of the data 

collected for the Mathematics 30-2 field test that was administered in a paper-and-pencil format 

and a computer-based format, and to examine the comparability of the psychometric properties 

and the students’ scores for the two response modes.  The research questions addressed included:   

1. Are the psychometric properties of the items comparable between the paper-and-

pencil field test and the computer-based field test?  

2. Does the reliability of the paper-and-pencil field test differ from the reliability of the 

computer-based field test?  

3. Do students’ scores differ significantly between the paper-and-pencil field test and 

the computer-based field test with at least a moderate effect size?   

4. Do male and female students’ scores differ significantly with at least a moderate 

effect size between the paper-and-pencil field test and the computer-based field test? 

5. To what degree does student performance on a digital Mathematics 30-2 field test 

depend upon computer familiarity and prior online testing experience? 
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To address research question 1, the psychometric properties of each item were examined 

using classical test theory item analysis.  First, the distributions of responses for the paper-and-

pencil field test and for the computer-based field test across the alternatives of the items were 

compared using the Chi-square goodness of fit statistic. Then, the difficulty and discrimination 

for the correct option were specifically compared between the two forms using Cox’s Index for 

difficulty and Fisher’s Z  and the z-test statistic for discrimination.  The remaining research 

questions involved working with the paper-and-pencil and computer-based samples.  First, the 

psychometric properties, including reliability, of the two forms were compared (Research 

Question 2).  Next, a 2 x 2 x 3 (response mode-by gender-by-test mode preference survey 

question) fully crossed fixed effects ANOVA was conducted to address research questions 3 and 

4.  Given the cells sizes were not equal, Type III sums of squares in which each main and 

interaction effect is adjusted for each other was used.  Lastly, to address the fifth research 

question, a series of analyses were conducted.  First, the difference in performance between the 

students in the computer-based field test sample who answered “yes” and the students in the 

computer-based field test sample who answered “no” to the survey question “Have you taken a 

test online before today?” was tested using Welch’s correction to Student’s t-test statistic for two 

independent groups, given unequal sample size and lack of homogeneity of variance.  Second, 

the responses to the individual common survey questions were compared between the students in 

the paper-and-pencil and computer-based samples using the Chi-square goodness of fit test.  For 

the remaining survey questions that were answered by only the students who responded to the 

computer-based field test, the frequencies were computed and examined.    

Summary of Findings 

The results at the item level were as follows:   
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• except for numerical-response item 3, the distribution of the proportions of 

students choosing the alternatives for each item on the computer-based field test 

form was not significantly different from the distribution of the proportions of 

students choosing the alternatives for each item on the paper-and-pencil field test.  

The proportion of students who wrote the computer-based field test and 

determined the correct answer to numerical-response item 3 was significantly 

greater than the proportion of students who wrote the paper-and-pencil field test 

and determined the correct answer, although both proportions were low (0.08 for 

paper-and-pencil and 0.18 for computer-based); and 

• the p-values of numerical-response item 3 and multiple-choice item 5, and the 

CRPB values for numerical-response item 3 differed significantly (p < 0.05).  

However, while the effect size for the difference in p-values for multiple-choice 

item 5 and the effect size for the difference in CRPBs for numerical-response item 

3 were both small, the effect size for the difference in  p-values for numerical-

response item 3 was moderate (Cohen, 1988).   

The results at the test level were as follows:   

• students’ performance on the computer-based field test was not affected by prior 

online testing experience, and the two subsamples were combined for all 

subsequent analysis;   

• the reliability (Cronbach’s alpha) of the paper-and-pencil field test was 0.60, and 

the reliability of the computer-based field test was 0.61;   

• whereas the three way interaction between response mode, gender, and test mode 

preference, the two way interactions between response mode and gender and 
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gender and test mode preference, and the main effect of gender were not 

significant at the 0.05 level of significance, the two way interaction between 

response mode and test mode preference and the main effects of response mode 

and test mode preference were.  However, the effect sizes were all small (Cohen, 

1988).    

The results of the computer familiarity survey were as follows:   

• the students who responded to the computer-based field test and to the paper-and 

pencil field test rated their experience with a desktop in the same way, with 94% 

and 96% indicating at least “moderate” on the four point scale.  In contrast, while 

a greater percentage of students who responded to the computer-based field test 

rated their experience with a laptop, tablet, and smartphone as moderate, a greater 

percentage of students who responded to the paper-and-pencil field test rated their 

experience with a laptop, tablet, and smartphone as excellent.   

• the majority of students in both samples owned or had access to a desktop, laptop, 

and a cellphone.  However, a smaller percentage of students who responded to the 

paper-and-pencil field test indicated they did not own a tablet (25% compared to 

36% for the computer-based field test) whereas a smaller percentage of students 

who responded to the computer-based field test indicated they had access to or 

owned a tablet  (64% compared to 75% for the paper-and-pencil field test).   

• nearly a quarter of all students in both samples used the computer for mathematics 

at least 2 or 3 times per month.  A greater proportion who wrote the paper-and-

pencil field test than the computer-based field test (0.52 versus 0.42)  indicated 

they never use a computer at school for mathematics  but a smaller proportion 
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who wrote the paper-and-pencil field test than the computer-based field test (0.20 

versus 0.35) indicated they use a computer for mathematics once every few 

months.  In contrast, 97% of the paper-and-pencil field test and 93% of the 

computer-based field test used computers at school for other subjects.   

• the proportion in both samples who strongly agreed/agreed the instructions were 

clear, it was easy to enter answers, and it was easy to transfer information were 

similar.  A greater proportion of students who wrote the paper-and-pencil field 

test than the computer-based field test strongly agreed/agreed it was easier to read 

the formula sheet and it was easier to read the font; however, a smaller proportion 

of students who wrote the paper-and-pencil field test than the computer-based 

field test strongly disagreed/disagreed in those same two categories.    

• while slightly more than three-quarters of the students who responded to the 

paper-and-pencil field test indicated they preferred paper-and-pencil mathematics 

tests, slightly more than half of the students who responded to the computer-based 

field test indicated so.  In contrast, approximately one sixth of the students who 

responded to the paper-and-pencil field test indicated that the format did not 

matter, whereas about one third of the students who responded to the computer-

based field test indicated that the format did not matter.  Lastly, the proportions of 

students in both samples who indicated that they would prefer to take a 

mathematics test online were small (0.09 and 0.15).  The results for this survey 

question are in agreement with the results of the ANOVA, where there was a 

significant interaction between response mode and test mode preference, although 

the effect size was small.   
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• a greater proportion of students who wrote the computer-based field test than who 

wrote the paper-and-pencil field test indicated they would receive the same mark 

or a better mark if they wrote in the other mode; in contrast, a greater proportion 

of students who wrote the paper-and-pencil field test than who wrote the 

computer-based field test indicated they would receive a lower mark if they wrote 

in the other mode.   

Discussion 

Currently, the diploma examinations in Alberta are administered in a paper-and-pencil 

format.  However, there are plans to move to computer-based diploma examinations by the fall 

of 2017 (Alberta Education, 2013a).  However, as in other jurisdictions, it is likely that not all 

students will be able to respond online due to the lack of needed computer technology in some 

schools.  Further, there is a need to measure progress from one year to another (Alberta 

Education, 2013c).  Consequently, it is necessary that the paper-and-pencil form of a diploma 

examination and a computer-based form of a diploma examination be interchangeable so that 

students are not disadvantaged in any way by the response mode, and so that the interpretations 

of the test scores are equally valid.  If it is assumed that scores are comparable when in fact they 

are not, wrong decisions may be made, which directly violates fairness principles (American 

Educational Research Association et al., 1999; Principles for Fair Student Assessment Practices 

for Education in Canada, 1993; van Lent, 2008) as well as Alberta Education’s goal of 

maintaining consistent standards over time (Alberta Education, 2013c).    

The results for the field test considered in this study suggest that there will essentially be 

no difference in performance between students who respond to a paper-and-pencil form and 

students who respond to a computer-based form, and that factors such as gender, test preference, 
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online experience, and ease in completing the field test will not affect performance.  This finding 

agrees with most other comparability studies for mathematics in the literature.  At the test level, 

only two of the ten studies reported statistically significant differences, although neither reported 

an effect size.  Seven studies in the literature examined differences at the item level; five of these 

studies reported statistical differences, some favoring paper-and-pencil and some favoring 

computer-based tests.  However, where effect sizes were reported, they were small (Cohen, 

1988).  Only three comparability studies considered gender, but only one reported a statistical 

difference, although no effect size was given.  And only two comparability studies considered 

computer familiarity, with the authors in both cases reporting that familiarity did affect 

performance, but no effect sizes were stated.  As for the meta-analyses completed by Wang et al. 

(2007) and Kingston (2009), the majority of comparisons were not significant or, if significant, 

had small effect sizes (Cohen, 1988).    

It was somewhat surprising that ease of transferring information between the field test 

and scrap paper was not influential.  Russell et al. (2003) concluded that validity is threatened 

when students experience difficulty in accessing scratch paper to perform calculations.  Kingston 

(2009) stated that switching between scratch paper and the computer is spatially much larger and 

utilizes different planes than working out a problem on paper, yet over 80% of the students in the 

present study agreed or strongly agreed that it was easy to transfer information between the field 

test and scrap paper regardless of mode.   

Limitations of the Study 

Unfortunately, not all students who responded to the computer-based field test completed 

the computer familiarity survey.  While there was no difference in the performance of the 

students who responded to the computer-based field test and completed the survey questionnaire 
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and the performance of the students who responded to the computer-based field test but did not 

complete the questionnaire, there may have been some differences on the items of the 

questionnaire had all the students completed the questionnaire.   

As mentioned in Chapter 3, although the planned analysis included the Mathematics 30-2 

Diploma Examination as a covariate, the severe flooding in southern Alberta led to a number of 

school closures.  Consequently, the Mathematics 30-2 Diploma Examination scores for the 

students in the sample schools that were forced to close were not available.  Removing these 

students’ field test scores and survey results led to an overall reduction of 40% of the sample, 

and the representativeness of the paper-and-pencil and computer-based samples was adversely 

impacted.  Therefore, given the care given to selecting the schools for field tests, the covariate 

was dropped to allow analyses of the full field test sample. 

Conclusions 

The field test for Mathematics 30-2 considered in this study was administered in paper-

and-pencil format and in a computer based format.  There was no discernible difference in the 

performance of the students who responded to the paper-and-pencil form and the students who 

responded to the computer based form.  This finding agrees with the majority of comparability 

studies conducted to date.  However, the findings cannot simply be generalized to other testing 

situations, including Alberta Education field tests and diploma examinations not only for 

Mathematics 30-2, but for all other subject areas’ diploma examinations as well as the provincial 

achievement tests.  As indicated in the literature, not all studies lead to finding that paper-and-

pencil and online forms of the same test are comparable.  That is, comparability is unique to each 

testing situation, and a comparability study must be conducted anytime a test is offered in two 
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different response modes.  However, the methodology outlined and implemented in this study 

can be used as a model for future comparability studies.   

Implications for Practice 

As just stated, while the process used in this study is generalizable, the findings are not.  

It is strongly recommended that a comparability study be conducted whenever the same test is 

administered in a paper-and-pencil form and an online form.  Only by doing so can the testing 

agency be sure that the forms are or are not comparable.  If comparable, then the scores for the 

students who wrote either form can be validly interpreted in terms of the same construct.  If the 

forms are not comparable, then testing agencies should be prepared to make adjustments in the 

two score scales so that they are on a common scale.  Toward this latter end, it is recommended 

that testing agencies have a procedure ready to use to make the adjustment when needed. 

A second implication concerns the manner in which field testing is conducted.  In the 

present case, the field tests are administered prior to the diploma examinations.  The finding of 

low performance found for both the paper-and-pencil and the computer-based field test, 

particularly for the numerical-response items, raises questions about the motivation of the 

students.  This finding, taken with the low internal consistency of both forms of the field test, 

leads to scores that cannot be validly interpreted in terms of what students actually know.  It is 

therefore recommended that the field testing procedure used be changed, if logistically possible, 

so that the items are embedded in the diploma examinations.  This likely will require several 

forms, each with the same set of operational items to be scored but a different set of field test 

items so that a sufficient number of items are field tested. 
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Recommendations for Future Research 

 Although, with one exception at the item level, there were no differences at the item and 

test level in this study, it cannot be surmised that the students who responded to the paper-and-

pencil field test and the computer-based field test used the same cognitive strategies, problem 

solving skills, and reasoning skills while they were responding to each item.  Therefore it is 

recommended that future research should probe the links between student’s thinking, their test-

taking behavior, and the assessment mode (Johnson & Green, 2006; Sawacki, 2001) by utilizing 

think aloud interviews followed by protocol analysis (Ericson & Simon, 1993).  The researcher 

could then examine whether students used similar cognitive strategies, problem solving skills, 

and reasoning skills on the two response modes.  At the same time, given that it is also possible 

that some errors on a computer-based test may be transcription errors instead of conceptual 

errors, errors such as this could be addressed in the interviews (Johnson & Green, 2006; Russell 

et al., 2003).   
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Appendix A 

Name:  ________________________ School:  ___________________________ 

Mathematics 30-2 Field Test Comparability Study Survey 

Alberta Education is collecting feedback to assess students’ use of computers in mathematics 
class as well as their computer use in general.  Your feedback is greatly appreciated, and your 
responses will be kept strictly confidential.   

1. I wrote the field test   ____on Quest A+   ____ on paper  
2. How would you rate your computer experience on each of the following?   

 Excellent Moderate Poor  Weak 
desktop      
laptop      
tablet      
smartphone     
 
The next two questions relate to your computer use at home and outside school.   
 

3. Which of the following digital devices do you have access to at home?  Please check all 
that are applicable; if you do not have access to an item, please leave that row blank.   

 I have access to but do 
not own a 

I own my own 

desktop    
laptop    
tablet    
smartphone   
For the remaining questions, “computer” includes any of these digital devices. 
 

4. In general, how often do you use a computer (desktop, laptop, tablet, or smartphone) 
outside school to do each of the following?   

 Almost 
every 
day  

2-3 
times a 
week  

2-3 
times a 
month 

Once  
every 
few 
months  

Never 
 

Play computer games      
Chat electronically       
Use social media       
Download music, videos, etc.      
Search the Internet       
Do homework assignments using a 
word processor, spreadsheet, 
drawing program, etc.   
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5. Now think about your computer use at school.  In general, how often do you use a 
computer (desktop, laptop, tablet, or smartphone) at school for each of the following?  
This can be anywhere in the school and at any time during the school day. 

 Almost 
every 
day  

2-3 
times a 
week  

2-3 
times a 
month  

Once  
every 
few 
months  

Never  

For mathematics      
For any other subject      
 

6. Now think about your computer use at home or at school when you are doing math 
homework.  Do you use a computer (desktop, laptop, tablet, or smartphone) to do any of 
the following activities when you are doing math homework?   

 Yes, but 
only at 
home 

Yes, but 
only at 
school 

Yes,  at 
home and 
at school  

No  

Do practice items on Alberta 
Education’s Quest A+ website  

    

Look up math information on the 
Internet 

    

Go to my math teacher’s school 
website 

    

 
Perform calculations 

    

Go to other math websites to try  
practice items or get math help 

    

  
7. Thinking about the field test you just wrote, please indicate whether you agree with the 

following statements:   
 Strongly 

Agree 
Agree Neither 

agree 
nor 
disagree 

Disagree Strongly 
Disagree 

The instructions on how to 
complete the field test were 
clear.   

     

It was easy to use the formula 
sheet. 

     

It was easy to enter my answers.        
It was easy to transfer 
information between the field 
test and my scrap paper. 

     

The size of the font was easy to 
read.   

     

The graphics were easy to read.        
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8. If I had a choice, I would prefer taking a math test 

a. online 
b. using paper and pencil 
c. either online or using paper and pencil 

This section is ONLY for students who wrote the field test on Quest A+.   If you wrote the 
paper-and-pencil test, please go to Question 15.   

9. Have you taken a test online before today?   
a. Yes 
b. No 

If you answered “yes”, please specify when and where in the space below.   

 

 
10.  I wrote the field test  

a. on the school’s computer  
b. on my own laptop 

 
11. I felt confident writing the field test online. 

a.  Yes 
b.  No 

Think about a time you took a paper-and-pencil test.   

12. Taking the field test on Quest A+ was…. (circle one)  
a. easier than taking a paper-and-pencil test 
b. about the same as taking a paper-and-pencil test 
c. more difficult than taking a paper-and-pencil test 
d. more difficult at first, but became easier as I got used to it  

 
13. If I had completed the field test on paper, I believe I would have received… (circle one)  

a. a better mark  
b. the same mark  
c. a lower mark  

 

 

 

Please turn the page and complete the survey.   



COMPARING PERFORMANCE ACROSS TEST ADMINISTRATION MODES IN A 
LARGE-SCALE TESTING ENVIRONMENT                                                                          107 

14.   Compare your experience writing paper-and-pencil tests to completing the field test on 
Quest A+.  Please check the most appropriate box for each question. 

 
Which is:   

Paper-and-
pencil 

Quest A+ They are the 
same 

 
easier to read? 

   

 
less tiring? 

   

 
quicker to complete? 

   

easier to use if you need to refer to 
the formula sheet? 

   

easier to use if you need to use 
scrap paper?  

   

 

If you wrote the test online, you have now finished the survey.  Thanks for your feedback!  
Please return your completed survey to the field test proctor or your teacher.   

--------------------------------------------------------------------------------------------------------------------- 

 

This section is ONLY for students who wrote the paper-and-pencil field test. 

15. If I had completed the test online, I believe would have received …. (pick one)    
a. a better mark 
b. the same mark 
c. a lower mark  

Thanks for your feedback!  Please return your completed survey to the field test proctor 

or your teacher.   

 

 

 


