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ABSTRACT = . -
E . . .y S
A -model of categorical perception is presented in whlch the mapping S
& ; gy s B
between a physical~ acoustlc contintum and the corresponding perceptual o

ﬂ
l é

comtinuum 1s~assumed to be nonlinear. I¥ is proposed that such non- -

,11near1ty 1s suff1c1ent to account for many, although not necessarily all ‘5

cases of bserved categrlcal perception. A new exper1menta1 paradlgm is s
' Bt 4 ’
described for testlng thlS model of categorical perceptioﬁ St1mu11 _-“ g

" . g
i B

~are constructed by addlng together the waveforms of two speech 51gnals R

" . 2y " ; b

w1th relatlve wpights a and 8 such that the comp051te Waveform-s is o

l'v

descrlbed by\s' ='as1 + Bs 2, where slﬁand sz'are the formang tran51t10ns 5
from two initial or f1na1 stop consonants, and B= 1.

. "

comp051te stimulus has the 1dentity of s

1 and for a—~1 1t has the 1dent1ty
of Sy For 1ntermed1ate Values of a, a. sharp tran51tion 5etween the two

: . ! y . . - . s
.phonetic categories 1s.observeda Identlflcatlon and«dlscriminatlon tests

show that thls relﬂ/EZe 1nten51ty continuum is categorically perceived

and the dlscriminatron model derived ‘earlier is. shown to adequately account

N ! ,,. % . 2,

for the observed discrimiantion results Results of a selective adaptatlon f

i BN

test are” also presented in whlch the comp051tlon of the adaptor lS systematically

W

varled along this relative 1nten51ty contlnuum The resultsvshdw that the" .
. y ) : o .vv. . - . . -,

. . ) . . L S

boundary shlfts are: a strong functlon,of the acoustic makeup of the adaptor.

' D1chot1c llstenlng results are also presented 1n which the effect of 1nter—

aural 1nten51ty and stlmulus comp051t10n are 51multaneously 1nvest1gated

. -

. The results 1nd1cate‘that this exper1menta1 paradlgm should be useful for o

studylng ear’ domlnance . Lastly, a tentative mod*T Ba d on p power law
¢ * /

;exc1tat10n of neuradl populatlons is 1nvest1gated in an attempt to unify w/

the results,qf the identification, discrimination, selective adaptation '

and dichotic listening tests. _ ' A

iv S -
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 'CHAPTER 1
I _ ‘ »
' INTRODUCTION
. P BACKGROUND T0 CAEEGORICALaPERCEPT;ogy
Categorlcal perceptlon 1n speech was orlglnally
characterlzed by leerman, Harrxs, Hoffman and Grlfflth :
. . ’ 3
‘ (19‘7) 1n .a cla551c experlment ln uhlch 1t was shown that '
he dlscrlmlnablllty of a serles of synthetlc /b/ /d/ /g/
f“StAQ\:l was poorer Hlthln phonetlc categorles than between
' categ ries. The outcome of thls study 1s well knoun, and
m,"

'“ » establlshed a methodology forxlnvestlgatlng categorlcal
perceptlon thCh has 1asted tWO decades.v leerman et al.

(1957) constructed a- prellmlnary model of the ABX




T

’dlscrlmlnatlon results based on the extreme assumptlon that

the ablllty to dlscrlmlnate between stlmull was strlctly a,H'

'result of overt phonetlc cla551f1catlons of stlmull. This .

n‘model became the standard "test" for categorlcal perceptlon"

[

1f the dlscrlmlnatlon results could be adeguately predlcted

by thlS model then the contlnuum was "categorlcally

-

.percelved" (Studdert-Kennedy, leerman, Harrls and Cooper,
1970) In the lntervenlng years 51nce ‘the leerman et al.
.study, varlous contlnua, both speech and‘qonspeech, have
“beex shown to be categorlcally percelved However, this‘
prollferatlon of categorlzed contlnua has not brought Ulth

-

-1t a deeper understandlng of the nature of categorlcal

P

perceptlon 1tself.-,_

Dlsorrmrnatlon studles 1nvar1ably showed - that the data
..and the leerman et al. model con31stently dlffered |
dlscrlmlratlon, as measured by the ABX paradlgm, was better
for wlthln-category stlmull than was predlcted on the ba51s
'of category labellzng. Fujlsakl and Kawashlma (1969, 1970)

'~ exterded the ABX dlstrlmlnatlon model to admlt an element of
audltory dlscrlmlnatlon, i.e.,: dlsorlmlnatlon based on : |
'ftaudltory and not. phonetlc character}stlcs of the 51gnal.'

(

_lhelr model added an addltlonal parameter to the leerman et
“‘al. model (whlcf has come to be known as the "Haskln's |
model"), and: conseguently 1mproved the flt between model and
‘;data. The assumptlon underlylng thelr model was that l'g'y ‘__d»m

‘audltory memory decays faster thanaphonetlc memory, Hlth



<
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<

nhonetic~categorizaticn playing the majoz role. Ihe
Fujisaki and Kawashkima model, whlle 1mprov1ng the fif
between tbe model and the data, dld not substantially
1ncreace the understanding of the phenomenon atself since

the model did not require as input any physical.

specification of the ‘stimuli which were being

discriminated.

Ihe crltenla for the demonstratlon-of categorlcal
perceptlon were canonlzed ty Studdert- Kennedy et al.
(1970) . Instheir formulation, the di crimination‘resdlts
were required to show an enhanced pedk at tne‘phoneme*
toundary (tbe,"pbonene boundary effect™), and thlS peak had
to te predlcted on tne basis’ of the labelllné

W5l

prokabllltles, USLng thesSe Ccriteria, various researchérs

were subsequently able to show" that various nonspeech

e

Vcontlnua were also categorlcally percelved (e-g., Locke and

Kellar, 1873:~Cutt1nq and Rosner,.197u; Pastore, Ahroon,
Baffutc, Friedman, Puleo and Fink, 1976). The belief now
comronly held is that categomacal perceptlon may be a

phenomenon'charaCtepizable!at the psychophysical'level in

which the acoustic struéture of the stimuli plays a direct

role (Pastore et al, 1976; Niller, Wier,'Pastore,,Kelly and

Dooiing, 1976; Carney, Widin and Viemeister, 1977; Cutting
and Kosner, 1974). Part of‘thi53Change of view evidently

stems from .the demonstration of extant "categories" in neo-
! T T - . o .

nates (Eimas, Siqueland, Juszyck and Vigorito, 1971;:Morse;

i



1972; Kuhl,andvmiller ié?Sa) and animals (Kuhl and Miller('
1975b) . The questioa:which ariees from these studies is
whether Or not categorical perception results from natural

: perceptual tourdaries or learned category boundarles.
Evidence‘exists to show that both may be ipvolvea. ‘The
demonstratlons with chlncblllas indicate that certain speech
stlmull (e.9., s/4/ and /t/) are sufficiently far apart in
perceptual‘space as to be readlly.assoc1ated with events in
the environment (Kuhl and Miller, 197%tLb), suggeSbng that
/d/ and /t/ are "natural" categoriee. On the other hand,
Miyawaki, Strange, Verbrugge, Libermaa, Jenkins'an&'Fujimura
(1875), on the basis of /r/-/1/ distinctions of adult
Japanese and Americans, eho;'that the /c/~/1/ contiauup is
categorically perceived by "English Subjects‘but'not so
perceived by adult Japanese. The implication of this. study
is that some 1nstances of categorlcal perceptlon in speech’
may be attrlbutable to learned dlstlnctlons. There is no .
evidence to date whlch Clearly suggests that all instances

of ‘'cateqgorically perceived continua are attriktutable to the

same underlying mecharisms.

Several mechanisms for categorical perception recently
have been proposed which are plausible in their description
but rather .vague in their formulation. Miller et al. (1966)

suggest that 4dt is

"... a single component or a st _g;gg_go mplex that



is the variable. It is llkely that the unchanged or
constant part of the stimulus complex provides an .
irmediate stimulus context against which the effects
of the changed component are judged." (p. 415)

while Pastore et al. (1976) suggest that cdtegofical

perception is due to o - L

" ... a single, sharp, stable dichotomy or
limitation along a dimension causes both a natural
tendency to form a category boundary and, at the
same time, improves the precision of the information
used in discriminating stimuli separated by the
dichotomy or limitation." (p.694)

However, neither Miller et éli nor pastore et al. formalize
their models, which makes them difficult to test. Their
intent is obvious, however: categorical perception may
reflect processing limitations of the segépry systeuns. Tg;s
appears especielly tfue for the Pastore\et 51. (1976)
experimert in which criticel fiieker fusion (CFF) was shown

to ke categorically perceived along the freqiency-of-flicker

dimension.

Categoricél perception, then, remains an enigma. It is
fairly easily demonstrated, perhaps too easily, but has yet .
‘to te explained in.any psychophysical sense. ¥hile various
‘proppsals, such as rapid decay of aeditory information with
slow\decay“of pho}etic information (Fujisaki and Kawashima,
1?69; Pisoni,-1975), fixed signal components (Mille; et al.,

ﬂ976) or’a‘ﬁgtaﬁle‘aichotomy“ (?astore et al., 1976), are
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reasonable, they.have not been formalized into medels which
require as input some physical variable'associatedeith the

stimuli,

1.2 CATEGORICALPERCEPTION AND SELECTIVE ADAPTATION

’ -~ Since Eimas and Corblt (1973) it has been often
sugéested that extractlon of phonetlc 1nformatlon from
speech is mediated by neural constructs called "feature
detectors".. These feature detectors presumably span a
stimulue'continuuml; and are characterized by a response
function which represents the sensitivity of the defector to
stimuli along this continuun. Urder repeated presentatlon

of a stlmulus drawn from thlS continuum, the detector is ¢«

’thought to Lkecome desen51t12ed, with the result that the

stimulus value for which the two detector outputs are equal
shlfts ir the direction of the adaptlng stimulus. This
shift has been taken as support for the notion that the

cortinuum is_ spanned by two separate neural entities which

Selectively reSpond to stimuli along the continuum. As in

c

-the case of categorical perception, 1nterpretatlon of

phornetic boundary shifts is compllcated for want of a
guantltatlve model. VWith the exception of Elman (1979), no

explicit formulation of a detector model. has yet been

1. A "continuum" is a phy51cal parameter of the stlmull .
which, when varied over a certain range, causes a change in
percept from one phonetic category to another. '



constructed. Eiman's mode1 assumes two Gaussian detector
response functions, and with this model‘he shoys that it:is
possikle to accouht forwboundaryesﬁifts by a‘change in the
subject's response bias. However, the model has uot been

1nvest1gated irn sufflclent detall to show that thlS 1s the

~only hay in whlch the model can account for these ShlftS.

Now, whkat is the relation of selective adaptation to
categorical perceptioh? These two phenomena’have
traditiornally formed two separate lines of research in the«
speech perceptlon llterature, but it seems clear that they
pmust be relatedﬁ% Cooper (197&) lnvestlgated the change 1n
ABX,dlscrlmlnatlon under adaptalon, and "his-results lndlcate
that the- peaks of the dlscrlmlnatlon curves shift in

°

accordance wltb the shifts in the/category boundar1es¢of the.

v

labelling curves. This suggests that (a) 1dent1£1cat10n and
discrimiration involve the‘same physiological/pexceptual
mechanisns, and (b) selective adaptation affects this systeu
in such a way t}at the peak of dlscrlmlnablllty tends to
follow the category boundary. (It is not certain from his.
results:that'the discrimination peak and:the labelling
boundary always coincide, but this is a ddstincq
possibility). It remains to be shoun; however, that a two-
detector configuration spanning_some7physica1_contihuum‘can
simultaneousiy account for categorical perception‘of the
continuum as well as the boundarypshifts under selective
adaptation; SN
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_Mlller\i977 Alnsworth 1977). The fallure to glve

‘vulnerability of the,model by making it more explicit.. Even
v / t ,

l ‘The detector theory of speech perception received
consideraltle 1mpetus from selectlve adaptatlon studles, but

the concept of "detector" itself has a rather uncertaln

’

) status; Usually it reduces to llttle more than a graphlcal

.construct to aid in the 1nterpretatlon of results (e. g.f

rmathematbcal form to the theory weakens it rather than

stengthens it, since arguments for and agalnst this
1nterpretatlon of category boundary shlft% reducg to
exercises in verbal_logic.v‘The reluctance to-formallze the
detector model perhapsxstems from the fear of ‘increasing the
L\

though detectors are at present little more than _ J/ﬁ?

"physiologicalvmetaphors" ‘(Simon and Studdert-Kennedy,

"197€), a translation into a‘mathematical metaphor is

certainly desirable. The quality of the metaphdr is then

relatable to how well it can quantify the phenomena it is

¢

supposed to explain.

3-1HE PRESENI_ RESEARCH

a This sets the stage for'the present research. 'First, O

_varlous models of dlscrlmlnatlon (and hence categorlcal

: perceptlon) are dlscussed ir Chapter 2, anﬁ lead to a -

formulation of a signal detectlon theory (SDZ) model of

discrimination. This model is based strictly-on auditory

°
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discrimipation, and centers around the domtept of
‘ . Wk o Lo .
"dispersion", which reflects a non-linear\mapping between

\

the phy51cal acoustlc contlnuum and the correspondlng

perceptual contlnuum. “It is shown that a dstecaor model

along the llnes of Eimas and Corbitt (1973) and as

, . %
}formulated by Elman (1979) is a dispersive system, and

(AR

theoretically can account for the categorlcal perceptlon of

a contlnuum. It is also shown'that such a detectorr»
®

conflguratlon 51multaneously can account for phonetlc ’

boundary sh1fts~under adaptatlon. (ThlS is the same’ mﬁgel

.whlch Elmah uses to support a. response blas aCcount of \&

h

selectlve adaptatlon).' _ ‘ o ‘\

;‘k/;n Chapter 3 a new experlmental paradlgm is descrlbed
/fnglnvestlgatlng categorlcal perceptlon and ‘various other

vspeeif phenomena. Brlefly, ‘two CV syllables (e. g-r /bae/ .

and /daes) are mixed together by adding their digitized

waveforms. A categorically perceived continuum is then
formed when the relative intensities of the two cComponent
signals is varied. Varfgus expeéiments are described which

1nvest1gate the generallty of thlS form of categorlcal

perceptlon. In Chapter 4 a selective adaptatlon experlmeﬁt

}s_desc:;bed 1n‘wh1ch‘boundary shifts are shown to be a
strong- function of the relative~ihtensities of the /bae/ and

/dae/ compopents,of.the.adaptor.~ These results suggest that

/bs/ and /3, detectors are effected independently and

. simultaneously by the two components of the signal.

K-
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In Chapter 5, a model of this "monaural fusxon"
paradlgm is Constructed whlch assumes that the /by and /3/
processors are functlonally separate, 1 e., the /b/
component of the stlmulus is recognlzed by ‘a processor “"which
recognlzes /b/. and the /d/ component is recognized by a
processor»which»recognizes /7d/. TFollowing the basic
franeuork laid;out in Ch;pter 2, the model is extended to
account for ddscrimination'and selective adaptation) and
suqoestS‘that.for all intents and purposes, the two sigral
components behave as if they vere presented over separate‘

audltory channels. A blnaural exten51on of the model *n .

_Chapter 6 is used to 1nterpret the results of a dlchotlc

listening experiment, and the appllcatlon of the model to
these results,suggeStsktga there is only a slight»coupling
of the /Lk/ and./d/ processors. 'The four experimental
paradigms -~ identificaton; diScriminotion, selective
adaptation and binaural fusion are thus shown to be

interpretable by a sxngle model, a direct consequence of the

fact that this ‘relative 1nten51ty continuum’is categorlcally
L4 g .

'perceiyed.
S

b4

DN
~~~~~~
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CHAPTER 2

MODELS OF CATEGOKICAL PERCEPTION

2.1 PHCNETIC-MEMORY MODELS

Categorical perception is defined by two observakle

measures: the jdentification function (representing a

subject's ability to label stimuli which differ along some

physical continuum), and the discrimipation function

(representirg a subject's ability to discriminate between
stimuli drawn from that continuum). The criteria for

demonstration of categorical perception are-stated'in,terms
of\these tvo psychometric functions (Studdert-Kennedy et
3361.; 1919);3and=the-"testﬁ for-éategor{cal perception is how

R L APREPI S

I

S
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well discrimination can be predicted from the corresponding
iden$ifioation curve. The Haskins model (see Chapter‘1)
has been sﬁown to generally underpredict the . K
disorininabi}ity of most speech cont%nua, and has beeo‘
modifiea*to include a measure of asgitory discriminabilitx
oy ;ojiSaki‘and'Ka;ashima (1969, i970). Both 6f these
modéls‘aosume that discrimination of speech~stimu;;‘
presumably reéulté from an orert phonetic classification by
the'subject, and wi;ivbe referred'tO'héreofter as "phoneric‘

memory models®.

In the Liberman et al. (1957) model of ABX
disorininétion, the results of an identification,vor
flabelling,.test'are used_as a posteriori éstimétes of_tho
prohabfﬁit} thar a'subject;will'ﬁerceive a stimuius as
belonging to one of the phonetic'dategories. The expected
discrirination scorés are then computed by enuoerétihg the
various réspdnSe probébilities:for the Awateét paradignm
usirg these 1a§e111ng probabilifies (see Mécnillan‘et al.,
1977; Follack ard Pisoni, 1971). 'For‘inétapce, if piband %
are'the probabilities that two stimuii fi ond X, contrasted
in the ABX! paradigm are classifiéd‘by the subject as, say,

category B, thenmn ghe predicted discrimination score is given

by —

1 In the ABX paradigm under discussion, X is always either A
or B. w '

)
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0.5[1 + (pl-p'z)?l e ey

Assuming the dennlflfaz}on func n shous perfect vithin

category labelllng, €' probal 1 y of dlscrlmlnatlng two
wltbln-category stimuli near the endp01nts of the contlnuum

(i.e. pl‘—p.2 =0 o::_p1 —p2 =1) is

el B so0.s ) | (2-2)

That is, discriminaticn shouid occut¢et a” strlctly chance

- level. Experiméntal resultsfshow, however, that’somé
within4category discrimination is poSsible. ' To accommodate
thl° disparity, Fujlsakl and Kawashlma (1970) extended the
Haskin® s model by p051t1mg a two-tier dlscrlmlnation |

4
process. Dlscrlmlnatlon between stimuli’, as in the Haskln sj-

model, is cons1dered to be an operatlon prlmarlly 1nvclV1ng
exp11c1t phonetlc categorlzatlon. If a subject perceives
the stlmull in contrastlng phonetlc categories, he responds
accordlng;y.‘ However, if the subject-dOes notlperceive'the
stiruli in contrasting categories he ther attempts to ‘
dlscrlmlnate by comparing the "tlmbres" of the audltory
'lmages- The measure of audltory dlSCIlmlnablllty‘iS
represented in the model by'a "gheseing factorﬁ-T;Q The

resulting equation is (Fujisaki and Kawashima, 1970)

34
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2y =v‘0-5[(p1 “py )2 + Py (-py) + p, (17p) 1

When T=0.%5, this Fujisaki and’Kawashima~modela reduces to
the Baskins model. These models have been used exten51vely”i

to predlct dlscrlmlnablllty in studles of categorlcal

perceptlon; Slnce ABX ‘1scr1m1natlon experlments invariably

shov greater than chance ,1scr1m1nab111ty for w1th1n-7””J

1“category stlmull, the QK mgdel shows a superlor fit 51nce T
corresponds essentlally to a "d-c Shlft" of the predlcted
dlscrlmlnatlon curve. :“\\\ R ,’ : vklfv

'_2;1.1 The'Effeot=o£‘Step-size on \’scrimihation-

itaiS~traditional"incABX»discri iaation studies to:-.

pecforn ‘the experlment u51ng “one—step and/or "tonStep"'.
intervals‘- The,companlon ldentlflcatlon test is carrled out S

l using a set of stlmull X, . le; 1, 2, 3, .ﬂ.,‘ , Where all B

stimuli are separated by AX along the physrc“xhstlmulus.
oontinuum‘ 'The ABX test ;s‘carrledtout using stfmulus-palrs
‘separated‘by éither Axdor 2 AX.. The twoéstepdtest‘. |

elnvarlably shous an overall 1ncrease in- dlscrlmlnablll y .. ‘»v‘i

"over the one-step test, as well as broader peaks.

. &

2 Hereafter .referred to as the_ﬁrxﬁdaodel;fi,
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The 1nfluence of step size on dlscrlmlnablllty has not

rec1eved a great deal of attentlon in the llterature.‘ The ‘ S

_notlons of "onertep" or "two step",are ‘not sufflblently

well deflned to constltute any sort of standard Sane the~

ster 51ze 1tself 1s arbltrary.‘ To. see the 1nfluence of stennj:“

i

51ze, Equatlon 2-3 above can be . calculated for all

comblnatlons of two stlmull X and X separated by a
"%19-‘.{ I
constant amount AX. For purposes_ogvpllustratlon, the

1dert1f1cat10n is assumed to be glven by. the\normal oglve

N

_p(;) =¢{X—gs ]

L (2=

. v . \\ St ' .
where X lS a hypothetlcal stlmulus contlnuum r gxng'ﬁrom 0
\ "

to 1 (see Flg. 2.1) and p (x) is the pfbbablllty

AN

\

stlmulus b & w1ll be cla551f1ed as, sax,:categoryiB,
the normal cumulatlve dlstrlbutlon functlon. The wid'
4the tran51tlon reglon (as characterlzed by c).is'
atbitratily set at ;=0.05. Using the 1dentification'

”functlon glven by Equatlon 2= u and a step 51ze of J. 05

- P (x ,x ) can be computed for all POSSlble palrlngs of the

,‘stlmull.i The result is a three-d1mensional response surface

1 A

“as shown in Fig. 2.2. The two dimensions in the horxzontal

T3 For ‘the rest of the dlscu551on, the guantlty P (xx x{ﬂ
wxll be referred to as the "dlscrlmlnatlonlfunct on" and..
'p(x) will be referred: to as the "1dent1f1catlon functlon" or
‘"labelllng functlon" : ‘



Fig. 2.1.

Hypothet1ca1 1dent1f1cat10n functlon (normal oglve

with’ mean 0.5 and standard dev1atlon 0.05) used in
the calculatlon ‘'of the - dlscrlmlnatlon functlons
descrlbed in. the text

| Lo |
: »"16‘
1.0 —
Ypx) - 05F
~ ol ,
o 5 10
;
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1
continuum, and the vertical axis (P ) represents the

plare rerresent the positions of x. and x2 along the yx-

-probakility of discriminating x1 and x2. Profiles of

A\

comstant x2 represent a hypothetical fixed;Etandard ABX
test, while sections through this surface parallel to the
diagonal dashed l;pe regresent a variable-~standard fixed
ster size ABX test (i.e., the usual ABX paradigm). The FK
model (Egquation 2-3) pre@}cts that in case the two stimuli
beirng contrasted are Physically identical, better t&an
charnce dlSCElmlnablllty is predicted (for T > J). Ir the,
vicinity of the boundary it decreases slightly (see Flg. 2.3
b). Another novel feature is the sllght dip on each side of

the peak of the discrimination curve (Fig. 2.3b).

This model of the ABX diecrimination process, while‘
capturing the general shape of observed discrimination
curves, suffers from a rather undesirable limitingl‘
behaviour, It seenms counter-intuitive that pPhysically
identical stimuli can be discriminated at better than chance
level. Furtuermore, that the discrimination curve should
dror at the phonetic bcundary for small step 51zes is also
dlsconcertlng. Only the Haskins model (Fig. 2.3a) )
demonstrates the correct iimiting behaviour since for iero'
step size, strictly chance discriminability is predicted at

all points along the‘continuum. These properties of the FK

model have remalned obscured since v1rtually all

.appllcatlons of the model to date have 1nvolved the use of Q
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0 - 05 10

Fig. 2.3. Calculated ABX discrimination functions for various step .
sizes, Ax. “(a) Haskins model (b) Fujisaki and Kawashima
model with T=0.2
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eXper%uentally determined felative frequencies.;. -Since
idertification functions are sampled only.at\a feu'intervals
along the continuunm (typicélly only 10 or so) and often show
consideraltle stétisti;al séatter,vpredic%ed discrimination

curves do not show these minor effects.

2.1.2 The AX Discrimination Test

The ABX paradigm unquestionébly has beenilhe most
popular discrimination test in studies on catégorical
perception. Until recently, fhe Ax‘parddigm.has récéived
less attention.’ The reasons fo:‘itsvlack of popularity are

anclear, but Zzinnes and Kurtz (1968) attribute it to

7

"... the very o0ld belief that the 'same' or 'equal!
category ir discrimination experiments is too
unstable, too easily influenced by the subject, anéd.
as such gives a poor measure of a subject's optimum '
"discrdiminability." (p- 392)- ' ‘

However, recent studies on categorical perception have

")

 tended to faQoﬁﬁlthe AX discrimination test (e.g., Repp et”™ ~
-al:, 1978; Carney et al., 1977; Willianms, 1977; Wood, 1976;

' cutting, Fosner and Foard, 1976; Pisoni, 1873).

FblloﬁingLthe}sfrétégy;for the FK model, a phonetic-

4 <

memory model of AX discriminability can be computed (cf.. .

Pollack”and“Eison;;<ﬂ971;_zinnes-andaxuﬁﬁg,fj968)i.'Assuﬁevl

that the probability. that two stimuli x and x, will be

“
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catégofizgg as belonging to,'éay, category B are Py = P(x)
ard p, = p(xz). The subject may then perceive these two
stiﬁuli as AA, AB, BA or BB. If he perceives either AB or
BA, he will presumably respond "differentﬁ, Aﬁd if he
pefceives either AA or BB hé\hill be forced to discriminate
on the basis of non-phonetic differences and, aé'in the case
of the FK model, will respond "different" with probability
I. The factor 1T therefdre incorporates the trué within
category discriminability as well as the subjeot's.response
. bias. Assuming equal a priori probabilities of presenting

X and X in either order (xlx2 or xlx y, the various

1 2
response probabilities are as shown in Table 2-1 below.

"TABLE. 2-1
‘RESPONSE PROBABILITIES FOR IHE 21a% PARADIGM .

e I8 . N v

PERCEIVED “{"f . STINULUS.

CATEGORY

A‘.‘-; ‘  ">?i%éf' ”:>{'i1'_*2?l
AR R o B P,
i'é‘ o ij“'%j_A ' P, (1-p, )
EA R0 B (1-E))
B B (1-p,) (1-p,) (1‘92).(1-p1‘)

!\

Since stlmulus c0mb1natlons ﬂ-xz and x x occur'witb equal
: 21

freguency, the resultlng proportlor of "dlfferent" Tesponses

is'
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P = 1< + 1-
B TR (1=p,) P, P )

+ Tp p + (1-p )7 (1-p )] (2-5)
12 1 2 ‘

This equation.is similar in form to Equation 2-3 and has
;_similér-properties. In this Case, T is more readily
}interpreted as a criterion whiéhvcanAbe manipﬁlated by the
subject, as wéll as a faétor ﬁhich reflects enhancgd

- discriminability for within-category comparisons. If the
subject chooses to ignore subtle difgérénces between stimuli
or, alternatively, is unakble to perceive any différences,

then T=0 and Equation 2-5 becomes

P = (1-p ) +p (1-p ) (2-6)
D 1 2 2 1

which is the result degived by Zinnes and Kurtz (19€8,

p- 397).

This model of the AX discrimination test also shows
incorrect limiting belaviour. When the two stimuli are
'Physically identical, p1=p2 and Equation 2-5 becomes

P =T + 2(1-T -p 2) s (2-7

D h ( ) (Pl_ P1 )A | ( )

which predicts non-zero discriminability between physically
identical stimuli. This can be seen in'Fig-_Z.u vhere
Equation 2-5 is calculated for all combinations of x and

"X ,. Sections.through the response surface £4r CODStaht‘éfép

B
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size (i.e., sections corresponding'to X = x 4+ Ax)‘arer,

¥ﬂ>shown‘in fio}?éuéf‘ ThlS model also shows the curious.

fspredlctlon that when tbe standard st1m1u= 1s the boundary

. stlmulus (x =.O.5'1n thlS case), the dlscrlmlnablllty is

constant across the entlre contlnuum. That is, when“plx ) = s

0.2 Eguatlon 2= reduces to

=0.5(1 4Ty U e gagy s

whidh is independent of the_test stimulus or, for that

matter, the entire test continuum. - o

Few experimental.data are available to ccnfirm or
‘disconfirm predictions of this model. Variable standard
(fixed.step size) AX tests generally.show a prominent peak
in the vicinity of the phonetrc boundary (cf. Foreit, 1977;
Hanson, 1977), as this model nredicts. With the exception .
of Carney et al. (1977), fixed—standard:AX d¢iscrimination
data have‘not teen presented in detail in the literature.
The Carney et al. data; however, show a considerable
departure from the resw}ts predicted by the AX phonetic

memory model (Eguation 2—5)- Carney et 'al. hypothesized

that for a standard stlmulus 1ntermed1ate to the end p01nt_;

Pra .,‘,
.5

and the boundary the dlscrlmlnatlon curve ought to appear as,,wﬁ<ﬁ§

"-'-.-,'

;vshown ln Fig..2 é and thelr results tend to support thls

vlew.ﬁ These data, although llmlted, lndlcate au major

.....

falllng of the phonetlc—memory Ax dlscrlmlnatlon model..‘
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. various step sizes, Ax. (aJ "T=0. I (b) T=0.5., /= e

LR PN
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Fig. 2.6. Hypothesized AX discrimination function for the
© fixed-standard paradigm (after Carney et al., 1977).
The heavy solid line represents what would be
perfectly categorical discrimination.
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Taken together W1th the lmproper llmltlng behav1our for zero
step size, it seens gulte clear that thls model cannot be'
Jentlrely correct in ltS formulatlon.

r ] . . . N
2.1.3 Fhoretic vs. Auditory Discrimination = ,

PO

' Whereas 1t”;as orlglnally held that cateoorlcal
’perceptlon.was entlrely a property of speech (see Pastore,
‘:7?3J976, for a hl tor1ca1 overV1eH), ‘in recent -years- the L
tendency more'an more has been to view categorlcal
"perceptlon as. resultlng from psychophys1cal processes whlch
may have little or nothlng to do with the fact that the
stimuli are speech—llke.: Carney et al. (19717), summarizino

the results of their VOT study, suggest that

'ff"..- auditory rather than exclu51vely phonetlc .
explanat10n5~are the ‘more’ approprlate." (p 969) . 2. ...

Wood ‘1976t'COncludes-that’srnce'his‘sabjeCts did.notu
overtly recquize_éhort /pa/ and /ba/ Stimuli as linguistic
sour.ds and yet could successfully discriminate between then,
the role of phonetlc categorlzatlon 1n the determlnatlon of
the "phoneme roundary effect" has perhap< -been overplayed.»
Categorlcal perceptlon experlments 1;toIV1ng non‘speech
continua (e.g., Miller et.a;.,_1976; Pastore'et,al,,,1976;

Cutting and Rosner, 1974; Locke and ‘Kellar, 1973) as well as

"phonetic categorization" by chinchillas (Kuhl and Miller,



"fidlscrlmlnablllty rather than’ phonetlc dlscrlmlhablllty,
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1975) also suggest that categorlcal perceptlon may reflect avﬁ,' -

"'fmore fundamental psychophy51cal phenomenon.

o

Few attempts at mathematlcal modelllng of categormcal
perceptlon have been carrled out which: acsume audltory
although various suggestlons for models have been nade
(Mlller et al., 1975{ Pastore,et al.,.1976 Anderson et al.,
1977). Anderson et.alg (19?7) present a neural model which
- has behaviour-reminisoent ofdthe~observed results in

dlSCIlElnathD studles. The complex1ty cf thelr model

~however, makes 1t dlfflcult to apply to speech data. Mlller-’

et al. (1976)lespouse the notion that. there is somethlng 1n',
“the 51gnal 1tself whlch results in categorlcal peroeptlon.

Spec;flcally, a stlmulus from a categorlcally percelved

s.4-

7cont1nuum 1s supposed to contaln a 51gnal component agalnst--

’whlch the rest’ of the 51gnal is compared. Categorlcal

perceptlon 1s v1eued as a result of a masked threshold

created by thlS contrast of smgnal components. Pastore et
al (1976) adopt a- -somewhat sxmllar p01nt of V1ew, and

prorose that categor;cal perception~arises from a

-
o~

o common factor Lwhlch] 1nvolves elther an
irternal (e.g., sensory threshold) Jr an external
{e<g., a reference cr interfering stlmulus)
limitation, which is both stable and more preCLSely
‘defined than the typical differential sensory aspect'
(i.e., difference limen): of . the. contlnuum under
ipvestigation."” (p. 687) ... .
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‘However, thkey do not formalize their'proposal;\andoit is n

'immediately:apparent how‘fhis model is to be implemented.

©2-2°SIGNAL DETECTION. MODELS OF CATEGORICAL PERCEPTION -

The applﬁcation_of signal detection theory'(SDT)'tovthe

N

sneCLflc problem of categorlcal perceptlcn has been almost
.completely neglected the work by Macmlllan et.al. (1977)
beirg a notable exceptlon. As yet, no AX or ABleodel has
beer presented in the speech perceptlon llterature as a
replacement for the Hasklns/ FK model of dlscrlmlnatlon.
‘*%'sQCdnseguéxtlyfvihffhié.éééfiah;vé&@éael“of*théuxx”fhjﬁf“"

" aiscrimination processé will be developed which utilizes the
, famlllar concepts of 81gnal detectlon theory (Green and

‘,‘
v

"flSwets, 1966).a=

"The phonetlc memcry models descrlbed above assume .an

: *all—or—none klnd of perceptlon s1m11ar to lov threshold
'lvtheory (MacM1llan et al., 1977). ThlS corresponds.to
assumlng that the perception of a signal results in an}
. lnternal dlscrete random variable Y assumlng a value of
lelther 0 or 1, where O corresponds to one 51gnal category
'j and. 1 to the other.. The alternatlve p0551b111ty 1s to let Y

*be .a contlnuous random varlable. In'thls~case,=the'physxcal

°

’

.4 A model for the ABx test Hlll not be attempted since more.
-than one. p0551ble subject .strategy is possible (see
'1acﬂ111an et -al:, 1977; Pollack and Pisoni, 1971; Pierce. and
Gilbert, 1958).“s[ DU D L .

N

ar




o | \\\\\\;30
fSE?Bntinuﬁm X is mapped onto a perceptual continuunm yvby the °

functicn’
Y= g@x) +e(0,02) . (2-9)

where y = E(Y) = g(x) and :e is a»ﬂormally diSt:iputed‘noise
.component‘of zero mean and variance o2. For the preseﬁf
purposes, the mapping y=g(x) will be'assumed to bevliaear,
i.e., g(x):x.s If ﬁhe perceptual continuum'y is diVided‘into .
v:tuo reglons by a. cr:terlon y ', then the probablllcf cf an‘.ﬁ

arbltrary st1mulus~be1ng 1dent1f1ed as, say, category B @’ '

CP(Ysy) =

e

5, The dlccrlmlnatlon task can. be modelled by computlng

1

the probablllty that Y and Y2 will be sepa;ated by somg

criterion Ayc. The derlvakion of this model is strai
fcrward (see Zinnes and Kurtz, 1968; Zinnes and Wo

sorkin, 1962): | B s

S This assumptlon, even if tr1v1a1, is necessary. Parameter
x 1s a physical control variable which, if changed, causes a

- physical change in the stimulus. This change.in the
stimulus may or may not cause a corresponding change in the
sensation variable y, depending on the function y=g {(x). -In
‘the analysis which follows, the independent variable will be
shown as y, and 1t 1s 1mp11ed that y=x.

YA
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(2-11)

wvhere & ’is tle cumulative normal di;tribution. (Pierce
and Gilbert, 1958, derived a similar model for AX
digcrimipation; but only computed %)((yl—y2)>ayc) rather
thar p ((y]-y2]>AyC). ' For purposes of comparison with the
Previously derived ﬁhonefic—meﬁory model, y is assumed to
lrangé from 0 to 1 and fhe probability of discriminating two
stiguli y1 and yz €an be computed from Equation 2-11.6 7The
result of so doing is shown in Fig. 2.7 for fwo‘values”of
Ayc. This model clearly cannot account for AX
discriminatﬁon along a categorized continuam since it fails
to demonstrate any enhanced discriminability in the vicinity
of the Loundary (x = 0.5). Along any iine xr = x2 + ax, it
can ke seen that the predicted proportion.of "different"
responses is constant. As the criterion Ayc is changed, the
€entire level of Gdifferent" Lesponses increases or decreases
by the same amounf'éverywhere along this line. This model

reflects "continuouas" rather than "categorical" perception.

4
s

2.2.1 Tispersion

The principal failing of this model is the assumption

. that y=g(x) is. a linear mapping of the Physical stimulus

e

6 Since it Was assumed above that Y = x, the integration can
be performed using y ranging from 0 to 1 instead of x from 0
to 1. g

/?‘&
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dimension x onto the perceptual dimension y. This assumed

linearity, y=x, results ir

[y

D(0) = dysdx = 1 | (2-12)

‘\Stated otherwise; thé’g;sgersigg dy/dx is constant.? Now,
\/ * the existence of a péak in the discrimination curve in
categoricél“perception studies indicates that the dispersion
is not constant. -Within-category stimuli are mipped onto
the perceptual dimension Y such that the distance between
ther is small, wvhereas stimuli near the "‘boundary are
Separated by larger perceptual distances.. In other words,
the dispersion is greater in the vicinity of the phonétic
bourdary, and tHis enhanced dispersion effectively defines
the boundary. For an arbitrary dispersion function D(x),
the positior of a stimulus x along the perceptual d;mension

Y is

7 "Dispersion" will be defined as the rate at which the
perceptual variable y changes with respect to the physical
variable x. As a physical analogy, consider a ray of light
of wavelength » passing through a refractive medium. The
optical dispersion of the medium is given by dN/dx, where N .
is the refractive index. If Y is the position of the beanm
after passing through the medium, then because of the
dispersion, y will change according to how fast N changes
with 2 . .A medium for which dN/dx is non-zero is called a
"dispersive medium". ,
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- t x ) ’
-y = ID(g) dg . (2-13)

X
o

where € 1is a dummy variable of integration (representing
.disﬁancg glong thefphysical dimension x) and-xO is some
convenient reference point. Cast in these téfms,AtHev“
enhancement of discriminability at a ﬁhoneme boundary (or
other perceptual boundary) can be Lepresented by a peak in
lan underlfing dispersion function. A peak in the dispersion
fuﬁction at X, will map all values of x < ﬁ; onto one end of
the y scale, and ;llvvalués of x > ﬁ; onto the other end of
the y scale. This results in a spreading of the y—d;mension
with respect to the x-continuum in the vicinity.of the
catagofy boundary,’as is i;lustrated in Fig. 2.8b for the
Gaussian dispersion function shown in Fig. 2.8a. (This
choice of function is without theoretical import ang is used
‘fdr illustrative purposes only). Fig. 2.8c shows the saﬁe
transformation in another form. It can be seen that there
is a progression from one "state" to the Other, with the
steepness of the transition being inversély proportional to

the width of the urderlying dispersion function.

As the width of the dispersion function decreases to
zero, the dispersion function approaches a delta function
aqd y(x) becomes a unit step function. This represents
pe;fect categotiiatibﬂ,vsince y can only take on values 6f 0
or 1. Thes, pureiy pﬁbnetic cétegorization corresponds to

v

infinite dispersion at the boundary.- This is one extreme
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(a)

(c)

(b) Effect of

2.8. (a) Gaussian dispersion function.
dispersion on the sensation continuum y.

Fig.
(c) The x »y mapping caused by the dispersion (a)
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property of the model. Another extreme occurs when the

disperSion is constant (already discussed above), and thlS

corresponds to continuous perception. But,uand this»is the

- " P R o ot
T @ EE Y o]

important p01nt depending on.the width and shape of the
disperSion function, various degrees of "categorical
perceptxon" are possible. It is therefore probably
meaningless to insist on a dichotomous distinction between
"categcrical" perception and "continuous" perception, since
perfect examples of either have yet to ke found. It is

probably more reasonable to View some continua as either

‘"more categorical" or "less categorical" ‘than others.

DiSperSion is a physical property of any signal processing
system, although in most non- biological systens it is
designed to be constant (l e., some phy51cal parameter'maps

linearly onto some measurable quantity, e.g., voltage).®

The argument should not be whether or'not'dispersion exists,

but rather how_much dispersien exists.

Suggesting dispersion as'a property of the receptive
pedium captuﬁes coECeptually and mathematically what has
been obseryed in discrimination studies alloalong:.the
organism does not respond equally to stimuli taken from -

different points on a continuum. Expressed differently, the

s

8 To ccntinue the analogy with optical dispersion,
dispersion may result from physical properties of the medium
(e.g., refraction by a prism), cr as a result of the
properties of a particular device (e. g., a diffraction
grating). 5

T
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‘which Fastore et al. (1976‘) refer, ‘and also Ade's (1977) .

Ay
B DR

sensatlon varlable Y assoc1ated Hlth a stlmulus X in general
//

‘.need nct change llnearly w#th x. The nonllnear mapplng

I .
between Y and x shown in Flg. 2 8b ev1dently appears to be

- e “ . . R~ 3 . PR

the klnd of ‘non- llnearlty between "aCOUSthS ‘and perceptron"

which Ilman (1977) suggests, and the "stable dichotomy" . to.

N

"Tyﬁé il effect.‘

2.2.2 Lispersion apd AXQQiscriminaticn

e p RIS » o
g -

The ba51c SDT model of dlscrlmlnatlon has already been

given (Equation 2 11) . To 1ncorporate d1=per51on, the

1ntegrat10n is’ carrled out -using y ‘as -the varlable of

1ntegrat10n, where Y and x are related by Equatlon 2~ 13.

Once D(x) is spec1f1ed, the correspondlng model for AX

&) 1
& 7 -
L

dlscrlulnatlon can be computed. The clacs of dlsper51on

¥

functlcnc of 1nterest at the moment are unimodal ~and for

illustration purposes a Gaussian (Flg- 2.8a) is convenlent:

B

—

e >
S (x=x ) | |
D(X) = 1\ e 2012) L (2-14)
: 21 ¢
- D

Using Equations 2-11, 2-13 and 2-314 the AX dlscrlmlnatlon
functicn can ke calculated for values of X, and x2. ' The
results for various gbserver criteria, 0y., and dispersion
widths, op ¢ are shown in Fig. 2.9. -Comparing these surfaces

w%%h Fig. 2.4 a general similarity is seen, particularly\for

87



Fig. 2.9.

s

1.0
05 % .
0.
1.O
0.5 %
1 O
1.0
0.5 F%
.~ 0
1.0°
_ SDT model of AX d;§9riminétion assuming an underlylng Gaussian
dispersion function. & is the same for all six figures (o =0. 1)
(a) Ay =0.5, 0= 0. (b) Ayc =0. 5, o= 0.2. (c) Ay =0.1,
b.os (d) Ay =0.1, 9y = 0.2. (e) perfectly categorlcal
dlgcrlmlnatlon ‘(small ¢ oD). ‘ (£) contlnuous discrimination

(large o )
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high dispersion (characterized byxafs@aiivialhe‘bf o
is ﬂeéreased, D (x) approaches a_délta function'and
perception fecdmes perfectly categorical, as sHowﬂ‘in'
- Fig. 2.9e. While this is not physicallyvplausible, it is
Eertainly the desired limiting behaviour of the‘qod;l:' In
the other extremé, as {he widﬁh of the dispe;sioﬁ?funqtion"
increases, D(x) beconmes approximately constant ovef the
'ménqe Qf x, arnd perception becomes "continuous" }compare

Fig. 2.9f with Fig. 2.7)..

The behaviour of this model for zero or small step
sizes ié guite different from that fof the phonetic memory
ﬁodel- In the preSént'case (see Fig. 2.10), for xi =X,
the discfimination funétion has a constant value (i.e., thé

number of false alarms) dependent only on the observer

criterion AY. S

Aye
p = 2 1 C - 3
D ( ¢)V 2,

(2-15)

\

This is true even in the limit of the dispersion function

———

g

becomirg a delta furction, in ghich case the disc;imination
function‘haS'a singularity at X;=X,=0.5 (see Fig. 2.9e). as
the step size is increased, a peak in the discrimination
.fuﬁcticn appears and broadens in much the same fashion ‘as

Fig. 2.5.

In a fixed-standard comparison in which the boundary

39
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(a)

_Ax=0.4

Fig. 2.10. AX discrimination functions fbr the dispersion model,

. for various step sizes Ax. (a) Ayc = 0.5. (b) Ayc = 0.05.



41

stlmulus is chosen as .the st@ndard the dlscrlmlnatlon

e

functlon shows a d1p at the boundary, and 1ncreases’
monotorically with distance sway from the boundarym (This
is to Le contrasted witﬁ.the'behaviouf of‘the phonetic-
‘memory AX model which predictedﬁthat-thevdiscrimination
would te corstant). 'This is intuitively”Satisfying,.since A

3

'boundary stimulus is a boundary stimulus not because it is

-+ o
an equally good exemplar of either category, but because it

is an equally poor exemplar; and hence it should be

distinguishable from good exemplars of either category.

It also follows .from the phonetic-memory model
(Equation '2-5) that when T=0 and the standard stimulus is
‘qne‘of the end-point stimuli (i.e., p2=O) the‘discrimination_
function is identical to the identification function. fhe
present model predlcts this behaviour only ‘when the Hldth of
the dlsper51on functlon is suff1c1ently narrou, and the
criterion AyC is 1arge‘(see*Fig, 2.11). For small Ayc, the
number of false alarms increases; and ‘the inflection point
of the discrimination curve shifts towards the position of
the standard stimnlus; When'Ay is made very large, the
numker of "different" responses in the catagory opp051te
from that of the standard decreases uniformly. This is to
be enpected, since a large 8y, cor;esfonds'to a subject
responding "same" when tne AX stimuli are perceived in

clearly opposite phonetic categories. If little or no

discrirination within categories 'is possible; then on the
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‘.Fig} 2.11. Comparison of variable step size WX discrimination
‘ is x, = 0.

curves when the standard stimulus
"(a) phonetic memory, model (Equation ‘
curves are differentiated by different values of T.

(b) dispersion model - (Equations 2-11, 2-13 and 2-14) ..
The paramepers of the curves are Ay , the observer
eriterion/ In doth (a) and (b), © §5 0.05. The
dashed 1ine represents the corresponding identification
function, (i.eF,AEquation_2—4)' :

N

-g). The various



‘curve. -

average he may respond "same" to any stimulus drawn fronm

Fad

‘ ‘ L
this category. The degree of categorlzailon of the

continuum- 1s i dlcated by the extent: to whlch the

dlscrlnlnatlor c rve Gan be "pusbed" past the 1dent1f1cat10n

In sunmary, this "auditory-dispersion" model of the

' dlscrrmlnatlon process predlcts the fOllOHlng effects-‘

{a) for a zero.step size, dlscrlmlnatlon w1ll be
| c0ns;ant at -a value dependent on the
crlterlon Ay of tife observer
- ' ‘PA/ v

(k) for .a unimodal dispersion function D(x) the
discrimination fﬁnction for the constant step
size~paradigm'is aLso unimodal

: : N .

(c) the number of "diffetenf" judgements for within-
category stimuLi is dependent béth on the
obse;ver crite:ion and within-cafegory

discriminability

(d) for a fixed-standard éest, when an endpointA
stimulﬁs is used ,as the stahdard, the
tesulfing diScniminatiqnvcurve'will be ogival
in"shape and shifted from the labelling

boundary by an amount determined by the

A }

P
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Observer same-different criterion,.Aycy(as
R . e
o -shown in Fig. 2-11b)

-

A

{e) a unlmodal dlsper51on.functlon w1ll result in a.
"categorlzatlon" of the contlnuum, and the
wldth of the tran51tlon regronLof the |

% : ‘ ldentlflcatlon functlon wlll reflect both the
varlance of the internal noise assoc1ated
with the 51gnal transformation (Equation -
—9); and: the wldth of the underlylng
-dlsper31qn functlon
The'dispersion'Ax-model‘shpws quite‘different nredictions
withiresrect to the'nunber of false aierms, ‘the number of
"different" judgements which result when the stlmull are

" Physically 1dent1cal The number of false alarms depends on

above. However, this condition can result if D(x) becomes
— ' - B S
#grzero, Since yl an d y2 corresponding to two Physically

different stimuli xi,and x2 will be equal.i Thus,. to the
-obServer; t}ére is no dlfference between two stimuli whlch

are phy51cally 1dent1cal and two .stimuli thCh are

~physically different as long as they map in both cases onto

the same value of y. It follows that for a fixed criterion ‘

@ : : , ,
S . Cy
c . : ’
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PD’(XI,'XZ) > PD(xl,xi) ot (2-16)

: . o ‘ 4
for arbitrary stimuli X, and”xz. This is equivalent to

~

saying that two stimuli cannot be more perceptually similar

than when they are physically identical.

B

'é.2.3 Finding a Dispersion Function

- L

The primary deflClency of the above model is the ad hoc
specification of the dlSpe:Slon function. Since it cannot

be directly observed it must be inferred by fitting the

ydatd to a model in whlch some explicit fcrm of D(x) is

assumed. ' A preferable approach is to arrlve at a
theoretical equatiorn for the dispersion curve, in which case
Equaticns 2-11 and 2-13 apply directly. Failing that, a

Leasonable alternative is to choose some function which has

the desired attributes, and use the model to extract

estimgtes of the parameters. This results in a. curve-
fitting model, but one which at least will allow

parameterization of the perceptual contipuum. A Gaussian

hay serve as a suitably flexible choice for a first

approximation, rut there is no theoretical mot1ratlon for

this function.- In any event, giver a dispersion function
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with width oD9, the degree of categorization of a continuum

can be related to the dispersion power of the system, and a
suitable index would belo® . i L

o e

£ 0= —— o | (2-17)

where x and xb represent thé endpoint stimuli and f is the
. a ) . .

~ Z.

width of the dispersion curve at half height. Continuous
perception is then représented by ¢ =0 and perfect

categorical perception by € = = .

2.3 A_LEIECTIOE MODEL OF CATEEOEICAL PERCEPlIQﬁ

It is a common proposal in sgeech perception.studies
that decoding of the sreech signal is mediated by acoustic
and/or phonetic ﬁfeafure detectors'. The major support for
this theory comes from selective adaptation studies,. where
it is" groposed that shifts in the labelling cﬁrves observed
after repeated presentation of a stimulus results from a de-
sensitization or fatiguing of ore of the detectors which

span’the stimulus continuum (e.g., Eimas/and Corbit, 1973;

9 Since the dispersion function is not necessarily Gaussian,
it is better to use the full width at half height (i.e.,
width at half-height) as a measure of the width of the
dispersion peak.

10 Fujisaki and Kawashima (1970) use the inde. A X/op to
characterize the fixed step size ABX discrir’ aition curve,
but since this involves the step size Ay, : is a measure
of the paradigm and not of the continuum.
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aQ

Miller, 1975; Ainsworth, 1977). The general results of the
mény selective adaptatioﬁ stﬁdies have rot required
rejection of this view, altﬁough it is nofvuniversally
accepted that this is the appropriate explanation for the
toundary shifts.(simon and Studdert-Kennedy, 1978; Elman,
1577) . ?art of the difficul£y of using the detector
constiuct as a basis fo; the theory of selective adaptation
is its lack of specificity. With the exception of Elman
(1977) , few computations have béen performed to date to
investigate what properties such a pair of detectors might
. have. Elmarn, "investigating the possibility that the
observed phonetic Lboundary shifts could be accounted for by
changes.in observer criterion, proroses the following

detectcr model:

(a) two detectors span the physical stimulus
continuum

(k) the detector response functions are Gaussian

(c) the outputs of the detectors, o, and u2, are

compared at a higher level j

(d) the phoneme Loundary is defined by a = uy

In this section, an analysis of such a two-detector

{
!
{



configuration is undertaken. Consider two detectors with
Lesponse functions given by

G

it

ut hl(y) . ‘ (2-18a)

e
1

, = hz(Y) . : (2-18b)

where y is the perceptual dimensicn corresponding to the
Physical continuum x. The detector outputs, U, and Uy will
be assumed to Le normally distributed random variables with
egual variance ¢ (as iﬁ Equation 2-9).11 Given a
transfofmation y=g(x) hé£ween t he phyéical conttol variable
X (the physical pérameter which defineé the continuum) and
Y, the pefceptual continuum ;hich the detectors span, the

detector outputs are

hl(g.(X)) = H, (x) , (2-19a)

=]
1]

and § .

=
H

, T by(9(x)) = H (x) (2-19b)

For the present inVestigation, it will be assumed that the

b

11 The assumption of equal variance is not necessary, but in
the interests of mathematical tractability, it will be
assumed.
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trivial relation Y=x holds (i.e., dispersion is coﬁstant),
in which case u = h{x). Assuming, as does Elmar

(19f7,1979), that hl(x) and hz(x) are Gaussianiz,

_(X-Xlo)
up(x) = 1 e ZODZ (2-20a)
/21 o : : -
\(
: (x-x30)
- e
u,(x) = —— e 20, ' (2-20Db)
2 /2n0D

where 9y is thg stapdard deviation of the detector response
function anad xlo"andv‘{;(20 are the locations of maximui
sensitivity of the Lesponse functions. Two Gaussian
detector response:functions are shown in Fig. 2.12, where 

the x continuum ranges from 0 to 1.13

As a graphical construct for analyzing the behaviour of

suck a syster, the variables U1 and U2 for a given 'x will be

12 The analysis which follows does not require that the
detectcr functions be Gaussian or even unimodal. However,
for corputational purposes, some specific form is required
and a Gaussian is a convenient choice. ‘Inasmuch as Elman
(1977) performed his’ computations using Gaussian functions,
and suggestions have been made that the résponse»functions
are possibly Gaussian (e.g., Hanson, 1977), there is neither
theoretical motivation nor empirical support for this choice
of function. 1Its only virtue is’ that it is familiar,
unimodal and specified by only two parameters.

13 Again, since it is assumed that Y=x, the response
functions can be calculated as if they were spanning the x
continuum directly.



Ui(X) 05

Fig. 2.12.  Two Gaussian detector res

ponse functions spanning
the x-continuum.

Y

Fig. 2.13. Outputs u, and u. of the two detectors plotted as

a probabi}ity defisity in a twqg-dimensional decision

plane. u; = E(U,) and u, = E(UZ) where U1 and U2 are
independént ranéom Vari%bles

50
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disrlayed as a circular normal probaﬁility densfty functionl“v

in a u, - ou, signal space (see Fig. 2.13). The

presentation of a given stimulus x results §n detector

w

outputs ul‘and u, as given by Equations 2-20 and,” as x takes

on values‘at various points on the x continaum, the points

'J

(ul,uz)_trace oug a line iglthié space. The locus of the
poiLts (ul,uz)_wi;l be referred to as the fstimulus
traﬁectory", arnd represents a mapping of the x-continuunm
onfo.this space. TFig. 2.14 shows the stimulus trajectory
for various values of x (in mulfiples of 0.05) for the
Gaussian detector functions shown in Fig.v2.12. ihe points
(u (x),u (x)) a;e,the centroids of a circular nprmal |
probability deh;ity function of variance ¢ . The decision
line is represented by the dashed line at 45 degrees which
corresgonds fb u; = u,. The prébability_that a given n
stimulus x will be classified as. belonging to categoryl24

(i.€., u, > ul) is then

up -ty | |
p(u,> u,) =(I>[———‘ ] (2-21)
2 o . ’

where'(u2~u1)//7— is thé perpehdicular Qistance from point

14 This assumes that the noise sources for the two detectors
are uncorrelated. If the noise sources are correlated, the
probakility density function is still bivariate but not
circular. This assumption is made for mathematical
convenience but in practice needs to be demonstrated.

b



Fig. 2.14. The stimulus trajectory created by the locus of

points (ul(x),uz(x))

52
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(ul,u ) to the decision line. The identific&tion‘function
for the stimulus trajectory shown in Flg. 2. 1u_9111 be
oglval in shape since the decision llne is crossed only
once. TFor more complicated detector response functions, as
X takes on successive values along the continuum, depénding
on the naturg of the functions-hl(x) and h2(x), the stimulus
trajectory mai;cross the decision axis only once, or perhaps

several times. Multimodal response functions will in

general lead to multimodal identification fanctions.

2.3.1 The Dispersion Function

In order to derive an expression for dispersion

funct ion D(x), it is necessary to define a single decision
variable, ¥, from the tvo detector outputs. The most

obvious choice is

W = _— (2’22)

which is the decision variable used in the identification

model. From the previoué'definition of the one-dimensional

>

v

dispersion function (Equation 2-13), the corresponding two-

dimensional function can be stated:

P
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D) dr S (2-23)
"B .
where L = pl(x)fi;fquix) j and A and B are two arbitrary

\ T et . -
poirts in the ,plafié&®pbnnected by the direct.arc C,j. Now
. " METURT L - . ";' .

E

RN

since.dr = du; i + dd7 jo 7and du, = (dul/dx)dx ett. R
- - R T AT e
R ) a. 3
~ Equaticen 2-23 can be written as ¥ o o

where ui'=du1/dx and u2'=du2/dx. In crder for this integral
to be path independent (which is equiba;ent to stating that’

. [ ’ :
the similarity between two stimuli x,; and xz'depend only on

their respective positions in the uy-us, plane), D(r) must be

related to w as follows:
D(r) = grad w ‘ (2-2°)

~The abcve integral thus becomes

. / .
w = + ul) dx (2-
(x) ( o, uy ™ 2 (2-26)
> X
N

and it follows that the dispersion function can be specified

as a function of x as:



K
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' CD dw -

D(x) = — ul + —— u} ~ (2-27)
.q 31,11 auz G
- Now, assuming w = (uz-ul)//i_
ow 1 and 9w . RN .(2-2&
aul V2 Buz /2 ,
so the dispersion function becomes

. u, (x) - uy (x) : :

D(x) = : (2-29)

/2

which is evidently the form suggested by Elman (1977).15 For

o
s

the detector functions defined byﬁgguations 2-20 thi;
'dispersion function can be calcul:ied, and is shown as thé
dashed ‘line in Fig. 2.15. The point of maximum dispersion
ris‘located at the category boundary (a,=u,).

/w&his is not -the only possille cﬁoice pf decision
jﬁg;iable vhich satisfies relation 2—25; If w is defined as

the angle between the line joinfing the origin and the point

(uI,uz) and the decision line, i.e.,

tan W = ——— . (2-30)

~

1s Flman does not use the term "dispersion", but uses the
phrase "...discriminability, as measured by the difference
in slofes" (p. 5). Evidently, he is employing much the same
concept but no mathematical details are given.

-
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Fig. Z 15. Various dispersion functions for two Gaussian detectors.
(==——=) Equation 2-29; ( ) Equation 2-31;
(——.—) Equation 2-34 '
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&
| %,
the dispersion function is found to be
u.u! - ulu
172 12
D(x) = > (2-31) )
2 42 o .
/ﬁ uco+ou, .
.The denominator is just the squared length of the vector r =
3= +u,Jj, and thus represents a form of "intensity"
normalization. The nuherator, on the other hand, 1is jusﬁ ’

the Wrcnskian of the two detector response functions u(x)

and u,(x), i.e.,

S e SRR b B P | (2-32)

The twc functions ul(x) ahd uz(i) are independent only'hhere

the Wronskian is non-zero. Thus, assuming that ulﬂand u2 do
not ¢go to zero simultaneously, it follows that when the
Wronskian is non-zero, the dispersion is non-zero. The

s0lid line in Fig. 2.15 shows this dispe:sién for two

Gaussian detectors.

A third possible measure of similafity'of:signals in
the ul-uz‘plane is Eucl;dean disténce, measured from some

~arbitrary but fixed reference point (Uy9°95¢0)

2 2 C
w = V&ul-ulo) + (uz-uzo) (2-33)
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"0 express this dlstance strlctly as a functlon of x,“ir is .
~neces=ary to assume some reference Foint (Ulo'uzd’ It is
neither’ clear what this p01nt should be, nor is y\
1ndependent of, thls choice. " The dis@ersion function s

v . .
\ \
. .

. du
D(x) = 1 + [ 2} (2-34)
dul ‘

\
}

dlrect arc r(x)

defines w as distance measured along t
o . 1 ki
from sonme arbitrary reference point, b t thlS 1ntegral 1s

not path independent. ThlS dlsperSLOn functlon is showm as

the dashed-dotted line in Fig. 2.1

There is ho obvious choice betwee the above three

v

P
p0551ble dispersion functlons-“ All shFh a peak at the
n

category bogndary,\and decrease monotc

¥ S
boundary, at least ln the inmediate vicinity of the

1cally avay from the

boundary. Equatlon 2- 31 has the most mathematically

de31rable propegﬁles and is unlmodal. This function

\b

corresponds %% a# angular metrlc. Eguﬁtlon 2-29 has the

virtue of u§ihgathe samesdecision varihble as the labelling

function; but'il is not unimodal;= The last metrlc,
Euclldean dlst;nce, vas the ch01ce of éetric of Zinnes and
thlte (1977) 1 thelr formulatlon“of %jmodel of same-
different dlSC 1m1nat10n for a two- dlmen51onal visaal task
Houever, the w=-x mapring given by Eguamlon 2-33 is dependernt

“on the«particular patks £(x) = u 1(x) i 4 u2(x) j, and hence

is a more a property of the detector functlons than it is of

| 1
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the‘.ul-u2

further.

space. For this reason, it will not be considered

‘

.2-3.2 Calculating the AX Discrimination Function

‘Given the‘dispersion function D (x) defined by Fquation

2-3C, the Ax-discriminafion fdnction’can be calculated.from
Ecuations 2-11 ané'2—13{ For the case of two Gaussian
detectors, the corresponding Ai.discrimination functions are
shown in Fige 2.16. It canlbeléeen that this AX

discrimination function is virtually identical to that shown

in Fig. 2.9, and thus has similar properties.

"In the spirif 6f the concept of "detector", the
variables u; aﬁd ué used in‘the.above analyses presumablj
represent some erm of nedrai excitatior associated with the
detectior of-signals‘specified by the x continutm. The
clo;er the stirulus is to the detector maximum, the gaeater
éhe degree of excitation. If this is the case, the output
of‘the détector (for a rhonetic continuum) is the “"phonetic
value" of the_stimulus. The recognition of a particular
phornetic category is then dependent on the relative

strengths of excitatibn of two neural populations which

corresrond to the two detectors.

v

Dis&rimination, then, presents an interest;ng problem.

If percettion is mediated by deteftors in the form described

—

above, then in order for discrimination to.occur at.a sub-



Fig. 2.16.
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(a)

Calculated AX discrimination functions for two Gaussian’
detector response functions positioned at x = 0.3 and
X0 = 0.7 (i.e., Fig. 3.12). The dispersion function

1S given by Equation 2-31. (a) by = 0.54(b) Ay = 0.05,
where Ay 1is the criterion for-thecsame/different

decision
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phoretic level, the outputs of both detectors must leave
traces. That is,vtheivalues_of both u1 and u_ nmust bg
“"reme mbered". For phonetic level discrimination, on the
other hand, only which detector was excited the most
strongly need be remembered. an alternative”possibility is
that the auditory representafion of the stimulus (i.e., the
value of x) is remeTbered. In¥* general, if the mapping y =
g(x) shows no erhanced dispersion at any point alongvth;.
continuum, then digcrimination @éll'not be enhanced, as
showvr in Fig. 2.7. If y does,sth enhanced dispersion, then
a "ﬁafhfal perceptual boundary" may exist along the x
continuum. It is conceivable that speech categofies would
be structured around any such extant natural perceptual

L]

bourndaries rather than the converse.

2.4 APPLICATION 10 SELECTIVE ADAPTATION ..

'

The model of categorical perception as mediated by a
two-detector configuration will now be investigated with

-

respect to selective adaptation. Since the effect of

.
-adaptation, as commonly supposed, is to desensitize one of
the detectors, this can be modelled by incorporating scaling

factors a ; and a, into the detector response functions H

and Hz defired by Equations 2-20. That is,

) 2
{(x-x10)
u (X) = —_a—l— e_ 202 . (2'353)

D
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202 ' Y
e . 2-35b
/ZTI OD D ( ) -

LQ(X)=

The boundary stimulus is characterized by the value of x for

which ug(x) = hé(x), in which case
j( _ )2 | (x-x )2 | ' 7SN
Y - 220 _ '
' 2 - 2 -
ale ZOD = aze D (i 36)
‘ 24
The solution for x is )
a
X + X g2 1In 2
_ 10 720 9 !
X = — - (2-37)
2 *20 ~ %10 :

Ndw, since the unadapted boundary is just‘xb = Dﬁo+xﬂﬂ/2’

Equation 2-37 becomes . .
2 .
% Inz- (2-38)

where X .= x - Xy is the Eoundary shift. This has three
implications: first, desensitizatiog of one of the detectors
will caﬁse a boundary shift, and'seéond/ desensitization of(
both détectors simultaneéusly and by the same fraction
(i.e., such that a2/a1 does not change) will cause Do change
in the boundary. The first result apparently ha's been
verified many times in the selective adaptation literature,

and the second result bas also been éémonstrated {Miller, . "

1977; Sawusck and Pisoni, 1976). The third implication is

that, ceteris parjbus, larger boundary shifts will occur for

. ¢ . ’ .
. .
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less strongly categorizéd continua (i.e., with larger Op).

’

- 2.0.1 Discrirination Under C%nditions of Adaptation

¢

Coqper (1S74) investigated tte shift in the peaks of
the ABX discrimination curve for /ba/, s/da/ and /fga/
adartors on an F,-F, continuumf ﬁis results,show that the:
shift in the peak‘of the discrimination function.ié'iﬁ the
same directior ané of approximately the same magnitude as
the shift in the boundary of the correspondiné
identification function. This . suggests tﬁaﬁ there is an
intirate relationship between the location of the
idertification boundary and the peak of the discriminatidn
functicn (or in the light of the previous discus?iiij, the

J

peak cf the dispersion function).

Consider the dispersion function defined by Equation 2-
31. The generalization of this function for the Gaussian

detector functions given Lty Equation 2-35 is

(X0 = “10) "1Y%2 '
D(x) = : s (2-39)

o (up -+ uy)

il

Now, the peak of the:dispersion function occurs for x such
that dr/dx = 0. Differentiéting Equation 2-39 and setfing

it to zero produces - '
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(u -0 ) (u +u )D(x) = O (2-40)
102 1 2 ‘ . :

.
-

provided that a, and u, do not go toc zero simultaneously.
Since the Dispersion function D(x) (for Gaussian detectors)
is 'non-zero for finite valués of x, it fcllows fronm Equation

-

2-40 that

u, = u o - (2-41)
Thus, tkis detector model of categorical perceptlon has the
Erorerty that the peak of the dispersion functlon (and hence
dlscrlmlnatlon function) will always coincide with the
phonetic boundary (for defectorsiwith Gaussian response

4
functicns).

2.4.2 The Fffect of Adaptation on the Stimulus Trajectory

The effect of adapt;tion;on the stimulus trajectory ié
shown in Fig. 2.17. Désensitﬁzing one detector is
equivalent to scaling the corresponding axis of the decision
plare bty the same factor. This causes a distortion of the
stimulus trajectory such that the point u1=u2 now
corresponas to a dlfferent value cf x. Two results
automatically follow from this. One, a desepsitization of

one or both detectors is equivalent to a Change in response

\\\Pias. For a desensitized detector configuration, the

unbiased decision line is u =,(a /a Ju which is

1 2

&



Fig. 2.17.

Effect of adaptation on a two-detector system to

a stimulus from category 1 (i.e., only u. is affected).
The arrows connect identical values of x. Note' that
the category boundary (the point where the stimulus
trajectory crosses the decision line) shifts towards
the category of the adaptor

65
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equivalent to a decision line at an anéle ¢ where tan ¢ =
a,/a,. However, a change in bias also corresponas to a
change in the angle of the decision line, e.g., u2=bu1,_
‘where b=1 ¢corresponds t5 the.45 degree decision line. Under
conditions of adaptation, the category boundaty is then
defined by u2=(ba1/a2)u1, which ;hows that, aCcordiﬁg to
this model, response bias and adaptation are fdrmall&
inseparable. According to the preseht model, there is no
way to distinguish between the detector desensitization and
‘Lesponse bias accounts of phonetic boundary shift by simply

measuring the boundary shift.

This model ofiselective adaptation suggests yet another

effect. Assuring that the output of the detectors increases

4

. monotonically with stimulus intensity, e.g.,

1
1

1 C hl(I)ul(x) (2-42a)

=
"

2 = hp(Duy) (2-42b)

radial distance in the ul-uz plane ought to represent an

intensive aspect of the stimuli. If the detector response
- .

<

curves merely reflect the sensitivity of the detector to
certain stimuli, then decreasing the intensity of the

stimulus should also produce a translation of the stimulus
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trajectory in the direction of the origin. Thus, in this
model, deqreasing the sensitivity of a detector is
equivalent to decreasing the intensity of the signal to
which the detector responds. Miller, Eima; and Root (1977)
conﬁScted a selective adaptation experimént using /rae/,
/dae/ and /gae/lstimuli each of which was constructed with

nine levels of attentuation of F, and F, with resﬂéct to

3

Fl. Their results show that after adaptation to, say,
/bae/, to obtain a level of identification equal to the pre-

(4

adaptation condition, the /bae,/ must be more intense.
Similar results were fougd with'the /g9ae,/ adaptor. This 1is
the only experiment to date which has attempted to seé if
the desens;tization of a particular detector ("channel of
analysis" in their terminology) can be réstored>by an
equivalent incredse in'intensity, and their results tenpd to

support the predictions of thetabove model.

2.4.3 A New Experimental Paradigm ¢

=

"The detectcr model presented above suggests q/new v
experimental paradigm. Consider a signal which 3.
simultaneously contains the acoustic cues corresponding to

two positions X and x, aloné the x-continuum.12® Such a

. ’ . ’
sigrnal, according to this detector model, will generate 0

’

16 ITn Chapter 3 it will be shown how to construct such a
signal.
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and u, as

%@ u; = gl(I,XJ hy (Du, (x) ' (2-43a)

and o=

uZ(I,x)

u, hz(I)uz(x) (2f43b)

kolding 3 and x, fixed -but varying the relative

intensities I, and I, of these twc cues gives
. L4

@

p = hdpu G (2-4b4a)

[
i}

and ~

=4
]

5 = }5(I!)u%(x2) (2-44Db)
from which i; is seen that the outputs of the detectors, uy

and u,, can be maripulated by .altering intensities I1 and

I

2~ If, for instance, I
1 ]

1 aﬁd 12 are related by

I, =1 -1, - (2-45)

- ther if h(I) is monotonic with I and h(0)=0, it follows that
there exists a value of I for which u,=u, . That is,

relative intensity I will define a continuum between the two



categories, with I=0 representing oft category and I=I,
representing the other. A category boundary will exist for
the value of I for which‘u1=u2. Thus, as I is varied from 0
tp-Io, again u, and u, will trace out a trajectory as shown
in Fig. 2.18. Since this sti&ulus t:ajectory is similar to
that shown in Fig. 2.14, it would appear that, if these
assumptions are correct, a "relative intensity continuum"
'will be formed. As will be shown in Chapter 3, suCﬁ a
‘contd nuur, for.some combinations of -speech sounds;'is also

categorically perceived.

2.5 SUMMARY

Ih summa;y,_the analySis of tﬁe two-detector model »?
givern akove shows that a twd-aeteétor,configuration prodﬁées
a dispersion of the decision variable Y = Ul-UZ.(i.e., t he
detector outputs) with reépect to the physical cbntinuum
nxn, The éhape‘of the dispersion fuhctidh~is Strictly
determined Ly the éetector respcnse functions. Two
detectors which have Orposite slopes at thevphonetic
bohndaty will always 1ead'to enhanced dispersion in the
vicipity of the category boundary (which is: the point where
the detector outputs are egual). The degree of dispersion
(and hence discrimination) is a strong function of the
slopes - of the detector reséonse functions near the boundary:
the steeper the slope, the larger the dispersion. 1In

discrirination, the sulkjective task is one of perceiving

/ ¢
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Fig. 2.18. (a) Hypothetical stimulus trajectory for u1=h1(11)u1(x1) :
and u,=h,(I,-I Ju, (x,) for fixed x, and x,. ///F\\\\
(b) correspgon ing iéentification curve as Iluis varied - R
from 0 to I,
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differences in sensation;s These.differences may be small or
larce, depernding on the’physical difference between the
sigrals, and the extent to which. the audiFory system is
sensitive to these differences. It may ;eli,be the case
that phonetic differences are rerely "large aooustic
differences". <This does not imply‘that a phonetic level of
processing per se doesvnot exist, nor does it belittle the
rolefof phonetic'memofy'in various experimen tal paradigms;

"The ABX or oddity raradigms, for instance, without doubt
place stringent demands on phonetlc memory (Mlller and
Elmas, 1677; Macmlllan et al., 1977; Pisoni anQ Lazarus,
1974; Pisoni, 1973; Fujisaki ana Kawashima, -1970) and the
phonetic memory.modelwis likely appropriate for fhese
conditions. The AX* paradigm, on‘the other hand, places

wscorsiderably less load on phonetlc memory, and a model based

on.auditory rather than phonetic differences may be

approprgate to account for observed discrimination data. -~

Although few specific suggestions have been made for
the emtodiment of featﬁre detecgtors in neurophy51olog1call
terms (Abts and Sussman, 1971, suggest the termA"neuro-
sensory receptive field"), it follows that in order for the
. concept to have substance, a spec;flc formulat;on must be

given. Simon ang StuddebEFKennedf (1978) caution against-a-
-literal interpretation of the detectof metaphor} and suggest

the use of the term "channel of analysis" as being more

neutral. . This is sound advice, but the issue is more than

- . - -
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one of just terminoldgy. 'The question is not whether oc not
there exiet'special detectOrs epecially.tuned to selected
attributes of:speéch signals, but whether cr not the nervous
Systen can behave as_if this were the case. VWith a fixed
set of stimuli drawn from a continuaum, the "detector"
metaphor ‘may be a perfectly sultable characterlzatlon.,_The;if
analy51s conducted in thlS chapter is a mathematlcal
_characterlzatlon of the detector retarhor, and doqs not make
any spec1f1c claims regardlng the phy51cal ex1spence or
physiological makeup of such detectors,'were they to exist.
Rather, it represents an attempt to quantify proposals whlch
have appeared from tlme to tlme in the llterature, and the
appropriateness of the metaphor may hopefully De»Clarified

by so doing.



' , CHAPTER 3

A}

“~ & CATEGCRICAL PERCEPTION OF A RELAIIVE INTENSITY CONTINUUM

In this chapter; a new technique for investigating
categorical perception 'is presented. $he‘c§ntinuum in this
-case is the,felaiive.in{ensity ofvtwé Ccv stimuii whose time |

wavefofms:are-added_togefher; When the fwo CV (or VC)

stimuli contain phonemes which normally occur in the same

¥ 'positicn in the syllable (;.e., initial or final) and which
lie on an\aéoustic continuum, the.petdépts fuse. When the
1 ; 4;elative ntensities of fhe twvo éomponeﬂts (q_ and G) are
vdried, a "continuum".is created which is categorically
pércei}ed. For syllable-initiai stop consonants (e.g., /b/
and /d/)} the felati#e inten;ity continhum has all the
;; o properties of'anyfzv-.f‘3 continuum, but hés iheldistinct

. o * L | o ' o Rt
. . | |
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advantage of being speCified by a 51ngle phy51cal

paramete .  In this chapter, various experiments are

.Conducred to investigate the origin and generality of the

effect. ABX and AX discrimination results show'that
dlSClmlnablllty 1s poor except when components C; and C, are
nearly equal in intensity. The dispersion model of axX

discrimination (Section 2.2) is fitted to the experimental

»dara, and the fit is observed to be quite satisfactory. .oOn

the basis of the observed results, the phonetinmemory model
{
of categoricdl Perception can be rejected.

{A‘.
B

3-1 CREAIION OF THE TEST STIMULI

Fig. 3.1 slows schematically how an ambiguous cy

.(/bae/ /dae/) signal is Created.! Two s/bae/ and /dae/ signal

-

waveforms with similar fo 's are added together, amd the
result is a waveform vhich contains the Fhonetic cﬁes for
botk ,/bae/ and sdae/. Such a s1gnal is found to be \\
perceptually ambiguous,uand is perceived as either /bae/ or
/dae/. The\guality of the re§ulting stimulus depends.on how
mell the two component stimuli are aligneé and mutual

»

interference can be minimized if the two wavefornms are

-

"

1 Most of the experiments described in this thesis employed
this rparticular pair Oof stimuli. For -this Leason, the
stimulus construction procedure will be described in terms
of these stimuli. However, the procedure- (and the
perceptual effect) is quite general, and can ke applied to
various other signal waveforms, including syllable-final
Stop ccnsonants.
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#b/ and /d/ pitch periods -
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Fig. 3.1. Schematic formant transitions for a composite
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suitably aligned.

The procedure for "suitably" aligning the stimuli-is*
best explained by means of_an exanple. Hultiple tokens of
sLae/ apd /dae/ were recorded by the author with |
approximately equal fundamental freguencies (£, = 100 Hz)
and steady-state vowel formaqt values. Thekrecord;ng?was
carried out.in an acoustically isolated chamber usin;'a TEAC
AK=70 tare recorder. A /hae/-/dae/ pair was the; selected
on thé ba%is of judgements of the similarity of-tﬁe f, *s and
the comrratibility of the formant values of steady state
vowels, as determinedvfrom Sonagrams of the stimuli and -
plots of the sighal waveforms. ~These.t$kens of /bae/ arnd
s3ae/ were digitized at 16 kHz and stored in a disk file for -
latef Frocessing.? The first nine pitch periods of thege.two
waveforms were extracted and stored separately.3 The
wa?eform with the smallest fo (/b/ in this example)  was
selected as the "standard", to which the ogher signal (/d,)
was ther temporally aligned. 'The-alignmeﬁt procedungwas as
follows: separate signals /b/j and‘/d/j (j=1,2,;..,9) were

create& from each of the pitch periods of the digitized /b/

4
/

"2 All-Signgl preparation and presentation was carried out
using an programmipg system for the PDP- 12 designed by the
author (see Stevenson and Stephens, 1978) . ‘

' ¥

'3 The following notation will Le used: /bae/ will refer to
the entire CV syllable, while /b/ will refer only to the

. extracted formant transitions fronm that syllable. /ae/ will
represent the steady-state vowel, which is the tenth through
- last glottal pulse of the CV waveform.
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arnd /4, waveforms . Each /d/ was then aligned with its
‘ ; ,

corresponding /b/. by caﬁg;;ating
| i &

T =}:Sb...sd.., o Sy

khere S, and s; are the waveforn amplitudes of /b/ and
74/ respentivelYQ The two signals were considered nligned
for the pffset.which yiélded a maximum rj. (fig. 3.2 shows
the plcts of rj for the first six.pitch periods) . After’
each of the /d/. was treated in this fashion, a new set of

74/ formant tran51t10ns,was created by concatenatlng these

ad justed /d/ pulsesﬂ”#ifmﬂpesu;tgng ,3/ waveford now
GoF ‘
matched the /b/ waveform on a pulse for pulse basis (see
Fig. 3.3). To complete'the stimulus preparation, the /d/

was then scaled so that its. overall 1nten sity was equal to

that fcr the /by, where the intensity was measured by

N
= ):siz S (3-2) )
i-1 N

The summation is taken over the nine pitch peribds.of the

formant transitiens (total of N points). . : W

These /b/ and /d/ signals, togéthér ‘'with the steady-
. state vowel sae/ (whinh‘vas the tenth through last pitch

period of /bae/) were stored in a file, and were used as the
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Fig. 3.3. Aligned /b/ and /d/ formant transitions
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basis signais for construction of all test stimuli.
Presentation stimﬁii vere prepared from theée thréé signals
byffifét loading them into the computer memory and then
adding the /b/ and /d/ formant trénsitions together point,bf

poirt according to - ' 4 °

"f_v,,si = asbi + T (1—(1)'\Sdi‘ ) . (3'3)

Finally, the resultant siynal, s', was concatenated to the

?teady-state-vowel /ae/. The linear weighting of the /b/

ard /d/, along with tﬁe convergence of both of these |

waveforms to the same st%gdy-state vowel ensured continﬁity
. ~—

of the amplitudes of the mixed formant tramnsitions and .

steady-state vowel. | R

Fig. 3.4a shows the relative amplitudes of the /b/ and

/d/ waveforms as a function of the wéightﬁng parameter o .
: . 3 A S . .

- °

s o ) : ) H
Becauke the amplitudes of the #ignal wavefornms vere varied

linearly, the inhtensity of the waveforms variedg‘ﬂ
guadratically. Since both signals were of the same duratdon
(T ~ 90 milliseconds), their intensities‘can be represpnted

- ..

o . S Foo N .
Ly the total energies ¥ Sl J . . 1

/
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where sb(t) and sd(t) are the time waveforms of the /by and
/d/ formant transitions. The intensity of the composite

signal carn thus be expressed as

By

— a2 e 2 - -
Epg = o E, o+ (1-a)2E, + 2a(l agp/EbEd (3-5)

where [ is the Pearson product-mcment correlation

coefficient. Fig. 3.4b shows the measured Ep 43S @ function

‘of the weighting parameter o« . As expected, the curve is

[

qdadfatiC~in shape, and has a’minimum at o = 0.5. Sincé
the./hj_and /47 formant transitiobns were egquated for overall
intensity, théEbd curvg reaches the same maximum value at
‘the extrenme positions o =0 and o = 1. >The sqlid line
through the data points in Fig. 3.4b is a quadratic curvé'
fitted by least squares:

/

E = 1.00 - 1.36 ¢ + 1.36 a2 , (3-€)
This equation was used to eliminate differences in overall
. intensity in the discrimination and binaural experiments

deécribeq‘latér in this chapter. Letting %} = E . =1,

d ° o

Equation 3-£ becomes .



&

Egy = 1 -'201-0)e » 2(1-p)a? . - , (3-7)

whénce 7 = 0.32.

3.2 IDENTIFICATION CURVES

Informal experiments indicated tbhat a sharp transition
retween phonetic éategoriéﬁ existed where the intensities of
the twc CV components were approximately equal (i.e., a =
0.5). A series of experiments was carried out to dcetermine

.o . . t
the nature of the identification function for the continuunm
determined Ly the parametér o . All stimUl; were
constructed ‘according to the procedure outlined in Section 3
-1 above, and were presented on-line to one or more sugjects
in a gquiet listening environment as detailed below. The
stimulus pairs were /bée/->dae/, /bst/-/det/ and /ra/*/la/:A

Sonagrams of some of the /kae/-/dae/ cémbina,ions are shown

in Fig. 3.5.

1

3.2.1 Experimental Setup

r
/
/

( The physical arrangemeht of the computerized

presentation facility is shown in Fig. 3.6. The digitized
stimuli were converted into. analogue voltages at a sampl@ng
rate of 16 kHz by 10-bitlD/A converters whicthe¥e part %f
the PDP-12 configuration. The-stimﬂii‘wefe delivered to|the

remote listéning station over 1ines with a measured £5-60 4B
: .y - ,
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<

Sonagrams of /bae/- /dae/ stimuli. From
left to right thé values of o are:

~a=0 (extreme left, corresponding to a

pure /dae/), a=0. 25 » a=0.5, a=0.75, a=1.0
(extreme right, *correspondlng to a pure /bae/)(
The line drawing below 111ustrates
the formant comp051t10n : :
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Fig. 3.6. ‘Computerlzed presentation facility. The headphones and '
' response boxes are im a quiet llstenlng env1ronment

- isolated from the computer o
+
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signal<to-noise ratio and then filtered ty a Rdckland Series

1520 filter (Butterworth) set to lowec and upper cut-dff
frequencies of.70 and 7000 Hz.respectively. The cutput'of
the'filter vas amplified by a Braun amplifier (Type CSV 256)
which was linear over a 50 adB dynamlc range (see Fig. 3.7,

i

and then fed into a bus which serviced. Telephonlcs TDH=-49

',headphcnes. The@freguency’response of the matched

filfer/amplifier/earphone combination o a swept sinusoidal
rs q . .

- ( ’ ;
voltage of 80 dB re 0.0002 dynes/cm2 is shown in Fig. 3.8.

‘ L . - N .
The listerning level was set at 80 dB SP1 for a 1000 Hz

N
.

sine wdve with an RMS voltage egual to the RMS;voltagé for

‘the steady-state vowel of the /bae/-/dae/ pafr.‘ The

aosolute 1nten51ty settlng was determlned with the ald of a.

4

Pruel & Kjaer artlflclal ear (Iype 4153) callbrated wlth a

'_ Bruel & Kjaer Plstonphone (Type L;230).1 The 1nten51ty B

calibration was checked prlor to each sesszon, and/varled

-

less than #J. 3 dBon a day-to—day ba51s. For moz?ural -

presentat?%n, crosstalk was eilmlnated at the he dphones by

/

dlsconnectlng the 1nput to the opp051te earphon -

The-prccedure'for’génerating~the stimqli/for on-line
/

‘ presentatlon was as follows. t he’ formant trans;tlons gf the

N
51gnals being comblned (eyg., /b/-/d/; /r/~/l/ etc ) were

loaded into core and-scaled by ﬁactors of « and.l-a HhiCh

. were read in from a file of randomized numbers. There were

21 stimuli, representing 21 equal steps of. Aa = 0,05 from
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- The steady+~state vowel was then hoaded intc core from the

89
0 to j. The 5caled formant transitions were then added

together poinf—by—point accordin to Equation 3-3 above.

disk file, and’concatenated to the compoSite formapt;:

'~ transitions, _and the'entire sigral was then played back.

‘oscillcscore. ~ .
o T ’/\ ‘

»

The time reguired for the loading, scaling, addition and
concatenation was approkimately 1.5»seconds; ﬁfter the
stimulus was rlayed back, switches at}the remote l@etening
statiens were monitorea-for the‘subjects' responses{, Ihei
progran waiped:until all subjects had pressed ene'of‘their

switches tefore proceeding with the next presentation. The

interstimulus interval was thus somewhat“variible; but

.averaged around. four seconds. The identity of the stimulus
. - \ -

presented and'the‘suhjects’ switch choicés were reCorded in

a disk file for later processing. After a run, the number

pof /b/ responses were automatically tabulated, apd the

identification curve was diéplayed on a storage

e

The stlmul; were blocked into groups of 25 in order to

break up the rakdgplzatlon uhlch,cycled every 21 stlmull

(1 €., all 21 stlmux} vere played back before any stlmulus

was repeated) A one—s”Ebnd 1000 Hz tone was played back at

S

the end of each blcck of 25 stimuli, follow%glby five

seconds of silence. (This was necessary-tézdis;inguish
etween an interblock silence and a Subject!s switch failing-
L 5. -

to regord)a Each value'q; o was preeented 10 times, for a



tatal-cf 21x10 = 210 stipuli.s

"

3.2.2 EXPEEIMENT 1: Identification Scores

The - flrst set of experlmentc 1nvolved ldentiflcatlons
of the /bae/-/dae/ stimulus palr. Five subjects
participated in'this and other studies which involved
perlodlc testing over a perlod of approxlmately elght
‘ months. The subjects were faculty members and graduate
students Of the Department of hinguistics.u The author‘

. , ‘ ) -

participated as a subject in all tests. None of the

subjects repdrted‘any hearing deficiencies.S

Prellmlnary 1dent1f1cat10n runs 1nd1cated that each
subject percelved each comp051te stlmulus as elther /bae/ or.
’/dae/ Ulth no phonetlc 1ntru51ons. The «a continuum6 vas
‘ 'strongly categor12ed7 1nto a reg;on'o < a <. |

» S ;
corresponding to /dae/, and a region «a <ar»< 9

%50
50

corresponding to sbae/, where a., was thefvalue of o at

——

. for purposes of comparlsOn, -the same 21 =t1mui1 were used

“in all /bae/-Adae/ experiments descrlbed in thlS the51s.

5 Audlcmetrlc records (Appendix A) show that some of the

subjects had sulbstantial hearing losses at frequenc1es

greater than 4000 Hz.-. .

6 Changlng o from 0 to 1 causes a change in Fhonetic

- percept, and thus it is meanlngful to speak of a as .
'deflnlng a "contlnuum" .

7 It Hlll be shown later in this chapter that thlS contlnuum
is categorlcally percelved. : :

A
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thCh 20 percent recogmltlon occurred._'Iheﬁyalub;of
— SEE SRR

was alfferent for each subject and, altnough the stinuliihad'
s

aSOL

been equated for overall 1ntens1ty, 31& not 'occur at'a =0.5 _ 4
| N . B . ‘4 -

fOf any subject5 " (Possible reaso@s for<the_subjedt ?
dyffetence are discussed below). All subjects found sthe
test to be trivial. The‘endpoint stimuli, beiag nagiraily—; '
snoken tokens of s/bae/ and /dae/,_aiwaf% resultﬂﬁﬁi£:19@
percent'identification ofithese stinuli. ‘Only iu.fine *

-

percent’ or fewer of the stlmulus presentatlons dld subjects

w

experience any dlfflculty 1n dec1d1ng. Each stlm lus was .
generally perceived as «a clear instance of‘al/baéﬁ otﬁ/dae/;

and little interfemence frdm the other componeﬁ§‘uas g

»

evident. (Stimuli in the transition reglon showe&~a*si1ght

inctéase in n0151ness, but even so were easily classified as
ieitrer /taes or sdae/).

* e

To test the stability of’the subjects boundaries ;,
A

(-aso ) and also to test for ear dlfferences, the followlng
(2 ) ‘& -
experiment was conducted. Each of five =ubjects was tested'

(N

-~ . | R}

a total 6f three timesifor monaural left and monau;al:rtghtL
e : S C D R

i conditions. Theé earphones were‘calibrated as described'inﬁ

Section 3. 3 1 dbove so that the left and nlght earphonesik

were as nearly matched as

|

;: Typical identificati&n runs for the five subjects are

p0551ble (see Flg. 3.8).

LY

shown in Fig. 3.9. Fig;‘3.9a shows‘the ;elativebfkeguency

of s/bae/ judgements as a function of @ . and'Fig.v3.9b shows

L
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.. the sare data plotted as a functlon of Ia, the 1ntensxty nf

the. /b/ component relative to the /d/ component in. ‘i;;

dqc1bels. I is defined by

. ’ . ' ’ o i S0 N
. Ry
?€ : » . e
v " ' : A Ll

_ Fa : . o ' - i
I, - 201og10[ _a] BRERD)
o - o

The ldentlflcatlon data for the left and rxght ear were then

fltted by a least squares technlgue ,to the normal 'ogive

. T -1 o o
p(I‘)’ﬁcI){—ao—ig] - - G-9)

The fitting procéss characterized each identification durve
by I;,, the value for which 50 percent recognition occuéedf

‘and o v the stahdard deviation. The average boundaries‘for

:

'the left and right COﬂdlthnS are shown below in Iable 3-1.

\

A two-way ANOVA (SUBJECT x EAR) was carried out on both the

boundipyes (I5,) and wldths of the.tranSition regions (0').'

Factor SUBJECT was 51gn1f1cant for the boundarles (p<0 001),~»v

and’ accounted for 95 percent of the variance. EAByuas not

51gn;f1cantlfor the boundaries. Neither SUBJECT nor EAR
¥ \ e
were significant for the widths of the tranmsition regions.

There were no Significant'SUBJECT by EAR interactions.

~

W 93
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. Sﬂidentification runs were also collected over a‘pﬁfiod

of several morths as a result of the selective adaptation: .

andubinaural‘studies'ngCtibed>la£er ;n Chapter 6. . In
particular, subjects DS 'and JH'performed‘ovef‘uO such'

for

identification tests, and plots of the values of I,

these subjeCts,over’the testing_period are shown in
3.10. It can be seen that the two subjects' boundaries
changed slouly.bver this time period. The reason for this
e B S : ‘

change is not clear, but most of these data were collecteéd

4

) !
g ~ T ' . 94
e ... ... . .7 _TaBIE 3-1 s
%;J L ‘ f{# X td ' : } .
- . sFae/-/dae/ CATEGORY BOUNDARIES ;
l\' S ,. \\ ¥
SUBJECT RIGHT EAR, - "LEFT EAR
i Tgg s,Pff” o sip.’ Ig,,S-D. o - S.D.
“ . (aB) (dB)  (dB) (4B} (dB)-(dB)  (dB) (4B)
. GR =069 0.52. .1.18 0.17 -0.47 0.56 0.88<0. 37
-8 N ) !
JH - 1,18 0061 1.26 0.24  2.02 0.19° 1.18 0.56
LS 1.92 0.87 1.36-0.€2 °  0:91 1.01 1.18 0.53  ~
F =5.00 1.01 1.69 0.99 -4.72 0.65 _ 1.07 0.30
PRA- -2.28 274 1.75 0.69 -1.44 1.14 1.56 0.28

Fig. ~
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o

during preliminary identification runs to the selective

adaptatlon experlments desctlbed 1n Chapter u. Similar-

stability was observed for the other subjects, who also

‘ | :
contrikuted identification data spaced OVer several monthse.

-

.
AN o 2.

The fact that thé subjects show se551on~to-se551on and

¢ -

run—to run varlablllty of - 50 whlch lS less than the. _§Q
dlfferences separatlng the subjects (see. Table 3 =-1). suggests
that both the boundary locatlon (1 e.,ISO ) as well as. somed
of the fluctuatlon in the. boundary may be phySLOloglcally
Wdetermined.' Iheﬂtrends Observed 1n Flg..3 16 also suggest

" this. . on the other hand, since some varlablllty is

observed response blas 1S*the~most~likelyvcause of “the .

sessluu*to-seSSioﬁ—vafkatiensT——io—obtalnﬁan_estlmate_of the

e, .

poss1ble 1nfluence of response blas, an lnformal experlment
was conducted usxng;two experlenced subjects. The
Yidentification test as described'abovevwas‘carrled out
twice: the first time, the subjects were regulredlto'respond-'
"d" to a given. stimulus.either if.it"yas a-clear 74/, or ift
'vthey,thoughtrlt vas a boundggy /b/. *On-the second run;‘the'
.reyerse task wvas demanded they were'only'to‘respond /d/.iﬁ
the'stiuulus was a non—boundary /d/.‘ Ihe.results{for these,°
two subjects are shown in Flg. 3 11 The~auount.of boundary
Shlft is qulte large (3 dB for subject DSvand‘G,S dB for
subject JH), and it appears that a change in response biasdf'

_may be sufflclent to account for. the large subject

dxfferences okserved in Fig. 3,9- ,Hovever, 1t must;be

Y
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. . .

pointed ‘out. that this. experlment d1d not constltute an

o_ordlnary 1dent1f1catlon test. .Some stlmull were called /b/",

" wher 1t aas perfectly obv1ous that under normal R

c1rcumstances 1t would have been calléd /d/ (and v1ce' -

. ‘versa).f 1hus, the: changes in bcundary shown in Flg.v3 10
’

are much greater than the varlablllty observed betueen

¥

-sesslons'(see Fig. 3.9 and Table 3-1). It';s;undoubteky-
, trﬁe,Ahovever;tthat‘some of the se551on7toésesSion

variability"iS'Caused bY'a change in response‘bias,v

e%whowever, some of the varlablllty must be based on

/
vphy51ologrcal mechanlsms over. uhlch ‘the" =ubject has no overt
. (.\!- . : o L . o . )

- eerzt,eele. L
*—~———-i;7~ﬂearané:E;§£eeenees—bet#een—subaects—may—a&so-aeeount

for 1ntersubject dlfferences. Audlograms (Appendlx A) show

that two of“tbe/Subjects (Ds. and PA) have reglons of low

spectral sen51t1Vity, hut these dlps are. for the left ear

'(most of the exper1ment= vere conducted us;ng rlght ears
A

]only), and only at freguenc1es greater than 4000 Hz- Slnceb
o the audlogramS'only shov sen51t1v1t1es at'seven freguéncies,
| 'fno conclu51ve statementc can be made regardlng the effects

Pt

'iof reduced spectral sen51t1v1ty in the v1c1n1ty of Ft, but .

24

Sane come of the observed dlfferences are of the order of 5'

1

dB or uore, 1t 1s p0551b1e that hearlng dlfferences could

)

paccount for sore of the dlfferences 1n the subjects':
‘ boundarles. Eut, slnce no 51gn1f1cant dlfference vas found

A between ears, andvthe_aud;ograms show ear.dlffetences.as

98 -



vpronounced as the subject dlfferences, thlS contrlbutlon may
be mlnlmal. S o f N .j, B

'3.2.3.ixpzsquNT'z;‘Iuentificationﬁof /b;t/f/det/f

To test the generallzabllty of the /b/—/d/ _ [fif'rtr

fcategorlzatlon w;th regard to followlng vowelG, tokens of _
‘/bet/ and /det/ were recorded by =ub3ect JH. (The change of

speaker was to’ test the robustness Qf the effect Hlth regard

' to artlculatory lleSYDCI&CleS).‘ The recordlng procedure' '

'and stlmulus preparatlon was carried out for these stlmull gl»‘

-

as aescrlbed above in Sectlon 3 2 for~ the /bae/‘/dae/ palr.n-“ﬁ

,The presentatlonvparadigm vas- 1n all respects 1dent1cal to

Soru

~-~u—~thatwdesc‘“.

j-Jrabhxerf;Ihg\samégfivei.'“
suLjects part1c1pated, and each subject was" run only once
(rlghtzmonaural). S » ST e e \n - _ _

:Fig:f3 12;jm0ws the'resultr\zz;identificatioﬁx{:ns'forﬁ_~

‘flve subjects uSLng ‘the stimulus p ‘/bEt/d/det/. t can,‘

”be seen that the slope of the transrtlon reglon ls srmllar |

: to that Obtalned fpr the /l:ae//ga\e)( pair (Flg. 3 9 above).
:Curlouely, it appears that the relatlve posrtlons of Iso are
1'approx1mately the ‘same for the five sub;ects as for the d

B f”'/bae/ /dae/ experlment although the spread of boundarles rs f}

¢

s 8 The effect was orlglnally dlscovered u51ng a palr of /b1/-
'_,/dl/ stlmull.. : . .

N

»

a



Fig. 3.13. Identification curves for: /ra/-/la/
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considerablypreduced.9 This finding is ;ntereéting,'since it
éuggests that differences in hearing sensitivity may be
responsikle for the boundabyvﬁlacement. {The formant
transitions for /bet/ and'/dgik are ordéredasigilarly to

those for /bae/ and sdaey).

Criginally, it was hypothesized that the subject
differences could be due’to differgntial sensitivities to
the various acoustic cues which are responsible for /b/ and
/4/ recogniticr. It was felt that tokens of /b/ énd /4/

fror a different speaker and/or with a diffétent.follbying

vowel might affect subjects differently. Inasmuch as only a

single identification run was obtained from each subiject,

v

the present resuits‘indicate that this i€ rot the case.
3.2.X\EXPEFIMENT 3: Identification of Liquids and Vowels

v

. Tec test whether a categorized §6n¥inuum could be
obtained with combirnations formed from other than stop
conédnants, a /ra/-/lé/ pair was constructed from a‘set of
/fa/~-/la/ tokens recorded by subject JH. Theyidentification
experirent (one run per sﬁbjecti was'carriéd out using the

same presentation program and subjects as for Experiments 1

.dnd 2. The results are shown in Fig. 3.13. Although the

~.

0 )
9 Less mutual interference was‘ﬁgticeable for the /bety/~
s/det/ stimuli than for the /bae/~s3ae/ stimuli, which may be
the reason for the smaller intersubject variation in I,
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trarsition regions appear as étéép as in the stop consonant
test (indicating a strong categorlzatlon), the subjective
1mpre551on in this case was sllghtly dlfferent. Whereas in -
the /by/-/4/ experlmentc llttle mutual 1nterference of the
two sounds vas evident, in the /L/-/1/ case there was |
somewhat of a tendency to. perceive, say, an /r/ with a low
intgnsity /1/ in the background.  Two subjects repoftéd that
additional "fusions" Vere hea;d: subject GM reported hearing
both ,stra/ and /bla/ and subject GR reported hearingl/bla/.
Ne suchvfusions were reported by khe otﬁer_subjects. In
summrary, the results of the /ra/-/ia/ exreriment appear to
parallel the findings of'/ra)-/Ia/‘categorizafion by varying

2
197%).

the F *33 composition of synthetic stimuli (Miyawaki et al.,

CbnSidering that vowels are perceived less
categoricaliy than stop éoﬁsonanfs (Fry'et al., 1962; but
nbte Repp et al., 1978; Pisoni, 1973; Fujisaki and
Kawashima, 1969), it was decidedrto use the same
éxperimentai paradigm to tést‘whether or nct a‘voiel
continuum could be created. An inférmal test showed”that a

. o
cdntinuum could indeed ke giggted; but that perception wds

éontinuous rather than categorical. Two vowels_/i/ and./ae/

& ) -
with arproximately egqual fo's vere combined according to

TR asi/ o+ (1; o) ysae/ , (3-10)
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Both vowels couid g;!glg bé heard simultaneously. For
vaiues>of a >‘C.5;‘the dohipant pércept was' ' /i/ vitﬂ é
simultaneouslbut weaker sae/ percept. - The converse»occurred'
lfor low values of a. The only stimulus combination for |
which {he physically less intense vowel gohld not be heard
.‘was when o =0 or a=1. {Since the step size was o =0.05,
‘this meant that the weak;r-VOCalic percept was audible,dodn
to at least 25 @B Lelow the stronger vocalic éércept. “This
clearly:demonstrated that little or no categorization was
occurring,-ahd this line of investigation was not pursued
further. Howeve;; mixing of vowels in this fashion is a
topic worthy of investigation_fbr‘its‘oun sake.

)

3.2.5 EXPERIMENT &: Identification of sbas-/day-/qga/

A preliminary experiment showed that /ba/-/da/~/qa/
combinationslpréduced a triply ambiguous signal. When a
stimulus with apprdximatély equal proportions of /ba/, /da/
- -.and /g9a/ was piayéd back repeatedly,';tvwas possiﬁle to
‘perceive any of the three phpnetic categories. Thus, in
‘_'spite of thQVQegreé of spectral confusion which had to be
occurring; it was clear that a three-way analogue of the
/ba/-/da/ experiment Qas possible. If the /ba/, /da/ and.‘
/ga/.componénts are orthogonal, then a signalvmixture givén

] by . . . , ‘ . {J

s' = as, + Bs + Ysg o (3-11)
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'_Mﬁwhere a + B N vf = 1) wouid result in‘a.three-dimensional.
signal space as shpwn in-Fig: 3.14. This-plane should be
divided into tk ree reéions, with a triply ambiguous point at
the intersection of thé threéiphonetic boundgries. The'-
degtee of orfhogonality_qf the tq;ee—signai-mixture will bé
reflected by,the amount of interference alohg the phonetic

bourndaries.

, A seguence of /bay, /dé/ and /ga/ stimuli were recorded
by Shbjeot JH and the formant transitions for the /b/, 74/
and /gq/ were.sepgrately stored in»a»disk fi%e along with the
extracted steady gate vowel'from the /ba/.. The /da/ and
/ga/ were alighed to the /ba/ as previously de$cribed‘in
Sectioﬁ 3.1« A randomizéd file conSisting of a triangular
de;ign (ai, Bi' yg was created, whére oy ¥-Bi+ Y; = ﬁ'The
scalihg factors af'Bi and yiwere varied in stepéxof 0.05.
This resulted in 231 cpmbinations of 0 <¢i ;gi,vyi < 1.
1he stinuli were presented as in Expgriﬁ%nt.1; except that a -
three-way response was requifed._ Three push;buttons'were
provided, labelled /ba/, /da/,and /9a/.  The stimuli were ‘“
-presented4in.bl§cks éf 25, and on each preséntation the

subject was required to press the appropriate switch.

During each run, e€ach stimulus combination (ai 'Bi Yy )

occurred only once. Two subjects, JH and DS were run each a
total cf 10 times, resulting in 10 judgments for each of the

231 stimuli.
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The results for the two Subjeétﬁ afé;éhown in
Fig. 3.15. The three symkols repgesebt the modal values of

tke 10 judgements at'eaéh point. The \clear division into
: \
three dlstlnct reglons with only mlnor\\rregularltles around

the boundag;es tetween‘categories (and the fact that the .

bourdaries lie along a line passing through twéﬁtriple point
and the opp051te vertex) indicates that the /b/, /d/ and /g/
components of the stlmull were substantlahly crthogonal.

~~~~~

expected on the ba51s of 'spectral confusions (Cuttlng,
u

1976). By . and 1arge, the stimuli are perceived as clear 2

~

exemplars of either /ba/, s/da/ or /ga/, except in the ¢

vicinity\of the "triple-point" where considerable noisiness

was evident (more thar was observed in Experiment 1).10

Fig. 3.1€ shows identification runs which correspend to
slices thtough Fig, 3.15 for subject DS for constant values
of vy -(i.e;, increasing /é/ component). It is sSeen that
for vy < 0.33 (approxiﬁately), little‘influehcepef the /g/
componeht is obéerved ogfthe /b/=/3/ boupdary; These fba/-
/da/ identification curves show transition regions with a

—

. , _ ,
10 This experlment was originally attempted uSLng a /bae/-
/Gae/ s/9ae/ triple similar” to the /bae/-/dae/ pair used in
-,Experlment 1. Howvever, after several runs had been
conducted it became apparent that the /gae/ could be easily
identified by its sllght glide, /gYae/. To eliminate this
glide - which appeared to be an artefact of articulation
which additional recording attempts did 'mot eliminate -
subject JH recorded tokens of /ba/-/da/—/ga/, for which the
gllde was less notlceatle.
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(a) AAAAAAAAA

Q OM. L CDISZSZSZSZSZSZS .
0060000 AANA - - - |
A X XXX XX VIR :
XXX XXXXE
IXX XYY R
XXX XXX
Y XYY XXYE
0000000 OOGS - - - . - . - . . .
/qa/ ®® 000G GGRS . - . ... . ...,

A /da/
AA
AAA
AAAA

| AAAAAALAA
(b) AAAAAAAAA
! DAAAAAAAALA
AAAAAAAAAAA
QOOAAAAAAAL -
000 OAAAA . . .
® N NN oA - . . T
eeooe0eO® - - . ... ..
o000 0OO I
00000 OGO -
90000000 -
0000000 - - -
- . 9 0000O0O0OOOS® FQF - - - . . e e e
‘ /qo/..‘..................,..'/bo/‘u’

)

| Fig. 3.15. | Results of the /ba/-/da/-/ga/ identification tests
o for two subJects (a) squgpt JH (b)“subject: DS -

RESEE
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/ba/, /da/ and /ga/ 1dent1f1cat10n curves as a functlon
.~ of increasing /ga/ compongnt (y)
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“Graphical interpretatioh of the results shown in Fig. 3.16.
Compare (a) with Fig. 3.15 and (b) with Fig. 3.16(d)
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slope approxibately the same as previously observed in
Experigents 1 and 2, so the addition of‘the /9/ cOmponent
(with a simultaneous reduction ib both /by and s/d/
‘ibtensities) producesfiittle interference until it is
approximately as intense as the /b/-/d/'mixture. Although

it 1s difficult to tell&from these curves (sxnce none of
them<represent a slice parallel to the phonetic boundaries),“:
there does appear to be an increase in the number of /d/ '

2

responcec at the /b/- /g/ boundary. The curious shape of the >

. sections of constant /g/ in the v1c1n1ty of the trlple point

is primarily due to the fact'that two'phonetic bouﬁdaries

are being intersected (compare Fig. 3.17 with Fig. 3;}§d).'

3.2.6 Supmary of Identification tests

‘The identification tests of experlménts 1 through b4
were tr1v1al for all subjects, and little 1mprovement
(reductlon in slope of the transtlon reglon) wvas observed
w1th experlence of the subjects. Several l;ngulstlcally
naive ;ubjects were alsodtested, and.yieided identification
data comparable in all respeotsoto those shovn_in Fig. 3.9;-

‘Ail identifiCation_curves iere~sigmoida;, and rarely
anythlng kut strlctly ‘monotonic. Deviations from 100'

percent recognltlon cf non-boundary stlmull usually could be

attrlbuted t0 erroneous swltgh pre551ng.or dlstractlon/day-

..

~ dreaming of'the subject; Boundary stimuli vere in general B

easy tc labelsas bélohging_to'one category or the other,

2

i

f
3
2
1
=
‘n
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although 1ncreased n01siness was ev1dent for these stlmulx. ' -
‘Repeated playback of a boundary stlmulus creates a curlouSr
effect. It As p0551ble to hear elther /bae/ or /dae/ from

such a stlmulus, as the llstener SO\Ehooses.3_It is not
i K
p0551ble, however, to hear both 51mu1taneously.ll The effect

' can be llkened to an "audltory Necker cube" phenomenon,

vhere ‘either of tvo . fOrms can be percelved but never both

-

51multaneously.' Tre effect per51sts even vhen three
stlmull, /ba/, /da/ and /ga/ are- comblned (Experlment 5
_below). Ihe binaural counterpart of thls phenomenon has'

been ncted _Ades (197&), 1nvestlgat1ng 51multaneous dlChOth

kS
..l

adaptation p01nts out that I - /

"... it is worth: mentlonlng that when /bae/ is

presented to one ear and sdae/ to the other at the
.Same time, the subject will hear a single fused = -
percept. The fused percept may be heard as either ‘a
/tae/ or /dae/, but it is quite impossible to hear
. ‘the two 1nputs as separate entltles." (E- 612)

B
y

PR !“

This is not uhatpHouldjbefexpected'if the effect .

N

depended solely on maSking. The almost complete suppre551on

&)

of the: weaker phonetlc percept suggests that someﬁhlng more L .,;\
1s involved. If 51multaneous masklng were the-domlnant_

'psychophy51cal process, it i's conceivable that the'influence”

&

1

_11 Tvo of the subjects with extens1ve»phcnet1c tralnlng
noted that stimuli in the transition. -region tended to be
sllghtly asynchronous (/. dae/). This. silght asynchrony wvas
not noted for the /bet/-/dst/ stlmull.~

L4
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of the masker should ‘Qrow steadlly Hlth lts 1ntens1ty,

frather'tban abruptly as was. found 1n Experlments 1, 2 ané

s

"4. In actual Lfact, 1nterference 1s only notlceable when one " -

ofethe_components is w1th1n a few dB of the other, i. e., in:::“w
the tran51t10n reglon between the categorles. Even then,r

the effect 1s one of added n01se, not one of s1multane1ty of
percepts.‘ To further 1nvestlgate the 1mportance of masklng
in the categorlzatlon of the o ‘contlnuum, an experlment was

o

conaucted u51ng a masker whlch was acouétlcally sxmllar to

S \

both /t/ and /d/, but whlch vas phonetlcally dlstlnct.

3.2.7 EXPEEIMENT 5: Nasking by a _Vo»calic'iu'.aysk-er_ |

A masklng stlmuluc was created by repllcatlng one.of
,the pltch perlods of the steady state vowel /ae/ 1n order to - -(/’
a‘_produce a 51gnal whlch prov1ded a SLmllar spectro temporal
'_structure 1n the v1c1n1ty of the. formant trans;tlons of the
:/b/ and- /d/,» The amplltude envelope of the /ae/ masker was
;modlfled so that the 1nten51ty (2::5 2) of each of the pltch
perlods of the masker was 1dent1cal to the ccrrespondlng

fpltch perlodwof the /b/., Thls 51gna1 was/allgned to the /by
tran51tlons by the procedure descrlbed 1m Sectlon 3. 2 The

s

,resultlng s;gnal( when concatenated to the steady-state

vowel from which 1t was obtalned produced a natural

.sourdlng /ae/i Thls masker was comblned u1th the /b/ and

St

‘f/d/ formant tran51tlons to create two serles of stlmullﬂ
b 7

R _' . S ‘}v
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bt = asb/+ (1= @)/aes | (3-12a)

e

. and

Tav = Cayds v (1 a)/aé/_’\‘_ff(3412b)

forty—two stimuli wére used, twenty one each of b'uand d'

. Thus, :a =, 0 corresponded to a /ae/ for both sets of ‘

- stimuli. Ihese were 1ncluded to obtaln a measure QJZQhe

responce bias in favour of either /b/ or /d/._-The"two

seraes of stlmull were presénted 1n random order ln a fully-,"

‘ crossed de51gn. All aspects of the stlmulus presentat;on

»

were 1dentlcal to that of Experlment 1. Theisubjects' task

wvas to 1dent1fy each stlmulus as /bae/ or /dae/. he_.,'J

“*

suhjects were fully 1nformed as to the nature of the

.texperlment and vere asked to try as hard as they could to-‘

7 -—

‘1dent1fy whlchever stlmlus (/b/ or /4/) was belng

presented.. It was’ specxflcally p01nted out that the /b/ andﬂ'

“ﬁistlmull occurred equally often.. . . 7

‘Ihe number of /b/ and./d/ responses:as a°functionﬁof

vere calculated and plotted 1n Flg. 3 18. (The I -sCalerorT |

each subject uas adjusted by 150 dB, 1.e.,

a

where I, isvthe average,boundary,as;determinedffrom

LR
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0]0) ——— e e
— DS
>0 —— JH
Ol 2 ] 1 ] |
-30 -20 =10 0 10 20 30
Lo
18. /b/ (heavy solid line) &nd /d/ (1ight solid line)

identification curves in the presence of masking
by /ae/. The corresponding /bae/-/dae/ identification
curve is shown ®ms ‘the dashed line

4
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"/b/ and sd/ occurred 10 4B or so before the srae/-/dae/

115\

Experiment 1). For purposes of conparison, the average /b/-
/d/ identification curve from Expefiment 1 is also shown.
Ihe results show that the /ae/ "transitions" masked the /b/
and yd/ transitions‘to an extent which monotonically

increased with the strength of the /ae/ masker (compare with

Fig. 3.9). Furthermore, 100 percent identification of both

pbe T

toundaries obtained in Experiment 1, which indicates that
the mutual masking of the /b/ and /4/ is more effective than
that of the /ae/ masket. This is not what would be expected

if spectral masking were the only factor involved.

One possinility is that some level %f phonetic- level
inhibition is occurring, in which the outputs of some
phoretic processors lnteract in such a way that only the
strongest exc1tat10n is perceived. This is consistent With
the notions of "rapid encoding" cf coneonantal cues (Pisoni,
1973, 1975; . Fujisaki and Kawashima, 1969). It may be that
the abrupt'change of percept is telateduto the fact that the
acoustic'cuesvfor /b/ and sd/ develop over the same amount
of time, in which case some form of mutual 1nteract10n

durlng the proce551ng of these two 51gnal components may

account for the apparent inability of a sutject to percelve'

0
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botk percepts simultaneously.12

“3.3 ABX_ AND AX DISCRIMINATION IESTS

Tke identification results of Experiments 1 as well as
informal observations indicated that the /b/—/d/
combinations wWere strongly categorized. To test whether or

not categorical perception was occurring (aqu:ding to the

"”contemporary criteria set forth by Studdert-Kennedy et al.,

1973), a canentional ABX discrimination paradigm was

performed using the /bae/-/dae/ stimuli.

3.3.1 EXPEF;MENT 6: ABX Discrimination

~N

Iwenty-one stimgli wefe-prepared\by computing the ”/q
various combinations for a ranging from 0 to 1 in steps of
0.05, ard each mixture was then scaled by 1//I', where I' is
given by

B LT T T e e e . . "

e LR R w e v P

et 1Y =1.00 - 1.36a + 1.3602 - (3-14)

-— - -

12 an informal experiment was conducted with a mixture of
/baes/ and /rae/. “In this case, a transition from /b/ to
/br/ to /r/ was observed, similar to Fhonological fusions in
dichotic studies (see Cutting, 1974, 1976). This supports
the notion that the interaction between /by and sd/ depends
in part on their acoustic similarity.

~
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This scaled all signal combinations to the same overall
inteng{ty.l3 Thése 21 stimuli were stored in a disk file and

acCesseg\By the presentation program described below.

The experimental setup for the discrimination
exéeriment wvas as éescribedyfor Experiments 1 through 4.
For each preSéntation,~two stimuli A and B wvhich were
separated by Ao = 0.1 (i.e., fwo stéps) were selected
according to a file of randomized numbers. The third
stimulus, X, of the gﬁx paradigm, was always either A or B.
The interval fretween A and B, and B and X, was 750
milliseconds.v'SubjeCtS~were_required to press switch 1 if
the third stimulus was jh&éed £6 bé“thé sdame as the first
stirulus, or switch -2 if it was the sanme as”the,secgnd
stimulus. Three subjects pafticipated in this test, with
each,subjéct repeating the discrimination tun five times.

From the fivé runs, 40 judgements of the discriminabilty of
v C .

The results of the ABX discriminaticn task’ for ‘the™ -

 three subjects.are shown in Fig. 3.19. The data for each

“Subject have been normalized to-.a -common category boundary ¥,

"using Fquation 3-13.

'3 A preliminary run showed that the overall intenmsity .
difference of: the composite stirmuli as a function of the. L
weighting parameter o (see Fig. 3.U4) ‘aided “distriminations " - . -
Scaling by 1//I' eliminates this variation with o .
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ABX discrimination curves for the three subjects.

The 'solid lines are calculated from Equatlon 3-1

e
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Inasmuch as all three subjects had by this’time become
very acgualnted with this set of stlmull, dlscrlmlnatlon was
a very dlfflcult ‘task, and stlmull could ke judged }
r"dlfferentﬂ/wlth relative confldence by a =ubject only in

approx1cately 5 percent or fewer cases. This meant that
most of the tlme’the subject was required to attempt
dlscrlmlnatlons between stimuli for which (or so he felt) he
could not perceive any difference.chhis_made the task very
difficult for the subjects;‘for it Qas difficult for thenm to
‘know when their responses were at all systematic. The
results ;how consideratle statistical scatter even whenlfi&e
Eﬁﬁs are avetaged; but nonetheless shcw enhanced
discriminability in the vicinity of 'the phonetic bound;ry.
fdt all three_subjects,‘the discriminaticn curves asymptote
ir the wings ("trougﬁs", kut "wings" is mere appropriate) to

chance level (50 percent) .

' Discrimination data are typically compared with the
Haskinl§ model {(Eguation 3 -1) énd/or‘the Fujisaki and
:Kewaehima model (Equation 3-3) to determine whether or not
the continuum'is categorica;ly‘perceived; In the present
 instance,‘only the Haskin's model can be applied since the
discrirination curveslmust go to chance level at the
endpointsfvahfs,follows from the way in which the stimuli
are cohstcﬁcﬁed. Near «a = Q or « ¥'1, the stlmull become
1ncreas1ngly pure, and hence dlscrlmlnatlon must go to

g

zero. The labelllng probabllltles, p(I ), were calculated
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from the normal ogives determined fronm Experiment 1; (p(I)
. . . [0 3

is the probability of identifying o stimulus specified by

as a /Lt/)- Tﬁe average value of o (7 = 1.2 dB) vas used

for this calculation. The predicted functions are shown as

the solid lines in Fig. 3.19. . For subjects DS and GR;'the
enhancement of discriminability is roughly that predicted by
the model. Not much can te claimed aboutjthe quality of
fit, since even with five runs toe data have not
stabilized,l‘ Nonetheless, a strong peak in the v1cxr1ty
of the category boundary is ev1dent. The data for subject

JH show a very poor fit, with the measured discriminability

" being much greater than that. predicted by the Haskin's

model. This is evidently due io_the'fact that this

vpétticular subject chose to reduce the 8BX test to an AX

" test (see below). N

3.4 AX_DISCEIMINATION

Various difficulties were encountered with the ABX

paradigm descrilted above. First of all, the task was verj

“diffieult. It was felt'by all three subjects that for the

most .part responses were being given randcmly. While this

may not be important for the paradigm, it is important for

<_J

14 The data. for these thxee subjects .cannot - be pooled sxncegikﬁi?ffjf“

their 1dent1f1cat10n boun@arles are separated by several

. 2dB. . The ‘transformation . = I,.+. I . causes the. data-
“43p01nts to correqund t _1fferent vai%es of I' g -

Porgs ot LU
[.._’. ._; ! \ .
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dw:;to obtaln’data tobtest the Ax d1scr1m1natlon model presented

.1n Chapter 2. 3. dlscr.lm.matlon testlng Wa‘ Contlnued “Sth a
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the subjects concentratlon, since’ 1t is dlfflcult for
'subjects to. respond con51stently when no ba51s for
hAconsrstency can be perce;ved.i Second, 1t~was-apparenti:
4:dur1ng the ABX'dlscrlmlnatlon e;;erlment that subtle
o dlfferenceS’lw the stlmull whlch were notlceable durlng an
1dent1f1catlon test were no lon\ger percelvable. Third, it
was discovered that subjects ; and uR had effectlvely
short c1rcu1ted the ABX paradlgm.f Accordlng to the;r f;hﬂ
t“confesslons, they chose to monltcr only to the last two (B
‘and. ;) stimuli, and if they were, dlfferent, they responded .
as if the first and third stlmull were identical. “Likewise,-o
if the last two stimuli vere judged to be the same, they
responded as if the second and thlrd stimuli were the same.
(iny the author, subject DS naively attempted to compare
all three stimuli). Inasmuch 3s the nature of the task had
-been explained to the subjects at the outset,. they cannot be
faulted for having chosen to make life easy for'themselves.

It just stresses one of the prinme disadvantages of the ABX-

L3

paradlgm, i.e., that there 1s more than one pOSSlble subject

P s

strategy (see Macnlllan et al., 1977; Pollack and Pisoni,
"1914; Pierce and Gilbert, 1988, for other;possible subject

strategies).

Tc overcome the dlfflcultlee‘of the ABX paradlgm, and

J*flxed standard AX paradlgm 51m11ar to that used by Carney et.
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al. ({977). The comparison between-the.STD model_endvthe
phonetlc memory model indicates a number of possibilities
for testing thé relative. adeguacy of these two models wlthln
_the AX testlng paradigm. The behav1our of the STD model as
a functieﬂIOf theIOBServer crlterlqn ;s conslde:ably
different from that of the phonetic-memery model, and

jjwconSequently the change‘in discrimination scores. with

Vf'changes of observer crlterlon is of con51derable 1nterest 1n*

" "the veg;glqatlon of the model.

S em -, I

/

©'3.4.1 EXPEEIMENT 7: AX Discrimination Scores

The same stimuli as in.Experiment 8 were used in a
fixed-standard AX paradgim- On anyvparticular run,'one of
these stimuli,wasté&bseﬁvés the standard against which all
: ;oﬁher 21 'stipuli were,coﬁpared; The order of the ;tandara>
ard test stimuli ;ere randorized, and the interstimulus
infer#al was set at 500 milliseconds. Four subjects were
employed, each providing seven individual runs. Only a
single subject was tested at one time in order to reduce the
number of diseractions in the environment. The subjects

vere fully informed of the COmpositieh of the standard
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s
stimulus and the proportion of true same-same contrasts.!s

The flrst run was used as a tralnlng run to famlllarlze

the subject wlth the experlmental task.' ThlS 1ntroduct10n

- to the test was necessary to ensure. that the sub ject: clearly

‘.understood what'was meant when he .was asked_to.keep ‘the same - .~ -
criterion botb wlthln and between runs.«~klkfsubjeét53ch6s%‘*"' )
a falrly lax crlterlon for thlS flrst run,‘attendlng mostly

R o0 phonetlc dxfferences.' Op";ater ‘runs, they were

, ™

- instructed to adopt either stricter or more lax criteria.

Each subject was run at least a total of seven tlmes.

On six of these runs, three dlfferent standards were used

a 0 (pure /dae/j, a = 1.(pure /bae/), and a value of
close to the subjects phonetic'boundary‘as'determined by a
prellmlnary 1dent1f1catlon run: ;16 Tuo'replications were

obtained for- each standard -and the subject uas 1nstructed

to try to maintain the same crlterlon as he/she had used on o

the previous run. It was sugdgested to the subjects that ‘in

!

1S Since the olkjective was to obtain.information on the

- effect of observer criterion on the AX discrimination

curves, there was no point in raising the number of AA
contrasts to t0 percent, as done by Carney et al. (1977).
Also, a change in observer criteria thus affects not only
the number of false alarms (dA contrasts Jjudged
different"), but also changes the number of "different"
dgements across the entire continuum (see 2.11).

1% ‘t,uas.not pOSSlble to use the exact boundary,stimlus as
a andard for all subjects since (a) this is not an exactly
definakle value of o and (b) only. 21 stimli in steps of

= 0.05 were availablew. . The value of o« closest to that
'vt's average boundary was used. ‘
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B .

'ifbrdérgtoiﬁelnfnalnta;nithe;sane”criteriOn;wrougnly the satie-
proportion of "same" and "different" judgements sbould beA
maintained. EaCH'standard.fi;l"was*replicatedebefore\a«nev-,
Standard'was cbosen. | N
Testlrg was carried out on two or more days, wlth .
repllcatlons‘always beung performed on the same day.
Approxlmately 15. mlnutec to one-half hour was allowed
between runs in order to mlnlmlze adaptatlon ‘effects which : ‘
mlght occur from repeated presentatlon of the standardﬁ(see
Slmon and_§tuddeﬂtf4ennedy, 1978) .. On the last run, the
standard was Selected'aS':q = 0, and the Qubject uas aSked

only to respond to phonetlc differences. ‘Several additional

runs- were obtained from subject JH.

The results for the flve subjects are shown in
Flg.~3 20-_'The 1nfluence of observer orlterlon 1s‘as 5
predlcted bv the AX dlccrlmlnatlon model derlved 1n Sectlon.'j
4 2.3.' for a lax crlterlon (only phonetlc dlfferences), the
AX:dlSCIlmlnatlon rurve c01nc1des with the ldentlflcatlon
functicn as both tne phonetic-menory and. SID models
predict.~ As the same-different criterion is tightened so
that finer. differences are responded to, the discriminationj

curve 1s stlll s1gm01dal but 1ts slope 1ncreases and 1t

shlfts tovards uhlchever endp01nt stlmulus is. the standard.

As the crlterlon is tlghtened further, the number of w1th1n-‘5“

- categcry respomnses (and false alarms) increases, also as

P
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AX discriminatiéﬂ‘resultSu _Thé!étandard'stimulus is

-, ‘indicated in each graph- by the arrow on the horizontal
" axis, and also in the-legend by ™I =_".. The solid . .- .
" lines represent the fitted model : .
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‘4nredicted.‘.Fig;‘3 21 =hous-the individuai runs for tne pure
/dae/ =tandard stlmulus plotted on a SLngle graph.l |
"Comparing the results of Flg. 3.21 w1th Flg. 2.9 and 2. 1{/
_there Seemns no doubt that the STD AX dlscrlmlnatlon
adequately describes the 1nflu€nce of the observer
'crlterlon. The phonetlc memory model (Equatlon 2-5) can'ne‘
conelusiveiy_rejeoted since ‘it obv1ouslyﬂdoes not - | |
demonstrate this behavicur (compare Fig: 3:20iwith
Fig. 2.4). | -

Loy e e g et et s “

'“Wher”the'standard stimulus 1in the"Ax discrimination}l”

P

vtask is a boundary or near boundary stlmuius, the -

;
.

'«dlscrlnlnatlon functlon shdws a pronounced dlp at the
hloCatlcn of the standard aS'lS predlcted by the STD modedrif
(For.tnls test, all subjectstuere asked to respond to any
“differences‘which“theynmlghtffeel ex1sted bearlng ln mlndl
"that approx1mately 5 percent{of the comparlsons would be

Y

betbeen phy51cally 1dent1calyst1hull) The symmetrlcal:

nature of these curves (Flg:?B 20b and 3. 20f) 1nd1cates that
a boundary stlmulus 1s perceptually equldlstant from elther
1endp01nt,<'Thls supports.the rnotion that phonet1c1 N h
‘differenees are merely "large aeousticvdifferehoes“,insofar_
as ardiserimination test is,conoernéd.. |

- It cannot be 1nferred dlrectly from these results that
categor1ca1 perceptlon 1s occurrlng, or, for that matter,‘

e_that it is not occurrlng, 51nce a change 1n observer M
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100
- JH
- —— DS
— GM
50
0 I 1
10 20

Fig. 3.21. Summary.of AX discrimination curves for /dae/
"standard . Compare with Fig. 2.1T1(b)
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criterion is, to a first approximation at least, equivalent
to an increase or décrease in discriminabili ty. (Likewisé,
the fact that the Aﬁxlcurves presented in Fig. 3.19
asymptote to 50 percent does not&imply that no within-
‘éategory discrimina£ion is possible. It can equallylﬁell
mean that.the obServer chose not to respond to slight
acoustic differences). To‘test for categoricai perception;

the curve-fitting model of AX discrimination derived in

Section 2.2 was fitted to the data.

3.4.2 Fitting the AX Discrimination Data

]

The analysis of the "dispers;on model" of
discrimination presented ir Section 2.2 suggests that the
results of Experiment 7 fit to the-model if a suitable
unimodal dispersion function is chosen. (For this
particular continuum - relative fifénsity - it is not
apparent why dispersion should be unimodal, but the results
Clearly indicate that it.is). A convenieqt function to test
out the disﬁersibn function is a Gaussian, as described
premiouély inp Secﬁion 2.2. The fitting process was carried
out by first averaging the replicated runs for each of the
subjécts, and then adjusting all I values by Equation 3-13
so that the identification boundary f&t all subjects

occurred at I;; = 0 dB.17 This reduces the Gaussian
. v .

17;The'justi£iqation‘fqr this is provided below.

R fo
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_diSpérSion curve to a Singie free parameter siﬁée the meanv
is tﬂen-pbsitiéned'at I,,=°0 for all subjects. To fit the
individual discrimination profiles, it was necessary to
qllowwthe c;iterion;Ayé‘tqwbeaiitted,toTeachpd13criﬁina£iqnl

afﬁﬁiinaependently, ' .

The model to which the dqta were fitted are defined. by

Fquaticns 2-11, 2-13 and 2-15:

)I2_y1+AyC . yz“yl-AyC e
- B - = -1c
SRR /7o |« ol (371=2)
I
o
- -18
Yy II D.(Ia)dla . (3 b)
50 5
(Ia— 150)
D(1I ) = 1 e 202 (3‘15C)
v2mmo

The fitting process consisted of varying (a) the "width"
(i.e., standard deviation) ODof the Gaussian disbersion
function (b) the standard deviation o of the random
variable Y, and (c¢) the criterion Ayc for each profile. The
data were fitted by computing the :model for each of the
}nofiles and computing theisum of squares difference over

- the whole data set. Each of the parameters was incrementéd
or decremented on each cycle according tc ﬁhether or not the
sum of squarés difference was increasing or decreasing
'(basicélly fbliowing fhéfPEST algorithm of Taylor and
Créelhan, 1566). The iteration was stopped when the sum of

squares difference changed by less than 0.05 percent. fThe
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resultiﬂg moael is shdwn in Fig. 3.22, and the fitted
discrimination profiles are shown as the solid lines in Fig.
3.20. In general, the fit is quite good, considering the
stability Qﬁ'}hgmdatag (Mqré;fhgqtﬁwc(jfp}icatiqns are
obviously necessary tb stabilize the data. Even [five runs

- as ddne in the ABX experiment still showed 1arge/scatter).

Some of the differences which exist are attritut?ble to ‘the
fact that the values of I, choser for the standard stimulus

: - : I,
wvere based on the average I, for each of the subjects as

1
|

determined from Expe;imént 1. Isgg méy be.diffeéent by as
much as 1 or 2 dB on any patticular run. As Fié. 3.9 shows,
thé effect of a change in‘the location Qf fhe paximum of the
dispersion function will ‘have its greatest effect in the
viéinity of a subject's boundary. Thus, the profiles in
Fig. 3.20 may not be properly ordered with respect»fo IS .
This is undoubtedly the case for subjecté DS and GR (see
Fig. 3.20i and 3.201). For subject DS the standard stimulus
was a clear /dae/, which indicates that it is not as close_
to the boundary as Fig. 3.20i would iﬁply.” Subject GM, on
the 6ther hand, commented that she felt the standard
stimulus must have been close to the boundary since she
could not unambiguously idenfify iﬁ.‘ Her boundary run (Fig.
3.20f) shows that this'i§'indeed the case. Subject JH,‘fér
yhph'tio runs were taken which7épanned his normal boundary,
shows a reversed syﬁmetry, as wouldlbe expected (see.Figs. 3

.20b and- 3.20c).



132

Fig. 3.22. Best fit for the AX discriminatiem model |
for AyC = 0.2
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The, normalization of the various sutjects' data by
shiftirg the discrimination curves by an amount necessary to

align the boundaries at Iéové;o dB reqq1res justificationﬂ:Qv U

“ S - > s ,«'. 9 w-e,D,Jv\'fo'."‘-.-~ S

C T check this, “the fitted model was computed with the,

dispersion curve offset by amounts I uhere I,, were taken

507
from the results of Experiment 1. The diserimination
profiles thus generated were compared with profiles
talculated for a centered dispersion curve and shifted by
the same amount. I The differences were only of the order
of a few percept which is mueh less than the" Seatter
_observed in the experidental data. Conseguently,'the data

can be pooled in this;fashidn with only a first order loss

in accuracy. Y

3. 4.3 Summary of‘Disc:imination Results

ihe STD AX discriminationrmgdel developed in Chapter 2
was fitted to the discrimination data and was‘feund.to
adeguately characterize the experimental data. This
prOV1dGS support for this model as a general model .for
categorical perception, and demonstratestthat the relative
intensity continuum under investigation is categorically
perceived. The phonetic memory AX discrimination model
(Equation 2-5) is evidentiyﬂinadequate to account for the

observed discrimination data. . N v \
e

Fig. 3.23a shows the dispersioh“function obtained from

. EIEEEL Y



Dispersion function for the best-fit model, plotted
in (a) as a function of I and in (b) as a function
of a. In (b), B 1is shown® defined as the width of
the dispersion function at half-height
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.‘th’e fitted model. “Fig. 3. 23b shows' the d’i‘spersion as a

functlcn of the control parameter o . The measure of

L categor1c1ty prev10usly suggested (Equatlon 2=17) based on-

“the o .scale rather than the I scale (sxnce the endp01ntv7

a ) oo

’ ”‘Stlmull are an, 1nffn1te dlstance apart on thls scale) is

v . - in

s
il
@F ’
N
(28]
92 ]

(3-16)

Not much can re made éfsm this indem, of.course,'since'there
arefno.comparablem}ndices\ln the literature. Nonetheless,
Mby"cdmparison~uith‘other»categorical perception studies,
this ccntinuum1apnears to be'as strongly categorized as
typical-VOT‘or f \continua, and t hus values of € greater

*than 10 or so would appear to typlfy what have been called

categorlcally percelved contlnua."

'3.U,U What is Creating the Dispersion?

Inasmuch as the choice of a Gaussian function for the
underlylng dlsperlon is completely arbltrary, the choice is
justlflable on the grounds that it is unimodal and vanishes
as I > += . This is a necessary conditlon, since the
endpoint stimuli for thls continuur are uniquely defined by
n =0 (I,= -w‘)Aand a-= T»(I = ¥ );' The dispersion
functlon should obv1ouCly vanlsh at these po;nts. At least

some cf the dlfferences between the model and the data (flg.

3.20 above) car. be attrlbuted to the particular choice of
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dispersion function.

The origin of the dispersion is at present unclear. It
appears to be based on the fact that the signal éontains two
Compbnents which are being simultaneously, plus the fact
that the two component signals are shdwnlfo‘be‘cdtégoriéally'
‘ o : . \ [ o . ‘/.' R
-F_ continuum. The close paralilel

2.3

\

N
perceived on the F
betweer the identificatiop and discrimination resqits for
/b%e/“aﬂd'7dag/ orn thié relative intensity continuum and

thcse cbtained using and'FQ—F continuun &uggest that some

3

is involved. One possible explanation is

common mechanis
that some inte ference, perhaps inhibitory, exists to
sharpen the boundary Letween /b/ which s/4/, and would lead

to an intensity variation as shown in

g B;ZQ above. In
Chapter &%, a model of a possible inhibitbr interaction |
between two hypothetical neural ?cpulatiéns i}y investigated,
and is incorporated into the SDI model of Secy¥ion 2.3. This
modél is shown to possess the properties necessary tb
account‘for the identificatioh_aﬁd discrimination data .
preéented in thkis chapter. Firét, however, two more |
experiments are reported: selective adaptation and binauralI
fusion, both of which shed light on the nature of the

interactions in the perception of the /b/-/d/ stimulus

comkinations.



- CHAPTEFR U4 .

SELECTIVE ADAPTATION

Irom.the results of Sawush ahd.Pisoni (1976), Miller
(1977) and, to a-limited ‘extent, from Ainsworth (1977), it .
can be inferred that the amount of boundary shift under
selective adaptation is related to the'positi6n4of the
adaptor along the test contiﬁuum. As the adaptor takes on
physical values intermediate to the endpoint‘stimuli on a

3

two-stimulus continuum, the boundary shiftvchahges'from

: , : \
pegative at one end of the continuum to positive at the

othert, and is zero wvhen the adaptor is a boundary

1 The koundary shift is defined as the postadaptation
boundary minus the preadaptation boundary. One direction
can arktitrarily be called positive.

137
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stimulus. -In éuditdty“éaééiéfibn studies, the change in
thresbcld (tempcrary threShéld'Shift)u?iﬁh:édépfor intensity
is well known (e-g-., Wéfd et al., 1958), and recent evidence
suggests that phonetié boundary shifts are likewise a
function of thg adaptbr_intensity (Hillenbrand, 1975; Simon,
1977; Miller et al., 1977; Sawusch, 1977). On this basis,
seléctive adartationutb a /b/—)d/ combinétion ought to
result in a boundary shift.

‘

1f the./b/ component of the composite stimulus
selectively adapts"the /b/ processor2 and the /d/ component
selectively aﬁapfs the /d/ processar, then the boundary
shift shOulQAbe regulated by the relative desénsitization of
thése»processors. Wheﬁ the /by and /d/ components are
perceptually equal (i.e., theladapting stimulus is a
bounda;y.Stimulus),.no-boundary shift isﬂ;o be expected
since fhe /b/ and'/d/'process6rs will be affected équdlly.

As o takes on values greater or less than the

| ‘a50'
adapting stimulus rapidly acquires' a unique phonetic
idertity. The weaker ccmponent then beébmes'subliminal.' If

the boundary shift is éplely a function of the phonetic

category of the adaptor, it follows that fér this model, the

e
[

2 It is not being pﬂoposed that /b/ and /d4/ are processed as
intact .spectro-temporal patterns. But, since the total

1nten51ty~of the /b/ and /d/ vary with o , each of their _
- acoustic cues - whatever they may be - vary with o in the.
same fashion. Thus, within the context of the present
‘paradigm, it is convwenient to speak of a "/b/ processor" and
a "/d,/ processor".’ : . :
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.,Eounda;x.éhift should be avfunction of o only in the
boundary‘region.(s e the solidiline ianig. ﬁ;1). On the
other.hand, if se ectivé adaptation is selective ét tﬁe )
auditory le 1 . r than at the.phoheiic levél (i.e.; the
amount of adaptation depends on the félative intensitiesvofl
/Ef.and s3y), a.much'more gradual ihflgenée of adéptOr
composition should be observed (éee the dashed lige in Fig.

A
Lo1y.

4.1 EXEEFIMENT_ §: Selective Adaptation

The apparatus for the presentation of the stinuli was
as alre*dy ;hown in fig. 3. 6. The presentation program was
ﬁodifiéa to plaf'back aﬂ adaptor of pre-determined
com;osition (ua ) for thfee ninutes at a ﬁresentation rate
of approgimatelyleper'second.‘-The identification test of

-

Experirent 1 was conducted, except that after every 11
stinulus presentations, a reinforcing adaptation period of
75 presentations was conducted. A one-second 1000 Hz tone

sigralled the commencement of the reinforcement.

Two pre-adaptation identification guns vere cpnductéd
prior to conducting each adaptaﬁibn runh Thé\identification
runs lasted approkimately eight minutes \each, and the
adéptatiop.run_lasted approx;métely 35 minutes. The stimuli
were presented ﬁdnaurally £o thé,right ear. Three subjects

' partiéipafed'in this study; which involvéd adaptation to 11
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Fig. 4.1. Hypothesized boundary shifts for phonetic-level
adaptation (solid line) and auditory .adaptation
(dashed line). The grey region represents
approximately the bounddry zone
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' . ; : ‘ . : Y
values of ~o . from 0 to 1 in steps of ba = 0.1. The value
o@cfgf.uas chosen at random for any particular runs A

second run for-each‘ aé“ was obtained for subject DS. - -

Fig. u.2 shows a few typlcal pre— and post—adaptatlon
runs. Ihe bourdary shlfts were computed by fitting a normal

ogive to all Ldentlflcatlon curves.  The axes_of Fig. 4.3

o aré expressed in decikels, where
-1, . wen

A

were Igo (the shlfted houndary) and I (the'adaptor) are.

computed accordlng to Equatlon 3 8. 150 1s the ‘mean pre—
édaptation“boundary for that run; aS'derermlned.from-the
pre-adaptatlon 1dent1f1cat10n tests. Tarle u-1“shows the
pre- and post-adaptatlon boundarles for ‘the three sub]ects;
>Subjects GE and JH demenstrate very similar boun&ary'
shifts over the entlre « .range. Since thelr average pre--

J;Pfted bourdarles differed by cnly 1 2 dB, thelr_data were%

-

averaged.3

—
3 All averages were performed with the boundary 1ocat10nc
spec1f1ed®in dec1bels. Thus, - the means are harmonlc means.

'\ "u‘

-
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Fig. 4.2. Typical pre- and post-adaptation identification curves

O AV. Gk \ND JH

Fig. 4.3. Boundary shift, IS, as a function of adaptor

composition
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TABLE 4-1
A

PEE- AND FOST-ADAPTATION BOUNDARIES

JH . GE DS

ADAPIOF UNADAPT ADAPf UNADAPT ADAPT UNADAPI ADAPT

I 1 1! | 1! I I'!

~a 50 50 50 50 50 50
(dB) (de) (dB) (dE) (db) (dB) {dB)
-0.37 -8.3¢ 0.17 -8.32 2.45 -0.u5
“19.0 =034 -s.cf %0.13 -5.35 2.56 -0.86
-12.0 - -1.56 -¢.7g 0.40 -4.60 2.72 -1.47
-7.4 ~0.59 =3.53  -0.03 -2.u4 2.51 =0.1¢
3.t -1.40 -2.05 0.34  -0.37 3.01 -0.13
0.0 - -0.87 -0.23 0.12  0.87 272 2.37
3.t -0.96  2.€3 -0.40  1.71. 2.77  u.26
7.4 - -0.60 339 0.88  4.72 2.83  4.46
12.0 -0.55 3,72 0-13 . 4.66 2.05  5.13
19.0 -1.08 3.5 0.00  4.35 3.17  5.72
-3.35  1.98 0.15  4.38 . 2.66 5.82

The data for subject DS were not included in the averaging
since the differences in boundary shifts between subjec. DS

and either GR or Jj appear to te of the order - a factor of

o
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)

two. Eig; 0.3 shows thbat significant boundary sﬁifts are

"~ produced for noﬁ-boundary'adaﬁtors. This suggests that
phonetic-level adaptétion is not the prinme deferminant of
the boundary shift, since boundary shifts are a strong
furction of adaptor composition for adaptors up to 10 dB or
so from the normal unadapted bodﬁdary. It appears that
wvhatever rphysiological mechan;sm is reponsibile for the
shift it is sensitivé to thé acoustic form of the signal and

not just its phonetic value.

N

There is arn observation to be made concerning the
perceived gdality of the stimuli during the adaptation run.
Arproximately one-third of the way into the tést,’55£ﬂmzﬁe\
adartor and the test stimuli start to sound "fuzzy" or |
"rough;, as 1f noise were being added to the signal. fhis
is characteristic of tonal signals in under auditory fatigue
(Hirsh and ¥ard, 1952; Davis et al., 1950) but so far h@si
not been noted in the selective adaptaticn literature. It .
was consistent for all runs, and noticed by all three
subjects. In general, test stimuli which were of the same
category as the adaptor tended to sound noiser than those

belonging to the opposite category.:In spite of this change

ofi stirulus quality, no discernible influence on the slofpe

4 This was also observed in a pilct study in which a
complete rur was performed on subject DS and a few test
points were obtained from subject JH. The boundary shifts
for JH were a factor cf two greater in this study also.
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of tke identification curve is observed (see,fig. 4.4). The
first _point on Fig. 4.4 corresponded to an identification
curve with an aknormally large slope,-and this point also
corresfponds to én abofmally large boundary shift (see Fig. U4
.3). Both JH and GF exhibited large boundary shifts and
large boundary regions for this partiCulgr run. Two
replications (éee Experiment 9) of this point by subject JH
failed to reproduce either the large shift or large slope,

so this point must be considered suspect).

Sawusch (1977) and Miller (1975) used confidénce
ratings to measure within-category changes in VOT judgements
due to adaptation; and their results show that the quality
rating decreased for within—cétegory stimuli. This they
interpreted as a desensitization of the detector response
functions over their’entife domair. Although neither Miller
nor Sawusch indicate the nature of this qualitative change
in the percepts, it is possible that it is éue in part to
increased noisiness of the signal as found in the present
experiment. As one possible explanation, Sa;usch suggests

that

"... the within category effect seems to be
characteristic of adaptation at the fperipheral
frequency specific auditory level and a fatigue
interpretation of the adaptation at this level seens
to be appropriate. " (p.749). '

He alsc suggests as an alternative exrlanation a "retuning"
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Fig. 4.4. Width of the identification boundary (o) as a -

function of adaptor comp051t10n
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operation at the central level, but the type of change in
signal gmallty observed in the present experlment would

argue in favour of the first 1nterpretatlon..

4.2 Surmary

—

Experiment 8 provides information on how the /b/ and
/a/ pf%cessors inte;act when selectively adapted, and it 1is
clear that there are within-category adaptation 3ﬁfects.
Thie finrdirg is consistent with the results of Sawusch
(1977),and miller (197%), and rules out the possibility that
the adaptation is occurring at a level where only the
phonetié identity of the adapting stimulus is preserved.
ALso, it was noted during the selective adaptation rumns that
repeated playkack of,an adaptor close to the boundary does
not result in a "flip-flop" of the percept between the two
phonetic categories, as may ocgur in revefsible visual
figures (Taylor and Aldridge, 1974). Rather, the adaptor is
perceived as a slightly noisy exemplar of one of‘the
categories, and this identity persists for the entire
édaptation fun. While it is possible to induce the opposite
percept for a stimulus near the boundary, there always
appears to be a preferred percept on repeated playbackv(see
section 3.2.6). In this light, phonetic-level adaptation is,
ruléd cut’since the boundary shifts then should only take on
two discrete values, one for either category of adaptor.

Fig. 4.3 shows that this is not the case.

3
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The alternate posclblllty (wvhich will be explored with

a mathematical model in Chapter 5) is ‘that the degree of
adaptation is strictly determlned by the acoMstic
composition of the adapfor. If the /by and /d/ components
are reéognized by separate processors, neural addptation at
a level where the §pectro-té;poral information is preserved
$¥should result in a reduced inéut input 'to each processor.
\The outputs of these two processors ("détéctdrs", if you

will) would then re reduced by an amount which depends on

the corposition of the adaptor, and a boundary shift will

ensue.

In order to pdrsue this line of analysis,\ more
information on thebresponse characteristicé o%&éﬁese
hypothesized processors is necessary. .in particular, it i?
desirable to know hoﬁ the boundary shift depends on the
intensity'of a single (i.e., pure /bae/ or /dae/) adaptor;
This irformation is necessary to decide if the boundary
shift for-the cbmposite stimulus can be prédicted from the

effects of each comronent independently.

4.3 EXPERIMENT Effect of Adafptor Intensity

Experiment 8 was plicated using /dae/ adafptors of
various intensities. Two of the original three subjects
participated. Experimental sessions were conducted every

tvo or three days at the subjects® convenience (it is
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desirakle to leave at least 24 hours‘betueen adaptation
sessions to avoid any cumulative effects). ‘The -adaptor
intensities were chosen in the range 0 dB to -17 dB re the
full /daes/ stimulus intehsity. The.intensity on any

particular session was selected at random.

The results ( Fi§. 4.5) show that the boundary shift
irncreases with adaptor intensity as expected. Significant
boundary shifts commence when the s/dae/ adaptor intensity is
of the order of 50 dB SPL, which is consistent with
threshold shifts for exposure to narrow bandinoiSe (Ward et
‘al., 1958; Trittipoe, 1958). The boundazy shifts for sdaes
have roughly the sanme reproducibility as those shown in -Figq.
4.3, kut since the shifts are everyuhe;e smaller, the 5
uncertaiﬂ%y is proportiohally greater. Several points were
replicated in an attempt to stabilize the boundary shift
estirates. Fiqg. 4.6 shows‘the boundafy shifts for the-
com;051te adaptors and the /daey adaptors plotted on the
same graph. From this diagram, it can be seen that the rate
of change of Ltoundary with change in intensity of the /dae/
adaptor is greatest for low aéaptbrgintensities. Assuming
that the effect of a ,sbaey adaéfor is similar, the boundary
shifts predlcted on the basis of each processor being
affected 1ndependent1y by the correspondlng /b/ or s4/
component car ke represented to a first approximation as the

difference of ‘the boundary shifts associated with the /bae/

and s/dae/ adarptors independently. This leads to a curve of
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thg@form ShOW&?lR ng. 4. 7 and has a curvature exactly the
“opposite to that obtalned in Flg. 4.3, Inasmuch as this is
only a crude estimate cf fhe effects of a combined /b/ and
/d/ adaptor, it sxll/ysuggests that the effect of the

o

compocu:e adaptor is>n¥t sﬂfﬁly related to the effectsm;

F

elther signal component taienﬁlndependently. Them Tty
relaticnship between Experlments 8 and 9 will be conSLGéréﬁ?@
agairn in Chapter 5 where a model of the adaptation process

L omet

is constructed. P -

<Ta
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- ‘ ,//

/dae/ ALONE

‘Fig. 4.7. Hypothesifed boundary shifts for the case of both 'pure"
. /bae/ ‘and /dae/ adaptors and composite /bae/-/dae/
adaptor (assuming the shift due to. the composite
adaptor is basically equal to the difference between
the shifts associated with the "pure'" adaptors)



CHAPTER 5

1

MODELLING THE EXPERIMENTAL RESULTS

The model of AX discrimination developed in Chapter 2
required the specification of an arbitrary disperSion R
fanction ir order to fit the experimental results. In this

chapter, a rodel of the monaural fusion paradigm is

_developed wi 1ch leads to the regulred dlcper51on, and is

-i:extended tc include selective. adaptatlon. The motlvat;on

. for the mciel stems from the consideration that whatever the-

=g

acoustic cues for sbae/ and sdae/ are, they must vary as the
rel: .ive intensity of ﬁhe respectlve signal components. The

¢

Lasic assumption is that each signal component results in a

153
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degree of excitation in a separate neural population which
is momrotonic with the intensity of the stimulating»signal.

These populations will be referred to as n"detectors".

To formulate fthe model, a number of assumptions are

néC('sary. The major éssumption - that of separate /b/ and

/& rrccessors - }s the most difficult to substantiate.

support for this’assumption comes from the fact that a

. Y
boundary stimulus can ke perceived as a member of either

‘phoretic category - thus demonstrating that both sets of

I8
acoustic cues are simultaneously available for processing.

The info;mal test conducted during Experiment'1 to test how
far the toundary. could bevmoved Hf?céhtrolling ove:t
response bias (ﬁig. 3.11) also shbports this‘assumption,;and
shows that ir théltransitiqh region the acoustic cues for
botk /tae/_and sdae/ arefsimultaheously available.

Tte AX discrimination results show (ty virtue of the
extracted dispetsién function) that this r;lative intensity
continuam is categorically_perceivéd. The fact that the
dispersion function did not come out to bg‘a delta‘function'

(which is hardi}.surpriSing) indicates~;hqt some within-

‘categcry discrimination,is poSsible,,énd_that the

discrirminability decreases to zero as either of thel two

sign%; components vanishes. The indications are (re Fig.
#2) that the influence of the weaker signal component is

tectable to about +15 dB or so away from the phonetic

%,
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boundery. %ge bouhdarj shifts ;n the”selective'edeptati@h-
egperimentv(Expetiment 8) also show that:the'ﬁeeker sighal
is an}effective adarptor 6U} tb approximately +15 dB,.perhaps"
beyond. Iaken together, these two exferlments suggest L hat

a

their respectlve 1nterpretatlons do not depend on the '

phoretic value of the stimulus, but rather on its acoustic

structure. . o "

5.1 A_PRELIMINAKY MODEL OF /b/-/d/ DETECTION

. . . . o
The first attempt atfa‘model will assume that each

component of the composlte stimulus is detected by ‘a
_separate neural, populatlon, .and that the degree of

exc1tat10n in ‘these populatlons scales with stlmulus

@

1nten=1ty as .a poweb\law functlon, as for the growth of
loudness. In the dlscus51on which ensues, it is lmportant
to-rote that tkis modelllng is intended only as functlonal

"and does not purpﬁrt to have any anatomical or phy51olbg1cal
. N
o'p: & :

correspondenCegi ﬁ@o commenee the model, let u1 and u, be

2

variatbles representlng the degree of neural excitation

L h

ﬁcorrespondlng to the /47 and /b/ components of the stimulus

.’\

?
respectlvely.A The exc1tatlon of the two neural ensembles

can then be expressed as’
up = kI . ~ . (5-1a)

W=k N )
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where I and I are the intensities of the /b/ and 74/
componenté respectiéely. "k" is a normalizingwconstant
‘whose-value i% of no interest here. 'Using Egua£ions 3.4 to
define the signél energies! of ths /by and sd/ cbmponents,
the"exéitation’éan be expressed as a function of o :

k'(1-fafe (5-2a)

U

20

where k' has absorbed loth k and the absolute conversion
factor betweer I and o 2, Since k! merely determines the.
scale for ul.and u,, for computational purposes it can be

takern as unity.

Tc complete this model, it is only necessary to specify
the exponent 6 . The commonly accepted exponent for the '
growth of “loudness is & = Q.27 (Stevens,T1971;‘Zwislocki,
19€9; Luce, 1577). Using 6 = 0427, and Equations 5-2, u#
and ut can be calculated for values of 6 Letween O and 1.
The result is a "stimulus trajectcpy" in the u;-u, plane
(see Fig. 5.1) . Assumihg, as for the detector model in

Section 2.3, that uy and u, are the means of two

1 Since it i§ not clear which energies are being monitored,
the total enefgyﬁ(Eguations 3-4) is used as an estimate of
the stimulus intensity. Again, since-the intensity of any
cue varies as the total energy, this ghould not be a
significant source of error.

s
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Fig. 5.1. Stimulus trajectory for 6=0.27
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Fig. 5.2. Dispersion function for 6=0.27
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(uncorrelated) random variables U1 and U2 with variance o v
the point (ul,uz) represents the centroid of a bivariate

circular normal probability distribution in the u.-u

1 2

plane. Using the decision variable (Ul-Uz)//7 ’ the
prokbability of identifying a given stimulus characterized by
a as, say,./b/ is

v

Uzl(u) - ul(a)

p(a) = & —

N ' ' ' (5-3)

This is a sigmoidal curve, and thus for a suitable choice of
O will resemble the identification functions of

Experiment 1. The identifijication data alone, however, are
insufficient to test the model, since any stimuiué
trajectory which crosses the decision line (u2=u1) only once
will lead to a sigmoid<shaped identification function. A
nore stringent test of the model is the AX discrimination
data of Section 3.4. From Section 3.3., a suitable

dispersion function was determined to be

(a) ul(e) - ul(a) u(a)
D(a) = -1 2 1 2

uia) + vi(a) (5-4)

Using ul‘and u, defined by Equaticns 5-2 above, this becomes
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28 26-1

20-1 26
D(a) = 280[(1-0) o - + (iéa) o (5-5)
(1-a) + 0
For 6 = 0.27, the dispersion function appears as shown in

Fig. 5.2. This dispersion function shows no enhanced
dispersion, and an attempt to fit this model to the

discrirination results would be fruitless. %%

. -,
~ AT

Equations 5-2 and 5-3 constitute a‘model with {Lo}
parameters: 6 and o. Now, it Should be clear from Section
3.2 that if the dispersion functicn iSuapprbxiﬁately
constant, changing o wili not generate énh§nced_
dispersion. The only Fossiblity that remaiﬁs is to éllow
to take'on different values. Fig. 5.3 shows various
stimulus trajectories and cofresponaing“dispersion curves
for 8 = 0.27 to 8 = 2.0. It can be seen that as
becomes large, the Qispersién‘function does indeed Lecome
qqimodal, and by making e_arbitrafily large, the peak of
tbe dispersion function can be maée arbitrarily nargow. »It
w&uld appeér, then, that in order to make this model fit the
discrirination data, it is neceséary £b lét‘ 6 = 2.0 or
greater. However, this seems unacceptable since such‘large
exponernts are not noted for the growth of loudness with
stirulus intensity. As will be shown below, incluéion of
some fcrm of inhibition between these hypothetical neural
populations will_produce the required éispersioni In order”
to do this, however, it is first necessary to formulate a

S

more detailed model of the excitation [Frocess.

Yy ' - .

BV
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(drbitrqry units)

D(a)

Flg. 5.3-:

(a) strimulus trajectories and (b) dispersion
functions for various values of 8

[
N
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5.2 INIENSITY CODING BY NEURAL_POPULATIONS

161

éonsider a population consisting of Ng hprthétical
heurons. TFor the sake of the present discussion, these
cells ére aé;umed to be capatle of becoming excited (i.e.,
firing) in response to externél sStimulation. N, is assumed
sufficiently large that the mean level of excitatior is
insensitive tc¢ minor perturbations by-individual neurons in
the population. The fundamental assumptions.are:
(a) the probability of firing is the‘same for all
| cells invthe population which are in the
"ground state™ |
G
(b ﬁhe probability per unit time of a cell firing
in response to a stimulus_of.intensity Iis

given by A , ¢

Y' = v £(I) , (5-6)

wvhere f(I) initially will be assumed to be a.

. 8
power law, i.e., f(I) = I .

k2
\EQ Now, a cell, once excited, is no longer capable of
.'r

ing for a certain time (i.e., it is in a refractory
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)

state) . After a time typically of the order of 1 or 2
miiliséconds, the cell recovers, and tHe probabiiity of
recovery per unit time will be denoted by.yr . Zwislocki
(19€9) , for a héurallj-based model of temporal summation,
suggests a value of 300 sec_lfor Y, = 1/Tr ., and ;his
value will be assumed here. The fprocess of regovéry will be
referred to as "de-excitation". The excitation/de-excita~-

tion process is illustrated schematically in Fig. 5.U4.

The rate processes shown in Fig. 5.4 lead to the
differential eguation

»

ja¥

N
t

[a¥)

- T (5-17
= YE(TIN =Y N | (5-7)

vhere N is the number of cells in the ground state at time
t, and N 'is the number of excited cells. Requiring that
the total numter of cells in the pbpulation remain constant,

i.e.,
No =N + KX (5-8)

Equaticn 5-7 becomes .

AN

[W
z

|

(=%
PN

= YE(DNG- (£ (D) +y )N (5=9)

A? long as I is invariant with time, this differential
! : .

Lo s s .
equation has constant coefficients, and, assuming the



163

EXCITED
STATE

- GROUND
g STATE

Fig. 5.4. Schematic model of excitatidn/de-excitation
processes in a hypothetical neural population
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initial condition N (0) = 0, has the solution

yf(I)NO

_ 0 Lt (D) ey
IRZICCEST R G i

N(t) (5-10)

N4 car be arbitrarily taken as unity, in which case N(t)then

represents the proportion of excited cells in the ensemble.

Al

This result shows that a population of cells can behave

as an energy integrator with a time constant given by

1

T VED Y, (5211

T
From Equation 5-11, it follows that if the-probability of a
cell fiting increases with sfimul&s intemnsity, the time
constant of the integration decreases with intensity. Such
a reduction in time constant with siimulus intensity has
been ncted many times_in auditqrytand visual temporal
summation studies (cf Roufs, 1975; Mérks, 1972} Stevens and
'Hall, 1966; Small, Brandt and Cox, 1962; Miller, 1948). For
times t << T , Equation 5-10 can ke approximated by

. 3.
N(t) v NyvE(I)t (5-12)

' : 0

which, assuming £(I) = I , is the familiar "law" of temporal
summaticn (i.e., for constant N , I t = constant). For
longer times, t >> 1 , the saturation level of excitation is

>

just
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Yf(I)NO Ie
Ne = ———c— = N  —/—— (5-13)
yf(1)+yr 0 Ie‘+ 1® :
0
6 Yr . . .
where IO =5 . This particular response function has

enjoyed a gﬁgat deal of popularity in the vision literature
(€.g., Mansfield;~1976; Marks, 1972, 1974; Alpern, 1971) and
has also been investigated as a model of the transfer

function of sensory transducers (lLipetz, 1971) .

For in;ensities I such that Ie<< Ig , Equation 5-13

Leduces to the familiar psychophysical power law:

1 , (5-14)

I=g - . ot
Tﬁus, for intensities low enough that saturation does not
occur in the neural mass, this model is linear with resﬁett o
to the driving function £ (I) (Ie in this)cése). Any non-
linearity with respect to sl comes from ife driving

function. Therefore, in order to obtain\ power law behaviour

with this model, it is neceésary to sdpply it as £(I).

Equatioﬁ 5-11 , since it yiéids é‘power law béhaviour
for non—saturatlng intensities, is not an lmprovement o§er
Equations 5-1. Admittedly, thls solutlon provides the time
dependence of the excitation process, bgt only the steady—
state colution (5-13) is of interest here. Although it is
hardly realisti¢ to assume that I = constant, since it 1is

” not known exactly uhlch energies in the /b/-/d/ stimuli are
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v S,
being monitored, there is little pzént in dwelling on the
temporal behaviour of N .. Also, from a practical
standpoint, if stimulus irtensity vere not qonsidered
independent of time, Equation 5-9 may or may'not have an
nanalytic solution. In any event, this fcrmulation of the

model is only an'intermediate step to enable the inclusion

of mutual inhibition between the tvwo neural populations.

5.3 INHIBITION EETWEEN NEURAL POPULATIONS

“ | . |
Neaural models which incorporate imhibitory processes

demonstrate behaviour quite different frcm mddels“whiéh
incorpcrate ohly excitation processes (Wilson and Cowan,
1372) . The Wilson and Cowan model differs somewhat ig its
develorment from the one given here, but is based on Similar

reasoning and premises, and demonstrates similar behaviour.

Consider the two neqral populations shown séhemétically
in Fig. 5.5. Supbose that the degree of activation of the
inhibitory connectlﬁns is some function of the excitation
(¥N;) in the parent population (i.e., the population doing
the 1nh1b1t1ng). The probability per unit time that a cell
in population 2 wlll be inhibited can then then be expressed
as le MNI), where N is the level of excitation in the
’flrst population, and h is some as yet unspecified
funcgidn. The excitation in the two masses is then govermned

by the follaying four differehtial<equations

7 I



POPULATION
I

f(I,)

Fig. 5.5. Schematic configuration of two mutually 1nh1b1t1ng
neural populatlons : '

INHIBITORY

CONNECTIONS

POPULATION
2

>~

#1,)

EXCITED

STATE

> INHIBITED
" STATE

GROUND

STATE

Fig. 5.6. State dlagram of two mutually inhibiting neural

-populations
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Iﬁ% = Yf(Il)Nglseri.sr (5-15a)
d:il = Yy RNIN Y Ny J ' {5-15b)
7;% s’Yf(Iz)Ngz-Yer - q‘ (5-15¢) .
d:iz =:Yizth1?N82_YirNi2  (5-154)

Sl

4 : .
These equations carn beirepreseﬁted by the state-level
‘diagram shown in Fig. 5.6. EIn this model a neuron can5
eitber be excited, inhibited or in the ground state, and
furthermore, can only he in one of these states at one
time. Equations 5- 15 are typical of Volterra-style
population models, and tethniques for 1nvest1gating their
possible solutiohs and stability points have long been a

-

tgpic of interest to mathematicians\and.biologists. In the
preSent case, no direct significance caﬁ be attashed'tb-the
time depe;dent solutions, S0 only the steady state solutioa

will be considered. This is oktained by setting the above

derivati#es tc zero, i.e.,
-_Yf(Il)Ngl-YrNel =0 . S » .A(5-1v6a)
Y;1h (N, )N Nyy=o (5-16D)

(It is necessary only to show two of the equations; the two

-

b
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equatlons for the other population can be obtalned by

1nterchanglng subscrlpts 1 and 2). Substltutlng Ng1 NOl-'
N, - N lln Equatlons 5-16a and S-16b, these become ,
Yf(Il)NOI.—(Yf(Il)fYr)Nl'—_:,-Yf(Il)Nil ?:Q (5=17a)
>£f" P
YiaP (N INoy =5 ROV IN, - Crg h N ) wy; DN, | = 0 - (5=17b)
_ : : o
Lett;ng r = y/yr'- and;:,il =Yi1ﬁﬁr,Eguatlonsis-17 can be.

fewritten to yield

. rf(11)Ngl;;4;;;:;:})Nl-ff(Il)Ni1 =0 : (5-18a)

N ’_ S0 T qE—ignr
rilh(Nz)NOl rilh(NZ)Nl (rilh(N2)+1)Nil (U (S-18b)
,‘*\:r*'“' .
These two eguatlons (and the two obtalned by reversing the
.'Subscripts) cannot be solved exp11c1t1y for N,  and N, , bat

can te condensed to the folloulng 1mp11c1t relat10ns~

'rf(I )N"

N, = L T (5+1%a)
rf(l )+1+r h(Nz) o . e -

rf(I IN . R

N, = 202 o . (5-19b)

rf(12)+1+rilh(Nl)

Note tnatvwhen Ty = Ty = 0 {i.e., no. 1nh1b1tlon), these
_‘reduce'to the steady state solutlon found prev1ously for the

non-lnhibltory case (Eguatlon 5-13).
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N, and N, can only be calculated from Equations 5-19
if the function h(N) is specified. There is no obvious
choice for h, so the simplest solution is to choose a class
of functions which includes the trivial function h(N) = N
as one of its members. A suitable generaf}function (which

has no particular significance except that it is monotonic)

>is_
e CR(N)= N | o (5-20)

Usirng f(I)=Ie together with I= a2, N, and N, are then

defined by
- 29
N, = r(l-o) (5-21a)
1 r(l- )26+1+r N
A @ 172 ‘
- ' . raze . . .
NZ ) T 26+1+ N - R (5=210)
\a T, 1
‘ "y

For n=1, these equations can be solved explicitly for N1
_and\yzj, but not fbr'powers Jrqater than 1. However, the
solution for N1 and Né can be iteratively computed using

Newton's method (e.g., Conte, 1964, p.u43).

* Fig. 5.7a shows typical,isoclines for n=1 and n=2 for
@« = 0.4, and Fig. 5.7b shows the coffesponding stimulus
traject&ries. The n=1 mo?el shows a stimulus trajectory

»remlnlscent of that produced for 1arge values of 6 in the
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Fig. 5.7. (a) isoclines for a=0.4 for n=1 (thin lines) and n=2
. ‘ ~ (thick lines). (b) stimulus trajectories for the
- n=1l (triangles) and n=2 (circles) models -
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non-inyghitory:model (Fig. 5.3L), and is undesirable for the
sanme reasons. The n=2 model, on the other hand, shows

genu1pe dispersion in the N -N2 plane. The reason for the
dlsper51ve Fower of the n=2 model can ‘be seen by considering >
how N (a)grows with o for the two populations. These curves
are shcwn in Fig. 5. 8a fer n=1‘and in Fig; 5.9 for n=2.

and the corresponding dispersid@ curves are shown i; Fig. 5
.8k.  The n=2 model achieves ite dispersion by sharpening

the difference Fretween the excitation leyels Nl and N2
(e§idenced by the inflection in the N vs; a curves) .

The dispersion-curves shown in Fig. 5.8b shqﬁ an
undesiratle pProperty: the dispersion becomes infinite for
a =0 ard o =1. This occurs because £(I) = I° has an
infinite slope at I = 0 when.e is less than unity. This
will create prokblems for the model in trying to accommodate
the data for small or large values of o , and a correction
factor may be required to correct this defect. ‘A_possible‘

correction ‘is presented later.

This is the basic model for identification and
discrimipation. . given stimulus of composition specified
; and N2 . ‘All
judgements concerning the categorization and discrimination

kY ¢ results in two levels of excitation,ZN

presumably are transformatlons of these two varlables.

‘ 051ng the mechanlcs already establlshed in Sectlon 3.3 for

dlsper51on of a tuo-detector conflguratlon, the applzcatlon

oo ¢
<
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_“ . | 200

4

Fig. 5.8. (a) éxcit{f&on curves N, (a) and N,(a) for the n=1

- model.- The curves differ by valué€s of r., the degree
.of mutual inhibition. (b) dispersion turves corresponding
- to the excitation curves shown in. (a)  °

a
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D(a) 05

Fig. 5.9. "(a): excitation curves N (¢) and N (a) for the n=2
model. The curves différ by valués of r., the degree

of mutual ;nhlbltlon (b) dlsper51on curves cqrresponding -
to the exc1tat10n curves. in (a)” : :

. .
. %
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of the model to the discrimination data can now proceed.

5.4 FITTING _THF AX DISCRIMINTION DAIA

Tc complete the AX discrimination model, the excitation
levels N1 and N2 are identified with the former vériables

u, and u, respectively~ji.e., Equations 5-2) . Since N and

1
N, are calculated from deterministic differential
eqlations, the randomness must be superimposed afterwards.

That is, N and N, are assumed to be the means of two

A
\

randor variables with equal variance o . This assumpgion of
constant variance may ke unjustified (Luce, 1977),‘but a
specific functional rélationship for o with intensity is
lacking.2 Any simple monotonic depehde'ce ok o on d will
préfably Le obscured by the flexibilit of‘%hetmodel, so as
a first approximation, o will be assumed constant. In’ény
evernt, due to the compiexity of the model, simplifying
assumptions arg(ésfiiihlé untii the modél.has.bgen
adequately investigated.~J;
It was pointed cut earliet'that a plausiﬁle value for

is 300 sec—l.‘ Now, the gquantity Yf(I) is.also a

2 Durlach and Braida (1969), in a model for intersity
detection and discrinination, make the assumption that the
variance is independent of intensity. For simplicity,
essentially the sane assumption is made here, except that
the variance is assumed to be independent of the level Gf
excitation (which in this model is the neural counterpart of.
intensity) . I Coe ool

4]
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protability per unit time, and ought to have a similar
value. A nominal value of r = Y/Yr, = Sfis chosen,\
although it turns out that the the behaviour of the model is

not particularly sensitive to the specific value of T . To

reduce the number of free parameters in the model, T 1is

°

“left set at this nominal value.

i . . ‘
|
Y is a parameter whose value is equally hard to

Py . ,
establls} since it depends on the’ experlnentaf c1rcﬁmstances

as well as the particular stimuli used. . Because of this, it

will be allowed to float as a free parameter in the fitting

of the model, at Jdeast to obtain a rerresentati ve value. It

-

ougkt to be reminiscent of the difference limern for
intensity, i.e., perhaps 1 _dB or so (which translates on ‘the
. : o

scale ‘to approximately 0.06). Given gquantization noise,

amplifier roise and recording noise, /it is conceivable that

"it could be even larger.

Iguatlons 22 now bontaln pnly two fr?e Pparameters,

t
o and\r- . (For the present 1{ ‘will be assumed that L;; =

- r 9
Sectlon 3.3, the AX d1=cr1m1natlon scores were\fltted by

calculatlng the decision varlable g

v.j “'_,‘ ,J"‘ I ,

y = tan }|2Lo i (5-22) ¢
. 3 ) . RS | P
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(y is the maéping corresponding to the dispersion function

given by Equation 5-4, and represents the angular distance
\gf tﬁe poirnt (N1 ,N2 ) from the‘decision line shown in Fig.
- 2.13) . An adaptive least séuares fit was performed to'thé

data shown in Fig. 3.20, and representative results are

shown i: Fig. 5:10. The fitdis observed}to be similar to

that of thé Gaussian diépe:sion function fitted in Section

3.4.1, which is to be expected since both di spersion v

f%nction%)have similar shapes. Thé/¥nfluence of the

1
erhanced dispersion for small and large values of iis
evident in Figs. 5.10t and 5.10c. The failure.of the
dispef;}on‘curve to asymptote to zero at the ends.of the
scale causes the disc;imination ¢urvé in Fig. 5.10c to

increase rapidly away from & = 1. This is more pronounced

for.the n=2 nodel than for the n=1 model.

. ' W
{Thi extracted values_of_ri for the n=1 and n=2 models

it

are 186 and 25 respectively., The standard deviation of the
noise distribution in loth cases stabilizes éround'0.1'
£Q.b$l» Thggrvalue of 0 is equivalent t® a noisSe width of
épproximately 3 ds, Hﬁich'is~surprisihgly large since ;t'ig o
6f:the order of the width of the identification function
itself.. Pait:of the‘reason fbr this large value is‘tha£ the
.nbdel does not follow the trend of the dataﬁ?erfectly.
'LConsgguehtiy,.in*the least éguares :itting process, the_
’éarameters.adbpt whichever values are necessary to miniﬁize

the ovérall:sdm of squares difference, and this can be

«
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“
accomplished in many ways. Also, since each AX

discrimination profile is fitted‘with its own bias factor
(see Section 3.4), there is not necessarily a unique minimum
sum of| squares. More importantly, however, théce is a
tradeoff betweer 0 and ri;L The effective dispersion
functicn can be roughly approximated by a convolution of the
noise distribution with the actual dispersion function, and
therefore an increesewin o can be appreximately accounted
for by an increase in T . This tradeoff Frevents accurate
determination Qf'fhese two parameters. None theless, dhe
values of ¢ and I, quoted above will be used in the

selective adaptation nodel derived below, since.their

combined effect produces the required dispersion.'

The n=1 modél provides a superior fit for the AX
discririration data, mostly due to the more acceptable low

intensity behaviour of the dispersion function {compare Fig.

5.8L: with Flg. 5.9b); In the fbllowing secti :r}the above
model cf the /b/ /4a/ recognltlon paradigm is extended to
1nclude the effects of the selective adaptation experiments
(Experlments 8 and 9), and it ylll‘be seen at that t;me tgap
the n=1_model cannot account for these data. Buf,'it mnust
be remembered that the choiceﬂof inhibition function
(Equatlon 5 21) is arbitrary, so selecting between these two
models on the ba51s of superiority of flt does not verify

elther ch01ce of model. The present lnterest is only in

demonstratlng the ba31c functional foqg of the model since
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this model is only one member of a class of nodels.

5.5 MOLELLING SELECTIVE ADAPATION

Auvditory threshold shifts due to continued exposure to
tones or noises  have been investigated since Hood (1950) .

Mlthough it has never been decisively established that
N ', B

adaptation/fatigue results in a loudness decrement per se

(cf Petty, Fraser and Elliott, 1970), this is one of the

—

comnon explanations (Small, 1563; Hood, 1950). FWKhatever the

origin of adaptation/fatiqgu certain/feqularities are

‘observed, First, the.anmount of eshold shift increasee
with the dutation of the adapior (ward, Glorig and Sklar,
1958, 1959). Second, it incfeaSes with the intensity of'the
adaptor, at least for adapting intensities up to 110 dB S5PL

or so (Irittipoe, 1958; Ward et al., 1958; Selpers, 19€4).
Third, recovery is more of less exponential} yith several
comporents with diffe#ent time eonstaofe being identif;able
(Bofsford,b1968; Hirsh and Watd,.1952). Seve:al of theee
componeﬁts Lhave shorf time constahts, possibly representing

: some*form ~of neural adaptatlon or renevable metabollc

.processes. One of the- components bhas a time constant of the

order of hours, perhaps ¢epresent1ng audltory fatlgue

(Botsfcrd 1968)-

Selectlve adaptatlon studles use a s;mllar experlmental

///paradlgm but use "phonetlc boundary Shlft" as the measured

J
4

e A A R e S S R

bR Y b k0 e 22T e s v T L e e
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variable. ‘The phonetic boundarf cshifts in selective

adaptatlon studies are observed to (a) increase Hlth adaptor

" intensity (Sawusch, 1977; Mlller, Eimas and Root, 1977;

Experiment 9, this thesis), and (b) increase with number ef
adaptor'presentatiohs (Simon and Studdert-Kennedy,'9978).
furthermore, the phonetic boundary evidently returmns to
normal or near-normal within a few hours or so, which
indieates that the adaptation efrects are due to renewabie
physioclogical processes. Fhile there is little agreement in
either experimental domain concernin’g the locus or oriéin‘of
adaptation/fatigue, the effects themselveslgre nonetheless

real ard also fairly reprodutlble.

Phile it is not likely to be the case that all of the
IIS.er phonetic:boundary_shiftbis due,to neural.adaptati¥n,
it ;seems reasonable to suppose that some of it is, o
.especgallwaor low intensity.adaptbrs.‘ In any event, this
7assumptioh will Lte made for the present modelling purpeses
since it allows a'=traightforward imclusion of the effects"
of neural adaptatlon 1nto the: model derlved in the prev1ous
-section. Io incoporate adaptatlon as an aspect of,%he

exc1tat10n of a neural populatlon, an "adaptatlon level" is

added to the state dlagram Sf Flg‘ 5. 6._ The state-level

.

dlagram then appears as s?own in Fig. 5 11.,AThis new level

'represents a level at thCh ezlls may "ccllect" thus

-.J

remov1 9 them from- possrble further exc1tatlon.- The return

to the gzdund state prov;des for the observatlon that-

Y o :
2 . .
b |

o B v e 2 S5 R

Ry
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. Fig. 5.11. State diagf?m including both inhibition and.

o adaptation (symbolized by ievel.Na)' _ :

N
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\

adaptatlon effects are temporary and wear off with the
passage of tinme. Within the .context of this model, when
stimuluakion.ceases, all adapted states will eventually"
return to the ground state at a rate determined by Y,
Since the data‘to be analyzed:do not involve the.tempOral
course of entry into, or recovery fDom adaptation/fatigue,
only cre component (represented by the 51ngle level in Flg.

' S. 11) ,will e con51dered. A more gereral model would ”

1nclude perhaps four levels, each representlng a dlfferert

§\t1me constan but for the present purposes, only one Hlll’

X 4
be considered.
This'appears to be a reasonable first dpproximation to

prrR 4
the adaptation process. When stlmulatlon beglns, the number

of cells in the, addpted state w1ll be nil, "but as

Astlmulatlon contlnues, the number ot "adapted cells" will’

increase. For prolonged or 1ntensefst1mulatlon, the number

of fatlgued ceils may hecome a smgnlflcant fractlon of the

total numbe§_of cells in the populat10n.~iBeau e of,the
return path to the ground state, theﬁnumber oh adapted cells
w1ll stablllze for a glven lnten51ty of adapdlng ,' ' fifﬁ

stlmulatlon. Thls is: con51stent with exper'mental data

i o . .

ar

sinte chapges of threshold wlth‘adaptatlon and recoverp)pre,

f . !
'approxlmate‘y exponentlal fe. g., Hnlght,‘1959 Keeler,(

S

v1968). ‘Evidence for the exlstence of 51nultaneous buﬂ_

.

' 1ndependent fatigue and recovery ;rocesse= is prov1ded by

®ard, Glorzg and Selters (1960)._ In this experlpent,

G B et TS e

TanddSadi
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subjects wvere first subjected to 105 dh sP
‘_n01se (1200 - 2400 Hz) for thlrty mlnutes,

exposure to "the same noxse at 95 dB SPLl.
™

show that follow1ng the reductlon in the 1nten51ty of the

b

fatlgulng signal, a decrease in TTS occurs, followed by a

‘‘gradual 1ncrease (see Ward- et’al., 1960 F

'conclude that this cannot be. explalned in

~

procecces (charglng and dlscharglng of a capac1tor in thelr

'vanalogy), but the Keeler (1968) analy51s based on two. tlme

.‘.

L octave-band
followed by "

lhe TIS curves

ig. 2). > They

terms of rate

constants rather than one shows that thls behav1our»is

[

indeed possible with such a model. In all

phenonencn of TTS 1s charhcterlzed by rate processesL the

' .rates must. be 1nten51ty—dependent.,

! : . \

The adaptatlon model is derlved bx generallzlng rate

vequatlcns 5-15:

at - YEIpPING =Y Nyp-v Ny
’ dN_ |
Tar T YaMNiYarNag
an, e
e T VPN INg Y Ny .
Usirg the constraint that Ny = N_ N' + N

gl
5 24 become (on settlng the derlvatlves to

_vsteady state)

llkllhood

(5-23a)

© (5-23b) .

(5-23¢)

a1t N i1

Zzero for the

Eguations

184 .

1f the
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Yf('Il)NOl.—,(\r“f(I1)+wrr+wrvc,.l)N‘1-wrf(I.1’)Nal .=. 6.&@, (5-24a)
. _ , - o el
YaN 1 YarNay = 0 o co L (5 2ub)h
e IR o N

Yy RO ING Yy R ONIN =Ty RN g Ny = 0 (5m280)
.pividing Equathn‘é-zsg by Yr',‘5-25b‘by Yaragd 5-25c byjir.
these equations beconme

<o

.. . . \ g _ IR '= ’ ; . - 5
rf (1IN, (rf(‘_xl)nf_ra)ul rf(I‘l),vNal_:_.‘ 0 (5 2%a)
,‘:" . ' L N . ) ' o
. ! — - ' . RN R .. - E
raer Nal-"q o . B (5-25h)
R

rilh(Nz)N01—rilh(N2)N2—(rilh(Nz)fl)Nil i'O- ,.(5-2$c)v 

‘. , o C :
rf\é/Yar. COeff;FlentS,: and r;, ‘are

as defined earlier.- These are thrqg‘liﬁear equations in Ny,

vhere £ = 4,/v, "and r,

§

~

Naland'%i. ‘Eliminating N ,usirg Equation 5-25b,ki;e.,

N =1 N o © {5-26)

the 501utioﬁ for Nl is found to be -

o N rE(IN L . -
‘N, = ' 17 0l - (5-27)
CTE(1) (b, )+ (14r,) (3 h(N,) +1)

ar’?
”Similaply,-ihe‘so;ution for the other neural popﬁlation is™

Vo }
|
Lo :
\



:p:eviously for the'ho-adaptétion case (Egdations_5j19);'

‘ o _ : ) T | ). 186
_ - _rf(I,)N ' '
N, = : 2202, . | (5-28)
rf(Iz)(1+rhf)+(lfra)(rizh(N1)+l) '

Wthh 1s oﬁtalned from Eguatlon 5 27 by revers;ng the

subscrlpts. Usi sing h(N) « =N as. before, Ni,and N, can be

calcuIated by solv1ng Eguatlons 5= 27 and 5-78. Note that

” @

uher y3 =.0 and v = vO, thls,sclutlon reduces,to that found,

B

b

>

,5;5;1_Compérison"with\Keeler's-(1968)‘Modei ; ..' T

_ Keeler (1968) attempted to model the lncrease of I¢S

with. noise exposure us;ng a lumped—parameter circuit model.

HlS d%neral model consists of two emponentlaify

Lt

)

. o - Tt S o o
' - TTS'= TTS_ (1-ke 1»-(1 k)e 2:) | » S (5-29) . \
The fit of this model to the Ward et al. (1958).auditdry" s
adaptatlon data show that for the fatlgue stage,'r =5

1

minutes and T = u7‘m1nutes. .Slmllarly, for the recovery

stage,trl = 11. 1 minutes and'r2 = 250 mlnutes. - Keeler's
-

model" can be derlved qulte snmply fcom Equatlons 5—24 1f (a)

the 1nh1b1tlan terms are omltted, and (b) two adaptatlon A

- levels are prov1ded. The resultlng rate eguatlons in this

7

case are; )
"o

dN _ ' o (5-30a)
It Yf(Iz)N YNYlNYzN . | ' S



-of the form

One of the exponential,terms correspondsfto-the

’ two exponentlals of Yeeler s eguatlon.A.Ihus, Keeler's

'tlme Eonstants for selectlve adaptation.3 In fact, one

3.as in, TTS, and that the same time constants apply..e

‘ 187
sl dNal . . - A
ﬁ(_ at  Ya1) Yari“al * .
. dNa‘z ) N— » N V‘“ ) 1]
dt - Ya2 " Varz2 a2

. N / ’ '
. _{‘-’7 . . . o - - . -
The solution for N is readily fcund using laplace

€

transfcrm technlques (e.g.,.ncceilum end_Broun, 1965) and is

, S U T 2 AT o S N
;i'N'(‘I".)=.‘N°° + Ae T17+ Be .TZ + ,'C'e_T3 (5-31)

@

’
L

excitation/de—excitation process and can~be.neglected when

£ . v

'etlmes of the order of m&nutes ‘are belng dascussed. ihe»

remalnlng two decaylng exponentlals are 1dent1f1ed as the

-equatlon is ba51cally a solutlon to a special case of the

3/ N

‘ : )
present model and. hls estlmates of the tlme conétants,

.

"although derlved for TIS“ wlll be used ac‘estlmates of the S

3 Since awditory adaptatlon/fatlgue 1s a well known ,
environmental hazard and a precursor to various types of.

hearlng disorders, it is reasonable to suppose that at least

some of the same physiclogical effects occur under repeated
presentation of speech sounds. Whether or not ‘other (e.g., :
phonetic) effects also exist is a moot. p01nt, and there are o ,*é

. no data which’ conclusively decide either way. Since. ‘the 'ggﬁ_

general feeling is that adaptatlon is ap auditory rather
than ;honetlc effect, it seems reasonable. at this polnt to
assume that the same . phy51ologlcal mechanisms are involved

-
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parameter can be ellmlnated from Equatlon 5—27 u51ng s '
/Keeler's estlmates of the tlme%constants.\ Since, ln ‘
Equatlcn 5-27 ra = Ya/y and Yp - ‘is expected to be og the }
S -1 ' & @ g R
order cf-300 sec 4 Ty ‘shoul8 be of the ‘order. of 10 a
Lquatlon 5*27 1nvolves only'Vhe sum. 1 + r,, so r. carn be' 3
omltted, ‘in whlch case o R %ﬁ"’ Q' ' 5‘ B gf'
rf(I,)N, R . w L & “
17701 : " x
Ny = . > e 73) § |
rE(L) (R )erg RONG) e ;
o o o Tt o R . ) & B
A sirilar result holds for Equation 5-28. . & . T
: » ' _ v : ‘; $o o -
5‘,.4 Modelllng the Selectlve Adaptatlon Paradlgm e B

,~h. Equatlons 5-27 and 5-28 yleld the values of Nl ;andoNz TR
1n recponse to sustalned exposure to a stlmulus of constant

1nten=1ty. Slnce these are the steady state solutlonsf they
¢ »
4 :
do not contaln time ‘as an exp11c1t parameter, and no ‘
-

. statements can be made concernlng the temporal dével@pment _;ﬁ»

'wof (or recovery from) adaptatlon. Thus, to model the

‘resultc of Experlments 8 and 9, it is necessary to assume }‘

that - "complete" adaptatlon has occurred, i. e., that the

?Lboundary//hlfts have stablllzed.~ Con51der1ng the number oﬁ

repetltlons of.- the adaptors and the recults of audltory

-adaptatlcn studles, thlS assumptlon should not be major

source of error. I ’ : ' o
3 . - . . .

‘A further assumption which must be made is that. the
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'amount of*adaptatlon 1ncurred by a SJngle presentatlon of a'

:‘test stlmulus 1s negllglble compared to that»caused by the

i
. \

- presentatlon of the adaptor. rslnce the tlme constants of

j-<reCOvery from adaptatlon/fatlgue are large comparea to the

)

"duratlon of a 51ngle stlmulus, after adaptatlon the number‘

i

L of cells whlch -can be - potentlally exc1ted in’ response to a

. stlmulus is ’ v]fﬂ. L
N | ‘ ;? . ‘ " o | - C vy . '.'l"‘;: AT
S Yoo L SR . C * -33a) -
) -»§01 t.NOl'T Ny R (5-33a)
B - !J ¥

‘ghere Nﬂ 1s glven by. Eguatlon 5-26 ‘ (Ihefnumber of exc1ted
Jstates remalnlng wlll ke assumed nll 51nce the tlme COnstant
for recovery from the exc1ted state 1s expected ‘to be very

.srort)‘% Us;ng Eguatlon 5 26 the effectLVe number of cells

avallable for exc1tatlon is . ffr‘%; , '“1 'g?' yg'
. ..‘a : ‘ ’ “x .
B ' (15) = N rt Ny o (5-3m
Aqu(Ial ‘ NQ;&rarplgsa)ﬂ 3 ) f"(‘j K

. - [ . i N e :
: :-‘ N Lo ) 3
. L Lt

-where N ’(I ) 1s the steady state level of exc1tat10n due to

L

prolonged presentatlon of and adaptlng stlmulus -of 1nten51ty

w

'I Thus, the neural populatlon effectlvely has a reduced

at

.’,<~‘ N

*
"sens;t1v1ty as a result of the prolonged stxmulatlon. The

i

23

vpresentatron oﬁ a test stlmulus in the adapted state can .

therefcre be modelled by computlng N from Eguatlon 5-34

above and then using thl$ value of N' 1nstead of X. ‘The

Ol'

7boundary stlmulus after adaptatlon 1s the value of a . for '

HQJ» l ' _§5_, | ,& T
. »‘\\‘v‘ . . "
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5 B}Flttlng the /da/-Adaptor Data o :f liP' T

an

It is conVenlent to flt the data from Experlﬁ@ﬁt 9

flrst eJ.nce, if the model is correct, the boundary shlfts

for the comp051te adaptor can be predicted from that due to

elther adaptor alone.v The - flttlng process’ is carrled out :

<

. eSSentlally as descrlbed for the dlscrlmlnat*bﬁ~data 1n
Sectlon'S 4. Ihevsame method of least sguares was employed.
the sur of sguares difference betweeh the model and the data

‘was calculated fer each of the two subjects._ Io compute the
. / e 3
predlcted boundary shifts, only L,, was allowed to vary. -

all other parameters remalned set as for the AX B

[

. dlscrlmlnatlon data ln,Sectlon_S.u. The adapted boundarles

vere obtained hy computing;N’ . from Equatlon 5 34 for each
. , ' 701

L . 2 fl-,.v‘

sdae/ adapator ofﬁintensity.a; , and the the solutlon N1 =

N, was ther iteratively determined.

The results of the least-squafes fit are shown in Fig.

5
¥ - .
5.12. Because of the variablity of the boundary sshifts for

T

L4 Ihls assumes that there is no bias. However, any bias due
to repeated presentation of an anchor stimulus will. result
in a shift in the same direction, and thus in this model
will be lndlstlngulshable. -From . the results of Simorn and
‘studdert- ‘Kennedy (1978). it would appear that anchor effects

, are generally smaller than effects due to adaptatlon. For-
this reason, and lacklng a component of the wmodel which
dictates excactly how the boundary would Shlft due to blas,‘.
the ‘bias is taken to be zero

<
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' Fig. 5.12.
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the limit error based on the observe reproduc1b111ty
of the»ungdapted boundary '

w80 60 70 80

191



v ']» . ‘ ' ‘ 5 . V ’ 192

L 3

thlS experlment (which« for 1nd1v1dual subjects appears to be
typlcal ~ see. Ward . et al., 1958), 1t lS dlfflcult to de01de :

‘'whether or rot thls model demonstrates the carrect w

‘behavxour. Since only one parameter was allowed to vary

- .durlng the flttlng process, ‘this. restrlcts the range of

\

behav1cur of the. model. However,_calculat;ons show that ‘
»letting cther parameters vary (e.g.,‘ T} does'not
‘ substantlally effect the behav1our of the model and

1therefore the predlcted curves of Flg. 5. 12 are

represemtatlve of thls\model. As wlth the AX dlscrlmination
,data, part of the dlfflculty arises. from the fact that the
power law behav1our of loudness does not hold at low-

' 1nten=1t1es 20 dB or so above threshold (Hellman and

-~

’ Hellmar,'1975 hellman and . Zwlslockl, 1963). In these

studles, the growth of . loudness. 1ncreases as a power law

Ve

ulth a larger exponent for the low 1nten=1ty ranges.:

hellman and hellman suggest a modification of the power law

¥

‘behav1our of the form

=

"(1+TI)22n - . . ‘I

F(1) = 1°(8- g) | (5-35)

1
ih‘order to account for this lou'intensity deviation. S

(Hellman and Hellman determlne that 0 9 and 2 5 are

A

representatlve values of g and T, respectlvely). Tﬁis

(
.eguatlon is based ‘on waslockl's (1973) model of the flrlng

Pl

v~ratei\\f>fensory neurons, and modlfzes the form of the

AS
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- due to the rapld loss of s1gna1 fldellty for low 1nten51ty

»

: 193
&

’

;loudmess functlon ‘for 1ntens1t1es wlthln about 20 dB of *

-

-o;threshold. This modlflcatlon also has the de51rable

property that 1t changes the slope of the functlon f(I) froa

-\

-WtoOforI_=0.,'
,j,‘ , o

There is yet another reason for suspectrng ‘the low

.1nten51ty behav1our of £(I). It was. po;nted out above that

|-

" signals (due to fewer tlts avallable fom the dlgltlal
v:represenatlon of the smgnal),‘belou approxlmately 20 dB or ": l
» so the 51gpal bghaves as’ 1f more noise vere belng added to

'the SJgnal. In terms of the present erperlmental paradlgm,

sthen, the effectlve threshold is perhaps only 30 -'uO dB

dowr from the max1mum‘Slgnal~1ntersxtyf— Por these reasons,.

1t is llkely that the low 1nten51ty behavrour of the

a

comp051te /bae/-/dae/ 51gnals is not adequately

characterlzed by £(I) #‘Ie‘;’ Ihe calculated boundary shlfts

. . . T
V

cshown in Ilg. _.12 are conseguently too 1arge for low

1ntensltyvadaptors. ~To test th;s,_a modlflcatlon to f(I)

wvas attempted:-

hlf(l)l=pie(i¥e'812j - o ) h"' - 11(5;3e{r’

whlch 1s a 51mp11f1ed 1mplementat10n of the Hellman and

Hellman (1975) correct1on (Equation 5 36). Lettlng 3 'be a
free parameter, the adaptatlon model was re- computed, and

the recults are shoun in Flg. 5 13. Some - 1mprovement 1n the
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A Flg 5 13. Best fit adaptatlon curves for the case of a /dae/
adaptor when the low- 1nten51ty correction for N(a) '
.is-included (calculated for n= =2 model only) '
(a) subJect DS (b) subJect JH



-fxt of the model is observed inasmuCh as,it.is possible to.

;/f\' ) tell Hlth thls data.. Effectlvely, srgnlflcant boundary
| shlfts do not occur untll the adaptor has an zntenSLty of 60
aB §;L or so. Thls is roughly in accordance Hlth f. , S (’*‘T

measurements of TTS,.thCh show that 51gn1f1cant TIS lS not
[ s Ty

produced until thke: adaptor 1nten51ty is someuhere 1n the L

'range 60 - 80 dB (Selters,_1964° Ward et al., 1958)

- » . - : . R o

v CIE

The values of r, extracted durlng the flttlng procgsi
nere 0.13 for. subject ﬁS and 0. 23 for subject JH.p Ihese ‘fvhh  'vei

~values. appear low by at least an order of magnltude,451nce

"Keeler's_(196&) est;mated tlme constants show that r should
be approximately 2. It is not clear th this is so..'The"”

_fact that;only one "adaptation level" was included in the.‘

model'isfnotflikely-to:account'forgsuchpa‘largeﬂdeu;at;on["
rfrom tte ‘expected resulti‘ Houever}'sinCe'rw'contrOIS“thezV"'

uoverall level of ex01tatlon 1n the neural populatlon, 1t

llkewlse controls the number of adapted cells._ If r

.

-1ncreased 3\ is lncreased._ Thus, for a constant N hif d
'h;:'p 1s~1ncreased,'then r: must decrease.' Wlth';hls model,
.}51m11ar dlsper51on can be produced for various comblnataons
_ oA
'Rrk'of parameters, ‘and 1t is dlfflcult to anchor any one of them
fabsolutely..*so, for the present purposes 1t 1s suff1c1ent’
‘to demonstrate that the model is capable of produc;ng the

~r1ght behav1pur° more sophlstlcated experlments Hlll be~

. requjred to el'cit more accurate values of the parameters.
\ .
" One such experlment would 1nvolve the change 1n the category o

. - TN v ' . s~ \f\\ v

LT
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;bpundary as a functlon of tlme, s1nce this would allo¥ -
‘_reCOVery of the tlme constants.‘
5.5.4 ‘.Fitti_ng ;_tl;lé"_/haé'/_ﬂ-/-@aé/ A_daptor Datax:'
Inasmuch as the estlmates of fit of the /dae/'adaptor N

N

o, .

: model 1eaves much to ke - de51red approxlmatelyche rlght

behav1our 1s produced. The 1mportant guestlon now is 1.35

whether cr not the boundary shlfts for the compos1te /bae/-

\

‘h‘ /dae/ adaptor (Experlment 8) can be preglcted on the bas1s
"i;hbof elther adaptor alone.f The model for the composxte

, ffruadaptor is V1rtually_adent1cal to that for the s;ngle

\ 'adaptor above.. The only dlﬁjerence 1s that for each adaptor

'5; ' thb'N' and Néo are‘oomputed*from Equatlon 5*35 ?ZEFTﬁBQL,{f
‘{: (USng aaz and 1- ). The predlcted boundary shlfts are - ’

then calculated.by lteratlng a value of o for whlch N _5

‘o

'“Né ;W Ihe calculated boundary shlfts for the comp051te

-

'»adaptor case. are shown 1n Flg 5 1u

B -

'Q Agaln, the model performs better for subject,JH (whose
7nboupdary shlfts were aVeraged ulth those for GR) than fon:,

’ subject DS.‘ 1he most 1mportant feature of the calculated

B?

curve for n-2 is. that it shows the des;red lnflectlon. The e

n 1 model on the other haugf shows,ancorrect curvature, and
therefore 1s ellmlnated from further cons;deratlon. o

\ T L SR
(Calculatlons show that thls curvature perslsts for the n= 1 Lo

f model for any range of parameters). :The fact that the n= 2
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.. n=| ) .
ne=2 s, - (a)
{b)

03t

v

O
_ Fi%. SJ.1E> Calculated boundary shifts for the case. of a comp051te
C /bae/-/dae/ adaptor for ‘the n=1 (solid lines) and *
n= 2 (dashed 11nes) model. -(a) subject DS (b) subject JH.

"

i .
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model underpredicts the boundary shifts is not partiCularly
disturting in the light of Fig. 5?12, The failure of the

model to properly account for the low intensity behaviour

&

propagates into the composite-adaptor model as a reduction
“in the boundary Shlft for o« close to 0 or 1 (i €., pure

/dae/ or pure /bae/ adaptors). - The dlscrepancy is also

&
enhanced by the fact that for subject Ds, the boundary shift

" for a, = 07is less than that for o = o.1» or o, = 0.2.
For sulject JH, the /dae/-adaptor fit (Fig.‘5.12) does not

produce a shift for ual = 0 as great as the apprOXimate

9 .

asymptotic values of Fig..5.13, yhich’prevents the /bae/-‘
/dae/ koundary shlft curve from attainfngrthejlarge.shifts
necessary to 1mprove the'oVerall fit.ivaproyement in the

fit of the model can be achieved by increasing‘ra¥.

The slight‘upturn of the predicted boundary shift curve

- for aé close to E (and downturn ¢close to o 0) ‘again ‘

1" has an

resultc from the fact that the pcwer law f(I)

I|

o

1nf1n1te slore at ‘f = O; whlch agaln suggests that f(I) is
prlmarlly at fault. Using f(I) deflned by Equation =~37
above, the boundary shlfts3were re-calculated, andg, the -
predlcted boundary shlfts are shcunnln.Flg. 5.15. The
oredicted shifts'are'somewhat clocer to the measured
".results, which means that the modlflcatlcn regulred o

1mprove the fit of the /dae/-adaptor shifts, at the sage time

© .

improves the flt of the comp051te°adaptor data.,vW1th1n the

context of this, nodel, then, the vlew lS supported that the .
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F1g 5. 15 Calculated boundary shifts for the case of a ¢ mp051te
- /bae/-/dae/ adaptor when the low-intensity correction
for N(o) 1s'1nqludedi (a) . subject DS__(b).subJect,JH
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e

effects. of the composite adaptor are basically due to that
of /bae/ and /dae/ adaptors acting 1ndependently, and the

curvature of the boundary shift curve - (e. g.,’Flg. 5.15)

‘ results from the effect of the 1nh1b1t;on. In one'sense, '

the effect of the 1nh1b1t10n is to make the system operate

in a more "phonetic~like" manner.

7

——

Ecth the discrimination model and the selective
adaptatlon model were computed. allou1ng only cne or two

—
parameters to vary.- Thls places severe demands on the

model and the fltS can certalnly be 1mproved by allowqu
more parameters to vary. Thls would not accompllsh much,
houever, 51nce the status of nany of the assumptlons made in
the formulatlon of the model. are unclear. In the present
1nstance, the intent is not to derlve accurate estlmates of
tke parameters 51nce the value of the parameter can only be

as secure as the assumptlon which brlngs it into the model.

What is- of rore 1nterest is whether or not the model behaves
y

in the right vay._ Since the simple model assumlng strict

‘povwer law dependence on intensity (Eguations 5-2) cannot

account for the observed data, the task is then to flnd the
"just necessary addrtional condltlons" to glve the model the

correct form.

[

o
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The model has been cast in ternms of'hYpothetical neural
hpopulations iniorder tovuse_linear systems analysis. At
best, ittis.a fuhctional3model; and represents "creative'
neural modelling". Even'so, ‘the model has a certaln
‘explanatory value./ Whlle 1t cannot be unamblguously claimed .
that thls model "éroves" that the /b/ and sd/ proce551ng 1s
'carrled out via essentlally separate channels of analy51s,

. it certalnly appears as if thls is the case. ‘Mutual
1nh1b1tlon 1s perhaps only one of manyv"just necessar.

- additicnal condltlons" _ but it 1s a plau=1ble 1nclus1on “to :
the modeﬂ; It prov1des the suppreSSLOn of the weaker srgnal
‘comEonent whlch seems to be 1nd1cated in Experlments 1
through g, and prov1des the dlsper51on of the a- contlnuum

- which is necessary to account for the discrimination

b 4

'results. However, '1t will take more experlments ‘than these

to establlsh uhether or not thlS is a reagonable analys15.

¥
v N

The - present model assumes that ‘the adaptatlon effects
occur as a result of desen51tlzatlon of a spec1allzed neural
populatlon. Consequently, it is con51stent with a "detector
. theory" model of selectlve adaptatlon, but it does so
1nd1rectly. 51nce the model assumes‘that the /b/land 74/
components of the composite_signal'are.funﬁtiopally
' orthogonal 'whatever'neural entities which are“responsible‘
for the recognltlor of /b/ and /d/ can be’ treated as statlc.

templates. Thus, although the hypothetlcal neural
v ’ , ~
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e :populatiops.assuded invthe model are,"detectors", they_are
S rso°in'cnly'a lidited sehse. There is nothing’in the model
bwhich claims ‘that such physicalli diStin*c,t neural ensem'bles
exlst, cnly that within the present specxallzed c1rcumstance
fthey respopd'as if they were dlstlnct. It is a larcge step
frompthese’;imitedjdetectors:to'detectors which span some

continuum such as frequency of Fz,etc.

5.7  Extension to Dichotic Listening

Since‘discrimidation'and selective adaptation'parad;gﬁs*
are two of the hajor experireﬁtal methodologies of speech
_percept;on studres, it is vorthwhlle to con51der whether OE
not the present monaural\juslon paradlgm can ald in the
dlnterpretatlon of a th1rd major source of speech perceptlon
'data, blnaural fu51on. \As will be seen, this result places
further demands on the model, and although the model is
observed to be. lnadeguate to account for the complexlty of
thls ~data, it certalnly forms a strong basxs for the.

'elnterpretatlon of the results.. Its pr1nc1pal virtue 1n_tﬁe
dlChOth paradlgm is to provxde a basic framework to.'

r1DVest1gat1ng the addltlonal complex1ty regulred to accoiunt

for.central integration of monaural»acoustlc cues.” »
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Depending on the type'of_stimuli which are presented

dichotically,‘the resulting‘percept maj~be either fused-or

;,unqued- (Ibe stlmull are sald to be "fused" uhen only a

51ngle entlty 1s percelved and "unfused" when two separate

entltles are yercelved). Fusion of CV syllables generally

occurs if the stlmull -are temporally allgned and have the

C same_fundamental-frequency (Repp, 1976)._-The identity of
' 'the fused percept.usuallj corresbonds to.one“of the two

'stlmull uhlch are presented but is sometlmes a phonetlc

mutant thereof (Cuttlng, 1976). -Most experlments have

:1nvolved dlChOth contrasts of stlmull whlch dlffer in thelr

spect;al structure.(see,Cuttlng,e1976, for a taxonomy of the;

s
X
v
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paradlgms), with the tuo st1mu11 being presented at egual
1ntene1t1es. Eerlln, Iowe—Bell, Cullen, Ihompson and

]

B j\\ 13
s Stafford (1972), however, u51ng dlchotlcally presented ‘ .

nonsense syllables at various- 1nteraural 1nten51t1es, shou

N

that a rlght ear superlorlty can ex1st/even uhen the rlght
- ear 51gna1 is attentuated 15 . dB ¢rI more belov the left ear
‘51gnal level.  This 1nd1cates ‘that ear domlnante, for
certain rairs of“stlmull,_may be relfected as a dlfferentlal
sen51t1v1ty tc monaural 1nputs at some central sr)e. ﬁepp .
(1976) suggests that the degree of central interaction ‘
should be sensitive to the relatlve 1nteraural 1nten51t1es
of the acouCtlc cues and also depends on the perceptual
dlstance of the stlmull from thelr "prototype" values. 1In
';‘ the monaural fusion paradlgm under 1nvestlgatlon, stlmulus
' comp051t;on_1srcontrolled by the relatlve 1ntensity of the
the two‘slgnal couponents,’and byvusingpsiuultaneous o
,mbnaural/binaural fusiou, it should by'possiblejto | ‘ \\\g
inuestigate'invare,direCt fashion the’role of relative

1nteraural 1ntensxt1es on the central 1ntegrat1on of speech

3
cues.

oo 6‘."1;11’;3;_@31__1_0: DlC-LLQIIC PRESENTATION

R The dlChOth experlment descrlbed in thls chapter

S
C Sy

cons;sted of carrylng out Experlment 1 s;multaneously 1n

both ears, but reversed for the.. left ear- _xhatrlsp d&l““
S : i o

varled from 0 to 1 in the rlght ear, it

".‘J*’

¥ . R . N s e . . B e g e el e
e AN SATA L [P R R Rt . . . .
B L
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variqd.frOm 1 to 0 in the left ear. Thus, as the /b/

~ component increasea in_thé.right ear it simulfaneously
_decreased in the left. The converse‘was true for the /d/.

component. Fig. 6.1 illustrates the presentation of the

r

~ " stimuli. *

¢

This design was intended to test the sensitivity of

‘binaural reCognitipn to subtle differences in interaural

\

/by/-7/37 ratios by making the combined signal (i.e., if the

'leftngdvrighf ear:intehsities were added) cortain an

approximately egual binaural intersity 6fT/b/ and /d,/ for

all vdlues of a .;_ExpreSséd in equational form, the Stihuli

presented to the right and left ears were .

R T st (1ma) sy (6-1a)

'(1"011 ) Sb ¥ asd - "(6-1b)

0
i

u
e
]

) .

‘where Sy and Sy represent'the tipe wvaveforms of the /b/ and
s, formamt transitions. |

~

.As an additional control parameter, the interaural -

intensity difference, A I, was also varied. For a given

: ’ ' & o
value of A I (in dB), the right and left ear stimulus !
combinations were scaled by factors wR and v, which were

calculated from A I according to

Samsials



-

QA /bs

v

&

“

. Eig. 6.1. Schematic arrangement ‘for dichotic presentation_

of composite\LRaé/l/dae/ stimuli

@

(1-q)7ds
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AI .
0 -1

(1 PERT R S (6-2a)

N
]

and
wLe = 1= wp? e ' ‘ (6=2b)

(i €., AI=10loglo(ﬁ 2/w 2“). The 51gnal comblnatlons for
the nght and left ears vere then scaled hy "R and “L to

'yleld
Sy = WRSp E . | S (6733 G

spo=wsy . (6-3)

@
-

Ihe scaling factors’ wRﬂandﬂwL caiculated‘1n thls fashlon
‘malrta1ped approx1mately equal blnaural loud ness
1ndependently of the value of A I. The twenty-one
1nten<1ty~adjusted stlmull used in the ABX and Ax
dlscrlmlnatlon studies were also used in thlS experlment to:

equalize the overall 1ntensxty of\the CONpOSlte stimuli.

Fach run vas conducted u51ng a partlcular value of A'I
and con51sted cf ten presentataons each of- the tuenty-one
dlchptlc /bae/-/dae/ combznat;ons.,_A‘I ranged from -25 ‘4B
 -tok+25‘dB'in 5 dB steps, inclﬁding“the_left mOnaaral |
(AI = =-=) and rlght monaural (a1 =.¥“>)'cases._ All

aspects of the playback c1rc01try whlch mlght affect the

T
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‘right and left-ear intensltycdifférenCes vere.controlled{
'Mafched;amplifiefé,rfilters'anddheadphones-wére used to
ensure equad fldellty of both playback channels and to
mlnlmlze the amount of crosstalk 1 The presentatlon level
'»(80 dB SPI) was checked prlor to each se551on and tmej

head hones were checked for balance.“ The sessxon-to-sess;on-y
bvarrfzzlif?\was less than 10L3 aB. Only:one subject o
.part1c1pated at a tlme, and uore a matched set of TDH 49
headphcnes (Flg. 4.8); aluays in the same orlentatlon. Ail
‘aspectc of\interstimulus tlmlng, response collectlon and .
tabulatlon \ere as prev1ously descrlbed for Experlment 1.

‘Ihe subject responded to’ each stlnulus presentatlon as

-elther /bae/ or /dae/ (or /bae/ llke vs. /dae/fllke).’-

Tbe fi#e subjects of.Experiment 1 parricinafed; all
‘were rlght handed.” Three runs for each value of ,‘I were;
.obtalned from subjects GR, JH and DS, and two from subjects
GH and Pa.v Four or flve runs uere generally carrled out on
-arLy partlcular se551on.‘ The flrst run of any sessxon was

elther left or rlght monaural (1 e.,'A I = - or + @ ) and

served as a practlce,run for‘the sesslon; ’

The perceived srimuli vere alwvays fused;-and some of

l-the_stimulijsounded like a clear /bae/fOrf/dae/.”‘Hosi,

= It was 1mpos51ble to ellmlnate crosstalk entlrely.' The.

ﬁﬂseparatlon of filters and ampllflers had some. effect, but -

'fthe ¢rosstalk at the headphones'(as measured by a B&K
art1f1C1al ear) was Stlll only -26 dB. :

R
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s

: houever, had . a‘rather'elusive identity. There was the

zstrong sensatlon of belng able to percelve both /bae/ and
/dae/ c1multaneou=ly,.u1th the /b/ occa51onally appearlng to
,sllghtly lead the /4/ . Controlllng overt requnse bias was

=
-very dlfflcult for all subjects, and the 1nd1v1dual runs i

‘showed con51derable varlablllty. Theusubjects were"’

bwfreguently remlnded to try as hard as p0551ble to malntaln a.

o S

fconstant dec151on crlterlon.

«

’ B R

- The percertage /bae/ Lesponses fcr all ﬁi:e subjects

are shcwn as. three dlmen51onal surfaces 1n\r 6 2:\.A few

.representatlve 1nd1v1dual runs are shown 1n Flg. 6. 3 and the

e

averaged_runs for'subject GR are shown in Flg. 6 . The two

1independent Variables for the response surfaces of Fig. 6.2

Y

are d the fractlon of /b/ in the rlght ear and A I, the.

profiles for A I= gm
e :

‘1nteraural 1ntenslty dlfference. :-Th

'and A I- + ® represent monaural 1dent1f1caton runs and show

-

SLmllar, but revefsed 1ndent1f1catlon curves.

oo The monaural ldentlflcatlon runs were fltted to normal

N

ogives as prevlously descrlbed for Expe 1ment 1 in order to -

obtaln estlmates of the category undarles, I A three-

v 50
-way ana1y51s of varlance was per ormed by concatenatlng the

“left and rlght ear. monaural runs cf Experlment 1 to those of

!

'Experllent 10. The monaural 1dent1f1catlon ‘runs of

v o..

'-~Exper1ment 1 dlffered from those of Experlment 10 only 1n

|
that the opp051te earphone was open~c1rcu1ted to prevent any

A
: |
AR ]

L
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. : : a

/bae/'identi{icatioh curves asfa functidﬁ*Bffinteraural"
intensity, Al, for the five subjects.. “"RM" and "LM!

-mark the conditions for' right monaural and left monaural

presentations, respectively. .The shaded'profilesbindlcate

. the binaural identificatiohvcurves (i.e., AI=0" dB)
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crosstalk. This condition will be referred to as ﬁ1 (one-
earphone monaural) and the monaural runs of Experimen£’10l
will be referred to as M2 (two-earphone: monaural). fThe
.predlctor varlables for the ANOVA were SUBJECT EAR and
CONDITION, where CONDITIOF was either M1 or M2.' Both" ) -
SUBJEC1I (p<0.001) and CONDITION (p<0.001) were found tO‘be
significant; EAE\was not significant andAthere were nq‘
.significént interactions. .SUBJECI differences have already
been discussed in Sectidq 3.2;2 and will not be considered
further. Caigulation‘of ﬁhe mean boundaries for the M{ and
M2 corditions for‘both leff and fiéht earAcaees revealed
that in all tut oné case the M2 ccndition produced a value
of I, which“was 055 to 1.2 4B higher than the ebrreSponding
'M1‘eondition. The only exceptioﬁvoccurred for subjecteJH
‘for leftieag\ﬂ1 and MZ rans. In thet ca se I50 was emaller
for the M2 condition by 0.5 dB. Overall, ihe-MZ conﬁition‘
was 0.82“dBAhighe;»than the M1 condition for.the right ear

presentatl ns, and 0. 76 dB blgher for the left ear

g,

£ -

At present T explanatlon can be offered f&f'

presec ntation

ﬁhi;ﬁsjseehéiic-shlft.m .

6.2 EAR_DOMINANCE
The profiles for 4 I= 0 dB (the shaded sections of Figh -
t the perfectly binaural case where the

intensities of the composite signals delivered to the left

_énqrgight ears vere egual. It .can be seen from Fig. 6.2 - .. . -~

EN - . ° ‘ >> » - ’ v"““
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_that fcr the perfectly binaural case‘the responses‘denerally
follow the stimuius in the right ear, indicating right ear
dominance. .The exception is:subject JH who evidehtly
demonstrates little cr no ear dominahce. Subjects GR, DS
and G all fourd the task most difficult around 4 I= -20 dB
(i.e., wdth the right ear 51gnal 20 dB below the 1eft ear
sigrnal). As can be seen from Fig. 6.2, thls is the p01nt‘
where tﬁéazecognition scores stopped following the right éaf"
signal and tegan following the left ear 51gnal. Thus, it
appearc that for these subjects the p01nt of mno ear
domlnance is in the v1c1n1ty of =20 dE,iwhich is 5 - 10 4B
less than that. found by Berlln et al. (1972). Sub]ect JH |

o

onaural runs to. be dlfflcult, ev1dently due

'found all non—

to hls lack ear domlnance.

To extract more 1nformat10n on p0551ble ear domlnance,

the data : for each subject correspondlng to a = 0 and a. =1
\

T N T

" Were plotted as a functron of A‘I (Flg. 6 5). These curves v

e 3\4

(whlch correspond to the- 51des of the 3- D surfaces ln"""'

Q

Flgf~6 2) sbou the percentage of. responses when (ay ‘a pureh‘d"
/bae/ 1s presented to the rlght ear and a /dae/ is presented
to the 1eft and (b) a. pure /dae/ is presented to the rlqht

ear and a /bae/ is preSented‘to the left.2

The identification curves of Fig. 6.5 show the sane

L Lo P R A w2 e - B e e
2 Hereafter these tWO condltlons Hlll be referred to as
A"/b/ /d/" and "/d/e/h/" respectlveiy. : -

T L T LT

- e v ay e Se . g e v
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- = 100

50}

“PERCENT JUDGED /bae/ OR /dae/

AR

Fig. 6.5. .Ear dominance curves for the /bée/ -/dae/ condition
- "q(das:p'e"_a_'viin\és'): and /dae/-/bae/ condition (solid lines)
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Fig. 6.6. Typical-ear dominance curves for dichotic chordsf_
‘ (after Yund and Efron, 1975) ‘
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C
. trend as the ear domlnance curves for dlCthlC chords

,vobtalned by Ffron and Yund (197o, see dlso Yund and Efron,""

"= 1975). " In the Efron et al.-experiments, dlChOth "chords"

con51st1rg of a comblnatlon of two tones of sllghtly
dlfferlng freguenc1es (e. g., 1650 and 1750 Hz) ‘are presented
to the two ears. In a two' 1nterval dlscrlmlnatlon paradlgm,
the lower tone is presented to the left ear 51multaneously

| with the higher tone in the’ rlght ear, followed by the

reverse conflguratlon. Tke subjects' task is to ldentlfy

the interval which contairns the hlgher pltch. Efron and hlS

Co-workers have obtained ear domlnance curves for these
dlc}otlc chords,'and have summarlzed thelr findings as a
family of ear dominance curves as shown in Flg. 6. 6 (Yund
and - Efror, ‘1975) .. For rlght ear domlnance,,ear domlnance
curves such as: Rl or Rz are obtalned ,where,the suoscript
1nd1cates xncrea51ng‘ear dominance, Accordlng to thlS g
class1f1catlon scheme, subJects GR DS and GM show
Frorounced rlght ear dcmlnance. Curve ﬁO"'represents'case
of no ear domlnance._ The major feature of ‘suck curves is a
broad 1nten51ty lndependent plateau typlcally extendlng 30 .
dB. Subject JH in Flg. 6.5 ev1dently shows such ‘a plateau,
:although in hls case 1t only extends i10 dB. A curlous

feature of the -curves of Fig. 6.5 1= the dlp around ;‘+10>

de (v1th the pPossible exceptlon of subjects JH and PA). The

data of Efron, Dennls:and Yund (1977) shoy jnst such a f?:ﬁﬂ?'~;f*

R LI T R

"perturbatlon for hemlspherectomlzed subjects (as well as?aﬂﬁf"




F

“f51gLif1cart nunber of normal subjects), also at °

approx1mately +10 dB The'orlgln of ‘this dip is' dnclear. '

j Another feature of'Flg.'G 5 is the the dlfference

”:-between the /b/ /d/ and /d/*/b/ curveS° the /b/—/d/ ‘CUrve- 1s<'

"_‘systematucally lower than the /d/-/b/ curve for all SUbjeCtSu*'~

_ except p0551bly oM.' ThlS dlfference between the two ear

_ domlnance ‘curves represents "stlmulus domlnance" and can, bej_w“ .

tn,.. -

'V-attrlbuted to a dlfferent ear domlnance for the two stlmull

tn(Repp,‘1977) ' Tie present data 1nd1cate that,-ln general

'

there was more rlght ear dom1nanc§ for the /dae/ than for__*-

'-the /bae/. kepp (1976) suggests - | ; V,.,bh Lo
T .. - T . - - :
RE , S e
0p = — o RELL ° (6-4)
‘ T _T : 4 _ _

RE LE

as an index of stimulus’dominance, and

Tooiy < T , R
¢E - pRE(l) LE(j) - ) (6-5)
: T, T, :
(1) (3D

L)

as an‘index of ear donina 7e'(uhere (i) = /by and (J) =

/d/L RE(1)r<51:1.'e ents the fractlon of /by responses vhen /b/
was presented irn the rlght ear andTLE( )1sthe fractlon of

/d/ responses when /d/ was presented ln the left ear (see

Bf‘

:Tt:Repp, 1976 for a full defznltlon of the variablesy“'gih “

R ) Ao T et L
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f/b/ and /d/ scores (1n the present example) for a given ear,
and the ear domlnance 1ndex, ¢é , 1s related to the
d;fference 1n ear scores for a given stimulus. If ¢ _ is

A E
1.0, the subject is right ear dominant, and 1f =1, he is"
left'ear dominant.v,PresumablYf'when ¢E ='0, the subject has -
no ear dominance for that particular palr of stlmull.’ Lable'

6—1 bélow summarizesuthe two indices for the.flve subjects,

ufas calculated from Equations 6- u and,, 6- 5 for the p01nts
f_on the ear domlnance curvestcorrespondlng to A I 3 abe
TABLE 6-1

EAF AND STIﬂULUS DOMINANCE INDICESWW__

SUBJECT = o ¢ ¢E"

’p
GR 0.81 -0. 22
o -0.19 -0.37 )
o ps 1.00 .00
ew 0.95 B ~0. 23
ea 0.33 . -0.82

ff: Table €~1 shows pronounced right ear domlnance for subjects
Jff_R Ds and GH and a sllght left ear domlnance for subject

3 -

.JH;' Thece results compare faVOurably wlth a v1sual

> .-

ECIIRE

: 'gaxcomparlson of Flg. 6;5 vlth the Efron et al. ear_domlnanoe

0 - e .
y St Yoo



e

" curves in Fig. 6;65 The. data for subject PA are equlvocal,fetiw”'

-since the sd/-/b/ curve for thls subject (Flg. 6.5) shows ’

.

strong rlght ear dominance whlle the /b/= /d/ c cve shous

:sllght 1eft ear domlnance. Table 6-1 shows a sllght rlght»
"~ ear donlnance for thls subject, but thlS m‘ ely reﬁlects the
.;'averaglng of the 1nformatlon from the two ear domlnance
vcurves.' Takle 6~1 also shows that 1n general the- /d/ /b/

. conflguratlon is domlnant over the /b/ /d/ condltlon

;:(column ¢D ) . Ihls also 1s con51stent w1th Fig. 6.4 'which
showz that the /b/-/d/ curve is in general lowervthan the

5

'/d/ /b/ curve.

€.3 A MO D] bﬁOF BINAUKRAL INIERACT.ION
’ -’ ) o

The monaural model-(sectioh ,.2 etc ) can be extended
to accommodate the blnaural case followlng the suggestlons

of. Repp (1976).‘ Repp proposes ao"multlcategorlcal“ model ln

o -

which stimulus process1ng occurs:in three stages"(a)
auditory proce551ng (b) multlcategorlcal proce551ng and (c)

a higher levellphonetic decision. The first stage, auditory
. . v

s

G

processirg, is identified infthe fresent model as:the
irnitial transductionr of stimulus energy and‘is represented
by the.excitation function f£(I) in Equation 5-10. The
second stage: "multicategoricai processing", is the
converslon 1nto the excitation levels N1 -and Nzr-of the two
"jneural populatlons. The"thlrd stage is the decision process
u;hvolyxng vafanﬁ;Neiiana is repreSented by .the.N1 -N,
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'dec151on plane; The Yund and Efron (1977) ‘model ’ for pltch

-

esallence of dlChOth chords is 1dent1cal wlth the present B

_model4at this level of descrlptlon. f E

[

”dTheablnaural model- correspondlng to Experlment 10 is -

v .

'represented by the twvo eguatlonS'

.

o 2,§£;”¢ff. i w.;:ﬁfld?(a-say ]
,a",j-;d,- vIr‘~ crel LS 3
e nf»filNIv’=‘ o, NlR'*_?@1NiL : = (6_6bx_
where NZR' NlR}ietC; are the excitation levels of presumed

peripheral (i;e., pre fu51onal) /t/ and /d/ deteetors, and

are given by Eguatlons 5- 10.AaN' and N' ;are the

Jnfcorrecpondlng excatatlons at the central level.~ Welghtlng

N - e > T
”factors wl and w l7represent ‘ear . domlnance for the /b/ and S
/d/ Stlmull respectlvely- (The factor .wl Hlll be
. _ 2.

dlscussed shqrtly).‘ If w or w2 are less than unlty, then .

1
the suhject is rlght ear domlnant for those stlmull' 1f

greater than unity, he is leftrear dominant.

-In this’ model of dlChOth 1nteractlons, the central
dﬁlntegratlng mechanlsm 1nvolves a llnear combinatlon of the

;monaural /b/ ard /d/ exc1tat10n levels. ;Th;s;resultsvlnvtgovﬁ

'new.varlables, Ni ‘and,N§~, ﬂh;ch then arefplotted in a



A .- _ S : o 4 R S .
Téblnaural dec1s1on plane whose form 1s ldentlcal to that of
Flg. 5. 1 Thls blnaural model supercedes the monaural moael

R

'developed in Chapter 5. ,Note,-hOHever, that when 1nput to

o | L5

_eltber ear 1s zero, thls model reduces to elther a left or
vrlght monaural model. slnce the analy51= of varlance above

’shous that there are no 51gn1f1cant boundary dlfferences

between the two ears, Eguatlons 6 6 must predlct the same,”'

- category boundary when the: 1nput to elther ear is reduced to
>

~n~zero.‘ Now, in the absence of rlas, t he blnaural category

_boundary 1s deflned by

SN
A monaural boundary occurs when elther N2R and N 1R are both

zero,‘or N2L and NlL are both zero. In these cases,;the

boundarles are deflned for a value of o’ sgch IQ?EAJu;:*“

-

e T
T o e

"Thls equlvalence of left and rlght category boundarles’~
occurs because of the lnclu51on of the welghtlng factor Loy
1.1n Eguatlons 6~ 6. Thews;gn;flcance of this property of-the'”

o,
“".‘
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‘1
6.3.1 Calculating Ear'DQminance’Curves

’Equatlons 6 6 are - valld for dlChOth presentatlon of

e

;1Qaeomp051te /bae/-/dae/ Stlmull' -For .the calculatlon of the'

ear doglnance curves,'however, ‘no. st1mulu= comblnatlons are
involved. Eacb of the tuo ears always centains elther a

pure /tae/ or pure /bae/, the only varlable belng

[y

71nterst1mulus 1ntenslty dlfference,.eAI, For the /b/—/d/A

conditior, N  and N “become
- s N e -1 S
. e el g R N 1 3L (6-10)
AL .
R . . o ’. ' . ) \ o | . '. . l " ' ‘ . i
',51nce NZI/{N1R = 0,,;51m1;arly_f9r.tpe /d/f/b/;gand;t;qp!,v‘~
T T C” T y o . » P T ’:«‘ B RS o _f“._': —q .
Camd - LT , gy
aad | _N1 5, NlR . (6»11?

-tAssumlng,.as 1n Chapter Sy, that the max1mum stlmulus
'inten51ty 1s unlty (i. e., ¢ = 1 represents unlt 1ntenslty
: of /by, amplltude of ‘the stj.muluc waveforms are 51mply

'glven by . thre scale factors w arnd L (Equatlons 6- 2). The

central exc1tat10ﬁ 1evels are then (for the /b/—/d/

condltlon) T
e w2 S o RS
Né: = N, (VR ) | _ . o (6=12a)
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e

o ;o T 3
Ny = ogN) (e ®) | | (6=12p) B

where-_N1 and-N2 are given by'Eguations Sf10.
.Wlth Eguatlons 6~ 12 1i is nov pOSS1hle to compute the/
ear domlnance curves. For the /b/-/d/ condltlon, f,
. ST .2' ¢
. NZ(WR;) - wlNl (l-w
p(wy) = & - .
- : , .\/'_2_0‘.ﬂ

2
R ?

16-13)

the probarlllty of a /b/ Leing 1dent1f1ed can be calculated
v.for all values of W (2 51m11ar eguatlon exists for the

. /d/ /ty condltlon). Flg. 6 7 shows representatlve ear

PR ”dbmlnance curves calculated from Eguatxons 6 13 and €= 12 for

various values of wl(— wz). A con51deratlon of the stlmulus//fA

t;',:tth;ﬁtrajectory formed by varylng "R (or equlvalently, AI) shows

R

oﬁ ‘the- requlred form.f Flg. 6. 8 chows two stlmulus“_?“

torles for ml i2 1 O and wi - wé = O 3. In. each oL

%e, the stlmulus trajectory crosses the dec1s1on llne only

..v.‘ 4 ’ -y

once, and hernce always generates an 1dent1f1catlon curve

3 w1th a s1ngle 1nflect10n-‘ ThlS model is therefore
,1nadeguate'to account for the ear domlnance curves of*”
. Fig. 6.5.. -

Yund ‘and Efron (1977) suggest that energy from the
contralateral ear via bone conductlon accounts for the

1nten51ty 1ndependence of the ear domlnance curves.‘ In the

lemedlately hhy thlS model cannot generate 1dent1f1¢atlon ﬂfdffff~t
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present eyberim€5;~:ge crosstalk between playback channels
was - 26 dB, which 15\\ﬁtstant1ally greater than thi/;50 dB
of bone—conducﬁéd signal assumed by Yund and Efron.
Crosstalk is easily incorporated into the present mo del by ;
letting each monaural /b} ana /d/‘detector receive Ct times
the signal level of the /b/ and /d/»cpmponent of the

: oppbsing chanrel. th’a.signal level of‘uRZfin the right
ear and 1 - sz in the left ear, the ctésstalk{produces t he

effective intensities shown in Fig. 6.9a. Equatiorns 6-6

ther become

N! =.N2(WR2) + wlgz(ctsz) (67143)

s -~
N! = o1 N (l-w %) + w N.(C (1-w 2)) . (6-14b) |
1w, 1 R 172 TR S ‘

were C, is a factor representing the.sigpal level from the
opposite plafback channel (for -26 4B, C, = 0.0025). The
ear dcrinance curves calculated assuming C, = 0.0025 are
shown. as the dashed linés in Fig. €.7. The primary effect
of fﬁe addition of crosstali to the model is a c¢ompression
of the range of ear dominance. Therefore, crosstalk alone
is insufficient to explain the intensity independepce df the

ear dominance curved.

There is Stlll a major difference between}the present

model cf blnaural 1nteractlon and the model of Yund and

Efron.i The Yunqﬁand Efron model assumes that "«e; the

[} .
e : . e
- " A A v ﬁ T Pt
L 0%

. o
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Activation of peripheral /b/ and /d/ 'detectors"

 Fig. 6.9.

(a) including crosstalk (by either bone conduction
or leakage across amplifier channels), and
(b) coupling of /b/ and /d/{detectors. The shaded

~ blocks symbolize the binaural decision plane (BDP).

w, 1s the weighting factor which tontrols the interaural
signal levels (Equation 6-2)
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enerqy deliue}ed~to the ear at one freguency spteadssto
ekcite;channels that are optimally sensitive fo nearby
fréquencies.“.(ﬁ{\610).~ A similar modificatiou to'include
.foverlap of /b/—/d/'energies can.also-be'made to.the'present
model.? The sigral contr;butlons to the perlpheral /by/ and
/d/ Frocessors are shown 1n Fig. 6.9b. Equatlons 6-6 Lecone

-

‘in this case

2. , 2.y
NL =N (W) *;f“*'z'N.z(Cm(l'wR )) , (6-15a)
N' = °1 N (l-w'25-+ wlN (C w 2) g 6-15b) -
e w 1 R - 171 "m"R e ( )

éhete‘fnlis a’%%hstant which'determ;nes.the agount of
coupling betweer detector inputs. When'Cm=0, ] Equations
6;15vreduce to Equations 6-6. Calculated eab dominance °
cufvesvusing Equations €-1Z and 6-13 ase shown in Fig. 6.10
for various values of w4 = w,)- fhese identification
cusves now demonstrate a functional form similar to

Fig. 6.5. The reason for the sudden improvemeut can' be
understood from the nature of the stimulus trajectory. Fig.‘
6. 11 shows that the stimulus trajectory may now cross the
'dec151cn line up to three tlmes, dependlng on the values of

,w”land Woye It is. this convoluted behaviour of the stimulus

3 1f st/ and s4/ detectors span a perceptual continuum, then
the ascumption of coupled detectors is eguivalent to
assuming that one detector response\function is non-zero in
the region of maximum sensitivity of)the other.
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trajectory which is responsible for the formation of the

~inflection points observed in the ear dominance curves.

. These tuo mOdlﬁlcathHS .. mutual deteotor couplang and “l

-

DL e e py . o e "“"".{SQ:'i'-a,(DA—‘a':g‘@

crosstalk between playback channels‘ - now generate a family

- of curves which have the required-general‘form.,To fit this

model to the data in. Flg. 6 5, 0 the standard dev1atlop of -
the n01se dlstrlbutlon 1n the blnaural dec151on E%ane (e.g.,
Eguatlcn 6-13) was- set to a nomlnal values of 0. 01 and h

0.02. (o = 0.02 prov1desva better fit for the model sinoe

~increasing o . smooths the ear dominance curves.. o = 0.01,

as will be seen in Section 6.3.2, is a more appropriate
valie, and the model is calculated for both values for -

purposes of comparison).- C, 'is»unknown,'co it was'allowed“

to vary. However, it was p01nted out 1n Sectlon 3 1 that

S

the correlatlon between the /b/ and /d/ formant tran51t10ns
vas-r=_0.32, o] Cm should be of this.order'of magnitude.
Likely it will,be less since the cogrelation between theh
waveforms becomes greater as the formant tran51tlons
asymptote to- the steady state values of the vowel.

An“adaptive’least‘sguares fit of the moael-deﬁined by

-

.Equations 6-15 and 6-13 was carried out on the ear dominamce

¢ Crosstalk was included in the rmodel anyway since it was
physically present during the experiment. (C, was left set
to 0.0025). Addition-cof crosstalk produces only a minor
change in the behaviour of the model, esseéntially changing
the value of C ‘for which a given family of curves occur.

e e s
4.9"’."'-
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:.data’shownfin'Fig. 6.5fiafhe”fittea curv.s afe'shovn‘iu Fig.
1 6.12 for u'é 0.02 (SOlld llne) and s' .01 (dashed

llne). ‘The: extracted values of w...and m for, the flve‘ .‘

1
'ff‘3jsubjecps:aﬁe.presented;1u-Tableﬁ6r2. Ehe nalueaof C

meToe
e ,

<.

obtained from the fittingfprocess was 0.06, which is

LEu FI

reasonable in view of the‘physicalfcorrelation between‘the .

j/bae/gand,/dae/guayefqrusflw,

o
ke

. "f_"_' TABLE 6= 2 N
ol U ER DOMINANCE WEIGHTING FACTORS
SUBJECT (o= 0.01) 7 (o= 0.02)
| Bt s & WU P
GE . 0.516  0.496 0.514 - 0.502
_’7\;4./ -, X p o . :
T 1.038  1.022 1.050  1.023
ST 0.528 ~ 0.507 0.527  0.516;".
Gy .;o sou - 0.50%8 0.508  0.498
PA© 0.538 0.503  0.540 “ 04505

Repeated least squares flts u51ng dlfferent startlng values
of Wy and w, for the five subjects shows that ‘these

' estimates are stable to within approxlmately +0. 02. 'The

s values of wl and w2 are 1east reliable for subjects [ and
A due to the poor fit of the nodel for these two ‘subjects.
The location of the 50 percent point, i.e., the point at

which the ear dominance curve rises from 0 to 50 percent is

©231
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 the most reliablé‘iﬁdica;orvof"theuamouht.of,eaq.dominahce_p‘h»

for right ear dominant subjects, and is off by at least 5 dB

for'these two subjects. Evidently, subject GM should show

moderate /bae/ dominance rather than the equal domlnance
g B

”whlch the model predicts. - (For subjects wlth llttle ‘ear

-

: domlnance, the helght of the 1nten51ty 1ndependent "plateau"

'is the best 1ndlcator).- Flttlng ‘the model to the ear -

dominance curves is a stringent test of the tinaural model

" since both the /b/-/d/ and sd/-/by ear dominance curves must

pe fitted simultaneously. A change in either wy or w,

affects both curves, so the fit reflects an eventual

_.compromigl. This limits the ability of the model to adapt

itself td the contour of the data, and consequently the fit

of the model varies considerably between subjects.

*

6,%.2 ired ing the Category PBoundaries

A
&

The binaural model (Equations 6-6) was formulated on:

the basis that monaural left a?d'right ear identification
: - : - i ‘ .
runs had to predict the same category boundary. This

assuﬁption is eguivalent to statingvthat the category

boundary is determined by the relative ear dominances of /b/
w

and /d/, specifically the ratio - 1'. This follows fronm

’ ) . 2 .

the fact that a scaling of either axis of the decision plane

is equivalent to changing the angle of-the,décision line

X
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S

£

'(which‘israt 45 degreés for @1 =w, = 1) .5 In the ‘absence of

'reSpqnse'b{;;6, the category'boundary‘for‘right-mbnaural

PfESentation is defined by the value 'of  for which
ml' ) L e
N! =  o, Nl . v N ) (6-16)

DY

Using the values of QlAandwmz from Table 6 2,)Eguatlon 6-16"r'
was solved itéfativery;fof a ,'and the recultlng values of
I., are stown below in Table 6-3 (for ¢ = 0.01).-

C)IABLE 6-3

PRECICTED ,tae/-,/dae/ EOUNLAEIES

. SUBJECT MEASURED .  PREDPICTED

_ I, (dB) I, (dB)
GF 0.50 3.26
Ju 1.57 1.23 IR
DS j' 2.66 © 3,24
oM -4.00 -0.03
N -~
Pa -0.52 5.€1

. o NPT
s Ihe angle ¢ of the decision line .is given by tan ¢ = wl/wz
6 Changlng recponse bias is equlvalent to changing the angle
‘of the decision line. Thas will be lndlstlngulshable from a
change inw /w and therefore can te 1gnored-

e 234
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“Ihe predlcted boundarles are of the correct order of

,;magnltude (ISO o 0 qprresponds to o

50

= 0._,)"

and the

'correlatlon betweeL the’ two sets of boundarles is r

235

0. 39,~

whlch 1nd1cates that some of the boundary placement is due

to the dlfferent ear dominance for the /bae/ and /dae/

stimuli. The correlatlon would have been hlgher but for the

'poor flts of the model for subjects GM (/b/-

PA (sd/- /h/ ) curve..

To test out what the values of wy and “2 should have

beer, the monaural 1dent1f1catlon data (the ends of the

surfaces in qu. 6.2

) were. flttea to the 1dent1f1catlop

nodel .Given by Eguatlon 6 16 (w1th LY replaced by a )..

Wie w; and

-TABLE 6-4

were allowed to vary? and Cm

EAE DOMINANCE FACTORS FROM IDENTIFICATION DATA

SUBJECT
'GK
JE.
s -
GHM

PA

7 Actuall& it.is not

“this fitting :procedur

- 0.480"

0.993

0.482

0.490

0.477

0.477

0.966

0.461
0.522

0.480

0.007
0.008

1 0.016

0. o11f

0.141

/d/lcdrve) an§

was set'to 0.06.

posszble to. recover both w1 .dand wz from

e; only the ratio wj/wy
51nce this alone determines the locatlon of th

~.

~

~.

can be found,
€ boundary.

~ -
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The recovered values of the three parameters are shown in
".Iahle 6 u above (compar Hlth Table 6*2). The-average value

of_-o from thls procedure vas o = 0.011, which justifies

the choice of o = 0 01uusea above‘in‘fitting the ear

- dominance data

Frob the above results, the tentatlve conclu51or can bev
reached that the subjects' .category boundarles are
determined, at least ir part, by the relatave,amountsbof'ear' A
aominance;for/b/‘and sd/. It is,attractiverto“think tbat e
this is the principal reason,:bur a‘better model=and ‘more
detailed datg ulll be regulred before this clalm can be
sukstantiated. If it is trﬁe, then the monaural fu51on

paradigm affords a sxmple way of measuring ear domlnance for

1

A
1

‘a particular pair of stimuli.

6.4 PREDICIING THE DICHOTIC RESPONSES

All "of the parameters necessary to describe_thebenrire
data surfaces of’Fig. 6-2‘have been determined in Section 6
-3 above. To calculate the predlcted response surfaces,

Eguatlons 6—13 and 6 6 are computed, with' NJ’ dANz
N _ .

defined ry N
R \
' 2.2 2y 2 |
Ny = N, (W (e +C (1-a)%)) + w,N,, ( (1- a) +C o) (6-17a).
' S-l;'N (w Zfl-a)z v Co?) vaN (w 2a2+C'k1;a)2))' (6-i7b)
1 w, 1YR om - lel™L-. "m*"

2



| 337
whlch are tne generallzatlons of ‘the coupled detech
'eguatlons 6~ 15 for the case ofnarbltrary /bae/—/dae/
stlmulus comblnatlons. (These equagions may be easily
-formulated from a con51deratlou of Fig. 6. 9b)._ (Eguatlons 6.
=185 apply orly for the spec1al cases of a =0 orj o = iy,

\

Using the values of w“and mi glven in Table 6- -3 and

1

g =0.01, tﬁe calculated response surfaces appear ‘as shown in
-Fig. 6;13.> It is observed that fef the rlght ear domlnant
'subjectsv(uf,-DS ard G the model has baslcally the
' required form. The model produces a poor .re presentation of
the data of subject JH, however. Part of this dev1ant
_behav1cur can. he attrlbuted to the 1nab111ty of the model to
fit the ear domlnance curves dlscussed rrev1ous%y. However,

~the most serious. defect of the model 1s 1ts farlure to
-dapredlct the two "rldges" observed in the JH data, as well as
the failure to predlct the "bump" for subject @E.' Ihe model
'performs moderately'well for subject DS, but thls;is
strictly a result of the simpleddata_structure for that
subject. The calculated’responseAsUrfaCes for subjects &
and~PA are far from their actual data surfaces; primarilyv
~due to the 1ncorrect values of wliand.w2 found previously.‘f
The effect of the ratio u /w can be seen in Flg. 6 13 as a
displacement of the 1nflect10n p01nt for the left and rlght

1
" monaural identification runs.

r

"The godel captures the coarse features -0of the data of

' Fig. 6 2 and fits the edges of the data curfaces (1 e.,‘the
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TN ——

Fig. 6.13. Calculated®/bae/ identificatidn curves for the five
' subjects (compare with Fig. 6.2). '"RM" and "LM"
mark the conditions for right monaural and left monaural
presentation, respectively .



e

re -

239
two ends and the two sides) fairly ‘well. The p01nt where

the Lesponses stop followlng One ear and start following the

Other is reasonably well predlcted in all cases.

Interestlngly, the slight .shift in the transition reqgiorn
between'approximately AI = -5 and +10 dB for subjects GR,

DS and PA is also generated by the model. & sllght bulge in

‘the surface occurs for subject GM, approx1mately where her

data also demonstrate a slight deviation. These are minor
effects of the model, Lut major considerations for a model

which trulyEaccounts for all dichotic interactions.

In sum?ary;‘the nodel perrorms fairly well for u
proroUDCedrrigHV ear dominant (and presurably pronounced.
left ear dominﬁgt) subjects, and not at all well for 2
subjects with llttle OrC no ear domlnance. Clearly the no
ear—doulnance case is the mos;fsftmrgent test of_thds (or
ary other) model, and. until the modelqcan-adeqUately account
for the effects observed in the nc ear domlnanoe case, the

model cannot be considered successful. Accounting for all

of the sutject variationsvobserved in the data of Experiment

K]

10 ulll ke a challenge for any model.

N
~.

} 6. 5 SU A Y R

—.._
)
o

The blnaural model developed in thls chapter follows

" the Yund -and Efron (1977) model for pltch sallence of

dichotic chords and shares many of the same features..
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~
Repr's (1976) suggestlons for "multlcategorlcal proce551ng"

in whlch peripheral exc1tat10ns comblne before a central
phonetic decision 1s made appears to be;ba51cally
‘substantlated. His suggestion that a given stimulus
partially exc1tes nemghbourlng detectore nas ‘found to be a
key 1ngred1ent in the model. “Even though the model is not
entirely successful 1t provides a basic measure of
understandrng of why the data have the form they do.": The
failures of the,model themselves provide 1nsxght into what
1nformat10n must be obtained to dlsamblguate between

3

rossitle models of dichotic 1nteractlons.
3,

It is not exactly clear why the model does not perform

better. lack of- dependence of 0 on 1nteraural 1ntens1ty

difference is. one p0551b111ty since the ear domlnancef/urves

produce a better fits if o is allowed to becone ﬂa/ger.
hHowever, 1ncrea51ng Y 51multaneously destroys tde fit for

" the rest of the model, and these contradlctor; regulrements
of large and small ¢ indicate a serious shortcoming of the
model. One possible solution to the protlem which has not
yet been 1nvestlgated is to 1nclude inhibition, as was done
ir Charter E. Enhanc1ng_the dlspersion a;ong the o -
continuum will allow 9 to become larger and Yet maintain
the sare discrimirability (as shown in Section 7 .4).

Whether or not this will also generat:. the internal

structure of the dichotic'reponse sur- .es is unknown at

present. ' ' ) s

N



CHAPTER 7

SUMMARY AND CONCLUSIONS

\

S}

In this thesis, several basic speech perception
phenomrena have been investigated in an attempt to bring them‘
together under a sigglefconceptual;rubric. ‘A new
‘experimental Frobe - monaural fusion - has been developed
for this purpose which has several édvantages over existing
experimental technigues. First, it uses real speech, and
thus avoids the contentious issue of whether or not' subjects

can readily idfntify isolated stimuli as speech tokens

(e.g., Barclayﬁ 1972). Because natural speech tokens are

241
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used, recognltlon of the endpoint stimuli on the contlnuum

1s perfect for all subjects, and con51derably alds the

1nterpretatlon of the results. Second, the mcnaural fusion

paradlom manlpulates a well-defined phy51cal variable:
~——

relay1ve<{3teDS1ty. This permlts an exact spec;flcatlon of

[3

the 1ndependent variable - a varlable of ten not ldentlflable

=

—

in speech perception studies when VGT %f”ff:;z contlnua are-
1nvolveq. ("Stimulus number" does néz’constltute a well-
defingd independent variable).

The four experimental péradigms investigated in this
thesié show one general conélusion: the /Bae/ and./daei
components of a mlxed }bae/ -sdaes simulus are treated as if
they _were delivered over essentlally separate audltory
channels. This supports the view that-/b/,apd /d/ are
recognized by functionally separate heural entities,‘ﬁﬁﬁ"/
this indeperderce of processors is resronsible for the fact
that this coﬁtinuum is categorically perceived. Whgther or
not thése neural erntities represent ndetectors" which also
span the fl-Fz-continuumkcannot be decided with this data,
tut the data are certainiy consisfent with this\View. The
results of Experimeyf’?5 - by virtue of the médel of
dichotic interaétiézg-- suggests that the two neural
populatidns are not quite separéte. In the detector view of
/by and sd/ perception, thié is equivalent to"stating that
one detector response fuﬁcgion has non-zero senéitivity;in

-

" the region of maximum sensitivity of the other (e.g., Fig.
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2.12). .This is consis;entvwith rhe gereral view that in
order {obaccount for the houndary shifts under selective
adaptation, the detectcr response functions must overlap.
The experimental investigatiorsn f‘Chapters 3 and 4 and’
the subseguent modelling of Chapter 5~sho§ that stimulus
combirations of the type .described produce'percebtual
effects which do not reguire‘the existenoe of hypotheticai
Fhoretic levels of processing for thelr explanation. The 5;
point of the model is not to deny the existence of phonetlc
Y
levels of processing,&but\merely to attempt to éccount'for
these h851c pbenomenoﬂ\ln terms of more tasic psychophy51cal
processes. VWhile r}fmay be attracthve to invdke phonerfc 4
proceSSLng as an\e}planatlon for any phenomencn involving
speech or speech-like signals, this should be done only when

it can Le successfully demonstrated that lower level

processing is insufficient to predict the observed effects.

&re model of the perception of mixed /b/=sd/ stimuli
should‘be interpreted in this iight.’ Tt e use'of the term \
1"detector" in this case is llmlted to mean a functlonally
distinct neural ensemble which characterlzes the nervous
:'systemfs response to the en;ire /b/ or sd4y/ acoustic

‘pattern. Ihls form of detector does not necessarlly
"”correspond to a "feature detector" per se, but may perhaps
represent the combined effects’ of complexes of.featurev

detectors. It is not perfectly clear vhat level of

&
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E;ocessing these hypothetical neural populations are
supposed to represent. While they;Egjfzep£g§ent;ggdicated ‘
péural ensenbles which monitor auditory input for certain

select acoustic configuratidns,‘this is not the only

possible interpretation.” If every acoustic signal results

in a neural representation which is unique (e.g., a kind of

~Y"neural spectrogram"),‘then this neural population may ke

part of the internal signal representaticn itself. fThe

functicral independence of the two neural popylations then
directly follows from the degree ofdorthogonality-of the
stimuli: two signals which do not have afppreciable Spectral

overlap {e.g., separated Ly one or more critical bands) will

likewise not;have appreciable communality of neural

- exciatiors. The model developed in this thesis is invariant

' t0 this assumption. In either imterpretatibn, for tre

purposes of modellind\it is necessary to assume that some
global statistic (e.g., total excitation) is the variable

which rarticipates in highker level decisions. This, of

course, is more of a mathematical requirement for the

_pd:poses_of modelling rather than an iﬁposition on the

nature of signal processing by the nervous system. Fhatever

the nature of this global statistic, it represents a

- condensation of information, and thus can be used to

represent the output of a "detector". Since it is a

continuous variable, it follows from this model that the

‘output of a detector is not a binary value, but rather has a




value which may be increased or decreased in either of two

ways: (1) the intensify of the stimulus may be imgreased or
, : S .

decr eased, or (2) the. spectro-temporal composition of the

stlmulus ray ke altered towards or ayay from the "prototype"

,value. Tris 1mp11es a certaln egulvalence of the monaural

fusion paradigm of this thesis and the cla551c rl—Fz

0

paradigm used in synthetic speech studies, and is one

possihlg explanation for the ccncordahce of the effecté

shown for discrimination, selective adaptation'and binaural

fusion in this thesis and the same effects observed with Fi-
52 continua. If this is the casé, then the model developed

in Chafpters 5 and 6 is just a special case af a more general

model which incorporates a spectro-temporal continuum as

well.

\

The model was developed iﬁcrementally in Chapters 5 and}'
€ in an attempf tondsiify the inclusion of certain |
components_of the model. The essential features of the
model will be reviewedvhere. The basic pmodel is that of a
simple tuo-detector conflguratlon as shown in flg. 7.1. 1t

was shown that this model did not demonstrate the required

‘dispersion unless a°mutual inhibitory component was added.
‘The form of this inhibition is quite arbitrary, and the fact
" that it produced the required dispersion cannot be

. considered proof of its existence since a suitable

nodification of the general intensity response of the

detectors themselves (function f(I) in Eguation 5-10) can
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/b/ Jd/

v

Schematic prbcessing of /bae/-/dae/ compbsite signals.

The shaded area respresents possible coupling of the
/b/ and /d/ processors.  Arrows represent possible
mutual inhibition of processor outputs
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accomplish the sanme end. Thus, while there is evidence that

som& form of interaction exists between the /L/ and 4/

J L ems Cee 44
processors, it is not necessarily inhibitrﬁnx .The important
point‘to'note is that the requirement of enhanced dispersion

account for the discrimination results simultaneously

imparts'the correct curvature to the boundary shift curve of

the selective adaptetion study (Section 5.5). Furthermore,
it was also Shown'that a modification of the low intensity
. \ ) . S '

behaviour of f(I) to eliminate the impléuéible large

disrersion at low inte

sities was . also sufficient to further

' increase the curvdture of the boundary shift curve. This

merely accentuatex the fact that the behaviour of the nodel

is crucially dependent e ‘intensity résponse function

(£(I). in Equation 5-10). UniiI’the im ifsity re sporse

function is known with more certainty, it will be impossible

to state exactly the nature of the interaction. A

Thé nodel of selective adaptation is not unreasonable
in the light of p;rallels with auditery adaptation and
fatiéue. 1he inclusion of a special "adaptation level" in
the stéte diagram,of Fig. 5.11 is only one way of modélling

the decrease irn senéitivity of a neural population. This is
likeély to be'oﬁly,oﬁe component of the total effects of
adaptation and fatigue..VOtﬁer effects such as hair cell
dysfunction or metabolic changes in the cochlea itseif may

account for other éspects of auditory adaptation and

. fatique, but since,their'effects on threshold shifts or

0

[y

N
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~

phonetic boyandary shifts Hlll be =1m11ar, it is dlfflcult\fo

i Tege separaﬁ?tﬁ@ indlv1dmal sources (Elliott and Fraser, 1970).

A model of adaptatLOD tased on rate processes (e.g., -

»

Equatlons 5 24) at least prov1des the basic exponential

behav1our ty?f@&lly Observed in audltory adaptatlon studles

o
(Keeler, 1968).§7Th€ 1mportant aspect of th@ mon§§¥¥

\iv" “

selective adafptatior be modekﬂcd ir a way éklch pro-'

IR " —cﬂ :_
. functional dependence of boundary shift c¢n adaptor 1ntensity

and duration (optlonally nunber of adaptor presentatlors).

3

cnly’ the intensity dependence has be%h analyzed in this

the51s the temporal_depenéence of boundary shlft is of
equal importance, but will require'detgiled data oh t he
recpveiy of phonetic boundary shifts. Such data are :

.curtehtly not available in the literaturegibut will béi

required for a more comprehensive underétanding of selective

adaptation.

The binaural extension of the model involves thteé

.basic assumrtions, the’mdst important of which is that the
peripheral excitation levels are simply summed at some .
cerntral site. The second assumption is that different

étimu;i‘have different ear prefegences, and the third

assuhption is that the‘/b/ and /d/ cohponents of the stimul;.

\'\’- - ) - . - A
//gach partially excite their opposing detector. These three

%

concepts are sufficient to explain the main effects observed
in the data. Inasmuch as this model is only tentative, it

produces the clear prediction that the placement of the

3



249 -

subjects" category boundaries alohg the‘relative intensity
(/tae/f/dae) continuum is determined solely by the relative
ear domipances of /b/ and /4. “This is a prédiotion'of the
vnmodel‘uhich is partially substantiated by the present data,
and it will'be of great interest to conduct detailed
'experiments to analyze this particualar aspect of diclotic
interactions. In this vein, it‘should be.noted that/{t is
also possible to include'seleotive adaptation into the
’binaural model (trivially by substituting Equations £-33 for
.5-10) and therébyipredict the effects of adaotation Pn the
ear domihance curves. This has not yet beenfdone, but the *
results should helfp to clarify the nature of;dichotic

interactions as well as’ those of the adaptatlon effects

thernselves (see Cooper, 1974?

C

A major component of the nodel is the "decision olane",
which represents a two dimensional perceptual signal space
'in which the outputs of the detectors are displayed (e.g.,
Figqg. 5.1). This is as much_a conceptual aid in visualizing
the bebaviour of the model as,it'is a)statement of the
, deoision—making process. With the assumrtion of circular
norral probability denSJty functlons (pdf's) in this plane,
all integrations of theé pdf's reduce to a 51ngle dlmen51on
(Abramowitz and Stegun, 1967, p. 956). Consequently, the
model does not actually reguire postulating such a decision

plane, but doing so allovs the behaviour of the nodel ln the

discrimination, selectlve adaptation, etc. paradgims to be

o
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analyzed as geometr;c operatlons on the stimulus :

, trajectory. Thls prov1de= a, measure of insight 1nto the

L ae

‘nature of the model which cannot fe obtained by viewing the
sa me operations inla singlf dimension.

In summary, this modelfhas an explanatory value which
“trarscends the dubious nature of some of its assumptlohs.
Its pr1nc1ple v1rtue is that it allows four related
phenomena - 1dent1f1cat10n, dlscrlmlnatlon,‘selectlve
adaptatlor and, tinaural fu51on to be 1nterp£eted in terms of
a common set of parameters. ‘The additional assumptlons
.which each experimental paradign reguires ptovides a certain
measure of'insightfinto these phemomeha. The modeil eannot
be censidered completely successful, of course, but the
failures of a model aE% ds important as its sthesses. The
primary function of a preliminary model such asmthis is to
formalize in mathematical terms.many of the prdposals which
are proposed in the llterature, and in so d01ng clarlfy the
1mpllcatlons of these proposals.A The advantage‘of having a
model - any model - lS“that it enahles future experiments to
L. airected at obtainihg'information which will resolve the

issues which the model raises.

7.2 )IBECTIONS FOR Fggggga RESEARCH

The researckh descrlhed ir this the51= descrlbes a new

cxperirental probe for speech perceptlon studles, and the

i



various experiments were conducted in an attempt to e~
. . . . . e . ~

understand the nature of the probe itself; “This isfa ™

.mandatcry regulrement before the experlmental paradlgm can

be used to probe other aspects of speech perceptlon. The

understandlng of the phenomenon of monaural fu51on arises.
from the_model which was constructed to. explaln the
experlmental effects. ThlS ‘model possesses the required
behav1our for rot unreaconable values of the parameters, but
suffers from the 1ndeterm1nab111ty of some of its

L H -
components. Thus, future research should be primarily

dedicated to resolv1ng the varlou= assumptions which define

the model Once a suCcessru; nodel of the monaural fusi ]
,paradlgm is created the model may then be generalized'to

other contlnua, and in so doing may help explaiﬁ some - of the

diverse phenomena observed'in”speech‘perceptiOn studies. It

will be especially advantageous.tc employ the same
experlmental technlgue using 51mpler stimuli, e. g., rising
and falllng tones, to 1nvestlgate whether or not the sharp
.transition betVeen categories is a°resu}t'of their spectfo-
temporal,structure or whether it is contiuoent on the

stimuli belogging to "competiug"pspeech categories.

Only four experimental paradlgms are\deSorlbed in this
the51s, but others have heen 1nvestlgated at an lnformal
leyel. The pos51h111t1es ofpgfe‘monaural fu51on paradlgm as
a prokbe are clearly uot.exhausteﬁ, For iustanCe,vit is

. . - (‘
possible to construCt'simultanéous signal mixtures in more
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than one position‘in a stimulus. Iwo stlmull, /baeb/ and
/daed/, can be mixed to produce /baeb/, /baed/, /daeb/ and

/daed/.and 51multaneous toundarles for the syllable-lnlthl
‘and 'syllable-final consonant mixtures can be obtained. A’
. - ' s

recognition'experiment'using such stimuli will yield .
y;information on how the ‘initial consonants affect perception

of the final consonants,_and vice versa. Furthermore, a
selective adaptationlstudy'usingbsuch stimuli will produce

information on the effects of syllable-initial adaptation on

: o ‘ @
syllable-final consonant percerticn in a’ manner much more

direct.than that of, e;g.,IAdes (1974). . e

] [

Another possitle experiment is to set the stimuluss
Lo o

components to the boundary values for a eubject, and then to

' selectlvely lncrease the 1nten51t1es on various portlons of

thke speech wiveform.(-ihe perceptual salience of that

L3

acoustic 1nformatlon can then be determlned by observmng the

effect oL the.iocatlon of the category boundary. \

Prellmlnaiy experlments along this llne have been £
N ,

conducé%uwf Varyln% tne relatlve intensities of each of the

\.

pltCh penlods of the /by and sd/ waveform shows that the

-

effect on the boundary lS greatest for the flrst pltch

2

perlod and decreases approxlmately exponentlally for later

¥

'!pltch perlods,‘a result which Hould be expected 1f the rate
of change of formant frequency was an 1mportant acoustlc cue
- for /bae/nand s/dae/.- | 4

G ‘ \
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ngher level judgments can be 1nvestlgated using the

monaural f051on probe. The experlments of Cutting (1975;

I

Cutting and Day, 1975)7poncerning the effects of semantic
influences on_fhe/beﬂﬁﬁary placerents can be replicated

using conéonant/gixtures rather than dichotic presentation
of eatife'wordsi- It will be interestihg to observe whether
or not the sémaaéic plausibilitykof~a‘phrase in any .way
lnfluences the plagement of the category boundary. If it
does, this may proplge ev1dence/of ant1c1patofy "tuning" of
‘thvspeech—dech;gg sys;em. 7 ' -

- -
\,
lastly, 1t should be noted that the "Necker- cube"~11ke

1

pheromena,created by monaural fu51on is ‘a phenomenon of
interest for ‘its Own sake-. Informal up-down trackang
experiments show a- hystere51s ZO0ne several dB 1a/w1dth,
\whlch 1s/con51stent w;th the limits of the /bae/—/dae/
boundaty shoun in Fig. 3. 11;\\The forced eh01ce
1dert1f1catlon curve may then on11 be the/;esult of.
averaglng these two: separate identification curves, as shown
in Fig. 7.2. It is possxble to conduct thls same experlment

in the wvisual domaln using a Necker cube or other tTeversible

A

figure, and sipilar hysteresis ezfects should be obtained

-

1 Monaural fusion does not occur for all pc551nle .cohsonant
mixtures. ¥hen /ba/ is mixed with /la/, for example, the!
endpoint stimuli are still /b/ and /1/, but :Lnte?:medlatef
stimuli tend to have the gualities of both. Stimuli for |

vhich the coOmponents are approxlmately egqual sometimes have

the identity /blay, which is 51m11ar to the flndlngs of !
Cutting (197‘). ' : ’

™~
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" CONTINUUM

1

[

Identification curves obtained using a. sequence

of stimuli either ascending or descending the
continuum (solid lines marked with arrows)._  The
dashed line represents the identification curve

as would be measured by a forced-choice test drawing
stimuli randomly from the continuum

- -
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(cf Taylor and Aldridge, 197&),

‘Theée ere but a few of the pcssibilities;ithere aré”~__
many others. -The monaural fusioﬁ parédigp (with varietion .‘///r’
of relative irntensities) is a ‘very general technlgue whlch

can be employed at the psychophy51cal level ueigg 51mple -

tonal ctlmull, or at hlgher levels u51ng more complex speeeh
stiruli. In elther cake, the effects are probably ‘
1nterpretahle at a psychophysical level and thus a. complete
urderstandlng of ‘this phenomenap ‘may help to understand the

p

psychophys;cs of speech perceptlcn.
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