
Ultra-wideband Synthetic Aperture Radar Imaging:
Theory and Applications

by

Daniel Oloumi

A thesis submitted in partial fulfillment of the requirements for the degree of

Doctor of Philosophy
in

Electromagnetics and Microwaves

Department of Electrical and Computer Engineering
University of Alberta

c© Daniel Oloumi, 2016



Abstract

Ultra wideband (UWB)- synthetic aperture radars are emerging devices that are ideal for

sensing and imaging applications in many special conditions such as monitoring subsurfaces,

through-wall imaging, non-destructive characterization of materials, oil reservoir monitoring,

weather forecasting, geo mapping, microwave holography for tissue imaging, and breast

tomography to identify tumors. The exceptional characteristics of UWB radars, including

high spatial resolution, low probability of interfering with other radio frequency (RF) signals,

low power spectral density and compact size make them suitable for numerous applications.

Moreover, their low power consumption allows them to operate on batteries, lending them

to portable applications.

Oil reservoir monitoring using UWB radar is a new trend in the oil and gas industry

for reservoir management and improving production. Monitoring perforations’ conditions in

metal or concrete-cased oil wells can provide valuable information for oil well maintenance

and process optimization. Moreover, observing steam chamber growth in a heavy oil reservoir

using radar technology will provide feedback to control steam flow to enhance oil extraction

in the steam assisted gravity drainage (SAGD) process.

Radar imaging is a developing imaging modality for biomedical applications to study

functional and pathological conditions of soft tissue. Radar imaging offers a safe, portable,

cost-effective and near real-time imaging supplement for the non-invasive assessment of acute

and chronic soft tissue conditions. Microwave imaging may turn out to be a simple and

efficient method to perform breast imaging capable of providing adequate image resolutions

for diagnosis.

This thesis focused on the applications of UWB-synthetic aperture radar (SAR) systems

for oil reservoir monitoring and breast tumor imaging; both applications share a requirement

for high image resolution. The theory part investigates the design procedure for UWB-

SAR systems with specific range and cross-range resolutions. The effect of the pulse shape,
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bandwidth, integration angle, and signal-to-noise ratio (SNR) of the received pulse on the

image resolution is comprehensively studied. To enhance the image resolution, pre-processing

of the received pulses with envelope detection is proposed. Superluminal phenomenon and

UWB pulse propagation in the near-field of an antenna is studied. The apparent superluminal

pulse velocity is due to the pulse reshaping of the radiated pulse in the near-field of the

antenna. The effect of pulse velocity on the quality of reconstructed images is demonstrated.

The application part looks at the suitability of UWB-SAR for oil reservoir monitoring,

such as perforation imaging in concrete- and metal-cased oil wells and steam chamber mon-

itoring in heavy oil reservoir. High-quality images are reconstructed using a combination

of UWB radar and SAR processing along with the proposed algorithms to improve image

quality. The investigation includes positive image generation to enhance image sharpness,

and near-field imaging procedure. Practical considerations for SAGD process monitoring

such as power budget and heterogeneity analysis of a heavy oil reservoir using UWB radar

are studied.

The application of UWB-circular synthetic aperture radar (CSAR) for breast tumor

imaging is also demonstrated. Tomographic image reconstruction was carried out using a

time domain global back projection technique adapted to circular trajectory data acquisition.

The suitability of this technique for breast tumor detection and imaging is demonstrated

through experiments on a 3D printed breast phantom, developed based on a human breast

MRI, which emulates the breast in terms of structures and their electrical properties. The

measurement results demonstrated the utility of UWB-CSAR for breast tumor imaging.
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Chapter 1

Introduction to UWB-Synthetic

Aperture Radar

1.1 Motivation

UWB-SAR systems have provided a broad range of solutions for applications demanding

high resolution. These applications range from geoscience and remote sensing to biomedical

usages. A UWB-SAR system is formed by a radar operating on a large fractional bandwidth

and synthesized apertures generated by moving the antenna to realize a big aperture. High

resolution in the range and cross-range directions is provided using short electromagnetic

(EM) pulses, corresponding to a UWB frequency spectrum, and synthesizing the apertures,

respectively.

One of the most popular applications of the UWB-SAR is imaging. Unlike other sensor

systems, radars demonstrate the ability to work in harsh conditions such as rain, clouds,

darkness and also within opaque materials such as concrete, soil and mud, crude oil or

even the human body, where light does not exist or cannot penetrate. Operating in the

aforementioned conditions is a major advantage of UWB-SAR, particularly for applications

such as breast cancer screening or oil well perforation detection and other imaging which is
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in demand for high resolution images.

Oil reservoir management control techniques have helped the oil and gas industry to

improve the production and maintenance of existing oil reservoirs. Radars have recently been

introduced as a monitoring method for oil reservoirs [4]. On the medical side, the demand

for a cheap, comfortable and safe breast screening method with decent image quality has

been increasing as well. Radar imaging has been proposed for breast cancer screening as a

potential future method [5]. Therefore, this thesis is focused on the oil reservoir monitoring

and breast cancer imaging using UWB-SAR.

In this thesis, the theory and application of UWB-SAR systems is studied. In the theory

part, first I studied the design procedure for a UWB-SAR system to provide a specific range

and cross-range resolutions. Since most of the discussed applications require the radar to be

very close to the target for effective imaging, I also investigated the UWB pulse propagation

in the near-field of a radar. The result of this study is very important for accurate image

reconstruction in the near-field of a UWB-SAR system.

In the application part, the suitability of UWB-SAR for oil reservoir monitoring is stud-

ied, in particular for perforation imaging in concrete- and metal-cased oil wells and steam

chamber monitoring in the SAGD process. Moreover, I developed a UWB-CSAR algorithm

and adapted it for breast tumor imaging. In all the above four cases the UWB-SAR could

successfully provide quality images and information to be used by field engineers for man-

agement and decision-making, and by physicians for treatment planning.

1.2 Radar Systems and UWB Definition

This section provides a brief introduction on radar and its applications. It also covers the

definition of UWB radar and its advantages.
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(a) (b)

Figure 1.1: (a) Bat echolocation, (b) radar detection.

1.2.1 Radar

The basic idea of radar is taken from nature. Bats use their mouths to create sound and

process the reflections of nearby objects to find their way and hunt in the dark. This is

called bat echolocation and is shown in Fig.1.1(a). Radio detection and ranging (Radar) is

a technique which uses RF signals to detect a target and estimate its distance to the radar.

Detection occurs once the reflection/s is received by the radar Rx. The distance is measured

in terms of speed of light in the medium of propagation and round-trip time. A radar system

is formed by a transmitter to transmit a RF signal and one or more receiver/s to capture the

reflections from the target/s. Mono-static radars use a single antenna for both transmission

and reception operations. However, bi-static radar uses two separated antennas as Tx and

Rx. In cases where the Tx and Rx antennas are located very close to each other, or bundled

together, the radar configuration is called quasi-mono-static.

Research on radar development began in World War II for military purposes. Military

applications have remained the most important function of radar systems [6]. In addition

to military usage, radar systems have found a wide range of other applications [7], such as

earth mapping [8] ,civil engineering [9], medicine, [10], weather forecasting [11], and airplane

navigation [12]. Basically, radar systems now play vital roles in a variety of aspects of human
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lives.

1.2.2 UWB radars

Radar range resolution is defined as the ability to resolve targets in the range direction. Radar

range resolution is inversely proportional to pulse bandwidth [6]. Therefore, to achieve higher

resolution and resolve close targets, more bandwidth is required. However, there is always a

trade-off between radar resolution and target range, as losses increase with frequency.

UWB radars are able to provide high resolution by operating over a wide frequency

bandwidth. According to defense advanced research projects agency (DARPA) 1990 [13],

a radar is called UWB if it operates on a fractional bandwidth greater than 25%. The

fractional bandwidth is defined as:

BWFrac =
2(fh − fl)

fh + fl
(1.1)

Where fh and fl are the highest and lowest frequency components of the signal spectrum.

By this definition, any signal with fractional bandwidth more than 25 % is a UWB signal.

Nowadays, the advancement of electronic and RF technology allows UWB radar systems to

operate even over a couple of octave bandwidths [14].

UWB radar operation is governed by the radar range equation given by [15]. UWB

radar range depends on various factors. To achieve an optimal performance in a particular

medium and for a particular target, the radar has to be tailored to the application with

specified characteristics such as antenna type, transmitter power, and system noise floor.

Unique characteristics of UWB radars, including high spatial resolution, low probability

of interfering with other RF signals, low power spectral density and compact size with low

power requirement, made them suitable for plenty of applications such as detecting trapped

victims in complex environments [16], target characterization [17], non-destructive imaging

[18], automotive vehicle control [19], and the monitoring of vital signs [10,20]. Because UWB
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(a) (b)

(c) (d)

Figure 1.2: UWB radar applications for; (a) vital sign monitoring (original photo is taken from
www.pinterest.com), (b) through wall radar for human detection [1], (c) anti-collision vehicular system
(image is taken from Volvo website), (d) ground penetrating radar as a Mobile Countermine (original photo
by Chemring NIITEK).

radar systems have low power consumption, they can operate on batteries [21]. This lends

them to portable applications as well [22]. Fig. 1.2 demonstrates UWB radar applications for

vital-sign monitoring, life detection in a complex medium, preventing collisions and ground

penetrating radar (GPR) detecting mines. UWB radar systems regulations in terms of power

level and frequency band are governed by the Federal Communications Commission (FCC)

[23].
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1.3. SAR Processing

1.3 SAR Processing

Cross-range resolution is the minimum resolvable distance a radar needs to distinguish two

targets at the same range [6]. In particular, two targets at the same range can be resolved

only if they are not in the beam of the radar at the same time. This requires a high

directive antenna with a big aperture [24]. In general, UWB antennas are not high gain. In

this research, cross-range resolution is enhanced by moving the radar and synthesizing the

apertures to build up a bigger aperture [25].

Fig. 1.3(a)-1.3(b) demonstrate the SAR data collection in both linear and circular ap-

proaches. At each antenna position, radar illuminates the target/s by transmitting RF

signals. The radio waves impinge on the target and reflections are received by the radar

Rx. Since the target is scanned from different positions, the RF signal experiences different

time delays. Figs.1.3(c)- 1.3(d) illustrate the received pulses, generated using Matlab, for

two point targets located at (7.5 cm, 0.15 cm) and (22.5 cm, 0.15 cm) for linear synthetic

aperture radar (LSAR), and at (-7.5 cm,0 cm) and (7.5 cm, 0 cm) for CSAR. In these two

examples, the raw data is generated using the second derivative Gaussian pulse with 10GHz

of bandwidth from 1 to 11GHz as the transmitted wave. The two hyperbolas that appeared

in 1.3(c) are the targets’ signatures, which show different time delays at each aperture po-

sition. However, the time delay profile of CSAR is similar to the shape of a sinus function

and therefore is known as a sinogram [26]. The raw data has to be processed to refocus the

spread energy over the aperture to obtain higher cross-range resolution.

1.3.1 Time domain global back projection technique

The collected raw data is processed to obtain the image of a target in a spatial domain

with higher cross-range resolution. In this research, SAR processing is performed using a

time domain technique known as global back projection (GBP) [27,28], which is best suited

for time domain pulses. The GBP is a coherent summation of pulses received at different
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Figure 1.3: Synthetic aperture radar realization; (a) linear-SAR, (b) circular-SAR.
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aperture positions in each pixel of the reconstructed image. Coherent summation at each

pixel is developed by adding up the pulse’s samples received from different aperture positions

and combining that with the corresponding time delay to the radar antenna’s position.

For data processing, the pulses are stored in a matrix the size of Nxdata and Nrdata, which

are the number of aperture positions and time samples, respectively. Here two dimensional

(2D) images are reconstructed. However, 3D images can also be reconstructed using the same

method [29]. A 2D image is reconstructed with M × N number of pixels. To reconstruct an

image using GBP, each image pixel is filled with appropriate samples. The appropriate data

sample in time, which is related to the pulse round-trip time between each aperture position

and image pixel, is found using the following calculations. First, the round trip distance is

calculated by:

R(M,N) =
√
(Xpf1 −XM)2 + (Ypf1 − YM)2 + (Zpf1 − ZM)2+√
(Xpf2 −XM)2 + (Ypf2 − YM)2 + (Zpf2 − ZM)2

(1.2)

where Xpf , Ypf , Zpf and Vs are the positions of the Tx and Rx antennas, and the signal

speed considered for SAR processing, respectively. In the case of mono-static radar Xpf , Ypf ,

Zpf are the same for the transmitter and receiver. XM , YM ,and ZN are the pixel’s location

in the reconstructed image. The round-trip time, t(M,N), is found by dividing the round

trip distance, R(M,N), by the signal speed, Vs, as shown in Eq. 1.3:

t(M,N) =
R(M,N)

Vs

(1.3)

For SAR processing the signal speed is considered to be the same as the speed of light in

the medium of propagation. Dividing the round-trip time by Δt, which is the time resolution,
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gives the index of the appropriate time sample:

index(M,N) = round(
t(M,N)

Δt
) (1.4)

The precise sample corresponding to each image pixel is picked using the nearest neigh-

bor method [30]. As shown in Eq. 1.4, a larger sample population results in a smaller

time resolution, Δt, increasing the probability of selecting the more accurate sample when

the number is rounded to obtain the time index. Moreover, using more samples can re-

sult in smoother images and higher quality. If there is an insufficient number of samples,

interpolation methods can be applied [29]. The image is rebuilt through:

I(M,N) =
l∑

n=0

[rawdata(l, index)] (1.5)

in which, I is the reconstructed SAR image and l is aperture position.

1.3.2 LSAR image reconstruction

Using equations of the GBP, both LSAR, and CSAR or any arbitrary measurement path

can be realized. If the radar moves in a straight line, the LSAR is realized. The radar path

for LSAR is defined as:

Xpf = 0 : Ls : L

Ypf = 0

Zpf = h

(1.6)

Where L is aperture length, Ls is the measurement steps and h is the altitude of the radar.

To achieve higher cross-range resolution, a longer aperture length or wider integration angle

is required. The effects of aperture length on cross-range resolution of a UWB-SAR are

explained in detail in Chapter. 2.

This sub-section includes the reconstructed image of point targets shown in Fig. 1.3(c).
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The raw data is in the space and time domains, corresponding to the horizontal and vertical

axises, respectively. The point target signature appears in a hyperbolic shape. The peak of

each hyperbola is the shortest range to the point target and also the horizontal location of

the target. The width of the hyperbola is the same as the length of the radar aperture. The

image of targets is reconstructed using both received pulses and their envelopes. The pulse

envelope is generated using a Hilbert transform [31].

Reconstructed images are shown in Fig. 1.4. The spread energy over the hyperbola is

focused to the target location with some bow-shaped artifacts around the targets due to a

back projection process which can be reduced by generating positive images as explained

later in this chapter. The reconstructed image using the envelope, shown in Fig. 1.4(d) ,

of the raw data can provide higher resolution even though it is blurred compared to Fig.

1.4(a), as discussed in the next chapter.
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Figure 1.4: Reconstructed LSAR images: (a) real, (b) absolute, (c) positive, (d) envelope
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1.3.3 CSAR image reconstruction

The CSAR measurement path is shown in Fig. 1.3(b). To collect the raw data the radar

transceiver (TRx) goes around the target, and at each angle transmits a pulse and receives

the reflections [32]. The radar path can be defined as:

Xpf = r cos(θ)

Ypf = r sin(θ)

Zpf = h

(1.7)

In which r is the radius of the radar measurement circle and θ is the angle. The range

and cross-ranges resolutions are the same for CSAR as the target is scanned from all angles

from 0 to 2π and the resolution only depends on the pulse bandwidth. In other words,

CSAR does not introduce the bow-shape artifacts as the aperture is a circle. The bow-shape

artifact at each angle cancels the other one at the opposite angle, resulting in an image with
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Figure 1.5: Reconstructed CSAR images: (a) real, (b) absolute, (c) positive, (d) envelope
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higher clarity and quality. The reconstructed images are shown in Fig. 1.5(a)-1.5(d). The

images are reconstructed inside the scanned area, or the measurement circle. As can be seen,

a higher cross-range resolution is achieved by the CSAR. Moreover, the bow-shape effects,

which appeared in LSAR, do not appear in the CSAR images.

1.3.4 Post processing of reconstructed images

A further post-processing can enhance the quality of the reconstructed image and extract

more information. To remove the bow-shape artifacts and improve the image sharpness,

a positive image can be generated. The positive image is generated by summing up or

subtracting the absolute and real value of a reconstructed image depending on the polarity

of the peak of the received pulse.

The positive image is explained in detail in Chapter. 4. The positive images are shown

in Fig. 1.4(c) and Fig. 1.5(c). As can be seen, all the bow-shape artifacts in Fig. 1.4(a) are

removed. Generating the positive image also cleared up the CSAR image, resulting in more

vivid images. The envelope image might provide more information about the targets. The

effect of envelope detection is explained in Chapter. 3.

1.3.5 UWB radar configuration

Since radar imaging and remote sensing are the main focus of this research, a lab UWB

radar setup was developed to conduct the measurements. The measurement setup contains

a UWB radar system and designed antennas customized for a specified applications.

A schematic of a generic UWB radar is shown in Fig. 1.6(a). A UWB radar TRx contains

a UWB Tx and Rx units. The TRx unit contains a pulse generator, impulse forming network

(IFN) and Tx and Rx antennas. The assembled radar system is shown in Fig. 1.6(b). The

pulse generator, AVTECH AV P − 3SA − C, generates a train of 10V − 50ps rise-time

steps at 1MHz pulse repetition frequency. The center frequency of the pulse is 6.5GHz

with a −10dB bandwidth of 10GHz. The picosecond rise-time step is shaped into the first
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Figure 1.6: (a) UWB radar system schematic, (b) measurement setup, (c) generated Gaussian pulse, (d)
Gaussian pulse spectrum.

derivative Gaussian pulse, or a mono-pulse, using two series-connected IFNs. The generated

pulse with its frequency spectrum is shown in Fig. 1.6(c)-1.6(d). The UWB radar receiver

consists of a Rx antenna and an Agilent DCA 86100B sampling oscilloscope which samples
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(a) (b)

Figure 1.7: (a) TEM horn antenna, (b) Vivaldi Antenna.

the signal at the rate of 40GS/s.

UWB radar systems require UWB antenna/s for transmitting and receiving EM pulses.

To conduct imaging in an oil well and an oil sand reservoir, and for breast tumor imaging,

two customized UWB antennas capable of radiating pulses with a low level of distortion are

designed. The antennas are a transverse electromagnetic (TEM) horn [33,34] and a Vivaldi

[35], which are shown in Fig. 1.7(a)-1.7(b), respectively. These antennas are designed to

operate in oil mediums such as crude oil and oilsand for oil reservoir monitoring applications,

and in vegetable oil for breast tumor imaging. These functions are detailed in Chapters. 4-7.

1.4 Pulse Calibration and Conditioning

Radar detects target/s by illuminating the area of interest by EM pulses and collecting the

scattered pulses to acquire target/s characteristics. In a real case scenario, the received pulse

is affected by the antennas’ transfer functions in both Tx and Rx modes, mutual coupling

between the antennas and scattering from the target and nearby objects. For instance, the

input pulse is time-differentiated by the Tx antenna while transmitting [36]. In order to

extract the target signature, other effects have to be eliminated from the received pulse. The
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Figure 1.8: Calibration process of the received pulse.

received pulse can be mathematically modeled as follows:

sr(t) =
︷ ︸︸ ︷
st(t)⊗ hmed(t)⊗ hTx(t)⊗ hRx(t)+

︷ ︸︸ ︷
st(t)⊗ hmed(t)⊗ hTx(t)⊗ hRx(t)⊗ htgt(t) (1.8)

In which sr(t) and st(t) are the Rx and Tx pulses. htgt(t), hRx(t), hTx(t) and hmed(t) are

the target impulse response, the antenna impulse responses in Rx and Tx modes, and the

medium impulse response, respectively. The ⊗ represents the convolution operator in the

time domain. The first part of Eq. 1.8 is the antenna’s mutual coupling in the medium of

propagation, which can be unbounded or bounded regions filled with air, oil or any other

materials. The second part of the equation is the target signature. To obtain the target

signature and calibrate the pulse, scal(t), the ambient pulse, sam(t), has to be removed as

follows:

scal(t) = sr(t)− sam(t) (1.9)

The ambient pulse is the effect of everything, including measurement instruments and

surrounding objects, but the target/s. Fig. 1.8 demonstrates the calibration process of a

received pulse reflected by a metal plate. These pulses are acquired by the radar experimental

setup to detect a piece of metal plate placed in front of the radar transceiver. For illustration

purposes, the pulses shown in Fig. 1.8 are offset along the vertical axis. In this case, the

ambient pulse is measured by transmitting and receiving a pulse into the air as the medium
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of propagation, in the absence of the metal plate. The received pulse and antenna mutual

coupling resemble each other up to 2.3ns. The calibrated pulse only contains the reflected

pulse from the metal plate. The raw data collected by radar has to be calibrated before any

future signal processing for either detection or image reconstructions.

1.5 The Contributions of this Thesis

This thesis has contributed to the state of the art in the field of UWB-SAR systems in both

theory and practice, which is summarized as follows.

In chapter 2:

The design of pulse characteristics to achieve the desired image resolution for near-field

synthetic aperture radar is presented. Gaussian and chirp pulses, which are the most com-

monly used pulses for UWB radar applications, were considered in this study. The effect of

the pulse shape, bandwidth, integration angle, and SNR of the received pulse on the image

resolution was comprehensively studied. To enhance the image resolution, pre-processing of

the received pulses with envelope detection or match filtering were also studied. The range

and cross-range resolutions achieved by Gaussian and chirp pulses with the same center

frequency and bandwidth at various SNR values were compared. This study showed that

the Gaussian pulse with envelope detection provides better image resolution, whereas the

chirp pulse with match filtering provides more resistance to noise. Closed form equations

and design guidelines were developed to enable the input pulse characteristics to achieve the

desired image resolution. The antennas’ effect on UWB pulses and the developed equation

for cross-range resolution are both validated using full-wave simulations and measurements.

In chapter 3:

The superluminal behavior of a radiated pulse in the near-field of an ideal dipole and a
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UWB antenna is explained and demonstrated through simulations and measurements. The

deformation of the radiated pulse in the near-field was also illustrated. The apparent super-

luminal pulse velocity is due to the pulse reshaping of the radiated pulse in the near-field of

an antenna. The superluminal pulse peak velocity of the radiated pulse from a miniaturized

Vivaldi antenna was confirmed through measurements in face-to-face and quasi-mono-static

radar configurations. The pulse velocity was measured by tracking the pulse peak, pulse

envelope peak and also by calculating the pulse centrovelocity. The effect of different val-

ues of pulse velocities on the quality of reconstructed images using synthetic aperture radar

processing was also demonstrated.

In chapter 4:

UWB-SAR as a tool for concrete-cased oil well perforation monitoring is experimentally

investigated. Experiments were conducted on a lab prototype that emulated the small sec-

tion of a concrete-cased oil well. The oil well perforations were scanned using the designed

UWB radar system for different experimental conditions. High-resolution images in both the

down-range and cross-range were obtained using UWB pulses and post-processing of the raw

data. High-quality images were constructed using a SAR processing algorithm along with

some proposed modifications. The experiments were carried out for different perforation

conditions such as open, partially clogged and fully clogged cases. The experiments showed

that the proposed radar technique and the data processing methods are capable of providing

more revealing high-quality images. This approach can be applied effectively to monitor a

concrete-cased oil well and detect well impairment locations.

In chapter 5:

Monitoring of metal-cased oil wells using UWB radar is proposed. The inspection should

include the detection and imaging of perforations and the corroded area in a metal pipe.

Detecting small anomalies/perforations on the surface of a narrow metal pipe is very chal-
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lenging. Here we presented a method for imaging such small anomalies based on the extra

time-delay of the reflected pulse, a delay that occurred due to the perforation in the radar

near-field. In this work, the necessary concepts for using UWB radar specified for this appli-

cation were developed based on different measurement and simulation scenarios. The effect

of the perforations’ size on the time-delay of reflected pulses was experimentally demon-

strated. The distance between the perforation and the radar, particularly for the near-field

phenomenon, is critical to achieve effective detection and imaging. Therefore, in this chapter,

we also studied the optimal distance between the radar and the perforation. Perforations

with size diversity of 1cm to 3cm were considered for the experiments and simulations. The

experiments were done both in air and diesel. SAR processing was used to reconstruct the

images of the perforations and corroded area. Measurement and simulation results demon-

strate the potential of UWB radar systems for metal-cased oil well monitoring applications.

In chapter 6:

Practical considerations for SAGD process monitoring using UWB radar are studied. The

SAGD process and important factors to monitor its performance were discussed. Several ex-

periments were conducted to evaluate the possibility of using UWB radar for SAGD process

monitoring. All the experiments were carried out on a simplified lab prototype, which was a

plateau of wet sand covered by dry sand to mimic the steamed area of a heavy oil reservoir.

The effect of metal pipe on the pulse shape and propagation inside the reservoir was also

experimentally studied. Additionally, a miniaturized Vivaldi antenna capable of radiating

within oil-sand was designed, fabricated and verified as a sensor for the radar monitoring

system. Power budget and heterogeneity analysis of a heavy reservoir for different grades

of Athabasca oil sands were also studied. The results supported the possibility of using

UWB radar to detect and image the contour of the steamed area in the SAGD process. The

information collected by the UWB radar can be used to optimize steam injection to improve

the use of water and energy.
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In chapter 7:

The suitability of UWB-CSAR as an early diagnosis tool to detect breast tumors is

explored. CSAR is a subset of synthetic aperture radar, which uses a circular data acquisition

configuration. Tomographic image reconstruction was done using a time domain global back

projection technique adapted to circular trajectory data acquisition. The suitability of this

technique for breast tumor detection and imaging was demonstrated through experiments

on basic and advanced breast phantoms. The basic breast phantom was made of pork fat

and the advanced breast phantom was built using 3D printing, based on human breast MRI,

filled with liquids that emulate normal and cancerous tissues. The possibility of tracking a

biopsy needle inside a breast using this technique was also investigated. The measurement

results demonstrated the proficiency of UWB-CSAR for breast tumor imaging and also

biopsy needle tracking.
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Chapter 2

Design of Pulse Characteristics for

Near-field UWB-SAR Imaging

2.1 Introduction

UWB radar technology for imaging applications has been a very popular research topic in

industry and academia. UWB signals have an excellent spatial resolution and good penetra-

tion into dielectric materials, which makes them the best choice for imaging applications in

special mediums. UWB radars have a wide range of uses, not only in military applications

but also in commercial tasks such as: data and image acquisition of disaster areas, map build-

ing, buried object imaging, search and rescue, as well as in medical imaging [32, 34, 37–43].

A combination of UWB technology with SAR principles is a highly sought-after method

for high resolution imaging [15]. Extensive research has been conducted on the UWB-SAR

technologies and their applications over the past decade [44, 45]. The research showed that

UWB-SAR radar systems are capable of providing high resolution images in both range and

cross-range directions [27].

Radar resolution in range and cross-range directions have been defined in different ways

[6,15,21,29,46]. However, the design guidelines for pulse characteristics to achieve the desired
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2.1. Introduction

resolution, considering the antenna effect on the transmitted and received pulses, have not

been discussed in the literatures. Radar image resolution depends on various factors such

as: pulse shape, pulse width or frequency bandwidth, pre-processing of the raw data, and

the length of the synthesized aperture in case of LSAR.

The effect of various UWB antennas on pulse characteristics during transmission and

reception, have been studied in [36]. Almost all of the antennas distort the pulse due to

the finite bandwidth and impedance mismatches. In addition, it is shown that most of the

antennas, especially aperture ones, time differentiate the input pulse in the transmission

mode [47]. Similar effects are also found in antenna arrays of different polarization [48, 49].

In general, the antenna impulse response in the transmission mode is the time derivative of

the antenna impulse response in the receiving mode [50]. Hence, for aperture antenna, the

antenna does not affect the pulse in the receiving mode. However, the transmitted pulse

shape and its frequency spectrum differ from that of the input pulse. Therefore, the antenna

effect should be taken into account to design the radar resolution. In addition to antenna’s

effects, it is also found that the target has an effect on the scattered pulse characteristics;

however, these effects are negligible for near-distance measurements [51].

In this chapter, different pulse characteristics for UWB-SAR near-field imaging, and near-

distance measurements are comprehensively studied. The effect of preprocessing techniques

such as envelope detection [31] and/or match filtering [52] on resolution enhancement is

also investigated. The most commonly used radar pulses such as Gaussian and chirp pulses

are considered in this study and analyzed for the best possible resolution with respect to

frequency bandwidth and integration angles. Closed form expressions for the resolution in

the range and cross-range directions for both Gaussian and chirp pulses are presented. The

design guidelines to select the pulse characteristics to achieve the desired resolution are also

discussed.
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2.2. UWB Radar Range Resolution

2.2 UWB Radar Range Resolution

Range resolution is one of the most important aspects of radar system design, particularly for

high-resolution imaging radars. Therefore in this study, the effect of pulse shape, bandwidth

and pre-processing of the received pulses on range resolution is considered. Furthermore, the

effect of SNR on the received pulse is also studied. In this section, the best achievable range

resolution using Gaussian and chirp pulses is investigated and compared. The criterion for

range resolution is that the peaks of the overlapped reflected pulses should be separated with

at least half of their peak values. The radra range resolution for a square wave is defined

as [6]:

ΔR =
c

2.BW
(2.1)

where c and BW are the speed of light in the medium of propagation and zero-crossing

bandwidth of the pulse, respectively. In addition to the frequency bandwidth, the effect of

the pulse shape on the range resolution is also considered here. The first derivative Gaussian

pulse is the most suited pulse for radar applications due to its zero DC content. The radiated

pulse from the transmitting antenna for the first derivative Gaussian input pulse is the second

derivative Gaussian pulse [36]. The bandwidth of radiated pulse should be considered for

frequency specifications and spectral regulations in case it is required.

2.2.1 Gaussian and chirp pulses

Mathematical representation of the first derivative Gaussian pulse is written as:

d

dt
(sg(t)) =

(
−2t

τ 2

)
e−(t/τ)2 (2.2)

where sg(t) is the Gaussian pulse, t and τ are the time and the time constant, respectively.
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2.2. UWB Radar Range Resolution

The second derivative Gaussian pulse is written as:

d2

dt2
(sg(t)) =

(
2

τ 2

)
e−(t/τ)2

(
2t2

τ 2
− 1

)
(2.3)

The chirp pulse is the other commonly used pulse for radar applications and is mathe-

matically represented as:

sc(t) = rect

(
t

Tp

)
ej2πfct+jπKt2 (2.4)

where K, rect, Tp and fc are the chirp rate, the rectangular function of time, pulse duration,

and center frequency, respectively.

Unlike the Gaussian pulse, the radiated chirp pulse is again a chirp pulse without any

change in the pulse shape. For the sake of comparison, the pulse width of the second

derivative Gaussian pulse and the frequency band of the chirp pulse are adjusted such that

they provide the same bandwidth and center frequency. For instance, the second derivative

Gaussian pulse and the chirp pulse with 10GHz bandwidth, −10dB crossing points, and

their corresponding spectrum are shown in Fig. 2.1. For the study of range resolution,

pulses with frequency bandwidths of 5GHz, 10GHz, and 20GHz are considered.
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Figure 2.1: EM Pulses; (a) Gaussian pulse, (b) chirp Pulse, (c) Gaussian pulse spectrum, (d) chirp pulse
spectrum.
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2.2.2 Pre-processing of the received pulses

Range resolution can be improved by pre-processing the received pulses. Match filtering [52]

and envelope detection [31] are applied to the received chirp and second derivative Gaussian

pulses, respectively. The match filtering technique is also known as pulse compression. Match

filtering is defined as:

sm(t) = sc(t)⊗ sc(−t)∗ (2.5)

where sm(t) is the match filtered pulse, ⊗ and ∗ represent the time-domain convolution and

conjugate operators, respectively. The compressed pulse of the original chirp pulse, shown

in Fig. 2.1(b), is shown in Fig. 2.2(a). Pulse width of the compressed pulse is reduced

from 1ns to 130ps. The match filtered chirp pulse reflected by two sequential point targets

separated by 8.5mm is shown in Fig. 2.2(b). For the chirp pulse of 10GHz bandwidth,

according to the defined condition for pulse resolution, the best achievable range resolution

is 8.5mm.

The received Gaussian pulse is pre-processed using envelope detection. The Hilbert

transform [31] is applied to detect the envelope of the received Gaussian pulse. The envelope

of a pulse can be written as:

senv(t) = |sg(t) + j.H{sg(t)}| (2.6)

where senv(t) is the envelope of sg(t), which is a second derivative Gaussian pulse here. The

received Gaussian pulse and its envelope reflected by two sequential point targets separated

by 7.5mm is shown in Fig. 2.2(c). As can be seen after envelope detection these two targets

are clearly resolved, whereas they were not in the received Gaussian pulse. It should be

noted that using the 10GHz second derivative Gaussian pulse, without envelope detection,

these two targets can only be resolved if they are separated at least by 9mm. This shows

that pre-processing of the received pulses improves the radar range resolution.
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Figure 2.2: Pre-processed pulses; (a) auto-correlated chirp pulse, (b) detected compressed chirp pulse, (c)
detected envelope Gaussian pulse.

2.2.3 Achievable range resolution using Gaussian and chirp pulses

In this section, a comparison of maximum achievable range resolution using chirp and second

derivative Gaussian pulses is presented. The effect of the SNR on range resolution is also

investigated.

The range resolution of second and third derivative Gaussian pulses with different fre-

quency bandwidths for near and far-field measurements are summarized in Tables. 2.1-2.2.
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Table 2.1: Second derivative Gaussian pulse range resolution.

Center frequency (GHz) 2.5 7.5 15

-10dB bandwidth (GHz) 5 10 20

XFWHM [ps] 83.1 42 20.6

ΔR (mm) 19 9 4.5

ΔREnvelope (mm) 15 7.5 3.75

Table 2.2: Third derivative Gaussian pulse range resolution.

Center frequency (GHz) 4.1 8.4 16.5

-10dB bandwidth (GHz) 5 10 20

XFWHM [ps] 80.6 36.9 30

ΔR (mm) 18 8 4.5

ΔREnvelope (mm) 14 6.5 3.5

The relationship between a pulse width and range resolution, generally for Gaussian pulses,

can be written as:

ΔR =
cXFWHM

2
(2.7)

where X is the full width at half maximum (FWHM) of the Gaussian pulse. For far-field

conditions, the radiated pulse undergoes another time differentiation due to the impulse

response of the target [51]; hence the received pulse is the third derivative Gaussian pulse.

However, the reflected pulse from a target in near-field measurements is an attenuated version

of the incident pulse, or inverted version if the target is made of metal. The range resolution

in Tables. 2.1 and 2.2 are comparable. Therefore, for the rest of this study the second

derivative Gaussian pulse, which is resulted from near-field measurements, is considered.
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2.2. UWB Radar Range Resolution

Table 2.3: Chirp pulse range resolution.

Center frequency (GHz) 2.5 7.5 15

−10dB BW (GHz) 5 10 20

ΔRMatchF ilter (mm) 26 8.5 4.5

The range resolution achieved by the chirp pulse using match filtering, is presented in

Table. 2.3. It is a known fact that range resolution improves with bandwidth of the pulse.

It is also clear from Tables. 2.1-2.3 that the envelope detected Gaussian pulse provides a

better range resolution than the match filtered chirp pulse.

The SNR of the received pulse is another important factor that affects the range resolu-

tion. Here, the effect of noise is studied by adding white Gaussian noise to the pulse with

a specified SNR. The range resolution of the Gaussian and chirp pulses with various SNR

values are summarized in Tables 2.4 and 2.5, respectively. All the range dimensions are in

millimeters.

Results show that the range resolution decreases with the SNR of the received pulse,

and the chirp pulse has more resistance to the noise compared to the Gaussian pulse. Figs.

2.3(a)-2.3(b) show the second derivative Gaussian and chirp pulse, with 10GHz bandwidth

and a SNR of −35dB, reflected from targets separated by 8.5mm, respectively. The received

pulses are completely merged into noise, and are not detectable. However, the received

pulses can be recovered by reducing the noise through averaging/integration of the received

pulses [6]. Table 2.4 shows the minimum number of pulses, N , required for averaging to detect

the second derivative Gaussian pulse from the noise with respect to the pulse bandwidth.

Similarly, Table 2.5 shows the case of the chirp pulse. Furthermore, it is observed that

increasing the number of pulses for averaging beyond the values specified in Tables. 2.4 -2.5

does not provide additional improvements in the range resolution.
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Table 2.4: Range resolution for various SNR values of Gaussian Pulse.

-10dB bandwidth (GHz)

Center frequency (GHz) 5 10 20

SNR (dB) ΔR N ΔR N ΔR N

10 15 0 7.5 0 3.75 0

5 15 0 7.5 0 3.75 0

0 15 0 7.5 0 3.75 0

-5 15 0 7.5 0 3.75 0

-10 15.5 0 7.5 0 3.75 0

-15 16 0 8 0 3.75 0

-20 16 64 8.5 0 4.25 0

-25 16 80 8.5 64 4.75 0

-30 16 128 8.5 100 4.75 40

-35 16 256 8.5 200 4.75 64
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Table 2.5: Range resolution for various SNR values of Chirp Pulse.

−10dB bandwidth (GHz)

Center frequency (GHz) 5 10 20

SNR (dB) ΔR N ΔR N ΔR N

10 26 0 8.5 0 4.5 0

5 26 0 8.5 0 4.5 0

0 26 0 8.5 0 4.5 0

-5 26 0 8.5 0 4.5 0

-10 26 0 8.5 0 4.5 0

-15 26 0 8.5 0 4.5 0

-20 26 0 8.5 0 4.5 0

-25 26 0 8.5 0 4.5 0

-30 26 40 8.5 0 4.5 0

-35 26 64 8.5 40 4.5 30
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Figure 2.3: Received pulses with and without Noise; (a) second derivative Gaussian Pulse with envelope
detection, (b) matched filtered chirp pulse.
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2.3 UWB-SAR Image Resolution

The quality of the radar image depends on both the range and cross-range resolutions of

the radar. The effect of the radiated pulse characteristics on the SAR image resolution

is studied considering both Gaussian and chirp pulses. The raw data is generated using

MATLAB simulations by scanning the point target/s as shown in Fig. 1.3(a). The raw data

is collected from two point targets separated by 9mm in the range direction using second

derivative Gaussian and chirp pulses. The SAR images shown in Fig. 2.4 are generated using

compressed chirp pulse and Gaussian pulse with and without envelope detection. Thees

images are reconstructed and focused using the time domain GBP method [27, 28]. The

reconstructed images are shown in the right column of Fig. 2.4. As can be noted from

the images, neither the compressed chirp pulse nor the Gaussian pulse without envelope

detection is able to resolve the targets. However, the envelope detected Gaussian pulse is

able to resolve the targets.

In Table. 2.1, it is shown that the reflected pulses of same bandwidth, can resolve the

inter point target distance of 7.5mm; however, in the SAR image, the resolution achieved

is 9mm. This is due to image smearing effects. By applying image processing techniques

presented in [26,53] on the SAR image, it may be possible to improve the resolution to match

that in Table. 2.1.

The cross-range resolution is the minimum distance between two side-by-side targets

that can be resolved by a radar. In general, it depends on the antenna beamwidth, i.e.,

the sharpness of the main beam. Hence, to achieve high cross-range resolution, a physically

large antenna is required. However, the SAR processing method has the ability to produce

very high cross-range resolution using electrically small antennas. The achievable cross-range

resolution by a narrow band LSAR is expressed as [29]:

ΔCR =
H.λ

L
(2.8)
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Figure 2.4: SAR image reconstruction of compressed chirp, Gaussian and envelope detected Gaussian pulse;
(a) raw data of compressed chirp, (b) reconstructed image of -a-, (c) raw data of Gaussian, (d) reconstructed
image of -c-, (e) raw data of envelope detected Gaussian, (f) reconstructed image of -e-.

whereH, L and λ are radar altitude, aperture length of the measurements, and wavelength of

the radiated signal, respectively. For narrow band LSAR systems, the cross-range resolution

depends on the integration angle, i.e., the ratio of altitude to the aperture length, c.f. Fig.

1.3(a). However, the cross-range resolution of UWB-LSAR does not strictly follow Eq. 2.8.

34



2.3. UWB-SAR Image Resolution

For UWB radar systems, the cross-range resolution depends on bandwidth of the radiated

pulse, integration angle, and pre-processing of the received pulses. Here , the cross-range

resolution is practically obtained from the reconstructed LSAR images.

The reconstructed image of two point targets separated by 9mm in the same slant range

is shown in Fig. 2.5. The second derivative Gaussian pulse with 10GHz bandwidth, c.f.

Fig. 2.1(a), is used to generate the raw data. The targets are not resolved in the raw data;

however they are resolved in the reconstructed LSAR image. The cross-range resolution

of the LSAR image for various pulse bandwidths and integration angles is also studied.

Fig. 2.5(c) shows the maximum achievable cross-range resolution of the matched filtered

chirp pulse and the second derivative Gaussian pulse with envelope detection. A closed

form expression, Eq. 2.9, is empirically derived to establish a relationship among achievable

cross-range resolution, radiated pulse bandwidth, and integration angle.

f(ξ, θ) = p00 + p10ξ + p01θ + p20ξ
2 + p11ξθ + p02θ

2 + p30ξ
3 + p21ξ

2θ + p12ξθ
2 + p03θ

3 (2.9)

where ξ, θ and p are the −10dB bandwidth in GHz, the integration angle in degrees and

the coefficients described in Table. 2.6, respectively. This relationship is valid for the pulse

bandwidth between 5GHz to 20GHz, and the integration angle between 50◦ to 175◦. The

coefficients for the chirp and second derivative Gaussian pulse are presented in Table. 2.6.

As can be seen, a higher integration angle and wider bandwidth provide a higher cross-range

resolution. It is also observed that the radiated pulse shape has some effect on the range

and cross-range resolution. It is showed that the second derivative Gaussian pulse has better

performance for image resolution, whereas the chirp pulse shows better resistance to noise

at a given SNR value. The chirp pulse is a better choice for the case of low SNR value.

Nonetheless, generating a chirp pulse is more complicated than generating a Gaussian pulse,

particularly for a wider frequency bandwidth. A Gaussian pulse can be generated using

a simple circuit [54], and can provide a higher range and cross-range resolution than other
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Figure 2.5: (a) Raw data. (b) reconstructed image for two side-by-side targets, 9mm distance. (c) UWB
SAR cross-range resolution.

practical pulses. To illustrate the range and cross-range resolution the raw data for four point

targets separated by 9mm using a 10GHz bandwidth second derivative Gaussian pulse with

envelope detection is generated and shown in Fig. 2.6(a). The reconstructed LSAR image is

shown in Fig. 2.6(b). As can be seen all four targets are resolved in both directions, whereas

they were merged in the raw data.

In case that the raw data is acquired using the CSAR shown in Fig. 1.3(b), as already

mentioned, range and cross-range are the same and a general term resolution is assigned to

both. The image resolution for a reconstructed CSAR image can be estimated using:

ΔR =
c

αBW
(2.10)
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2.3. UWB-SAR Image Resolution

Table 2.6: Cross-range resolution equation.

Coefficients Gaussian Chirp

p00 122.9 149

p10 -10.45 -11.62

p01 -1.074 -1.456

p20 0.2653 0.2831

p11 0.06678 0.07297

p02 0.00364 0.006544

p30 −4.121 ∗ 10−16 −2.985 ∗ 10−16

p21 -0.00113 -0.001152

p12 -0.0001308 -0.0001461

p03 −3.026 ∗ 10−6 −1.091 ∗ 10−5

where, c is speed of light in the medium of propagation. The coefficient α in Eq. 2.10

changes for different pulse shapes, used for data acquisition. It is 3 and 3.5 for a second

derivative Gaussian pulses without and with the envelope detection. However α is 2.5 for

a chirp pulse. Again the envelope detected Gaussian pulse provides a higher cross-range

resolution.
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Figure 2.6: (a) Raw data. (b) reconstructed SAR of four targets separated by 9mm.
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2.4 Guidelines for Design of Pulse Characteristics

Generally for imaging radars, the main design criteria is image resolution. The desired

image resolution can be achieved by selecting the optimal pulse bandwidth and integration

angle. A trade-off can be made between the pulse bandwidth and integration angle based

on either spectral regulations or experimental restrictions. The range resolution depends on

the radiated pulse bandwidth or its pulse width. Either a Gaussian or a chirp pulse can

be chosen depending on the application. In the case for a Gaussian pulse, the FWHM of

the pulse can be estimated. Using Eq. 2.9, it is possible to calculate the required radiated

pulse bandwidth for a given integration angle to achieve the desired cross-range resolution

of a LSAR system or vice versa. For CSAR systems,the required radiated pulse bandwidth

should be estimated by Eq. 2.10. Characteristics of the input pulse for the transmitting

antenna to achieve the required bandwidth of the radiated pulse can be calculated. For a

second derivative Gaussian radiated pulse, the transmitting antenna should be fed with the

first derivative Gaussian pulse. For a second derivative Gaussian pulse, the FWHM of the

pulse and −10dB frequency bandwidth are related through the following approximation.

χ =
0.83

2BW
(2.11)

where χ is the FWHM pulse width, and BW is −10dB bandwidth. The accuracy of this

approximation is over 95% for all frequency ranges. The corresponding pulse width can be

calculated for the radiated pulse. The time constant τ of the second derivative Gaussian

pulse can be calculated using Eq. 2.3 and Eq. 2.11.

2e−( χ
2τ

)2

(
1− χ2

2τ 2

)
− 1 = 0 (2.12)

Solving Eq. 2.12, the τ value can be calculated. Characteristics of the input pulse, which

is the first derivative Gaussian pulse, is estimated using Eq. 2.2 by the value of τ . The

peak value of the first derivative Gaussian pulse occurs at t = ± τ√
2
. The FWHM of the first
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derivative Gaussian pulse can be calculated by solving Eq. 2.13 for T1 and T2.

4.66

τ

(
τ√
2
± T1,2

)
e(
−( τ√

2
±T1,2)

τ2
) − 1 = 0 (2.13)

The pulse width of the first derivative Gaussian input pulse is T1 + T2.

Unlike the Gaussian pulse design, obtaining the chirp pulse parameters is easier since the

antenna does not change the shape of the radiated pulse. The radiated chirp pulse will be

in the same shape except for some distortions at the pulse edges. The chirp pulse can be

designed using Eq. 2.4. Based on the required bandwidth to obtain the desired resolution, fc

and K can be calculated. In addition to the bandwidth, a higher center frequency provides

a higher resolution as well, which has to be considered in the chirp pulse design. The pulse

width Tp, does not have a direct effect on the resolution.

2.5 Experimental Verification of the Calculated UWB-

SAR Cross-Range Resolution

2.5.1 Measurement setup

In this section, the proposed design procedure for UWB radar cross-range resolution, shown

in Fig. 2.5(c), is verified using a set of systematic measurements. The UWB radar demon-

strated in Chapter. 1 is used to perform the measurements. Here, the generated first

derivative Gaussian pulse with 10GHz bandwidth, shown in Fig. 1.6(c)-1.6(d), is used as

the transmitted pulse. To improve the SNR of the measured received pulses, pulse averag-

ing/integration is performed.

2.5.2 Imaging of metal strips using UWB LSAR

The shape of the radiated pulse is affected by the radar antennas. These effects have to

be considered for estimating the image resolution. As explained earlier, the Tx antenna
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differentiates the input pulse while radiating. Moreover, here the antennas return loss limits

the bandwidth of the radiated pulse. In this experiment, a pair of Vivaldi antennas with

10dB return loss bandwidth from 3.2 to 12GHz is used. The Antipodal Vivaldi antenna is

one of the most popular UWB antennas. It is an impedance transformer that matches the

impedance of the feed line to the impedance of the medium of propagation over a broad

range of frequencies. Therefore, an antipodal Vivaldi antenna is a very good candidate for

UWB radar applications [55,56]. To estimate the bandwidth and shape of the radiated pulse,

full wave simulation using CST microwave studio [57] is carried out. The simulated quasi-

mono-static antenna configuration is shown in Fig. 2.7(a). In the simulation, the generated

first derivative Gaussian pulse, shown in Fig.1.6(c), is fed to the Tx antenna and the output

pulse is measured using voltage probes placed in front of the antennas’ aperture at 60mm,

90mm, 120mm, and 150mm. The shape of the received pulses at various distances and their

frequency spectrum are shown in Fig. 2.7(b)-2.7(c), respectively. As can be seen, the shape

of the received pulse is the second derivative Gaussian pulse and has 8GHz of bandwidth,

from 3 to 11GHz.

LSAR cross-range resolution depends on the characteristics of the radiated pulse and

the antenna beam-width. The Vivaldi antenna has about 70◦ of half-power beam-width.

Therefore, cross-range resolution is calculated based on integration angles up to maximum

90◦. To verify Eq. 2.9, and error calculations, cross-range resolutions for integration angles

of 50◦, 60◦, 70◦, 80◦ and 90◦, for a Gaussian pulse with 8GHz bandwidth, are experimentally

investigated. The near-field radar imaging setup is shown in Fig. 2.8. Radar transceiver

(TRx) is realized by bundling two Vivaldi antennas, separated by a 0.5inch thick foam. The

copper metal strips dimensions are 4mm × 15mm. The distance between the metal strips

and the first point of mutual coupling between the antennas is 5cm. The aperture length is

calculated based on the integration angle and distance to the metal strips as follow:

L = 2h

(
tan(

θint
2

)

)
(2.14)
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Figure 2.7: (a) Simulated structure. Antenna output pulses; (b) time domain, (c) frequency domain.

where L, h, and θint are aperture length, distance to the target and integration angle

respectively. The calculated aperture length and the minimum resolvable distance between

targets which satisfies Eq. 2.9 are summarized in Table. 2.7. Raw data for different inte-

gration angles is measured by moving the TRx over the metal strips for different aperture

lengths. The measured raw data and reconstructed SAR image for 50◦ integration angle is

shown in Fig. 2.9(a) and Fig. 2.9(b). As can be seen the merged targets in the raw data

are resolved in the reconstructed image. By observing the intensity of the image, two metal

strips can be identified. The edge to edge distance between the metal strips is about 31.3mm,
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Figure 2.8: Near-field radar imaging setup

which is very close to the calculated value. The measurement results for other integration

angles are shown in Table. 2.7. The measurement results confirmed the calculated values

for the cross-range resolution with a minimal error, which are also shown in the table.

Table 2.7: Experiment scenarios, measurement results and errors.

Integration angle (degrees) 50 60 70 80 90

Aperture length (mm) 46.6 57.7 70 83.9 100

Calculated
cross-range

resolution from
eq. (2.9) (mm)

31.8 28.2 25.1 22.4 20

Measured
cross-range

resolution from
images (mm)

31.3 28 25.5 22.7 20.3

Error (%) 1.57 0.71 1.59 1.34 1.5
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Figure 2.9: (a) Raw data for 50 degrees integration angle, (b) reconstructed image of metal strips.

2.6 Conclusion

The antenna effect on the radiated pulse and its pulse characteristics on the SAR image

resolution were studied. Radar range and cross-range resolution as a function of radiated

pulse characteristics, integration angle, and SNR were presented. Closed form expressions

for range and cross-range resolutions were developed. It was shown that a Gaussian pulse

with envelope detection can provide better resolution than a chirp pulse with match filtering

at higher SNR values. However, the chirp pulse has more resistance to the noise at the

given SNR value. A design guideline for radar image resolution for near-field SAR radars

was provided. The designed guide line for cross-range resolution was verified using full-wave

simulations and measurements.
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Chapter 3

Studying the Superluminal behavior

of UWB Antennas and its Effect on

Near-Field Imaging

3.1 Introduction

Superluminal wave propagation refers to the phenomenon whereby an electromagnetic wave

appears to propagate faster than the speed of light (co) in the vacuum. The superluminal

behavior of the electromagnetic wave, where the pulse velocity is greater than co, can be

associated with one of the following wave interaction mechanisms: anomalous dispersion

[58, 59] , evanescent propagation [60–62], or wave interference [63–65]. It has been reported

in the literature that the electromagnetic fields very close to the antenna, inside the near-field

region, show the evanescent wave properties, and also exhibit superluminal behavior [66–68].

In [66], it is analytically shown that near-field of an infinitesimal dipole shows superluminal

velocity. However, no experimental validation or explanation for this behavior is presented.

The possibility of observing superluminal behavior in the propagation of localized microwaves

over a distance of tens of wavelengths is also demonstrated in [63].
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3.2. Group and Phase Velocities in the Near-Field of a Dipole Antenna:
Frequency Domain Perspective

In this chapter, we first discuss the superluminal phase and group velocities of an infinites-

imal dipole antenna from both frequency and time domain radiation perspectives. The pulse

deformation and superluminal propagation of a radiated pulse in the near-filed of a dipole

antenna and a UWB antenna are explained theoretically, numerically and experimentally.

The superluminal behavior of a UWB antenna and its effect on the near-field radar imaging

are also demonstrated.

3.2 Group and Phase Velocities in the Near-Field of a

Dipole Antenna: Frequency Domain Perspective

The most general way to obtain the expression of group velocity is the stationary-phase

method. The main idea of this method is based on the cancellation of sinusoids with rapidly

varying phase. If many sinusoids have the same phase and are added together constructively,

the peak of a wave packet or pulse is formed. If, however, these same sinusoids have phases

which change rapidly as the frequency changes, they will add incoherently, varying between

constructive and destructive additions at different times, which results in pulse deformation.

Group velocity is defined as the velocity of the peak of the pulse, where most of the energy

of a wave packet or pulse is concentrated. Therefore, at the location of pulse peak, the

phase variation with respect to frequency is zero and its gradient is the group velocity. In

general, a field quantity φ(r, t) can be expanded as the superposition of different frequency

components:

φ(r, t) =
1

2π

∫ ∞

−∞
F (ω)e−j(ωt−kr)dω (3.1)

Let ϕ = (ωt − kr) be the phase of the signal, which depends on the time and location.

According to the stationary-phase method, the group velocity (vg) and phase velocity (vp)
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can be written as:

vg = −(
∂2ϕ

∂t∂k
)/(

∂2ϕ

∂r∂k
) (3.2a)

vp = −ω/
∂ϕ

∂r
= −cok/

∂ϕ

∂r
(3.2b)

Assume that an electric dipole is oriented along the z-axis, extending from z = − l
2
to

z = l
2
and l << λ. The non-zero components of electromagnetic fields radiated by the dipole

are [24]:

Hϕ =
jkI0lsinθ

4πr

[
1 +

1

jkr

]
ej(ωt−kr) (3.3a)

Er =
ηI0lcosθ

2πr2

[
1 +

1

jkr

]
ej(ωt−kr) (3.3b)

Eθ =
jηkI0lsinθ

4πr

[
1 +

1

jkr
+

1

(kr)2

]
ej(ωt−kr) (3.3c)

These field components Eq. 3.3 are valid everywhere, except on the antenna surface. I0

is the antenna excitation current, r is the distance from the antenna, k is the free space

propagation constant, η is the free space intrinsic impedance, ω is the radian frequency and

θ is the angle between the direction of observation and the polarization direction of the

electric dipole. The field components have different terms: as 1
r3
, 1

r2
and 1

r
. The 1

r3
term is

called the electrostatic field; the 1
r2

term is the inductive field, which can be predicted from

Biot-Savart’s law as well, and the 1
r
term is called the far-field or radiation field.

For mathematical simplicity, and to show the phase variation with respect to space-time

coordinates, the field equations have been rewritten by ignoring the far-field term, which is

negligible in the near-field (kr << 1). To study the superluminal behavior in the near-field,
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Figure 3.1: Calculated phase and group velocities of an infinitesimal dipole

the following components of the electric fields are considered:

Er = E1
cosθ

r2
[1 +

1

jkr
]ej(ωt−kr) = |Er| exp(j(ψ + C1)) (3.4a)

Eθ = E2
sinθ

jkr2
[1 +

1

jkr
]ej(ωt−kr) = |Eθ| exp(j(ψ + C2)) (3.4b)

Here E1 and E2 are either pure real or imaginary, where ψ = ωt − kr + tan−1(− 1
kr
),

and C1 and C2 are the initial phases of the electric field components. The group and phase

velocities can be calculated based on the ψ value and Eq. 3.2 as shown below:

vg = co[
(kr)4 + 2(kr)2 + 1

(kr)4 + 3(kr)2
] (3.5a)

vp = co[
1 + (kr)2

(kr)2
] (3.5b)

Fig. 3.1 shows the phase and group velocities of the radiated signals in the near-field

of an infinitesimal dipole antenna. Both the phase and group velocities show the superlu-

minal behavior in the near-field. We further analyze the phase and group velocities of an

infinitesimal dipole using time-domain analysis.
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3.3 Dipole Antenna Radiation: Time Domain Perspec-

tive

Radiation from a dipole can be derived by means of the time-retarded Hertz vector as

proposed in [69,70]. The radiated electric and magnetic field components can be written as:

E(r, t) =
1

4πε0

{
θ̂
sinθ

r2

[
p(t̂)

r
+

1

co

dp(t̂)

dt
+

r

co2
d2p(t̂)

dt2

]}
+ r̂

2cosθ

r2

[
p(t̂)

r
+

1

co

dp(t̂)

dt

]
(3.6a)

H(r, t) = φ̂
sinθ

4πr2

[
dp(t̂)

dt
+

r

co2
d2p(t̂)

dt2

]
(3.6b)

where p(t) is the time varying dipole moment, which is related to the excitation current of

for the antenna as i(t) = (1/l)(dp(t)/dt), where l is the length of the dipole and t̂ = t−(r/co).

The radiated pulse is the superposition of various pulse components, Eq. 3.6, which are

propagating with the speed of light. The pulse deformation occurs due to the superposition

of various terms in the radiated fields, which changes the shape of the radiated pulse in

the near-field with respect to distance r. The speed of the radiated pulse’s peak exhibits

superluminal behavior even though individual terms are luminal. However, the front-runner

of the radiated pulse is always luminal. Hence, it can be argued that the superluminality is

due to the pulse reshaping and does not violate the principles of causality. The superluminal

phenomenon of the radiated pulse in the near-field of a dipole antenna can be demonstrated

as follows: The radiated pulse is the superposition of various terms, including 1/r3, 1/r2 and

1/r. However, in the far-field, 1/r term dominates the radiated fields. The radiated electric

field has two field components: transverse (θ̂) and radial (r̂). The radial field component

die-off as the pulse propagates into the far-field region. Here we analyze various terms of

the transverse field component with respect to space-time coordinates. Various terms of the
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transverse field component for a Gaussian dipole moment, i.e., a first derivative Gaussian

current excitation, and for θ = 90◦ are:

E1 =
1

4πε0r3
exp

(
−
(
t− r

co

τ

)2
)

(3.7a)

E2 =
1

4πε0r2co

(−2(t− r
co
)

τ 2

)
.exp

(
−
(
t− r

co

τ

)2
)

(3.7b)

E3 =
1

4πε0r2co

2

τ 2

(
−2(t− r

co
)2

τ 2
− 1

)
.exp

(
−
(
t− r

co

τ

)2
)

(3.7c)

where τ is the pulse width and r/co is the retarded time. The individual terms (E1 to E3)

and superposition of all three terms (ET ) at a given location with respect to time are shown

in Figs. 3.2(a)-3.2(c). Here the dipole is excited by the first derivative Gaussian current pulse

with a 20GHz of bandwidth. For illustration purposes, the time is offset by 0.1ns and the

amplitude is offset along the vertical axis. This figure illustrates the pulse deformation and

apparent superluminal behavior of the radiated pulse. The radiated pulse (ET ) has different

pulse shapes at various distances from the radiating source. In the near-field, the pulse peak

is ahead of the individual terms of the radiation components, whereas in the far-field the

radiated pulse propagation becomes luminal, as the contribution from E1 and E2 becomes

negligible compared to E3. The velocity of the pulse is calculated using the pulse peak, pulse

envelope peak and pulse centrovelocity.

The pulse peak velocity is calculated based on the difference in space and time coordinates

for the actual radiated pulse, and for the envelope of the pulse generated using the Hilbert

transformation, which was explained in Chapter. 2. The Hilbert transform analysis provides
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a method for determining the instantaneous power of a pulse [71]. Squaring the pulse envelop

obtains a time dependent expression for the instantaneous power. Therefore, the peak of the

envelope tracks the peak power of the radiated pulse.

The pulse centrovelocity is calculated through [72]:

v =

∣∣∣∣�
(∫ ∞

−∞
tE2

T (r, t)dt

)
/

∫ ∞

−∞
E2

T (r, t)dt

∣∣∣∣−1

(3.8)

The calculated pulse centrovelocity along with pulse peak and pulse envelope velocities

are plotted in Fig. 3.2(d). All three velocities are superluminal in the source near-field and

become luminal far from the source. Moreover, there is a good match between calculated

pulses velocities in Fig. 3.1 and Fig. 3.2(d) from the perspectives of frequency and time

domain. This study also found that the value of the pulse velocity and extent of superlumi-

nality from the antenna changes with the bandwidth of the excitation pulse. For example,

a pulse of infinite bandwidth will not show any superluminal behavior.
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Figure 3.2: Pulse shaping of the radiated pulse at various distances; (a) pulses at 5mm, (b) pulses at 10mm,
(c) pulses at 15mm, note: the envelope of the pulses are plotted in gray, (d) calculated velocity of the
radiated pulse in different forms.
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3.4 Miniaturized Vivaldi Antenna to Conduct Simula-

tions and Measurements

Radar near-field imaging technology is used for applications such as imaging inside a narrow

pipe to study corrosion, microwave holography for tissue imaging, monitoring subsurface

conditions, breast tomography to identify tumors, and inspecting wood quality. High resolu-

tion near-field imaging requires wide bandwidth and miniaturized antennas. UWB antennas

provide the required bandwidth for efficient pulse radiation.

Here the antipodal Vivaldi antenna shown in Fig. 1.7(b), which operates from 3.2 to

15GHz in free space, is used to carryout simulations and measurements. The antenna is

miniaturized so that it can be used for applications with space limitations. The antenna size

is miniaturized by introducing a slot over the antenna flare which increases the current path.

The conventional and miniaturized Vivaldi antennas and their dimensions are shown in Fig.

3.3. More explanations about this antenna can be found in chapters. 5 and 6.

Derivation of an analytical solution for time-domain radiation of a practical antenna

such as Vivaldi is much more complicated. Hence, we study the superluminal behavior of

the miniaturized UWB Vivaldi antenna using full-wave simulations and measurements. The

(a) (b)

Figure 3.3: Antipodal Vivaldi antenna, (a) conventional antenna with cutoff frequency of 4.9 GHz, (b)
miniaturized antenna with cutoff frequency of 3.2 GHz. L = 46mm, W = 36mm, Lf = 31.5mm, Wf =
10.8mm, Ld1 = 12.5mm, Ld2 = 12.5mm, Wd1 = 12.3mm, Wd2 = 14.3mm.
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effect of superluminal pulse velocity on SAR image reconstruction for near-field applications

is also experimentally demonstrated.

3.4.1 Pulse deformation and superluminality study of the UWB

Vivaldi antenna using simulation

The effects of the UWB Vivaldi antenna on pulse radiation and deformation, which result

in superluminality in the near-field, have been numerically studied using the full-wave simu-

lation tool, CST Microwave Studio [57]. The radiated pulses have been recorded by placing

ideal voltage probes at various distances from the antenna. Fig. 3.4(a) shows the recorded

radiated pulses at 5mm to 15mm from the antenna. Experimental errors and the effect of

the receiving antenna have not been presented in the simulations, as the ideal voltage probe

is used to record the received pulses. The excitation current pulse is the first derivative

Gaussian pulse shown in Fig. 1.6(c)-1.6(d). The radiated pulse resembles the time deriva-

tive of the excitation pulse, i.e., the second derivative Gaussian pulse. Fig. 3.4(b) shows the

fidelity factor of the received pulses with the second derivative Gaussian pulse. The fidelity

factor studies the pulse deformation which is defined through a correlation function [73]. The

fidelity factor varies by distance from the antenna aperture. The radiated pulse changes its

shape in the near-field; however, its pulse shape is consistent in the far-field. A high fidelity

factor, about 95 %, after 20mm shows the radiated pulse is a second derivative Gaussian

pulse. Fig. 3.4(c) shows the pulse velocities with respect to the distance from the antenna.

The velocities are calculated based on the time interval between the peaks of the radiated

pulses at various distances. The pulse peak velocity is 1.8co very close to the antenna, and

1.2co between the distances of 5mm and 10mm from the antenna. However, it reaches co

after 60mm. The pulse envelope peak velocity and centrovelocity are calculated as well and

shown in Fig. 3.4(c). The pulse centrovelocity is also superluminal close to the antenna and

become luminal far from the antenna. However, the pulse envelope peak velocity shows only

luminal behavior, unlike the infinitesimal dipole. This could be due to different radiation
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mechanisms of the Vivaldi antenna and the infinitesimal dipole antenna. The velocity traces

are smoothed using the moving average filter [74].
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Figure 3.4: Full-wave simulated results; (a) recorded pulses at various distances, (b) correlation between the
received pulse and the second derivative Gaussian pulse, (c) calculated pulse velocities.
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3.5 Evaluating Pulse Peak and Phase Velocity using

Measurements

In this section, the pulse peak and phase velocity in the vicinity of the UWB Vivaldi antenna

is evaluated through different measurements scenarios. The phase velocity can be measured

using the phase difference between the waves’ oscillations observed at two different points in

the plane wave at a given time. The pulse velocity, in different forms as mentioned already,

is calculated based on the location of peaks of the pulse over a time interval.

3.5.1 Measurement setup

The pulse peak and phase velocities, based on different definitions, in the near-field of a

UWB antenna are studied in face-to-face and quasi-mono-static radar configurations with two

identical UWB Vivaldi antennas. The experimental setup for pulse velocity measurements

in time domain is shown in Fig. 1.6(b) and Fig. 3.5(a) and with the generated Gaussian

pulse shown in Fig. 1.6(c) as input. In this experimental setup, the minimum time interval

that can be measured using the sampling oscilloscope is 0.5ps. Hence, the maximum possible

error in time measurement would be 0.25ps. The pulse propagation time between the Tx and

Rx includes the delay that occurs in the connecting cables, the group delay of the antennas,

and the propagation delay in air. However, the time delay due to cables, antennas, and

the receiver system is calibrated by considering the difference in the time delay between the

peak of received pulses at two different locations of the receiving antenna. Phase velocity

measurements have been carried out using the vector network analyzer (VNA) (Agilent

E8362B) shown in 3.5(b), by measuring the phase of the received signal at various frequencies

in face-to-face configuration.
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Figure 3.5: (a) UWB radar setup for time domain measurements; (b) vector network analyzer for frequency
domain measurements.
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Figure 3.6: Experimental setup for the pulse velocity measurements for; (a) face-to-face configuration, (b)
quasi-mono-static radar configuration.
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3.5.2 Pulse velocity measurements in face-to-face antenna config-

urations

In face-to-face antenna configurations, as shown in Fig. 3.6(a), the transmitted pulses are

received at various locations of the receiving antenna. Fig. 3.7(a) shows the received pulses

recorded at 5mm, 10mm and 15mm from the aperture of the transmitting antenna.
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Figure 3.7: Face-to-face configuration measurements; (a) measured received pulses, (b) calculated pulse
velocities of the received pulse, (c) phase velocity at 5GHz and 6GHz.
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The transmitting antenna differentiates the input pulse. Hence, the received pulse is a

second derivative Gaussian pulse with some ringing that can be due to the input pulse itself

or finite bandwidth and impedance mismatching of the antennas. Fig. 3.7(b) shows the

measured pulse velocities calculated based on the time difference between the peaks of the

received pulses and their corresponding antenna positions. The error in pulse peak velocity

measurements, including errors that occur in both the time and distance measurements, is

about 8%. The phase velocity is calculated based on the phase difference between the two

positions of the antenna measured using the VNA at 5GHz and 6GHz, and is shown in Fig.

3.7(c).

3.5.3 Pulse velocity measurements in quasi-mono-static radar con-

figuration

In this section, the pulse velocity is obtained based on the received pulses measured in

a quasi-mono-static configuration. The experimental setup for a quasi-mono-static radar

configuration is shown in Fig. 3.6(b). It consists of a radar TRx and a metal reflector.

The transmitted pulses are reflected by the metal reflector positioned at various distances

from the radar. The recorded reflected pulses at 5mm to 15mm from the radar are shown

in Fig. 3.8(a). The transmitting antenna excitation pulse is the same as the pulse shown

in Fig. 1.6(c) . The received pulse in quasi-mono-static configuration is affected by the

antenna transfer function, nearby objects and the targets, and mutual coupling between

the antennas. This effect is more complicated for near-field imaging. In this configuration,

the pulse couples to the receiving antenna before it is reflected by the targets. Therefore to

detect the target signature other effects have to be removed. The pulse calibration procedure

is explained in detail in Chapter. 1.

The effect of the metal reflector on the shape of reflected UWB pulse is well studied

in [51]. As mentioned earlier, the shape of the transmitted pulse changes with the distance.

Moreover, the shape of the reflected pulse also changes with the distance from the reflector.
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Figure 3.8: Quasi-mono-static configuration measurements; (a) measured received pulses, (b) calculated
pulse velocities of the received pulse.

Hence, the shape of the received pulse changes with the distance between the reflector

and the receiving antenna. Fig. 3.8(b) shows both the measured pulse peak and envelope

peak velocities of the radiated pulse in quasi-mono-static radar configuration. The pulse

centrovelocity is not considered for quasi-mono-static configuration as the receiver location

is not changing during the measurements. Both the experiments show the superluminal

behavior of the radiated pulse in the near-field of the antenna.
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3.6 Effect of Pulse Velocity on the Quality of Recon-

structed Image in SAR processing

Pulse velocity plays a significant role in image reconstruction using SAR processing. On the

other words, the quality of the reconstructed image directly depends on the accuracy of the

pulse velocity used in SAR processing. In SAR systems, the target is viewed from various

positions along the synthetic aperture as explained in the first chapter. The information

about the target appears in the time domain at an instant of time that depends on the target

distance from the radar position and velocity of the pulse. In image reconstruction process,

the energy in the received pulses will be refocused to the right location. For accurate image

reconstruction, the signal speed used for the SAR processing and the actual pulse velocity of

the electromagnetic pulse, or the average velocity of the pulse in the round-trip time, should

be the same. Any mismatch in these quantities will degrade the quality of the reconstructed

image due to the defocussing of the energy in the received pulse. It is a common practice

to assume that the speed of the signal in the SAR process is the same as speed of light in

the medium. However, in the previous sections it was demonstrated that the pulse velocity

of the radiated pulse can be superluminal in the near-field of the radar transceiver. Pulse

velocity and the extent of superluminality depend on the size of the antenna, pulse frequency

bandwidth, and the target size.

The following subsections investigate the effect of pulse velocity on the quality of the re-

constructed image for both LSAR and CSAR. For this study, the raw data is generated using

Matlab for a point target. A second derivative Gaussian pulse with 10GHz of bandwidth,

−10dB crossing-points, is used as the radiated pulse.

3.6.1 LSAR

Raw data for LSAR is generated by scanning a point target located 3cm away from the radar

over an aperture length of 20cm with a pulse peak velocity of 6× 108m/s, and is shown in
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Figure 3.9: (a) Point target raw data, (b) a set of time delay profiles for image reconstruction.

Fig. 3.9(a). Due to the short distance between the target and radar, and relatively large

pulse width compared to distance, the raw data is appears as a triangular shape instead

of a hyperbolic shape. As the raw data is generated in the time domain, the image is

reconstructed using the GBP method in the time domain [27,28].

In the GBP method, the image is reconstructed based on the time delay profile over the

synthesized aperture. For instance, a set of time delay profiles calculated based on different

pulse velocities is shown in Fig. 3.9(b). The solid black line is the time delay calculated using

the pulse peak velocity of 6×108m/s , and the other two dashed lines are calculated for pulse

peak velocities of 4.5× 108m/s , and 3× 108m/s respectively. Different pulse peak velocities

result in different time profiles, which results in different levels of image distortion. The

images reconstructed using different pulse peak velocities are shown in Fig. 3.10(a)-3.10(c).

The image reconstructed with the right pulse peak velocity is fittingly reconstructed to the
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right location, and is sharply focused. However, the other two images reconstructed with

lower pulse velocities are not focused properly and the image became elongated.
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Figure 3.10: Effect of pulse velocity on LSAR reconstructed images: (a) V= 6×108m/s, (b) V = 4.5×108m/s,
(c) V = 3× 108m/s.
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3.6.2 CSAR

The effect of pulse peak velocity on the reconstructed image is even more significant in CSAR.

The time domain CSAR method is described in Chapter. 1 and [29,32]. As mentioned in [32]

as well, the CSAR image can be focused only if the processing speed is equal to the pulse

peak velocity in the medium. The raw data is generated on a circular path with 3cm radius.

The target is scanned at 72 equally spaced angles from 0 to 2π. The raw data is shown

in Fig. 3.11(a). The reconstructed images are shown in Figs. 3.11(b)-3.11(d). The target

image is accurately reconstructed in Fig. 3.11(b), with the processing speed of 6 × 108m/s

. Reconstructed images with a lower pulse peak velocity are shown in Fig. 3.11(c)-3.11(d),

which resulted in diverged circles in CSAR images. However, in LSAR images this effect is

seen as a vertical offset in the location of the target. The study of pulse velocity effects on
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Figure 3.11: (a) Point target raw data. Effect of pulse velocity on CSAR reconstructed images: (b) V=
6× 108m/s, (c) V = 4.5× 108m/s, (d) V = 3× 108m/s.
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SAR images demonstrated the necessity of using an accurate value of the pulse velocity for

the SAR image reconstruction.

3.7 Experimental Validation of the Effect of Pulse Ve-

locity on Image Reconstruction

This section experimentally validates the effect of pulse velocity on image reconstruction in

SAR processing. A target of a small metal strip that measures 2mm wide and 12mm long,

shown in Fig. 3.12(a), is considered in the near-field of the quasi-mono-static UWB radar.

The distance between the radar antennas and the metal strip is 5mm. The detection and

imaging of the metal strip is studied through systematic measurements. The radar setup in

Fig. 3.12(b) is used to carry out the measurements. The raw data is recorded by scanning

the metal strip over an aperture length of 40mm. The raw data is calibrated by removing

the ambient reflections from the received pulses. Further processing of the data for near-field

imaging is required which is explained in the following subsection.

�

Width=2 mm 
Length=10 mm 

(a)

�

TRx

Scanning path

Strip line under 
imaging

(b)

Figure 3.12: Near-field imaging of a single strip as a small object; (a) single metal strip, (b) radar imaging
setup.
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3.7.1 Extraction of target signature from the received pulse

The received pulse in the near-field of a radar system is very complicated. It contains the

reflected pulse from the target, the mutual coupling between the radar antennas, and the

ambient reflections. The transceiver of the quasi-mono-static radar, shown in Fig. 3.13(a),

contains a pair of miniaturized antennas separated by 0.5−inch thick foam. Mutual coupling

between the antennas is analyzed using both simulations and measurements. The electric

field coupling between the antennas is shown in Fig. 3.13(b). The simulations have shown

that the initial point of coupling along the antenna structure is 14.5mm away from the

antenna port. The total length of the antenna is 46mm. Therefore, the point of reference for

time delay calculations is 31.5mm from the aperture. The location of initial mutual coupling

is required to correct the target location in the range direction.

The pulse peak velocity of the pulse is measured by comparing received pulses at different

locations very close to antenna, one at the antenna aperture, SM0mm(t), and the other 5mm

away from the aperture, SM5mm(t). The pulse peak velocity is measured using both the

simulations and experiments for the first derivative Gaussian pulse as the input, and is shown

in Fig. 3.13(c)-3.13(d) in black and gray dashed lines. The ambient pulse is also measured

for calibration and is shown by the solid blue line. The calibrated pulses are shown in

solid black and gray lines, SM0mm−cal(t) and SM5mm−cal(t). The pulse peak velocity is also

measured by considering different reference points on the pulse, as marked using numbers,

and is summarized in Table. 3.1.

Table. 3.1 shows the values of the pulse peak velocity are slightly different for different

reference points on the pulse, which is due to the pulse reshaping in near-field. The range of

the simulated and measured pulse peak velocities is between 3.37×108m/s and 4.09×108m/s.

It demonstrates a good agreement between simulations and measurements. To observe the

effects of pulse peak velocity, the image is reconstructed by varying the pulse peak velocities

between 3.0× 108m/s and 4× 108m/s.
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Table 3.1: Pulse peak velocity of Gaussian pulses as input (V × 108m/s)

Location 1 2 3 4 5 6

Simulation 3.4130 3.6364 4 4.09 ... ...

Measurement 3.3784 3.4722 3.6996 3.6996 3.8023 3.7037

�

Tx Rx

Foam 
spacer

(a) (b)

(c)

(d)

Figure 3.13: Pulse-timing calibration for image reconstruction; (a) simulated structure, (b) electric-field
coupling between Tx and Rx showing the location of first mutual coupling, (c) simulation; first derivative
Gaussian pulse, (d) measurements; first derivative Gaussian pulse.
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Figure 3.14: LSAR: (a) raw data. The effect of pulse velocity on the reconstructed image: (b) V= 4 × 108

m/s, (c) V= 3.5× 108m/s, (d) V= 3× 108m/s.

3.7.2 Reconstructed images using different pulse peak velocities

The image of the metal strip is reconstructed using different pulse peak velocities and is

shown in Fig. 3.14(b)-3.14(d). The raw data, shown in Fig. 3.14(a), is time-gated to

eliminate the undesired reflections in the reconstructed image. The reconstructed images

suggest that the pulse peak velocity of 4.0 × 108 m/s is more accurate than other pulse

velocities as it reconstructs the more focused image. The target appeared at 36.5mm as

expected in Fig. 3.14(b) which is reconstructed with the right pulse peak velocity. The other

two images, reconstructed with lower pulse peak velocities, are distorted and defocused in

the cross-range direction.
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3.8 Conclusion

This chapter studied the pulse velocity of an electromagnetic pulse radiated by an infinites-

imal dipole and UWB antenna. The pulse peak velocity of the radiated pulse, calculated

based on the peak, peak envelope and centrovelocity of the pulse, is superluminal in the

near-field of the antenna; however, it is luminal in the far-field. The superluminality is

verified through the simulations and measurements. Our results showed that the apparent

superluminality was due to the pulse shaping of the radiated pulse which does not contradict

the casualty. Pulse shaping occurs due to the superposition of different terms of the radiated

pulse. This study also included the effect of pulse superluminality on image reconstruction

for near-field synthetic aperture radar applications.
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Chapter 4

Imaging of Oil-well Perforations using

UWB Synthetic Aperture Radar

4.1 Introduction

Oil well monitoring has become an essential approach for oil and gas companies to obtain

information about formation evaluation, which is a key indicator in oil well and reservoir

management [75]. Aging of oil fields and increasing the cost of drilling new wells demand

efficient techniques for monitoring the oil wells to maintain and extend the life of existing

wells under operation. Hence the identification and evaluation of novel techniques for oil

well monitoring have become an important research topic.

Porous media of the well allow the crude oil into the well along with various byproducts

such as water, gas and the other organic materials in the oil sands. Any impairment that

affects the permeability of the well adversely affects the production of an oil well. Formation

damage of an oil well is indicated by different signs such as well permeability impairment, skin

damage, and reduction in oil well performance. Since formation damage is an irretrievable

process [76], oil well monitoring on a regular basis should be carried out to avoid deterioration

of the oil well performance.
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Several techniques have been proposed and developed mainly by oil and gas companies

for borehole imaging since 1958. The borehole imaging has started with photography using

different lenses [77], ultrasounds [78], micro-resistivity methods [79], and oil based mud

imaging tools [80]. Unfortunately, most of these techniques and devices are not able to

provide high resolution images to the required depth in the oil well environment. However,

it is shown in the literature that GPR can be used effectively to image and characterize the

subsurface conditions up to few meters [38, 81–83]. Image resolution of a GPR depends on

the bandwidth and the frequency range of the radar system. Borehole imaging radars, a

subset of ground penetrating radars, have been extensively used to measure and characterize

the physical properties of the formations and layer structures in the neighborhood of a

borehole [84–90]. Oil well imaging using borehole radar has been introduced as a promising

method to monitor the reservoirs [91–94].

Short pulse radars have been proposed for the high resolution imaging of cracks in con-

crete casing of a bore well [93, 94]. A combination of UWB-GPR and SAR principles were

also proposed in [27] to generate high resolution images of oil wells.

In this chapter we propose a UWB-SAR to image the oil well casing to determine the

impairments that leads to the perforation clogging, which reduces the oil well production.

Perforation monitoring by periodic scanning of oil well provides the status of asphalt and

other organic material filling in perforations, hence the problem can be localized and mit-

igated using solvents [95] at early stages to save the oil well. Indeed, imaging of oil well

perforations is very complicated due to the narrow diameter of the bore well [96]. Imaging

in near-field along with the effect of oil well curvature on signal propagation made the task

even more challenging.

In this chapter the concrete cased oil well construction details, measurement setup and

pulse calibration in the oil well is presented first. Then the group velocity of the pulse prop-

agating inside the concert cased oil well is investigated. The imaging of pipe perforation

in air, a proposed modifications method for reconstructing high quality images and imag-
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ing of perforations in oil well in the presence of sand, oil and other objects is presented,

subsequently.

4.2 Oil well Structure and Measurement Setup

In this section the details of the oil well structure and the UWB radar system for oil well

monitoring are described.

4.2.1 Oil well structure with concrete casing

An oil well is a relatively deep borehole into the ground to reach the underground oil and

gas reservoirs. The typical oil well diameter decreases as oil well gets deeper. It starts from

100cm at the ground surface and reduces to 20− 25cm at the deepest region of the oil well,

called the production zone. The oil well depth depends on the nature of the mine, and it

can vary from hundreds of meters to a few kilometers. Oil well casing can be metallic or

concrete, or combination of the both depending on the subsurface conditions and depth of

the oil well. Casing fortifies the well wall and at the same time prohibits oil contamination

with the sub-surface water resources. In this case study, we considered the oil well whose

(a) (b)

Figure 4.1: Concrete cased oil well model; (a) side view, (b) cross section.
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production zone is cased with concrete. In the production zone, concrete casing is perforated

to allow the oil and gas flow into the oil well as shown in Fig. 4.1. Perforation diameter

varies from 2cm to 4cm depending on the depth and type of oil well [96].

As shown in Fig. 4.1, oil well production zone contains different materials such as asphalt,

rocks, sand, and some organic materials. Near to the bore hole is the porous media that

lets the oil flow into the well. One of the materials that are always found in the oil well is

asphalt or bitumen that can be problematic in case of choking off the perforations as shown

in Fig. 4.1. Different perforation conditions such as open, partially or completely clogged are

also shown in this figure. In case of clogging, the oil well production decreases dramatically.

Therefore periodic monitoring of oil well is crucial for oil well maintenance and extending

the oil production.

Different materials found in the reservoir have different dielectric constant that makes

them electrically distinctive. The discontinuity in electrical properties can be exploited by

radar principles. To scan the oil well production zone in three dimensions the medium should

be scanned along the well axis and azimuth plane. To do this, the radar has to be moved

upward or downward along the well axis in one angle to provide the scan for a well slice,

then by rotating the radar to other angle and moving up or down another slice is scanned as

demonstrated in Fig. 5.1. Arranging all the slices corresponding to different angles provides

the oil well image in three dimensions.

In this work, the oil well is scanned only for one slice to create 2D image. Due to the

narrow diameter of the oil well, imaging has to be done very close to the antennas, in antenna

near-filed, which makes data interpretation more challenging. To investigate the capability

of radar imaging technology for oil wells, extensive experimental studies have been conducted

in this chapter and next one.
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4.2.2 Measurement setup

The measurement setup contains a UWB radar and a concrete pipe to emulate the oil well as

shown in Fig. 4.2(a). The UWB radar systems demonstrated in chapter. 1 is used to carry

out the measurements. Two TEM horn antennas customized for oil well monitoring on a

wooden holder [33,34] as shown in Fig. 4.2(b) are used for this experiment. These antennas

operate in the frequency range of 2.2 to 18GHz in air; however, due to the loading of crude

oil the operating frequency of the antenna shifts to 1.4 to 11GHz. The UWB operation of

these antennas from low frequencies to high frequencies provides high-resolution in the range

direction and at the same time good penetration depth.

The oil well is modeled by a concrete pipe with diameter of 17cm and thickness of 2.5cm

with couple of perforations along its wall as shown in Fig. 4.2(a). Radar position in the

(a) (b)

(c)

Figure 4.2: (a) Measurement setup and pipe perforation locations, (b) Tx and Rx antennas on a wooden
holder, (c) concrete pipe and radar position.
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concrete pipe is shown in Fig. 4.2(c). To make the measurement setup simpler, a slot is

cut in the concrete pipe to support antenna holder move along the axis of the pipe. The

distance between the antennas and the wall surface is 5.6cm. The Tx and Rx antenna center

to center distance is 5cm which makes the distance between the antenna aperture and point

of reflection on the wall 6.1cm as shown in Fig. 4.2(a). Dimensions and locations of the pipe

perforations are shown in the Table. 4.1.

Table 4.1: Concrete pipe perforations dimensions

Perforation number P1 P2 P3 P4 P5 P6

Perforation diameter (cm) d1 = 3 d2 = 3 d3 = 3.4 d4 = 4 d5 = 3 d6 = 3.5

Perforation location (cm)
from one end

l1 = 7 l2 = 20 l3 = 32 l4 = 45 l5 = 55 l6 = 68

4.2.3 Calibration of the received pulses

In order to obtain the target information, which is the concrete pipe shown in Fig. 4.2(c),

other effects have to be eliminated from the received pulse as explained in the Chapter. 1.

The calibration procedure to calibrate pulses reflected by the concrete pipe is shown in Fig.

4.3. The ambient pulse is measured by transmitting and receiving the pulse into medium of

propagation, which is air here, with no object in front of the antennas. As can be seen from

Fig. 4.3 , for illustration purpose the pulses are offset along vertical axis, the received pulse

and antenna mutual coupling resemble each other up to 1.4ns, where the target signal has not

appeared yet. The calibrated pulses is used for signal processing and image reconstruction

as described in the following sections.
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Figure 4.3: Calibration process of the received pulse

4.3 Group Velocity of the Pulse in Concrete Pipe

Group velocity of the pulse plays a crucial role in radar signal processing and image recon-

struction methods specifically in range determination. Depending on the dielectric constant

of the wall and operational frequency, the concrete pipe may behave like a waveguide. Con-

sequently electromagnetic wave propagating inside the concrete pipe could have different

group velocity than in free space. To evaluate the group velocity, wave propagation in the

concrete pipe is studied in this section. Group velocity was evaluated by full wave simulation

as well as from the measurement data. Both approaches are described here.

The full wave simulations for group velocity calculation inside the concrete pipe are

carried out by CST microwave studio [57]. The dielectric constant of the pipe is assumed

as 5.6, as it is a dry concrete [57]. The simulated pipe structure is shown in Fig. 4.4(a).

The Rx antenna receives the signal due to mutual coupling and the reflected pulse from the

concrete pipe. The group velocity can be calculated as follows:

Gv =
Rt

t2 − t1
(4.1)

where t1 and t2 are time references for Rx antenna starting to receive energy due to

antenna mutual coupling and concrete pipe reflections respectively. Therefore round trip

time can be calculated by subtracting t1 from t2.
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Since the bi-static distance, Rt, between first location of mutual coupling point along the

antenna and the concrete surface is known, the group velocity can be evaluated by having

the round-trip time. Round-trip time is defined as time taken by the pulse from the Tx

antenna to hit the concrete surface and to be received by the Rx antenna. Since the target

is very close to the antennas, a reference location for mutual coupling point has to be taken

into account in the round trip path calculation. The mutual coupling between the Tx and

Rx antennas, due to the nature of TEM horn antennas, is not only through the antenna

apertures but also through the antenna structure.

To estimate the location of initial mutual coupling, the radar transceiver shown in Fig.

4.4(b) is analyzed. The coupled electric field and power flow at 7GHz ate also shown in

Fig. 4.4(c)-4.4(d). The mutual coupling starts while the wave is still being guided by the

TEM antenna flares. Studying the electric field and power flow configuration between Tx

and Rx antennas demonstrates that mutual coupling started before the antenna aperture,

about 2cm after feed point. Hence the round trip distance is estimated by:

Rt = 2

√
(le + d)2 + (

p

2
)2 (4.2)

where le, d and p are mutual coupling length, distance from antenna aperture to target,

and center to center distance between Tx and Rx antenna apertures respectively. The

simulated received and mutual coupling pulses are plotted in Fig. 4.4(e), where t1 and t2 are

marked on the graph. For the values of d = 5.8 cm, p = 5 cm and le = 5.6 cm from simulated

structure, Rt became 23.34cm. Therefore, the estimated group velocity is 2.9142× 108m/s.

It is observed from the simulation results that the concrete pipe affects the group velocity.

The group velocity is also calculated from measurements inside the concrete pipe.
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17cm

23cm

23
cm

2cm

(a) (b)

(c) (d)

(e)

(f)

Figure 4.4: (a) Simulated oil well pipe, (b) Tx and Rx antennas, (c) electric field coupling between Tx and
Rx antennas, (d) power flow between Tx and Rx, (e) simulated received and calibrated pulses, (f) measured
received and calibrated pulses.
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Measured pulses are plotted in Fig. 4.4(f). Considering the dimensions of measurement

setup and the measured pulses, the group velocity is calculated as 2.9376 × 108m/s. As

can be observed there is a very close agreement between measured and simulated group

velocities. The group velocity calculated from the measurement results has been used for

signal processing in the next section.

4.4 Imaging of Perforations in Air

Different measurement scenarios have been considered to examine the ability of UWB radars

for imaging pipe perforations in a concert cased oil well. Measurements are started with a

simple case, which is imaging of concrete pipe in the air. The measurement setup shown

in Fig. 4.2(a) was used to scan the pipe in the air. Fig. 4.5(a) illustrates the pipe interior

and antennas position inside the pipe. The raw data was acquired by moving the antennas

along the pipe axis facing towards the perforations as shown in Fig. 4.5(a). Scanning was

done for every 0.5cm over the length of the pipe. To improve the signal to noise ratio of the

received pulse, time averaging over 60 pulses was applied. The received pulses, raw data, is

plotted and shown in Fig. 4.5(b). The raw data after calibration is shown in Fig. 4.5(c).

The horizontal red line in Fig. 4.5(c) shows the run-time taken by the pulses to hit the inner

concrete surface. The detected perforations appear as shallow dents and are marked in the

raw data. To acquire further information about the scanned structure, the calibrated raw

data was processed. An image of the concrete pipe is reconstructed with LSAR method and

is discussed next.

4.4.1 SAR processing of the measured data

The calibrated raw data is processed by LSAR technique to obtain a 2D image in spatial

domain. The image is reconstructed in x and z directions along the well axis and depth,

correspondingly. Here M and N are selected as 1300 and 800 for number of pixels in the
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reconstructed image.
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Figure 4.5: Pipe imaging in free space; (a) concrete pipe interior view, (b) measured raw data, (c) calibrated
raw data.
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Figure 4.6: (a) Image real (instant) value, (b) image absolute value, (c) positive image method, (d) modified
positive image imaging.
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The real and absolute quantity of the constructed image is shown in Figs. 4.6(a)-4.6(b),

respectively. It is known that concrete pipe thickness is about 2.5cm. As can be seen,

significant reflections appeared around 12cm and 15cm in the image, where the pulse hits the

concrete surface and leaves the concrete wall as shown in Figs. 4.6(a)-4.6(b). By comparing

these two figures, it appears that there are some reflections during the time the pulse is

propagating through the concrete across its thickness. It is a known fact that there should

not be any reflections as there is no discontinuity within the concrete wall. These reflections

appeared due to the negative cycle of the transmitted pulse. The reconstructed image has

contributions from both positive and negative parts of the pulse which can be separated. By

considering this fact, we extracted the image that corresponds to the only positive part of the

pulse, which improves the image sharpness. The positive image was generated by keeping

the positive values of the image and setting its negative values to zero or by summing up

the real and absolute value of the image as follows:

ImagePositive = Re(Image) + Abs(Image) (4.3)

The summation of the real and absolute value of each vertical row (along the depth di-

rection) of image is added to achieve positive image. Fig. 4.6(c) demonstrates the procedure

for one of the rows of the positive image. After the summation, the negative part of the

image is cut and the positive part got doubled. Since the negative cycle of Gaussian mono

pulse is removed in the positive image, the proper time delay which is half of pulse width

should be considered in the image reconstruction process for correct target location. The

positive image is shown in Fig. 4.6(d). It can be observed that by this procedure the image

quality is highly improved and all perforations except the first one, which is 7cm from the

edge, are detected in the reconstructed image.
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4.4. Imaging of Perforations in Air

4.4.2 Magnification of images by increasing signal speed in SAR

processing

In the previous section, SAR processing of the raw data to detect the perforations was

demonstrated. The effect of signal speed on image quality constructed by SAR processing

is studied here. In this experiment the distance between the antenna aperture and target is

very short, which limits the antenna illumination area on the concrete surface. Hence entire

target (all perforations) cannot be scanned from the radar position. Therefore the advantage

of synthesized aperture could not be exploited to the fullest extent.

Magnification of the reconstructed image may provide more details and better resolution

about the target. Here we propose a technique for magnification of the reconstructed image

by artificially increasing the signal speed in processing. According to Eq. 1.3 the time

interval between picked samples, from the received signal, can be altered by changing the

signal speed in SAR processing.

The image magnification procedure by increasing the signal speed is illustrated in Fig.

4.7(a). For a given number of pixels and spacing between them, there would be a corre-

sponding sample on the received pulse from each aperture position. In other words, every

sample on the received pulse corresponds to an arc on the image space. For a fixed pixel size

(Δz and Δx) in image reconstruction, increasing the signal speed results in picking samples

in shorter time intervals (Δt2 < Δt1). In this process the reconstructed images get stretched

and more samples would be included. For example as shown in Fig. 4.7(a), information of

the image increased from 6 pixels to 10.

Further magnification, i.e. increasing the signal speed to higher values to reconstruct an

image of a given size may look bad due to overspreading. This processed has been verified

by selecting various signal speeds. It was shown that for this data set, imaging of concrete

pipe in air, the signal speed of 3.5 × 108m/s is an optimal value to acquire a better image

quality.

The reconstructed images with measured group velocity and increased signal speed are il-
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Figure 4.7: Reconstructed image; (a) Gv = 2.9376× 108m/s, (b) Vs = 3.5× 108m/s.

lustrated in Fig. 4.7. As can be seen in Fig. 4.7(c), the pipe perforations are clearer in
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comparison with Fig. 4.7(b). The image magnification factor (IMF) is defined as:

IMF =
Vs

Gv

(4.4)

For a signal speed of Vs = 3.5 × 108m/s and Gv = 2.9376 × 108m/s the magnification

factor is 1.19. This is clearly illustrated in Fig. 4.7. For example the thickness of the concrete

wall, at 10cm location, from Fig. 4.7(a) is 2.65 cm while in Fig. 4.7(b) it is 3.22cm which

confirms the magnification factor. It is shown that increasing the signal speed, even though

it is not practical, in time domain SAR processing for image reconstruction can generate

more informative images.

4.5 Imaging of Pipe Perforations in the Presence of

Sand, Oil, and Other Objects

Different measurement scenarios are considered here to investigate the effect of nearby media

such as sand and oil on imaging of pipe perforations.

4.5.1 Imaging of pipe perforations in the presence of dry sand

Here it is considered a concrete pipe is placed in a plastic container filled with dry sand of

depth 8 − 9cm as shown in Fig. 4.8(a). The side gaps between the concrete pipe and the

plastic container is also filled with dry sand. Due to the dimensions of antenna holder and

plastic container the measurements are carried out from 6cm to 73cm from the left end of

the pipe. The raw data after calibration is shown in Fig. 4.8(b). The raw data is processed

as explained in the previous section. The signal speed of 3.5 × 108m/s resulted in better

image for this data set as well. The reconstructed image is plotted in Fig. 4.8(c) . As can be

seen all perforations are detected in the image. The image in Fig. 4.8(c) can be compared

with the image in Fig. 4.7(c). It proves that pipe perforation can be imaged in the presence
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Figure 4.8: (a) Pipe being imaged in presence of sand, (b) calibrated raw data, (c) reconstructed image.

of sand as well.

The objective of this study is to explore the feasibility of using UWB-SAR for oil well

perforation monitoring. Therefore we have considered different scenarios starting from a

simple case and extended it by adding different aspects. In this experiment oil is added to
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the container to emulate the oil well production zone as shown in Fig. 4.9(a). The oil mix

in the container is a combination of crude oil and diesel, 40 liters of crude oil and 25 liters

of diesel, as crude oil was not sufficient to fill the container. The crude oil permittivity,

measured with the Agilent probe, is 2.47 while white diesel permittivity is 2.5 [57]. Hence,

adding diesel would not affect the crude oil electrical properties.

For the final stage of this study two scenarios were considered during the measurements,

one with all perforations open and the other with some perforations partially and some com-

pletely clogged. The measurement in the second scenario was carried out by placing the

objects shown in Figs. 4.9(b)-4.9(d) inside the perforations. The second perforation (P2)

was partially clogged by asphalt powder from outside, Fig. 4.9(b), which was packed in a

plastic bag. The fourth perforation (P4) was partially clogged and fifth perforation (P5) was

completely clogged with slim and fat Teflon cylinders, shown in Figs. 4.9(c)-4.9(d), respec-

tively. The ambient pulse in oil could not be measured with our lab facilities. Ambient pulse

measurement in small container is not accurate due to the reflections from the boundaries.

Therefore, time gating is applied to remove the ambient pulse or antennas’mutual coupling

in oil . Using time gating of the raw data, strongest part of antenna mutual coupling which

occurs before the first reflection from the concrete surface was removed. The raw data after

time gating is shown in Figs. 4.10(a)-4.10(b). The red line shown in these plots is due to

the reflection from the concrete surface, therefore to eliminate the mutual coupling the data

before this time step is replaced with zeros.

It can be seen from the raw data, Figs. 4.10(a)-4.10(b), the perforations appears as shal-

low dents. However, comparing Figs. 4.10(a)-4.10(b), some changes in perforation conditions

can be identified. The most significant change appeared at the P5 location in Fig. 4.10(b)

compared to Fig. 4.10(a), there is a dent in Fig. 4.10(a) and no dent in Fig. 4.10(b). It indi-

cates that P5 is clogged. The group velocity in oil is less than in air, which is 1.857×108m/s

for oil permittivity of 2.47.

Quality images are generated for magnification factor of 1.6. The reconstructed images
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(a)

(b) (c) (d)

Figure 4.9: (a) Emulated Oil well, (b) packed asphalt, (c) slim Teflon cylinder, (d) fat Teflon cylinder.

for these two experiments are shown in Figs. 4.10(c)-4.10(d). As can be seen P5 is shown

clogged in the reconstructed image. There are some other changes around P2 and P4, due to

asphalt and pieces of Teflon which were placed inside the perforations. However these are not

as clear as P5. The close observation of the images shown in Figs. 4.10(c)-4.10(d) suggests

that there might be an obstruction on the outer side of the pipe perforations P2 and P4.

Another way of investigating the condition of pipe perforation is studying the pulses across

the perforation. The pulses over these two perforations are shown in Figs. 4.11(a)-4.11(b).

As it can be seen in Fig. 4.11(a), pulses for the open and clogged scenarios are almost the

same except around the time where pulses hit the perforation which is highlighted by the

red circle. The measured dielectric constant and loss tangent of the asphalt are 2.1 and 0.05

respectively [27]. The reflected pulse from P2, in the clogged condition, is almost the same

as the pulse from open condition; however the difference shown in the circle, in Fig. 4.11(a),

is due to the high loss of asphalt.
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Figure 4.10: Time gated raw data; (a) open perforation, (b) partially and fully clogged perforation. Recon-
structed images; (c) open perforations, (d) partially and clogged perforation.
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Figure 4.11: Comparing pulses at the center of perforation for open and clogged states; (a) 2nd perforation,
(b) 4th perforation.

The difference in the reflected pulses from the perforation P4, shown in Fig. 4.11(b), is

due the dielectric material in the perforation. These experiments demonstrate the ability of

UWB radar technology for oil well monitoring.

4.6 Conclusion

The capability of UWB synthetic aperture radar imaging for monitoring concrete-cased oil

wells was demonstrated in this chapter. The raw data was acquired by the UWB radar system

and processed using LSAR algorithm for image reconstruction; and ways of extracting the

information of the oil well perforation in different conditions were studied. The method

was evaluated through different experimental conditions which resulted in very useful and

informative images. Regular scanning of oil wells by the introduced method will provide
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necessary information for oil well management and maintenance.
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Chapter 5

Metal-Cased Oil Well Inspection using

Near-Field UWB Radar Imaging

5.1 Introduction

Radar imaging has recently been adapted for oil well monitoring applications [41,93,97]. In

our previous work [41], introduced in the previous chapter, we investigated the possibility

of using UWB-SAR systems to image the perforations of a concrete-cased oil well. The

UWB-SAR system could effectively image the perforations, and estimate the clogging level

of perforations due to the presence of asphalt or other organic materials.

In this chapter we have extended the application of the UWB-SAR for inspection of

th metal-cased oil wells. This inspection includes imaging of the oil well perforations, and

identifying fractures and breakouts caused by stress. Indeed, it is considered very challenging

to use radar principles to detect and image a small anomaly, such as perforation or corrosion,

on the surface of a metal-cased oil well. The challenges include strong reflections from

the metal case that masks the small anomalies, and also the narrow diameter of the oil

well [96], which forces the imaging to be done in the near-field of the radar system. We have

investigated the pulse propagation in the near-field and its characteristics in the presence
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of metallic surfaces with and without perforations. Pulse characteristics and its speed,

corresponding to time delay, in the radar near-field [98] are effectively used to detect and

image small perforations on the surface of a metal-cased oil well. We have observed both

numerically and experimentally that the presence of an anomaly in a metal background

creates an extra time delay, in addition to the round trip time, which is a key for detection

of a small anomaly.

This chapter first describes the metal-cased oil well structure and the proposed UWB

radar system with an automated scheme for data collection inside oil well. The antenna

structure used to perform these experiments and it’s radiated pulse characteristics in the

oil medium is also explained in the same section. Next section presents the study of char-

acteristics of the reflected pulse, such as pulse shape, pulse arrival time, and time delay, in

the radar near-field for different scenarios of metal plates and perforations. Detection and

imaging of oil well perforations of different diameters, and anomalies due to corrosion on the

emulated oil well surface are studied in the following sections. The imaging is carried out

for the cases with and without the presence of oil/diesel.

5.2 Metal-cased Oil well Structure and UWB Radar

System

5.2.1 Metal-cased oil well structure

Most of the Oil wells are reinforced with both concrete and metal casings as shown in Fig.

5.1. The oil well casing is perforated in the production zone to let the oil into the bore-hole.

The oil well diameter in the production zone is about 20 cm, or less, and the perforations’

diameter varies from 1cm to 4cm for different oil wells [96]. The condition of the perforations

changes over time and the information about perforations’ condition, such as breakouts due

to stress, clogging, and corrosion, is extremely valuable for oil well maintenance. Here we
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Figure 5.1: Metal-cased oil well production zone.

study the possibility of using UWB radar to monitor metal-cased oil well perforations and

corrosion. The data collection scheme in an oil well is shown in Fig. 5.1 as well. To acquire

the data from an oil well, the radar system can be screwed to the shaft to be taken down

the borehole to the perforation zone.

To obtain raw data at different depths and angles, rotational and vertical moves are

required. The transceiver distance to the well wall shall be adjusted by horizontal movement.

The radar transceiver should be packaged, to prevent unwanted interferences, with limited

dimension that fits inside the oil well. The radar system will be capable of operating on

battery as the distance to the target is very short. The oil well monitoring can be done in

either off-line or near-real time scenarios. In the first case, the raw data is collected by radar

and stored in a memory, taken up, and processed. In the second case, the raw data is sent

to the ground station through data cables and processed in a near real-time mode.
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Figure 5.2: Antenna return loss measurement and simulation inside diesel.

5.2.2 UWB radar system and miniaturized antipodal Vivaldi an-

tenna as the EM sensor

To conduct the experiments, the UWB radar system shown in Figs. 1.6(a)-1.6(b) along with

the Vivaldi antenna, shown in Fig .1.7(b) and dimension are given in Fig. 3.3, customized to

operate within the medium of a dielectric constant of 2.5 [35], are employed. The antenna is

characterized in both frequency and time domain within the medium of crude oil and diesel.

Crude oil with a dielectric constant of 2.33 [57] is used during the simulations; however,

the dielectric constant of crude oil can range from 2.2 to 2.6 [27]. Since crude oil is not

easily accessible, measurements are completed using diesel. Diesel has dielectric properties

very similar to that of crude oil, measured by Agilent dielectric, as already mentioned in the

previous chapter and is about 2.5 over the operational bandwidth.

For antenna characterization, the antennas are completely immersed in diesel. The fre-

quency domain measurements are done using an Agilent VNA 8362B. Antenna return loss

for both the simulations and measurements is shown in Fig. 5.2. Both the simulated and

measured reflections follow the same trend; however, the measured return loss is degraded at

higher frequencies which can be due to the smaller size of the container (30cm×30cm×25cm).

However, the measured return loss is below 10dB for most of the frequencies, 2 to 9GHz.

The designed antenna has realized gain of 4 to 8dBs from lower frequency band to the higher

frequency band.
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Figure 5.3: (a) Pulse measurement schematic, (b) pulse measurement setup, (c) measured pulse at different
angles.

Time domain measurements of the radiated pulse are performed to evaluate pulse dis-

tortion at various angular positions. Since the antenna is intended to operate in an oil

well, facing the well wall, the measurements are done on a circular path as shown in Fig.

5.3(a)-5.3(b), where antennas are positioned face-to-face. The transmitter is located at 180◦

and the receiver is moved from 0◦ to 160◦ for every 40◦ step. Up to 40◦ , the pulse shape

is very well preserved. At 80◦ and 120◦ , the pulse shape is slightly degraded but still in a

decent shape, suitable for imaging applications. However, at 160◦ , the pulse shape is harshly

distorted. To study the radiation pattern symmetry, measurements are also performed for

negative angles, 0◦ to −160◦. The received pulses at the negative angles are the same as

those at the positive angles. The measured characterizations of the antenna shows that the

designed Vivaldi antenna is suitable for oil well imaging applications.
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5.3 The Effect of the Metal Plate and Perforation on

the Characteristics of the Received Pulse

To develop the concepts and mechanism for imaging inside a narrow metal pipe, we have

investigated the interaction of UWB pulses with metals in different scenarios. In this section,

we have studied the effect of size a the metal plate and perforations on the characteristics of

the reflected pulses, particularly the time delay and pulse arrival time. It is very important to

understand these characteristics for radar imaging of small anomalies in metal backgrounds.

In the first experiment the effect of the metal plates’ size on the arrival time of received pulses

is studied. Then the effect of different sizes of perforations in a metal plate is experimentally

investigated. We also studied the effect of the distance between the radar and the metal

plate to determine the optimum distance to effectively detect small anomalies in a metal

background.

The first experiment was done with square metal plates that varied in size from 1cm to

28cm as shown in Fig. 5.4(a). The radar transceiver for the measurements is shown in Fig.

5.4(b). During these measurements the distance between the radar transceiver and metal

plate was kept constant at 4cm using a foam spacer, as illustrated. The received pulses

were calibrated by eliminating the ambient pulse. For the first experimental scenario, the

ambient pulse was measured by transmitting and receiving a pulse into the air. Therefore,

the received pulse is mainly due to the antennas’ mutual coupling. The calibrated received

pulses are shown in Fig. 5.5(a). The envelope of the calibrated pulses is generated by

applying a Hilbert transform, which is explained in the chapter. 2 and [99]. The envelope

of the pulse shows the location of the pulse peak [99], and is illustrated in Fig. 5.5(b). The

amplitude of the reflected pulse at the peak location increased as the size of the square metal

patch increased from 1cm to 5.5cm.

However, the amplitude of the reflected pulse was constant and lower for the cases of

12cm, 18cm and 28cm square patches. The pulse amplitude drops for the last three patch
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sizes since the location of the radar transceiver, which is 4cm from the metal patch, falls in

the near-field of the metal plate and changes/distorts the pulse shape. The reflected pulse is a

superposition of reflections from various locations on the metal plate or an object. Hence the

amplitude of the received pulse depends on the time delay of the individual reflections. In far-

field, where the observation point is far from the targets, the reflected pulses approximately

experience the same time delay. However, in the near-field of the antenna/metal plate or

both, the time delay is not the same. Varying time delay in the near-field may lead to

28 cm

18 cm

12 cm 

5.5 cm 

3 cm 

2 cm 

1 cm 

(a)

Distance to 
metal plate

Radar 
transceiver

(b)

Figure 5.4: (a) Square metal plate with different sizes, (b) radar transceiver distance to the target using a
half-inch-thick foam spacer.
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Figure 5.5: Reflected pulses by different sizes of square metal plates: (a) calibrated pulses, (b) enveloped of
calibrated pulses (c) zoomed and normalized version of -b-.

destructive interference, which results in distorted pulse shape with lower amplitude. As a

result of the pulse shape change in the near-field, the peak of the pulse appears sooner in

time as the size of square patch increases. This phenomenon can be observed in more detail

in Fig. 5.5(c), which is the normalized and zoomed version of Fig. 5.5(b). These results

indicate that the pulse peak propagates faster in the near-field region. It has already been
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Figure 5.6: (a) Metal plates with different size perforations, (b) metal patches.

demonstrated, in Chapter. 3 , that the pulse propagation in the antennas’ near-field can be

superluminal due to pulse reshaping [98].

In the next experiment we focused specifically on detecting a perforation in a metal

plate. The perforated metal plates are shown in Fig. 5.6(a). The perforation sizes are 1cm,

2cm, 3cm, and 3.8cm. For comparison purposes, we have measured the reflected pulses off

metal patches with the same size as those of the perforations. The corresponding metals

patched are shown in Fig. 5.6(b). To calibrate the received pulses, the ambient pulse is

measured differently for each of these cases. Received pulses reflected by the metal patches

were calibrated by measuring the antennas’ mutual coupling in air as described in the first

experiment, whereas pulses reflected by perforated metal plate were calibrated by measuring

the reflected pulse of the metal plate with no perforation in it, which is mathematically

modeled as follows:

sambi(t) = st(t)⊗ hTx(t)⊗ hRx(t)⊗ hplate(t) (5.1)

where hplate(t) is the impulse response of the metal plate without any perforation in it.

The calibration procedure is explained in Chapter. 1 and mathematically modeled by Eq.

1.8. Different measurements are conducted to evaluate the optimal distance between the
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(a)

(b)

(c)

Figure 5.7: Right column; reflected pulses by metal patches (c.f. 5.6(b)). Left column; reflected pulses by
perforation in metal plates (c.f. 5.6(a)). Distance between radar transceiver and object; (a) 1cm, (b) 2cm,
and (c) 4cm.

radar transceiver and the metal plate to effectively detect all perforations with a diameter

ranging from 1cm to 3.8cm. The selection of this distance plays a critical role in extracting

the signature of the perforation for a given pulse characteristics and mutual coupling between

the radar antennas. The measurement results are shown in Fig. 5.7. Since the envelope of the

pulse is more illustrative and informative in terms of target signature and peak location, the
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envelopes of the calibrated pulses are shown here. The right column encloses the signature of

the metal patches and the left column has the signature of perforations in the metal plate. It

can also be observed that the 1cm perforation is detected more clearly at shorter distances.

The amplitude of reflected pulses is not related to the distance where the transceiver is very

close to the perforations or metal patches, since the reflection and transmission occur in the

near-field of the transceiver and target. To detect a perforation as small as 1cm, the distance

between the radar and metal plate has to be about 1cm for this UWB radar system. The

near-field effect on pulse shaping is not very problematic here, since the received pulse is

calibrated with an ambient pulse measured at the same distance that captures the near-

field effects. Furthermore, here the objective is to detect the anomalies, perforation and/or

corrosion; hence, the pulse shape of the target signature is not very important as long as the

pulse is detected.

5.4 Metal-cased Oil well Perforation Detection and Imag-

ing

The previous sections laid the foundation for the detection of the anomalies in a metal

background, including near-field effects. In this section and the next one, detection and

imaging of perforations and corrosion in a metal pipe using UWB radar are studied through

simulations and measurements. First of all, the method of calibration is explained using

simulation data, and then measurements are done to detect and image the perforations in

air and diesel. The calibration procedure is the same as perforation detection in a metal plate.

However, here the ambient pulse is measured inside a metal pipe without any perforations

or anomalies. The ambient pulse expression is as follows:

sambi(t) = st(t)⊗ hTx(t)⊗ hRx(t)⊗ hpipe(t) (5.2)
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where hpipe(t) is the impulse response of the metal pipe with no perforation. A metal

pipe with a diameter of 10cm, shown in Fig. 5.8(a), is considered for the simulations and

experiments. For this simulation the diameter of perforation in the pipe is 1cm. The ambient

pulse measures the effect of everything except for the perforation in the pipe. The antenna

distance to the perforation is 1cm, since it was found to be the optimum distance in the

previous measurements. Since the radar transceiver is very close to the pipe surface, the

cutoff frequency of the waveguide does not affect the detection procedure. CST Microwave

studio is used for full wave simulations [57]. The transmitting and receiving antennas are in a

side-by-side configuration, with a half-inch gap. The received pulse (gray line), the ambient

pulse (dashed gray line), and the calibrated pulse (black line), are shown in Fig. 5.8(b). As

can be seen, the received and ambient pulses are very similar and have the same amplitudes.

However, the received pulse is slightly delayed due to the perforation. To demonstrate it in

more detail, the main lobe of these two pulses is enlarged and shown in Fig. 5.8(c). The

only difference in the pulses’ main lobe is the time delay caused by the perforation.

The perforation signature has been derived by subtracting the ambient pulse from the

received pulse. Here the ambient and received pulses are second derivative Gaussian pulses.

It is due to the fact that transmitting antenna time differentiate the input pulse [36]. Hence

the radiated pulse should be second derivative Gaussian pulse as the transmitting antenna

is fed with the first derivative Gaussian pulse. A metal plate differentiates the incident pulse

if the measurement is performed in the far-field, and merely inverts the pulse if it is in the

near-field [51]. Therefore, it is expected that both the ambient and the received pulses are

shaped like second derivative Gaussian pulses, and the shape of the perforation signature

pulse depends on the time delay between the ambient and received pulses. In the following

subsections, pipe perforation imaging in air and diesel is explained.
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5.4.1 Metal pipe perforation imaging in air

In the next step the radar imaging of a metal pipe perforation in air was performed. The

measurement setup is shown in Figs. 5.9(a)-5.9(c). As shown in Fig. 5.9(c), the metal
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Figure 5.8: (a) Perforated metal pipe in simulation setup, (b) calibration procedure for perforation detection
in oil metal pipe, (c) zoomed version of Fig. 5.8(b).
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pipe has three perforations with diameters of 1cm, 1.9cm and 2.45cm. Different perforation

diameters are considered to cover the diversity in size of real perforations in oil wells, which

are usually around 1cm to 3cm. The radar transceiver was set inside the pipe through a slot

in the pipe, at a distance of 1cm from the metal wall, shown in Fig. 5.9(b). As the time delay

between the received and ambient pulses is very minimal, the measurements have to be very

accurate to be able to extract the signature of the perforation. The pipe was held by two

pieces of Styrofoam and moved every 5mm to acquire the raw data. The raw data and its

envelope are shown in Figs. 5.9(e)-5.9(f). The location of the 1.9cm and 2.45cm perforations

can be seen; however, the signature of the smallest perforation is not detected in the raw

data. The horizontal straight lines in Figs. 5.9(e)-5.9(f) are reflections due to the metal pipe

surface. The calibrated raw data and its envelope are shown in Fig. 5.10(a)-5.10(b). After

the calibration, the perforations’ signatures are clearly detected and imaged.The calibrated

raw data of the perforations’ signatures are shown in separate windows so that the 1cm

perforation signature can be seen clearly as well. The perforation locations are marked by

the dashed rings, which match the locations of the perforations in the pipe. The size of the

perforation can be estimated based on the intensity of the signals at the aperture position.

The bigger perforation has bigger reflection intensity, as seen in the illustration.

Even though the signatures of perforations are clearly detected in the calibrated raw

data, the reconstructed image of these raw data can provide more information or a better

representation of the perforations. The GBP technique explained in Chapter. 1 and [27,41],

was used to reconstruct the image. As mentioned earlier, image reconstruction in time

domain requires the peak velocity of the pulse in the medium. The pulse peak velocity can

be found using a calibration procedure, which is explained in detail in Chapter. 3 and [98].

Since the radar imaging is done very close to the radar transceiver, superluminal effects will

appear [98]. To find the velocity of the pulse peak in this scenario, two measurements are

conducted by placing a flat metal plate on the antenna aperture and 1cm away from the

antenna aperture as the measurements are performed within this distance.
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Figure 5.9: (a) Metal pipe perforation imaging in air, (b) metal pipe interior, (c) metal pipe exterior, (d)
iron rust, (e) raw data, (f) envelope of the raw data.
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Figure 5.10: Pipe perforation imaging in air; (a) calibrated raw data, (b) envelope of the calibrated pulse,
(c) real image, (d) positive image.
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Comparing the location of the peaks of these two pulses with respect to the round-trip

distance results in the velocity of the peak of the pulse. Average velocity might be considered

if the pulse has multiple peaks. Here the average pulse peak velocity is 1.4co, where co is

light velocity in the vacuum. The reconstructed image based on measured calibrated raw

data is shown in Fig. 5.10(c). A positive image, explained in Chapters. 1 and 4 and [41],

is generated to enhance the image sharpness. The positive image is generated by adding up

the real part of the reconstructed image to absolute of it. The positive image is shown in

Fig. 5.10(d). The perforations’ location is shown in reconstructed images. The perforation

size can be estimated based on the image amplitude. The biggest perforation has an image

amplitude of about 0.7, whereas the image of the first perforation, which is 1cm in diameter,

has an amplitude of 0.13.

5.4.2 Metal pipe perforation in diesel

This subsection looks at imaging pipe perforations within diesel. As shown in Fig. 5.1,

usually there is concrete casing behind the metal casing. However, radar cannot see behind

metal, so we did not include the concrete casing in the measurement setup. The measurement

setup is shown in Fig. 5.11(a). A wooden box sealed with plastic covers was used to enclose

the metal pipe and diesel for accurate measurements. Similar to measurements in air, the

data was collected at 5mm intervals, and the reflections were recorded. The calibrated raw

data and its envelope are shown in Figs. 5.11(b)-5.11(c). The perforations’ signatures are

detected and imaged in the raw data.

The images are reconstructed in the same way, using the measured pulse peak velocity,

which is described in the previous subsection. Since this measurement is done in diesel, the

pulse peak velocity is divided by the square root of 2.5, which is the electric permittivity

of the diesel. The reconstructed images are shown in Figs. 5.11(d)-5.11(e). These images

demonstrate that the perforations are clearly imaged, particularly in the positive image.
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Figure 5.11: Measurement setup in diesel for pipe perforation imaging; (b) calibrated raw data, (c) envelope
of the calibrated raw data, (d) real image (e) positive image.

The study and results show the ability of UWB radar to detect and image perforations as

small as 1cm in a metal-cased oil well. In the next section, corrosion detection and imaging

are deliberated.

5.5 Corrosion Detection and Imaging

Corrosion in metal-cased oil wells can create serious problems for the wells [100]. Oil well

corrosion costs the oil and gas industry hundreds of millions of dollars each year [101].

Regular monitoring of corrosion in oil wells is required to assess the problem and take timely

action. Different logging techniques have been developed to detect corrosion in an oil well.

These techniques include ultrasound [102] and pulsed eddy current [93] techniques.

We proposed a UWB radar system to detect and image the corroded area in a metal-

cased oil well. The electrical properties of metal changes after corrosion. This change can

be detected by a radar. To conduct the experiment, the electric property of metal rust was

measured using an Agilent dielectric probe, shown in Fig. 5.12(a). The metal rust is a

lossy material which introduces losses to the EM waves. The procedure for detecting a small

area of corrosion, that is 1cm× 1cm× 0.5cm shown in Fig. 5.12(b), in a metal background

is explained in the following. The reflected pulse with the presence of the corroded area

is compared to the reflected pulse by a non-corroded metal. The reflected pulse from the
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Figure 5.12: (a) Rust dielectric properties measurements setup, (b) simulation setup for detection of the
corroded area, (c) rust dielectric properties, (d) calibration procedure for corrosion detection, 1cm× 1cm×
0.5cm, in a metal back ground within crude oil as medium.

corroded area is delayed in time and attenuated. The difference between these two pulses is

the signature of the corroded area.

The pipe perforation imaging experiment in air, with the same setup configuration shown

in Fig. 5.9(a), with a small amount of rusted metal powder shown in Fig. 5.9(d) is repeated.

The rust material was packed in a plastic bag with dimensions of 1cm× 1cm× 0.5cm.

110



5.5. Corrosion Detection and Imaging

0 0.05 0.1

0

0.2

0.4

0.6

0.8

1
Ti

m
e(

ns
)

-0.02 0 0.02

0.16 0.2
Scanned aperture(m)

0

0.2

0.4

0.6

0.8

1

-0.04 0 0.04

0.25 0.3 0.35

0

0.2

0.4

0.6

0.8

1

-0.04 0 0.04

(a)

0 0.05 0.1

0

0.2

0.4

0.6

0.8

1

Ti
m

e(
ns

)

0 0.02

0.16 0.2
Scanned aperture(m)

0

0.2

0.4

0.6

0.8

1

0 0.05

0.25 0.3 0.35

0

0.2

0.4

0.6

0.8

1

0 0.05

(b)

0 0.05 0.1

0

0.01

0.02

0.03

de
pt

h(
m

)

-0.4 0 0.4

0.16 0.2
Synthesized aperture(m)

0

0.01

0.02

0.03

-0.5 0 0.5

0.25 0.3 0.35

0

0.01

0.02

0.03

0 1

(c)

0.15 0.2 0.25

0

0.01

0.02

0.03

de
pt

h(
m

)

0 0.2 0.4

0.26 0.3 0.34
Synthesized aperture(m)

0

0.01

0.02

0.03

0 0.5

0.4 0.45 0.5

0

0.01

0.02

0.03

0 0.5 1

(d)

Figure 5.13: Pipe perforation and corrosion imaging in air: (a) calibrated raw data, (b) envelope of the
calibrated pulse, (c) real image, (d) positive image.
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5.6. Conclusion

The rust material was located between the first and second perforations in the metal

pipe. The pipe was moved and the reflected pulses were recorded at 5mm intervals. The

calibrated raw data and its envelope are shown in Fig. 5.13(a)-5.13(b), respectively. The

signature of the corroded area is clearly captured between the first and second perforation.

The reconstructed images are shown in Fig. 5.13(c) and Fig. 5.13(d). The location of

rust and perforations is clearly imaged. The size and depth of the corroded area changes

the reflected pulse shape and time delay. Therefore, the reconstructed images have higher

intensity where the corroded area is bigger. These images can be used to estimate the size

of the rusted area.

5.6 Conclusion

This chapter discussed the application of UWB-SAR to detect and image perforations and

corrosion in metal-cased oil wells. Various measurement and simulation scenarios were per-

formed to develop understanding about the characteristics of the reflected pulse from metal

surface with and without anomalies. The effect of the metal surface, perforation and the

radar distance to the target were also studied. The optimum radar distance to effectively

detect a perforation as small as 1cm was determined. Three different measurement scenar-

ios for the detection and imaging of perforation in air, oil and corrosion on metal surface

were performed. The radar data were processed with LSAR to reconstruct the images. All

measurements confirmed the capability of UWB radar to monitor metal-cased oil wells.
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Chapter 6

SAGD Process Monitoring in Heavy

Oil Reservoir Using UWB Radar

Techniques

6.1 Introduction

Heavy oil reservoir management using automated sensors and control techniques to monitor

oil well production has been introduced and developed as a new concept in the oil and gas

industry [103–105]. In particular, having sensors capable of capturing the dynamics of the

reservoir in the proximity of an oil well would provide necessary feedback to enhance the

production [4, 106].

Oil from heavy oil reservoirs cannot be recovered by the conventional methods, those

used in light crude oil extraction, due to the high viscosity of bitumen. Generally, heavy oil

is recovered by the SAGD process, which is one of the leading methods for oilsand reservoir

extraction [107–112]. This method is realized by drilling a pair of horizontal wells into the

reservoir in which the upper pipe injects high pressure steam to reduce the viscosity of the

bitumen, while the lower pipe collects the liquefied bitumen. Since the SAGD process has an
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6.1. Introduction

impact on the environment, close monitoring of the steam chamber development is required.

Water consumption in the SAGD process can be optimized by mapping the reservoir through

radar scanning; it also determines the reservoir volume and locations of the impermeable

rocks. Furthermore, real-time monitoring of reservoir conditions and steam flow patterns

may help to prevent the occurrence of an uneven stunted steam chamber and provide better

control of the steam flow [110, 113]. Considering the huge impact of the oilsand industry

on the Canadian economy, developing advanced monitoring technologies would significantly

reduce the cost of oil extraction and provide more protection to the natural environment.

The SAGD process has been traditionally monitored and imaged by microseismic monitoring

techniques [114–116]. These methods need a huge number of geophones, on the order of tens

of thousands, placed at different locations in or over the top of the reservoir. Furthermore,

processing the enormous amount of recorded data produced by geophones makes real-time

monitoring impossible or very difficult. Also, this method may not be able to monitor the

shallow depth reservoirs due to the interference by mechanical waves from the surface, which

significantly reduces the SNR.

EM waves are much more sensitive than seismic waves to changes in reservoir fluid satu-

ration; therefore an EM sensor is potentially more suitable to monitor fluid movement such

as the steam chamber growth. Hence, radar techniques can be used to monitor the SAGD

process. The feasibility of employing radars as down-hole sensors has been studied through

simulations in [4, 106, 117]. The applications of UWB radar system for imaging of oil well

perforations is demonstrated in the chapters 4-5. In this chapter, we study the experimental

feasibility of employing an UWB radar system as a buried sensor for monitoring oilsand

reservoirs. A UWB radar system tailored for monitoring the SAGD process requires UWB

antennas capable of radiating within the reservoir medium, whose permittivity is higher than

free space.

Miniaturization of the antennas is essential as it makes installation and infrastructure

design in the reservoir easier and inexpensive. Different types of UWB antennas, such as
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6.2. SAGD Process Monitoring and Radar System Design

bow-tie, antipodal, spiral, double ridged, and transverse electromagnetic horns have been in

use for different radar applications [34, 55, 56, 118–120]. A miniaturized antipodal antenna

modified for radiating into the oilsand is designed and used as a sensor for the radar system in

these experiments. Antipodal antennas have been in use for various applications, especially

for pulse based systems, due to characteristics including broadband impedance matching,

unidirectional radiation, low pulse distortion, compact size, and ease of fabrication [55, 56,

118].

In this chapter, first the details of the SAGD process monitoring for heavy oil extraction,

measurement setup, and miniaturized antenna design is presented. The EM pulse charac-

terization in dry and wet sand and in the vicinity of metal pipes is presented in the next

section. Power budget analysis for oilsand reservoir imaging, inhomogeneity of the reservoir

medium and imaging of the emulated steam chamber growth and using LSAR are explained

and demonstrated afterwards. The last section discusses the importance, applicability, and

economic feasibility of the proposed method.

6.2 SAGD Process Monitoring and Radar System De-

sign

Heavy oil reservoir and SAGD process monitoring using a radar system are shown in Fig.

6.1(a). The heavy oil reservoir is a heterogeneous medium, which is an intrinsic aspect of

any reservoir, filled with oilsand, rocks and fractures [108]. Reservoir mapping can help in

effective steaming in terms of controlling the direction and pressure of steam injectors. Once

steaming starts, steam chamber growth can be monitored on a near real-time basis, which

can result in efficient reservoir management in terms of water usage and oil extraction [121].

In general, steam is continuously injected into a heavy oil reservoir for several months which

grows the steam chamber up to 20m [108]. Steaming of the reservoir increases the dielectric

constant of the steamed area, which makes this region electrically discernible. Hence, the
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6.2. SAGD Process Monitoring and Radar System Design

discontinuity in electrical properties between dry and wet regions of the reservoir might be

distinguished by radar principles. Steam propagation in the SAGD process can be monitored

by having an array of antennas on top of the reservoir and over the injector pipe [4,106,117] or

any other locations in the reservoir in vertical and horizontal configurations. The sensor array

over the injector pipe can be mounted on the pipe before installing it inside the borehole.

However the borehole diameter has to be wider to accommodate the antennas. The radars on

the injector pipe are used only in the initial scanning, i.e., before steaming begins. Definitely,

having more arrays of sensors inside the reservoir provides more information about the SAGD

process and steam chamber growth.

6.2.1 Radar monitoring system and measurement setup

The UWB radar system is capable of detecting the contours of the steam chamber in the

reservoir based on the reflections and transmission of the electromagnetic pulses at the

interfaces. The feasibility of using a UWB radar system for SAGD process monitoring is

experimentally investigated in this chapter. To develop the concept and its validation, several

simulations and measurements have been conducted in this study. The measurement setup

contains a UWB radar system, and a wooden box filled with dry and wet sand, where the wet
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Figure 6.1: (a) SAGD process monitoring and sensor arrangements, (b) radar measurement setup.
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6.2. SAGD Process Monitoring and Radar System Design

sand emulates the steamed region. The UWB measurement setup introduced in Chapter. 1,

shown in Fig. 1.6(b), is employed to perform the measurements.

6.2.2 Miniaturized antipodal antenna as EM sensor

The UWB radar system for SAGD process monitoring requires antennas capable of ra-

diating within the oilsand, unlike conventional antennas, due to the fact that the sensor

system is buried in the oilsand. An antipodal Vivaldi antenna or TEM horn antennas are

good candidates for UWB radar applications for moderate-to-high power applications respec-

tively [34, 55, 56, 118–120]. In this study, a miniaturized antipodal Vivaldi antenna capable

of radiating within the oilsand is designed and tested. The antipodal Vivaldi antenna is a

printed circuit device and is capable of handling several Watts of electromagnetic power.

Bitumen and dry sand in the oil reservoir have a dielectric constant of 2.5 and 2.56, respec-

tively [27]. Therefore, the antenna is designed to efficiently radiate in a medium of dielectric

constant 2.5. The dielectric constant of oilsand varies from 2.5 to 3.5 [122]. The antenna

is fabricated using a Rogers’ substrate (RO4003) laminate of dielectric constant 3.38 and

thickness of 0.8mm. The overall dimensions of the antenna are limited to 36mm × 46mm.

More details of the antenna dimensions are shown in Fig. 6.2(a). The fabricated antenna is

shown in Fig. 6.2(b). The antenna is fed by a 50 Ohm coaxial line. The quasi mono-static

radar transceiver is realized by bundling two Vivaldi antennas, one as the transmitter and

the other as the receiver, separated by a 3 cm-thick Teflon insulator. The simulated and

measured S11 of the antenna in dry sand is shown in Fig. 6.2(c). As can be seen, antenna

return loss is acceptable up to 20GHz. Dry sand is used for measurements as its dielectric

constant is very close to the oilsand. The simulated radiation patterns of the antenna in dry

sand at various frequencies are shown in Fig. 6.2(d). The antenna’s realized gain at each

frequency is illustrated by the color bar.
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Figure 6.2: (a) Simulated antenna structure, (b) fabricated antenna [top], radar transceiver [bottom], (c)
antenna return loss simulation and measurement in dry sand, (d) simulated antenna radiation pattern in
dry sand at different frequencies.
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Pipes

6.3 Pulse Characteristics in Dry and Wet Sand in the

Vicinity of Metal Pipes

Several experiments are conducted to understand the EM pulse propagation and distortion

in the heavy oil reservoir medium, particularly in the vicinity of metal pipes. In these exper-

iments, both transmitting and receiving antennas were buried in dry and wet sand, and the

received pulses were studied. To study the effect of metal pipes on the pulse characteristics,

a rectangular metal plate and pipe as reflectors were placed behind the Tx and Rx antennas.

It is a known fact that the water contents in oilsand increases the dielectric constant and

loss tangent of the medium and affects the radar signal propagation. The dielectric constant

of sand with various moisture contents are shown in Table. 6.1.

Table 6.1: Dielectric constant of sand

[123]
Moisture % 0 2.7 4.9 10.4 13.3
Dielectric constant 2.32 3.2 4.77 5.83 7.46

This measurement
Moisture % 0 Saturated
Dielectric constant 2.7 10

In this investigation, we also studied the dielectric properties of the saturated sand and

the antenna performance in it. The dielectric properties of sand are measured using the

time domain radar cross section (RCS) method [51]. A measurement error of 5% to 10% is

associated with the time domain RCS method. Play sand with a porosity of about 10% is used

in the experiments. Simulation and measurements show that the dielectric losses increase

significantly as moisture content increases. The antenna return loss and radiation patterns

became severely degraded in the saturated sand. However, the reflection at the boundary of

dry and saturated sand is very strong, due to the big difference in wave impedance, which

makes the wet sand visible to the radar. The designed antenna has acceptable performance

in terms of return loss and radiation efficiency for a medium with a dielectric constant up

to 5. It implies that using the same antenna, the measurements can be carried out in sand

that has a moisture content of up to 5% [123]. The measurement scenarios are explained in
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the following subsections.

6.3.1 Pulse characteristics in dry and wet sand

The experimental setup for these measurements is illustrated in Fig. 6.3(a). During the

measurements, antennas were fully buried in sand. The effect of the medium on the pulse

shape and path loss was measured by facing Tx and Rx antennas at each other, with a 21cm

distance in both air and sand. The measurements were carried out at short distances due to

low power equipment available in the lab. The shape and pulse width of the received pulse

is affected by the antenna’s and medium’s impulse responses. For comparison, the received

pulses were measured in all air and dry and wet sand, and are shown in Figs. 6.3(b)-6.3(c).

A piece of foam was used to hold the antennas for measurement in air. The same distance

was maintained between the antennas for measurements inside sand as shown in Fig. 6.3(a).

For measurements in sand, antennas were buried in sand at about 15cm depth. Amplitudes

of the received pulses are normalized to the peak value of the received pulse in air. To detect

the right location of peak of the received pulse, an to find the time delay, the envelope of

the pulse is generated. Chapter. 2 includes thorough information about envelope detection

for radar imaging and detection.

The received pulses in dry sand, shown in Fig. 6.3(b), are plotted in gray lines, whereas

their envelopes are plotted in black lines. The received pulse in sand is delayed and attenu-

ated due to the higher dielectric constant and loss tangent of the sand. A higher dielectric

constant implies a lower speed of wave propagation in sand. Moreover, as shown in Fig.

6.3(b), the shape of the received pulse in sand and air is different from the input pulse,

which was a first derivative Gaussian pulse. The received pulses more closely resemble the

second derivative Gaussian pulse with some distortions. The time differentiation of the input

pulse occurred during transmission [36], and pulse distortion and attenuation occurred while

in propagation. The measurement errors could be due the drifting of pulse generator and

sampling oscilloscope, however our measurement records show that the error is trivial, and
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Figure 6.3: (a) Measurement configuration for through path, (b) through measured pulses in free space and
dry sand, note: gray lines are received pulses and back lines are their corresponding envelopes, (c) through
measured pulse in saturated wet sand. Note: pulses amplitude is normalized to pulses amplitude in air.

is within 1%.

Pulse propagation in saturated wet sand was also investigated through measurements
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and is shown in Fig. 6.3(c). Again, the signal amplitude is normalized to the received pulse

in air. As can be seen the received pulse through wet sand experienced more attenuation and

distortion compared to the one in dry sand. The received pulse in wet sand is received at

multiple times. The reasons for these discrepancies can be: impedance mismatch at antenna

aperture, which results in radiation at different times, and heterogeneity of the wet sand.

Here the received pulse is captured up to 20ns. Even though the received pulse in wet sand

arrives at different times, the time delay for the direct path is associated to the dielectric

constant of wet sand, which is about 10.

6.3.2 Reflected pulse characterization with reflector plates

Since the injector and collector pipes in the SAGD process are made of metal, and antennas

might be installed close to them, pulse propagation and its characteristics in the vicinity of

metal pipes were investigated using metal plates and pipes as reflectors. Three experiments

were conducted to study the pulse characteristics in the presence of metal pipes. First, a

metal plate was placed in front of the radar transceiver as shown in Fig. 6.4(a) to study

the received pulse in the sand medium. The distance between the radar transceiver and the

metal plate was 30cm. The pulse was transmitted through the Tx antenna and received

by Rx antenna after it was reflected by the metal plate. The received pulse is analyzed

to probe the effect of the metal reflector on the pulse characteristics. In the second and

third experiment, the effect of the nearby metal pipe on the received pulses was studied

by introducing a square metal plate and a pipe ,with corresponding dimensions of 20cm

width and 4cm diameter, respectively, as reflector at a distance of 4cm behind the radar

transceiver, as shown in Figs. 6.4(b)-6.4(c).

For a quasi-mono-static radar system, the antenna mutual coupling affects target’s sig-

nature significantly. In order to reveal the effect of metal pipe/reflectors on the received

pulse, the medium and antenna effect on the pulse have to be removed. The ambient pulse

was measured by sending and receiving a pulse inside the sand with no metal reflectors. The
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(a) (b) (c)

(d)

(e)

Figure 6.4: Measurement setup; (a) front metal plate reflector, (b) front and back metal plate reflector, (c)
front and back metal pipe reflector, (d) received pulses, (e) calibrated received pulses.

ambient pulse contains all the other effects, including the medium, antennas, cables, and

also the finite size of the experimental setup. By subtracting the ambient pulse from the

received pulse, the signature of the target, the metal plates/pipe, is extracted.

Reflected pulses by the front metal plate with and without the presence of the back

metal plate and pipe, as reflector, are called srf (t), srb(t) and srp(t) respectively. The uncal-
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ibrated received pulses corresponding to experiments described in Figs. 6.4(a)-6.4(c), and

the recorded ambient pulse, sam(t), are illustrated in Fig. 6.4(d). Up to 3ns is the antenna

mutual coupling, and there is no information about the metal reflectors. The received pulses

after calibration are shown in Fig. 6.4(e). The upper graph, black solid line, is the received

pulse reflected by the front metal plate. A UWB pulse undergoes an extra time differenti-

ation every time the pulse hits a metal plate [51]. The received pulse resembles the third

derivative Gaussian pulse with some distortions. Dotted blue and dotted-dashed green lines

in Fig. 6.4(e) are the received pulses of the measurements described in Fig. 6.4(b)-6.4(c),

respectively. As can be seen in the dotted blue line, several reflections appeared due to the

effect of the back metal reflector. The pulse bounces between the front and back reflectors

until the energy level is dissipated due to spreading factor and dielectric loss of the sand.

The received pulse was recorded up to 8ns and shows four reflections in Fig. 6.4(e). The

pulse was first reflected by the front reflector, and received by the transceiver main lobe at

3.4ns. The reflected pulse by front reflector hit the back reflector, a portion of the pulse

reflected by the back plate was received by transceiver back and side lobes at 4.3ns, and the

rest again hits the front reflector and is received by the transceiver main lobe at 6.9ns. The

fourth reflection was received by the side lobes and back lobe at 7.8ns once it was reflected

by the back reflector. As can be seen, the pulse amplitude decreases after every bounce.

The metal pipe was used as the back reflector in the third experiment. Similar to the

second experiment, the pulse started bouncing between the front reflector and the pipe.

However, due to the smaller RCS of the metal pipe, its reflection from pipe, appeared at

4.2ns, has lower amplitude. The third and fourth reflections did not appear at all. This

shows that metal pipes do not have much effect on the nearby transceiver performance. Extra

reflections caused by metal pipes can be removed by time-gating of the received pulses. From

these experiments, it is very clear that the shape of the reflected pulse changes due to the

presence of the metal plate or pipe. The above analysis of the received pulses in different

conditions shows the ability of UWB radar to distinguish the reflection from the metal pipes
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based on the time delay and pulse shape.

6.4 Power Budget Analysis for Oilsand Reservoir Imag-

ing Application

Power requirement for scanning the proposed oilsand reservoir mainly depends on the (I)

attenuation of the electromagnetic signal in oilsand, which depends on the conductivity of

the oilsand medium; (II) path loss due to energy spreading in the reservoir, which depends

on the scanning range of the reservoir; and (III) the level of mismatch in electrical properties

between steamed and dry reservoir areas. Considering the introduced losses, the required

power for the transmitter can be calculated. In addition, signal processing techniques such

as pulse integration/averaging can be adopted to reduce the transmitted power by enhancing

SNR [99]. Signal attenuation has been calculated based on the measured electrical properties

of oilsand samples of different grades from the Athabasca reservoir at 2.45GHz [122]. A full-

wave simulation model, using CST Microwave Studio, was developed based on the measured

dielectric constant and loss tangent at 2.45GHz. The first order Debye model was applied

to consider the frequency variation of electrical properties of the oilsand. Table. 6.2 shows

the measured electrical properties of different grades of Athabasca oilsand. Table. 6.3

shows the simulation results for attenuation of pulse peak power for different ranges in

the reservoir. Power losses of the pulse over different distances are acquired for mediums’

properties according to Table. 6.3. The frequency content of the transmitted pulse in these

simulations ranges from 1 to 11GHz. This frequency bandwidth was used based on our

pulse generator specification, which provides high range resolution. However, for a real field

measurements scenario, high range resolution is not required and pulse bandwidth up to

maximum of 500MHz would be satisfactory. Operating at lower frequencies results in lower

losses and lower input power would be required. Simulations and calculations in this section

can be applied to pulses of any bandwidth and frequencies. As shown in Table. 6.3, the
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6.4. Power Budget Analysis for Oilsand Reservoir Imaging Application

lowest grade oilsand has the highest signal attenuation.

As the pulse propagates into the oilsand, the high frequency content of the pulse atten-

Table 6.2: Athabasca oilsand samples

Bitumen grade εr
′

εr
′′

tanδ

Lowest 2.8446 0.0569 0.002

Low 2.8702 0.0182 0.0063

High 3.217 0.0152 0.0047

Table 6.3: Dissipated loss in different oilsand grades

Distances Lowest grade, loss(dB) Low grade, loss(dB) High grade, loss(dB)

1 m 13.95 5.97 4.2

2 m 23.13 9.85 8.2

4 m 32.26 17.31 14.83

8 m 39.19 26.34 23.48

16 m 44.8 34.46 32.05

32 m 49.52 41.15 39.09

0 50 100 150
Time (ns)

-80

-60

-40

-20

0

Lo
ss

 (d
B

W
)

l=1 m
l=2 m
l=4 m
l=8 m
l=16 m
l=32 m

(a)

0 2 4 6 8 10 12 14 16
Frequency (GHz)

-100

-80

-60

-40

-20

0

N
or

m
al

iz
ed

 lo
ss

 (d
B

)

l=1 m
l=2 m
l=4 m
l=8 m
l=16 m
l=32 m

(b)

Figure 6.5: Simulation results of received pulses propagating in lowest grade Athabasca oilsand for different
depths l; (a) time domain received pulses, (b) frequency spectrum of the received pulses.
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uates at a higher rate than the low frequency content. Fig. 6.5(a)-6.5(b) show the pulse

peak power of the received pulses and their frequency spectrum, respectively. The frequency

bandwidth of the received pulse decreases as the probing range in the reservoir increases.

For example, the −20dB bandwidth attenuation of the received pulse for a range of 32m is

limited to 1GHz.

The receiver sensitivity, minimum detectable power, depends on the bandwidth of the

received pulse, noise figure (NF) of the receiver, and minimum SNR requirements. The

minimum power required at the receiver can be estimated by the following relationship:

PdBm = −174 + 10 log(BWHz) +NFdB + SNRdB (6.1)

The power of the reflected pulse depends on the contrast between the dielectric constant

of dry oilsand and the steam chamber. At the front face of the steam chamber, steam quickly

condenses into water. The steamed area has the average dielectric constant of at least 6,

which is double the dielectric constant of the dry reservoir. Based on this information, the

power of the transmitted pulse for a typical steam chamber monitoring can be calculated.

Here, the calculations are shown for the case of the lowest grade oilsand for 20m probing

depth.

The minimum power required for the receiver of bandwidth 1GHz, NF of 7dB, with

a minimum SNR of 10dB, is −67dBm. According to Table. 6.3, the attenuation of pulse

peak power for 20m propagation can be estimated as 45dB. The reflectivity of the pulse

is −15.3dB. The path loss due to the energy spreading is 37.5dB. Since the boundary

between the dry reservoir and steamed area is very large and continuous, the signal loss due

to spreading is not required to be considered in the return path. The total loss of the signal

for 20m down range probing is 143dB. Therefore, the peak power of the transmitted pulse

should be greater than 76dBm.

Since the dynamics of the reservoir would not change in the time span of few seconds,
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pulse averaging/integration can be applied to reduce the power requirement. Here, the

received pulses can be treated as periodic pulses. If 1000 pulses are considered for integration,

the required peak power of the transmitted pulse can be reduced by 30dB. Therefore, the

required peak power of the transmitted pulse is 46dBm i.e., 39.8W . For a 50Ω system, the

peak voltage of the pulse should be 44.6V . The average power of the pulse will be much

lower than the peak power. For example, for a pulse with pulse-width of 0.5ns, and a pulse

repetition frequency (PRF) of 1MHz, the average power is as low as 20mW . The limitation

of the pulse integration concept is the delay that occurs during integration. For example

the time delay for 1000 pulses integration with 1MHz PRF is 1ms. The dynamics of the

target (reservoir) should not change during this time. Hence, the reservoir monitoring can

be called near real-time monitoring. The power requirements of the transmitted pulse can

be further reduced by using directional antennas and pulse with lower frequency contents as

discussed above.

6.5 Inhomogeneity of the Reservoir Medium

The typical height of the steam chamber growth is around 20m. Therefore, the scanning

distance, down range, of the proposed radar system is maximum 20m vertical from the

steam injection pipe. The question here is how many inhomogeneous layers can present

in the space of 20m that can potentially mask the steam flow imaging. In the calibration

process, before steam injection, few layers of inhomogeneity can be determined. Even though

boundaries of the inhomogeneity can be arbitrary in shape, in the boresight of the transceiver

the boundary can be approximated as a straight line. The distance between the arrays of

the transceivers, installed at the top and bottom, is always known. The medium (reservoir)

electrical parameters at the location of transceiver and receiver can be measured at the time

of installation.

Here, we present a simple full wave simulation to illustrate the capability of the radar
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6.5. Inhomogeneity of the Reservoir Medium

to characterize up to three layers of inhomogeneity present in the reservoir, without solving

any inverse scattering problem. The simulated structure is shown in Fig. 6.6(a). To reduce

the simulation time and computer resources, a scaled-down model was considered. Similar

to the proposed scheme of SAGD monitoring in Fig. 6.1(a), a set of transceivers was located

at the top and bottom of the reservoir for simulation. Antennas no.1 and no.3 transmitted

the pulse, and the reflections were recorded at antennas no.2 and no.4, titled P21 and P43,

respectively. The received pulses are shown in Fig. 6.6(b), dashed lines. The pulse envelopes

are also plotted, in solid lines, to find the right arrival time of received pulses. The oilsand
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Figure 6.6: Simulation for acquiring the depth and materials in a three layered reservoir; (a) simulated
structure, (b) simulated reflected pulses.
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Table 6.4: Reflection time and depth of the layers

T1(ns) T3(ns) L1(mm) L3(mm)

1.866 1.719 139.9 148.9

properties in the first and third layers are determined by acquiring samples during the time

of installation. The depth of the first and third layers can be calculated based on the oilsand

dielectric constant and round trip time of the reflected pulses. The depth of first and third

layers based on the time of the reflected pulses at ports no.2 and no.4 are calculated as

follows:

Ln =
Tn.co
2
√
εr

(6.2)

where Tn and εr are time of the reflection and medium permittivity, respectively. The

time of reflections for the first and third layers is acquired from Fig. 6.6(b). The antenna

mutual coupling is used as a time reference, and has to be subtracted from the time duration

of the received reflection. The reflection time of the pulse and calculated depth of the layers

are tabulated in Table. 6.4.

The total length is known, then by having L1 and L3, L2 can be calculated. The value of

L2 is calculated to be 151.2mm, which shows a 0.08% error. Eq. 6.2 is used again to calculate

the dielectric constant of the middle layer. However, Tn is the time difference between

the first and second reflections. Either P21 or P43 can be used for the dielectric constant

estimation. Here, the estimated dielectric constant of 8.4 and 8.007 are the results from P21

and P43, respectively. The average value of 8.2 is considered for the dielectric constant of

the middle layer, which indicates an error of 1%. For more numbers of inhomogeneity in the

reservoir, the layer thickness and dielectric constant can be estimated based on parameter

optimization [38].
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6.6 Mapping of Steam Chamber in SAGD Process us-

ing UWB Radar

The experiment aims at demonstrating the feasibility of mapping and localizing the steamed

area, emulated steam chamber, using a UWB radar system. These experiments were done

on a simplified lab prototype which is built based on dry and moisturized sand, shown in

Figs. 6.7(a)-6.7(b). It is impractical to have a large oilsand sample and steaming process in

our lab setting. So we used dry sand to mimic the oilsand before steam injection, and wet

sand to mimic the steamed area.

In the first part of the experiment, a scaled down steam chamber shown in Fig.6.7(a)

was emulated by curved shaped wet sand covered with dry sand in a plastic container. The

purpose of this experiment was to see whether the shape of the emulated steam chamber can

be detected by the radar. At the boundary, wet sand moisturizes the dry sand and creates

a small transition zone. The height of the wet sand varied between 12cm to 18cm from the

bottom of the container, and was covered with dry sand up to 30cm in depth, as shown in

Fig. 6.7(b). To map the wet sand surface, the emulated chamber was scanned from the

top over the measurement path defined in Fig. 6.7(b). Measurement was performed over

the length of 45cm, from 10cm to 55cm, using UWB radar at each 5cm interval. However,

in the actual oilsand reservoirs, the steaming pipe length may extend to 1000m [108], so in

practical systems, scanning over the pipe length can be done at different intervals depending

on required resolution.The calibrated raw data based on reflected pulses from the wet sand

surface, shown in Fig. 6.7(a), was acquired along the measurement path shown in Fig. 6.7(b).

The first derivative Gaussian pulse was used as an input pulse. To find the peak location of

reflected pulses, the envelope of the reflected pulse is generated. Envelope detection improves

the radar image resolution and its quality as it was [99]. The advantage of envelope detection

for improving radar range resolution, and pulse averaging to improve the pulse SNR are

discussed in Chapter. 2.
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Figure 6.7: Steam chamber detection and imaging from top; (a) emulated steam chamber for measurement,
(b) 3D drawing of the emulated steam chamber, (c) calibrated raw data, unit: voltage, (d) reconstructed
image of the emulated steam chamber, normalized intensity.

Envelope detected raw data is shown in Fig. 6.7(c), which matches with the shape of

the saturated wet sand contour shown in Figs. 6.7(a)-6.7(b). In the next step, the data

is processed to reconstruct the image of the emulated steam chamber contour, i.e., wet
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sand plateau. To reconstruct the image, LSAR processing is applied [27, 28, 44] which is

explained in Chapter. 1. Considering the dielectric constant of 2.5, for sand, the velocity

of 1.897 × 108m/s is used for SAR processing. The reconstructed image is shown in Fig.

6.7(d). As can be seen after SAR processing, time is translated to depth (down range), which

localizes the wet sand contour.

In the first experiment, the contour of the emulated steam chamber was imaged by

scanning the reservoir from the top. The purpose of the second part of the experiment is

to acquire more information about the emulated steam chamber by scanning the reservoir

in different lateral cuts, using reflected and through pulse propagation. The second part of

the experiment is shown in Fig. 6.8(a). As demonstrated in Fig. 6.8(a), the area in the

middle of the wooden box was filled with a plateau of wet sand covered by dry sand to

roughly emulate the reservoir and steam chamber. To facilitate antenna movement in the

sand for scanning, the TRx and Rx were enclosed in cardboard boxes filled with dry sand.

In practical scenarios, an array of antennas will be arranged to acquire the data instead of

moving TRx and Rx. The area was scanned by moving the TRx and Rx boxes along the

wooden box length, from 10cm to 84cm, at every 2cm in a face-to-face positions as shown

in Fig. 6.8(a). To have the reference data for comparison in through mode and also for

pulse calibration in reflection mode, the experiment was completed with dry sand first. The

plateau of wet sand (5% moisture) is built in the middle of the dry sand, and was covered

by dry sand up to the edges of the wooden box. The dimensions of the plateau are shown in

Fig. 6.8(a). The plateau has a length of 40cm and width of 20cm. The measurement results

of the second experiment are shown in Figs. 6.8(b)-6.8(e). The measured through pulses in

dry sand and the emulated chamber (dry sand including the wet sand plateau) are shown

in Fig. 6.8(b)-6.8(c). By comparing these two figures, it can be concluded that the received

pulses in between point A = 21cm and B = 61cm are delayed and attenuated due to the

high dielectric constant and loss associated with the wet sand.
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Figure 6.8: Steam chamber detection and imaging in lateral cuts; (a) emulated steam chamber, (b) measured
through pulses in dry sand, unit: voltage, (c) measured through in wet sand, unit: voltage, (d) calibrated
raw data of reflected measured pulse, unit: voltage, (e) reconstructed image of -d-, normalized intensity.

Hence, linking the through data attained from the reservoirs before and after steam injec-

tion can provide the information of chamber growth in the reservoir. The radar transceiver

also records the reflected pulses, which can provide more information about the emulated

steam chamber contours. The calibrated reflection raw data is shown in Fig. 6.8(d). Since

the dielectric constant of sand in the wooden box increases gradually from dry to wet sand,

several reflections occur over this transition which make the raw data very complicated to

understand. Thus, we refocused the spread energy using LSAR processing. The recon-

structed image is shown in Fig. 6.8(e). As can be seen, the image shows the location of

the wet region clearly. It can be seen from the reconstructed images, Fig. 6.7(d) and Fig.

6.8(e), that UWB radar along with SAR processing techniques, can provide high resolution
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images. The experiment results with the simplified lab prototype suggest that UWB radar

techniques can be used as a method to detect and monitor the contour of steamed area.

6.7 Importance, Applicability, and Economic Feasibil-

ity of the Proposed Method

In the SAGD process, two horizontal parallel wells, with a 5m vertical distance, are drilled

into an oilsand reservoir. Steam injected into the reservoir through the injector pipe expands

in vertical and lateral directions into the reservoir to form a steam chamber. An efficient

SAGD process depends on the optimal utilization of steam and creation of a uniform steam

chamber along the well length. Because of the reservoir heterogeneity and its character-

istics such as geometry, component distribution, porosity, permeability and the well bore

undulations, preferential flow paths of steam will be formed, and the heated fluids tend

to flow through the preferential paths. Therefore, a non-uniform or stunted steam cham-

ber is inevitable in a SAGD process [124]. It should be noted that the heterogeneity in

physical characteristics of an oilsand reservoir may not affect the radar signal propagation.

However, heterogeneity in dielectric permittivity of the reservoir affects the speed of the

signal propagation. If the steam chamber development is properly monitored and evaluated,

the development of a non-uniform steam chamber can be mitigated. For example, steam

splitters can be installed at underdeveloped locations of the steam chamber to enhance the

development. Technologies available for monitoring the steam chamber at early stages of

the SAGD process are limited. For optimizing the SAGD process, an effective technique is

needed to evaluate the SAGD performance and monitor the steam chamber development.

The proposed imaging method using radar principles is well suited for monitoring the steam

chamber growth in near real-time. Electrical signals are transparent to physical heterogene-

ity, and provide contrast to the water saturation of the reservoir. Synthetic aperture radar

techniques provide high resolution imaging with a minimum number of sensors. Pulse in-
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Figure 6.9: Sensor arrangement for steam chamber monitoring

tegration/averaging concepts of UWB radars are amenable for low power operations. The

typical shape of the steam chamber is shown in Fig. 6.9. The steam chamber can be mon-

itored using three arrays of sensors. One array is installed at the top of the chamber and

two on the lateral sides. An additional array is installed along the injector pipe for reservoir

calibration purposes. Electrical beam steering of the electromagnetic sensors, which is well

understood and developed, can be used to improve the resolution of the image on the top

and lateral side, as shown in the Fig. 6.9. The typical cost of a sensor would be on the order

of few hundred dollars. It is expected that four sensors, one for the top, two for the lateral

planes, and one along the injector pipe, will be installed for each 5m length of the well. For

high resolution imaging, the number of sensors can be higher than what has been specified.

6.8 Conclusion

Practical considerations for utilizing UWB radar to monitor the SAGD process were com-

prehensively investigated. Power budget calculations and a method to characterize the lower

order reservoir heterogeneity were also studied. A customized Vivaldi antenna capable of
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efficiently radiating inside the oilsand was designed and used as a sensor in the measure-

ments. Several measurement scenarios have been considered to develop the understanding

of pulse propagation and characteristics in heavy oil reservoirs. Two measurement scenarios

were conducted for SAGD process monitoring in horizontal and lateral cuts of the reservoir,

based on reflected and through pulses. Measurement results demonstrated that UWB radar

can be used to detect and image a steam chamber in the SAGD process. Monitoring the

SAGD process can provide valuable feedback to optimize the consumption of water and

energy.
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Chapter 7

Breast Tumor Detection using UWB

Circular-SAR Microwave

Tomographic Imaging

7.1 Introduction

Early detection of breast cancer is the key to reducing the risk of mortality. For that reason,

different imaging modalities have been developed to detect tumors in the human breast. X-

ray mammography is the most commonly used method for early screening of breast cancer, as

it is relatively inexpensive [125,126]. However, X-ray mammography is limited in sensitivity

and in many cases fails to detect cancerous tissues in the breast [127]. In addition, the use of

ionizing radiation in mammography can be harmful to patients [128]. The American Cancer

Society (ACS) recently recommended reducing the frequency of mammographies for women

due to drawbacks such as false detection and ionized radiation. The ACS also pointed out

the necessity of having other early stage screening methods [129].

Magnetic resonance imaging (MRI) using contrast agents provides more distinctive im-

ages of the breast, especially in the case of dense breasts [130]. MRI is a safe modality
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(non-ionizing). However, it is very expensive and time consuming. Therefore, MRI cannot

be used as an early stage screening method. Computed tomography (CT) is a faster imaging

modality. However, it uses X-rays, with a much higher dosage compared to X-ray mammog-

raphy, and hence is unsafe for frequent use screening. In addition, even though CT is able

to provide high spatial resolution it does not provide good soft tissue contrast [131], which

is a key element for detecting tumors.

Considering the high cost, complexity, and safety aspects of current methods, microwave

imaging can be a suitable candidate as an early diagnostic tool. Microwave imaging is simple,

cost effective, and at the same time capable of providing a reasonable image resolution for

tumor detection. The contrast in microwave imaging is based on the differences between the

dielectric constant of various tissues. Extensive research has been performed, numerically

and experimentally, to study the possibility of using microwave imaging for detection and

localization of breast tumors. Several approaches and algorithms have been proposed. These

approaches, which use active UWB microwave techniques, include methods such as confo-

cal microwave imaging [132–135], inverse scattering [136–140], and microwave tomographic

imaging [141–146]. Confocal microwave imaging focuses only on identifying the presence and

location of strong scatters in the breast rather than using all the reflections to completely

reconstruct the breast image. Therefore, it might lead to false detection in some cases as

breast is a very complex medium. Reconstructing the breast image by solving the inverse

scattering problem using iterative methods is computationally intensive and time consuming.

Microwave tomographic imaging can be a supplemental method to the current modalities

for breast tumor detection and imaging. Microwave tomographic imaging can also be used

to study the acute and chronic functional and pathological conditions of soft tissue.

In this chapter, a combination of UWB radar techniques with CSAR processing is adopted

as a tomographic imaging method for breast cancer detection. CSAR is a modified version

of GBP in time domain for circular data acquisition [32]. This method is very fast and easy

to implement, compared to frequency domain tomographic methods [137, 138, 146]. Since
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Figure 7.1: Tumorous breast with biopsy needle

both measurements and processing are done in time domain, no artifacts due to fast Fourier

transform (FFT) or inverse fast Fourier transform (IFFT) are produced. The suitability of

this method is experimentally demonstrated through different measurements using basic and

advanced 3D printed breast phantoms. The 3D advanced breast phantom is built based on

the human breast MRI and filled with liquids mimicking dielectric properties of breast tissues.

The UWB-CSAR method is also applied to track a biopsy needle in a breast. Guiding a

biopsy needle to the right location to acquire a tissue sample is very important since the

needle samples a tiny region as shown in Fig. 7.1.

This chapter is organized as follows. First, the design of breast phantoms used in the

experiments is described. The data acquisition method and the radar specifications are

outlined. A discussion on group velocity is presented afterwards. The experimental results

and reconstructed images of phantoms are demonstrated in the last section.

7.2 Breast Model and Phantom

Having an appropriate phantom is the key to validate the imaging technique before it can be

applied to a human subject. Generally, the human breast, as shown in Fig. 7.2(a), consists

of three different tissues: adipose, glandular, and fibro connective tissues [3]. Every breast

consists of different percentages of each of these tissues. However, the breast tissues can be

categorized in three groups, which are shown in Table. 7.1 [2]. The dielectric constant of a
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Table 7.1: Electrical properties of breast tissues in different categories [2].

5GHz 10GHz

Electrical properties εr δ(S/m) εr δ(S/m)

0-30% adipose tissue 100-70% glandular I 44 4 36 12

31-84% adipose tissue 70-16% glandular II 36 3 30 7.5

85-100% adipose tissue 0-15% glandular,III 4.5 0.2 4.1 0.48

Malignant tissue 55 5.5 44 14.5

breast tissue has a direct relationship to the percentage of glandular tissue. The dielectric

constant of the malignant tissue is also shown in the Table. 7.1. The contrast between ma-

lignant tissue and other tissues in a breast in terms of the dielectric constant can be detected

by electromagnetic waves. Different measurement scenarios are considered to evaluate the

merit of UWB-CSAR method. The data in this table is used to prepare two different breast

phantoms, called basic and advanced, which are explained in the next two subsections.

7.2.1 Basic phantom: pork fat

The basic breast phantom is built using pork fat, and is shaped by a plastic cup as shown

in Fig. 7.3(a). The basic phantom emulates the third group of the breast category, shown

in Table. 7.1, as the dielectric constant of this group is very close to that of the pork fat

(εr = 3.82 at 5GHz). In order to model the tumor, for the basic phantom, an orange lobe is

placed inside the phantom. Due to high water content, the orange lobe has approximately

the same dielectric properties as cancerous tissue. We also investigated the possibility of

detecting and tracking a biopsy needle inside a breast using UWB-CSAR. The biopsy needle

was represented by a copper wire with a diameter of 1.3mm, as shown in Fig.7.3(b).

7.2.2 Complex phantom: 3D printed phantom

The advanced breast phantom is printed by 3D technology using acrylonitrile butadiene

styrene (ABS) plastic (εr = 2.25) based on the real MRI images of a patient’s breast [147].

The interior distribution of tissues for a real breast is mimicked accurately in this phantom
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Figure 7.2: (a) Sagittal slices of the human breast anatomy, the original image is taken from: West Coast Sur-
gical Oncology. (b) Measured dielectric constant, (c) loss tangent, versus frequency for mimicking solutions
used for breast phantom.

as the phantom is filled with solutions emulating glandular tissues. The solution consists of

polyethylene glycol mono phenyl ether (Triton X-100) and deionized water, which was first
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Figure 7.3: Breast phantoms to perform measurement scenarios: (a) simple breast phantom with pork fat
and orange lobe, 2cm × 1cm × 1cm, emulating tumor, (b) measurement set-up for simple phantom, (c) 3D
printed phantom, (d) emulated tumor using a 1cm3 plastic container filled with mimicking solution.

used in [3]. In this study, we considered the second group in Table. 7.1 due to the fact

that more patients fall into this category. The mixing solutions to emulate breast tissues

are a mixture of deionized water and Triton X-100. The mixing ratios for the second group,

glandular and malignant tissues, are summarized in Table. 7.2. The solution emulating

tumor was enclosed by a thin plastic container as shown in Fig. 7.3(c). The dielectric

properties of the simulated breast solutions were verified using a dielectric probe (85070E)

from Keysight Technologies, and are plotted in Fig. 7.2(b)-7.2(c).

Table 7.2: Mimicking solutions for tissues inside the 3D printed phantom [3].

Mixture Deionized water Triton X-100

Glandular tissue, Type II 60 % 40 %

Malignant tissue 80 % 20 %
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7.3 UWB Radar System Specifications and Raw data

Acquisition

The radar system and Gaussian pulse demonstrated in Fig. 1.6(b) and Fig. 1.6(c) were

employed used as input pulses during the measurements. A pair of Vivaldi antennas, shown

in Fig. 1.7(b), are used as TRx antennas for this experiment. The antennas are capable

of efficiently radiating within the matching liquid, which is vegetable oil with a dielectric

constant of 3. The radar transceiver was immersed in vegetable oil during the experiment as

shown in Fig.7.4. The transmitted pulse has 125ps pulse width and 10mW peak power. Pulse

averaging was used to increase the pulse SNR. In these measurements, we used 64 pulses

for averaging at 1MHz PRF. The average power for each measured pulse is 1.25μW , which

is significantly below the power level radiated by cell phones (0.1− 2W according to World

Health Organization, Fact sheet N◦193). The safe power levels and specific absorption rate

have been extensively studied in [148], which confirms the safety of the microwave imaging

technique.

7.3.1 Raw data acquisition and calibration

The first step is to acquire raw data. To do that, the breast phantom is placed in the middle

of a plastic container inside the matching liquid, as shown in Fig. 7.4(b). The raw data,

for a slice, is collected by rotating the radar and recording the received pulses at every 5◦,

covering 360◦. Increasing the number of angle steps enhances the image quality however it

increases the data acquisition and image reconstruction time. The 5◦ angle increment found

to be a good trade-off for this measurement setup. In order to do 3D image reconstruction

for a clinical system, the measurements should be done faster by employing more number of

transverses to cover all slices and angles.

The raw data has to be calibrated before the image reconstruction procedure is per-

formed. To calibrate the raw data, the ambient pulse which captures the effects of antennas
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(a) (b)

Figure 7.4: (a) UWB radar system schematic, (b) measurement setup.

and container, has to be removed from the received pulse. Here, the ambient pulse was

measured by sending and receiving a pulse into the matching liquid container in the absence
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Figure 7.5: (a) Calibration procedure, (b) calibrated measured raw data sinogram, left: received pulses,
right: envelope of the received pulses.
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of the breast phantom. By subtracting the ambient signal from the received pulse, all effects

including nearby objects and antenna mutual coupling are removed. The calibration proce-

dure for the basic phantom, without a tumor, at a location is shown in Fig. 7.5(a). As can

be seen, up to 1ns, the received and ambient pulses are almost the same, which is due to

the mutual coupling of the antenna. After this point there are changes in the pulse shape,

between these two pulses, which are due to the presence of the breast phantom. The solid

gray line is the target signature and the dashed gray line is its envelope. The sinogram of

the calibrated raw data and its envelope are shown in the left and right illustrations in Fig.

7.5(b), respectively. The same dataset was also generated for each phantom, for different

cases, in this study.

7.4 Group Velocity Estimation in a Multilayer Dielec-

tric Medium

Group velocity plays a very important role in time domain image reconstruction methods.

To reconstruct the image of a complex medium like a human breast, the group velocity con-

sidered in signal processing has to be as close as possible to the effective group velocity in

the medium to minimize errors. Generally, image reconstruction is done with the effective

group velocity of the complex breast medium. However, in the reconstructed image, the

dimensions of high and low dielectric constant regions appear larger and smaller, respec-

tively. To understand this phenomenon more specifically the pulse propagation, interlayer

reflections, and image reconstruction for a simplified breast model are numerically studied

here. The model is built based on three concentric cylindrical layers as shown in Fig. 7.6(a).

Each layer has a different dielectric constant, simulating the breast tissues in this case, and

the whole structure is enclosed in a container with oil. The dielectric constants of different

materials are shown in Fig. 7.6(b). The same Vivaldi antennas used to conduct the mea-

surements were also used for simulations. The locations of reflections at different layers in
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Figure 7.6: (a) simulated structure for evaluating group velocity of a multilayer structure, (b) top view, (c)
calibrated pulse and its envelope at angle of 0◦.

raw data are marked in Fig. 7.6(c). The first and second reflections are due to oil/fat and

fat/glandular tissue interferences, respectively. The last reflection is due to the boundary

between the glandular and tumor tissues. The reflections located between the second and

third reflections are due to internal layers, which are highlighted by the dark dotted circle.

The shape of the received pulse depends on the antenna transfer function, material of

the target, and the number of reflections that the pulse undergoes [36, 51]. In our case, as

the input pulse is the first derivative Gaussian pulse, the received pulse should be the second

derivative Gaussian pulse. This knowledge is helpful for identifying the interlayer reflections.

The interlayer reflections do not provide any additional information to the reconstructed

image; however, they might degrade the image quality. Therefore time gating shall be

applied to remove the undesired effects.
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To reach the tumor, the pulse goes through three different group velocities: oil, fat, and

glandular tissues. The image can be reconstructed using the effective group velocity in the

medium. In this case the average group velocity is calculated relative to the cylinders’ radii

as follows:

εr−ave =
εr1r1 + εr2r2 + εr3r3

r1 + r2 + r3
(7.1)

where εr and r are the permittivity and thickness of the internal layers. In this case, the

average permittivity is 18.2. The reconstructed images of the model are shown in Fig. 7.7.

As shown, the shapes of concentric cylinders are reconstructed in the image. It should be

noted that in the reconstructed image, the radius of the outer cylinder and the thickness

of the fat layer are smaller than the actual dimensions in the model. This is due to the

effective group velocity is slower that the actual group velocities in those regions. Similarly,

the second cylinder, simulating the glandular tissue region, appeared larger than its actual

dimensions. To obtain the actual dimensions in the reconstructed image, the group velocity

in processing has to be the same as the actual group velocity in each regions. However, this

is very complicated with human breast as the target, as it is a very complex medium.

The CSAR image can be reconstructed by using other combinations of the group velocity

and reconstructed image size. For example, if we want the size of the reconstructed image to

be larger than the actual size of the phantom, the group velocity considered in processing has

to be higher than the effective group velocity in the medium which magnifies the image [41].

Here the image of the cylinders is reconstructed by setting the image size to 15cm instead

of 6cm as was defined in the simulations. The reconstructed images shown in Fig. 7.8 are

reconstructed with a group velocity 2.5 times faster than the effective group velocity. This

technique can be used to magnify the reconstructed images if required.
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Figure 7.7: Reconstructed images of the multilayer dielectric structure with 6cm× 6cm image size; (a) real
image, (b) absolute image, (c) positive image, (d) envelop image.
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Figure 7.8: Reconstructed images of the multilayer dielectric structure with 15cm × 15cm image size; (a)
real image, (b) absolute image, (c) positive image, (d) envelope image.
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7.5 Reconstructed Images of Phantoms

In this section, the reconstructed images of the basic and advanced phantoms are presented

and discussed. The experiments are done for different scenarios. The basic phantom is

scanned in both healthy and cancerous conditions and also with a biopsy needle inserted in

the breast phantom. In the last experiment, the advanced phantom, which contains a 1cm3

emulated tumor, was scanned. Similar to the simulation results, real, absolute, positive, and

envelope images are reconstructed.

7.5.1 Basic phantom: healthy and tumorous conditions

The reconstructed images of the basic phantom in healthy and cancerous conditions are

shown in Fig. 7.9 The images are reconstructed in the area of 14cm × 14cm (7cm radius).

Time gating was applied to the raw data to remove the reflection due to the first boundary

between oil and pork fat. The images shown in Fig. 7.9(a)-7.9(d) show the healthy phantom

with hot spots in the reconstructed images. The hot spots are due to layers of pork fat

and pieces of flesh connected to the fat inside the phantom. This image is considered as a

reference for comparison. The reconstructed images of the cancerous phantom are shown in

Fig. 7.9(e)-7.9(h). As shown, everything is the same except for another hot spot, which is

marked on the figures. Information can be extracted from the different image formats (real,

absolute, positive, and envelope). The tumor is detected more clearly in the positive image,

shown in Fig. 7.9(g). The tumor location can also be seen as a dark spot in the envelope

image.

7.5.2 Basic phantom: biopsy needle imaging

During a breast examination, if an abnormality is detected, a biopsy of the abnormal mass

is performed using a biopsy needle. As part of the biopsy process, a small sample of tumor

tissue is removed to be inspected by a pathologist in order to determine the tumor type and
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grade, as well as the hormone receptor status. Missing the tumor in a biopsy procedure

will lead to false results; hence it is critical to visualize the location of the needle inside the

breast. Typically, a biopsy needle is guided by either ultrasound or X-ray guided stereotactic

technology which is difficult to visualize correctly [149,150].

The introduced UWB-CSAR can be used to detect a biopsy needle inside a breast as

well [151] which provides a microwave imaging package for both screening and biopsy needle

tracking. The contrast between a metallic needle and human breast tissues is ideal for

electromagnetic pulses.

The reconstructed images of the phantom with copper wire, as biopsy needle, are shown

in Figs. 7.10(a)-7.10(d). As can be seen, the wire is localized in all images. The contrast

in the positive images is superior compared to the other three images. For the purpose of

tracking the needle, the exact location of the needle can be found by finding the maximum

intensity along a profile in the envelope image.

7.5.3 Advanced phantom with tumor

The reconstructed images of the advanced phantom are presented in this section. The

phantom structure in different views is shown in Fig. 7.11(a). A 1cm3 plastic thin container,

filled with solution emulating a tumor, was located in the middle of phantom affixed to

the ABS wall as shown in the 3D view. The tumor container is made of a thin plastic,

half a millimeter thickness, with negligible affects on the operating frequency bandwidth.

The phantom is also shown at different cuts, the bottom view and a cut at tumor height.

To acquire the raw data, the advanced phantom was also scanned in the same way as the

basic phantom. The images are reconstructed in the 10cm× 10cm area, (5cm radius). The

reconstructed images are shown in Fig. 7.11(b)-Fig. 7.11(e). The outline of the breast

phantom appears as two dark and bright circles, since the pulse has negative and positive

parts, and also because of the discontinuity between the matching liquid and ABS plastic.

The tumor is detected as a dark rectangular spot in the top right of Fig. 7.11(b). Other
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reflections and contours inside the circle are due to the discontinuity inside the phantom. To

sharpen the image, the positive image, shown in Fig. 7.11(c), is generated by subtracting

the real image from the absolute image. The tumor is detected as a rectangular shape which

is marked in all images. The envelope image, Fig. 7.11(e), shows the tumor location in the

breast phantom as well. Using UWB radar imaging can generate different types of images

that provide sufficient information to specialists, which can help them to make accurate

decisions. The precision of the reconstructed images of the advanced phantom using UWB-

CSAR imaging demonstrates the proficiency of this technique.
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Figure 7.9: Healthy basic phantom; (a) real image, (b) absolute image, (c) positive image, (d) envelope
image. Basic phantom with an emulated tumor; (e) real image, (f) absolute image, (g) positive image, (h)
envelop image.
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Figure 7.10: Biopsy needle inside the basic phantom reconstructed images; (a) real image, (b) absolute
image, (c) positive image, (d) envelop image.
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(a)

(b) (c)

(d) (e)

Figure 7.11: Cancerous advanced phantom; (a) transparent phantom in different views (the cube region is
the simulated tumorous tissue), (b) real image (c) absolute image, (d) positive image, (e) envelop image.
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7.6 Conclusion

Breast microwave imaging using UWB-CSAR was presented in this chapter. Breast phantom

images were reconstructed with the time domain global back projection algorithm. Signal

processing techniques such as envelope detection and positive image subtraction were used

to improve image quality. The preliminary results from measurements demonstrated the

potential of UWB-CSAR as a future method for human breast screening, yet more study

and developments need to be done.

Moreover, detecting and imaging a biopsy needle using microwave imaging was investi-

gated. Unlike the traditional breast imaging methods such as MRI and CT-scan, microwave

imaging can be used in real-time monitoring to guide the biopsy needle toward the tumor

using simple and inexpensive equipment. The simulation and measurement results proved

the suitability of the presented UWB-CSAR method for imaging the human breast. This will

significantly impact the medical field by enhancing early cancer detection, as UWB-CSAR

is cost effective and safe.
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Chapter 8

Conclusions and Future Works

8.1 Conclusion

In this thesis, theoretical and practical aspects of UWB radars for imaging applications,

especially in the near-field, is systematically established and scrutinized. The capability

of UWB radar systems for high resolution imaging of oil reservoir monitoring and breast

cancer screening applications were specifically investigated through several simulations and

measurements. It was shown that time domain UWB radars is an efficient imaging technique

for oil reservoir monitoring and also a cheaper and safer imaging technique for early screening

of breast cancer.

8.2 Future Works

8.2.1 UWB radar systems with varying bandwidth tailored to a

specific application

Since our pulse generator operates from 1 to 11GHz, all the aforementioned applications had

to be performed with the same radar operational bandwidth and center frequency. However,

the system performance will be optimal if the frequency bandwidth is assigned based on the
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application requirements such as, resolution, path losses and size limitations. For instance,

for SAGD process monitoring resolution is not as important as path losses since heavy oil

reservoir has significant electrical loss and long probing range is required. As explained, in

Chapter. 6, a radar system with 500MHz bandwidth with the highest frequency component

below 1GHz would provide the required range resolution for steam chamber imaging with

less required input power.

In order to detect and image small perforations, oil well monitoring systems have to be

high resolution as well as compact size to be able to fit inside the borehole. Here, resolution is

a very important factor to attain higher quality images with more details of the perforations.

Since the required detection range in oil well is short, on the order of few centimeters, and

crude oil is not as lossy as oilsand, millimeter wave UWB radar systems can be an ideal

solutions for oil well perforation imaging.

8.2.2 UWB radar system with multiple receivers for detecting tar-

gets with low RCS and less pronounced dielectric contrast

Complex targets, e.g. breast tumor, in a complicated medium such as breast are very hard to

detect. Most fatal breast tumors have intricate shapes and are located in the glandular tissues

which results in low dielectric contrast for radar detection. The complex shape of the tumor

and low contrast with background medium results in weak reflections at different angles and

therefore detection failure. Multiple receivers located at different angles/locations around

the breast collect weak signals reflected by the tumor for effective detection and imaging.

To design a multiple receiver UWB radar system, several receiver configurations should be

studied in order to obtain an optimal receiving function.
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8.2.3 Industrialization of the developed UWB technologies for oil

reservoir and breast cancer imaging

The ultimate goal of this research is the industrialization of the developed time domain UWB

technology for oil reservoir and breast cancer imaging. To achieve this goal, the custom

designed radar system has to be experimented in a real oil reservoirs. Moreover clinical

trials are required to evaluate the practicality of the system for breast imaging applications.
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