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Abstract

This thesis applied a combination of machine learning and computer vision

to an engineering research project, using a two-armed Baxter robot hardware

platform. The challenge was estimating the robot arm’s joint angles from

monocular camera images. After evaluating several methods from traditional

computer vision, we settled on the method of convolutional neural networks,

which provided better accuracy and outlier rejection performance. A simula-

tion environment toolchain was developed to generate automatically labelled

training images for the neural network in order to eliminate the tedious manual

labelling usually required for these methods. This brought the challenge of the

domain gap between simulation and real-world images, which was solved using

a generative adversarial network for transferring image textures. A hardware

evaluation was performed for both joint keypoint detection and joint angle

estimation performance, whose ground-truth values were accurately captured

in the laboratory environment.
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Chapter 1

Introduction

1.1 Motivation

Humans performing simple and repetitive tasks manually use their eyes for

sensing the environment and their brain for understanding it. In order to au-

tomate such tasks, computer-based alternatives to eyes and brains are needed.

Cameras are an excellent and a↵ordable alternative to human eyes, and cam-

era types such as depth, infra-red (IR) and spectral o↵er capabilities beyond

those of the human eye. Alternatives to the human brain are computer al-

gorithms, which include traditional computer vision as well as the emerging

learning-based artificial neural network algorithms.

Traditional computer vision algorithms have shown excellent performance

in certain tasks, such as edge detection, but fail to handle more complicated

cases such as detecting pedestrians [18]. For this reason, learning-based meth-

ods have become a popular tool to solve more complex problems involving

computer vision. The most common learning-based approach for processing

image data is the convolutional neural network (CNN), which was first pro-

posed in the 1980s [20], [38].

The complexity of CNNs was limited by available computing power, but

this changed when GPUs (Graphics Processing Unit) became widely avail-

able. The massive parallel computation ability of GPUs significantly boosted

research into convolutional neural networks and their applications. At the

same time, software frameworks for implementing and training neural net-

works have become more sophisticated and optimized. At the time of writing,

1



TensorFlow [45] and PyTorch [53] are the most popular platforms for machine

learning, each providing an easy-to-use Application Programming Interface

(API) for implementing and training neural networks.

Some applications of convolutional neural networks involve only monoc-

ular camera images, for instance human face recognition [37], [52], [70] and

tra�c monitoring [6], [13], [31]. But in other applications such as robotic ma-

nipulators and autonomous vehicles, the fields of kinematics and dynamics,

closed-loop control and mechatronic designs must be integrated with CNN-

based image processing.

Robotic manipulators have been deployed in di↵erent fields including aca-

demic research, recreation, and industrial applications. Most of these ma-

nipulators are equipped with motion planning and feedback systems. The

resulting systems provide excellent dexterity, but fundamentally rely on joint

state feedback from sensors embedded in the manipulator, typically encoders.

Joint state feedback is a standard feature on industrial robot arms such as the

Franka Emika Panda, Kuka Fortec, and UR10e. But this is not the case for

equipment specifically designed for human control (e.g. cranes and excavators)

or low cost manipulators (e.g. toys and do-it-yourself (DIY) manipulators).

Our research was motivated by studying the problem of adapting a human-

operated knuckle-boom loading crane to autonomous operation. The existing

system was not equipped with joint state feedback sensors. This is what

led to our interest in developing a method to estimate the joint states of an

articulated manipulator based on computer vision. As stated above, both

conventional and CNN-based computer vision algorithms can be used for this

purpose. We developed and tested several methods from both categories in

our research.

1.1.1 Work Performed

The work performed and described in this thesis was the development of a soft-

ware pipeline inputting a two-dimensional (2D) Red-Green-Blue (RGB) image

of a robot arm and outputting its estimated joint angles. While this pipeline is

built from three neural networks, the manual labour of labeling training data
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is nearly eliminated by using a simulation environment to generate data, and

the resulting domain gap is solved by utilizing a novel generative adversarial

network to process the simulated images. This work was submitted as [24].

1.2 Thesis Outline

Chapter 1 explained the background and motivation of the research performed.

Chapter 2 explains the hardware and software used throughout this project.

The hardware includes a Baxter robot, an Intel RealSense RGB-D (Red-Green-

Blue and Depth) camera, and a Vicon motion capture system. For each of

these systems, the hardware, functionality and software drivers are discussed.

Analytical tools including forward kinematics, camera projection and camera

calibration are discussed. A literature survey of software algorithms related to

this work is provided.

Chapter 3 documents di↵erent approaches evaluated for sensorless robot

arm joint state estimation, including color filtering, depth image processing,

and convolutional neural networks. In each method, background information

is provided followed by test results and observations. None of these methods

ended up being used for the final system design due to a variety of factors,

which are explained in detail.

Chapter 4 covers our chosen method for joint state estimation. This ap-

proach was found to provide the best performance in joint detection and joint

angle estimation, while also minimizing the work associated with training data

labeling. Related works are discussed, the proposed method is covered in de-

tail, followed by result analysis and conclusion.

Chapter 5 concludes the thesis. Results are summarized and limitations

of the present work are listed. Future work to address these and improve

performance are then provided.
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Chapter 2

Hardware and Software

This chapter discusses the hardware used for the research, including cameras,

robots, computers, and lab setup. Everything is connected together with ROS

(Robot Operating System) [55], an open-source software platform running on

Linux which provides connectivity between hardware and software modules.

ROS and other software will be discussed in more detail in the next chapter.

Following this, a literature review of various software tools and methods for

tasks carried out in this thesis will be provided.

2.1 Baxter robot

The Baxter is an industrial robot developed by Rethink Robotics Inc. It has

two arms and one screen serving as the “face” for the user interface. Each arm

has 7 revolute joints and one removable gripper as the end-e↵ector. There

are two types of grippers o↵ered by Rethink Robotics: an electrical gripper

powered from onboard the Baxter, and a pneumatic gripper which requires

an external air supply. We use electrical grippers in our setup. The arms

are outfitted with encoders providing joint angle and joint angular velocity

feedback to the robot’s onboard computer, which runs Gentoo Linux and ROS.

In addition to grippers, there are also other sensors on each hand link.

An Inertial Measurement Unit (IMU) measures the 3-axis linear acceleration

and angular velocity of the hand. An infrared (IR) range sensor measures

distance to obstacles in front of the hand. Cameras on each hand provide a

video stream at 640⇥ 400 resolution with a 30 Hz frame rate.
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Figure 2.1: Baxter robot in neutral arm position with natural complex back-
ground in lab environment.

2.1.1 ROS Integration

The computer inside the Baxter connects over wired Ethernet to a router which

has a laptop connected to it, and this laptop is running as one of the slave

devices while Baxter computer is the master device. The robot state informa-

tion is sent out from the onboard computer, and commands for manipulating

the robot are sent out from the laptop. ROS provides services for logging data

and sending commands over the network connection.

The joint angle and velocity data are sent on the topic joint state publisher

using JointStates messages. The 3D location (x, y, z) and 3D orientation as

quaternion (x, y, z, w) of each joint are published on the topic tf (transform).

The robot also publishes its hand camera video feed and IMU measurements,

although this data is not used for our purposes.

2.1.2 Forward Kinematics

Forward kinematics computes the end-e↵ector pose relative to the base link

of the robot. We employ the Product of Exponentials (PoE) formulation of

5



forward kinematics [48]. This can be used to compute the pose of either the

end-e↵ector or any intermediate link on the robot, since the end-e↵ector pose

is accumulated from the proximal to the distal link. To compute the 3D

coordinates (Xn+1, Yn+1, Zn+1) of the (n + 1)th joint, we specialize the PoE

formula as 2

664

Xn+1

Yn+1

Zn+1

1

3

775 = eX(⇠̂1)✓1 · · · eX(⇠̂n)✓nT 0
b(n+1)

2

664

0
0
0
1

3

775 (2.1)

where ⇠̂n is the twist axis of the nth joint and T 0
b(n+1) 2 SE(3) is the pose of

the link carrying the (n+1)th joint at the zero configuration ✓1 = · · · = ✓n = 0

with respect to the base link frame. The twist axes and zero pose can be

obtained from the Unified Robot Description Format (URDF) file describing

the geometry of the robot. Note for n = 0, [X1, Y1, Z1, 1]T = T 0
b1[0, 0, 0, 1]

T is

a constant, because the position of the first joint is fixed relative to the base

link frame.

Figure 2.2: Simulated Baxter robot in Gazebo simulator, with white ground
texture and grey sky texture. The arm poses are controlled through ROS
commands.

6



2.1.3 Simulation Model

The URDF and 3D mesh files (in dae format) of the Baxter robot are used to

render the Baxter robot in a ROS simulation environment such as Gazebo [33],

iGibson [73] or AirSim [61] (based on Unreal engine). We chose Gazebo as the

simulation environment due to its straightforward integration with the ROS

environment.

Simulation is important in our project because it renders realistic images of

the Baxter and provides ground truth values for joint angles, 3D positions, as

well as intrinsic and extrinsic matrices of the virtual camera(s) used to capture

2D images. The simulation environment was used at two stages in the project.

First, a joint detection convolutional neural network was trained using datasets

generated with this tool. The simulation environment also played a key role

in the toolchains proposed in Chapter 4.

2.2 RGB-D Camera

Figure 2.3: RealSense D415 Depth camera consisting of an RGB camera, an
infrared projector and two infrared cameras. Slots on the top of aluminum
shell allow airflow for cooling.

The Intel RealSense D415 RGB-D camera was the primary camera used

throughout this thesis. It captures both monocular 2D images (RGB) and

coloured 3D point clouds (RGB-D), each at a resolution of 1280 ⇥ 720, with

a 30 Hz frame rate. The depth sensing technology is active stereoscopic, with
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an operational range of 0.16 to 10 meters. RGB-D camera is used in one of

the methods in Chapter 3, while all the other methods discussed in Chapter

3 and 4 use RGB cameras.

Figure 2.4: RealSense D415 camera RGB-D image visualization. Top left
image is RGB image, bottom left image is depth image, and the image on the
right is a combination of RGB color and depth on all pixels. The 3D location of
each pixel is relative to the camera lens coordinate, denoted as ”camera link”
in the image.

2.2.1 Camera Projection Model

A digital camera employs an imaging sensor mounted behind a transparent

lens. The lens is usually arced in shape, and light rays from objects in front

of the lens travel through the lens while being refracted, then hit the imaging

sensor plane. This is illustrated in Figure 2.5.

The model represented above is realistic but overly complex for most com-

puter vision tasks. For this reason, the simplified pinhole model shown in

Figure 2.6 is more commonly used. The figure on the right is the real-world

object, while the smaller upside down figure on the left is the projection onto

the imaging plane. The real object is located at a distance of Z meters in front

of the camera lens, and has a height of Y meters. Its captured image has a

height of y in the imaging plane, and the distance between the image plane

and the lens is f , known as the focal length of the camera. Note only the Y-Z

plane is shown to make the figure clear and easy to understand, but the same

e↵ects occur in the X-Z (out of page) plane.
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Figure 2.5: Example of lens projection with two sample objects (blue dots).
The lens represents the physical arc shaped glass lens in the camera. The red
lines illustrate the light rays of each object. They are refracted by the lens
and land on the image plane (imaging sensor chip).

Figure 2.6: Illustration of pinhole projection model. The blue person on the
right is the object in front of camera, and the blue person upside down on
the left is the imaginary object being captured on the image plane. The lens
in this model is simplified as a pinhole (dotted vertical line) and the ratio
between Y and Z is same as the ratio between f and y.

An equivalent representation of the model in Figure 2.6 is shown in Fig-

ure 2.7. Here the image plane is placed at a distance f in front of the lens,

such that the image is rightside-up. The geometry relation for this equivalent

pinhole model is
f

Z
=

y

Y
=

x

X
(2.2)

The X, Y, Z terms in the above equation are the point coordinates of the real
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object with respect to a camera lens-fixed frame. This frame is located at the

center of the camera lens, with the z-axis pointing outwards from the lens, the

x-axis pointing to the right and the y-axis pointing down.

Figure 2.7: Illustration of pinhole projection model ( version 2). This model
is similar to the model presented in Figure 2.6, and the di↵erence in this one
is that both the real object and imaginary object are placed on the same side
of lens for explaining the geometry relation more intuitively.

The complete mathematical model for the pinhole camera which projects

3D points (X, Y, Z) to 2D image plane pixels (u, v) is

2

4
u
v
1

3

5 =
1

z

2

4
fx 0 cx
0 fy cy
0 0 1

3

5

| {z }
K

2

4
1 0 0 0
0 1 0 0
0 0 1 0

3

5

| {z }
⇧0

2

664

X
Y
Z
1

3

775 (2.3)

where fx and fy are the focal length f multiplied by scaling factors sx and sy

in units of pixels/m. If pixels are exactly square then sx = sy and fx = fy,

but they may not be identical due to manufacturing imperfections. (cx, cy)

represent the coordinates of the optical center of the lens in image frame
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coordinates. They are usually close, but not exactly equal to, half the image

frame resolution. The matrix ⇧0 contains the extrinsic rotation matrix of the

world reference frame relative to the camera-fixed frame. If the camera-fixed

frame is used as the world frame, this matrix is as given in (2.3), but in general

the world frame may be di↵erent (e.g. camera-in-hand applications).

2.2.2 Camera Calibration

The intrinsic camera matrix K models the optics of the camera, and is usually

obtained by a camera calibration. In addition to the intrinsic matrix K, the

calibration process also estimates the distortion coe�cients [k1, k2, k3, p1, p2].

The coe�cients [k1, k2, k3] model radial distortion created by the curvature

of the lens, resulting in straight lines in the real world being curved inwards

or outwards from the optical center in the captured image. The coe�cients

[p1, p2] model tangential distortion created by the lens not being perfectly

aligned with the imaging plane, causing straight lines to be curved laterally

outwards from the optical center. The relation between the locations of point

in distorted image (xdist, ydist) and undistorted image (x, y) is expressed as

follow equation [8]:

r2 = x2
d + y2d

xdist = x(1 + k1r
2 + k2r

4 + k3r
6) + 2p1xy + p2(r

2 + 2x2)

ydist = y(1 + k1r
2 + k2r

4 + k3r
6) + p1(r

2 + 2y2) + 2p2xy

(2.4)

We use a 10 by 10 square chess board (Figure 2.8), with a cell size of 10 cm

for calibrating the camera. The full calibration toolchain is available within

OpenCV. A total of 50 images of the board is used to calculate the distortion

coe�cients. These images include various poses of the chessboard, obtained

by rotating the chessboard around its three axes and placing it at various

distances from the camera. The sample image in Figure 2.9 shows the corners

detected by OpenCV.

The 2D RGB imaging module in Realsense D415 camera can output reso-

lution of 1920⇥ 1080. At this resolution, D415 camera was found to have the
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Figure 2.8: Chess board used for camera calibration. It is printed on a rigid
flat board, and each cell is 10 cm by 10 cm square.

Figure 2.9: Chess board with detected corners labelled by OpenCV. The over-
all brightness of the original image in Figure 2.8 is reduced for better visual-
ization of the color labels.

intrinsic camera matrix

K =

2

4
1408.861118 0.000000 967.112103
0.000000 1405.073465 549.061123
0.000000 0.000000 1.000000

3

5 (2.5)

and the distortion coe�cients

⇥
k1 k2 k3 p1 p2

⇤
=

⇥
0.090983 0.154693 0.005158 0.007692 0.000000

⇤

(2.6)
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2.2.3 ROS Integration

Intel provides a software development kit (SDK) for its RealSense cameras for a

variety of software platforms, including ROS. The SDK publishes point clouds

and monocular images at 30 Hz, and we set the image resolution at 640⇥480 to

provide smooth video and reduce bandwidth requirements. While the camera

supports higher resolutions, these are not required by the neural networks as

explained in the upcoming chapters.

2.3 Vicon Motion Capture System

A Vicon optical motion capture system is installed in the lab, consisting of

10 Vero 2.2 cameras plus a stand-alone computer running Vicon’s Tracker

software. Using strobed infra-red (IR) light, the system tracks the 3D position

of reflective markers in the capture volume. In order to track the pose of a

rigid body, several reflective markers are fixed to the surface of an object in an

asymmetric pattern. The set of markers is used within the software to define a

rigid-body, whose pose is then calculated with respect to a user-defined world

frame within the lab. The cameras and markers are shown in Figure 2.10. A

screenshot of the running Tracker software is shown in Figure 2.11.

Figure 2.10: Vicon Vera cameras (left) and Vicon markers (right). Vicon
cameras are mounted on the metal hanger installed near the ceiling of the lab.
The Vicon marker balls are attached to the black plastic plate.
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Figure 2.11: Vicon tracker software screenshot. The list on the left are the
objects being tracked. The right part is the 3D view of the capture volume.
The square grids represent the floor, and each pyramid represents one Vicon
camera.

2.3.1 ROS Integration

The vicon bridge package is used to stream the output of Vicon’s Tracker

software into ROS. The result is published on the tf topic at a rate of 100 Hz.

In order to measure the pose of the Baxter’s base link frame, six reflective

markers are attached to various spots on the robot as shown in Figure 2.12.

The marker pattern is placed asymmetrically on the Baxter in order to achieve

more robust rigid-body detection. The location and orientation of the Bax-

ter’s body-fixed frame assigned by Tracker does not match with the base link

frame defined within Baxter’s URDF file. Thus the former is manually ad-

justed in software to match with the latter.

The D415 camera and stand are also outfitted with reflective markers as

shown in Figure 2.13. Both D415 and D435 cameras are shown in the figure

because we tested both cameras in our experiments. As discussed above, the

camera model assumes the reference frame is placed at the center of the lens,

thus the body-fixed frame of the rigid body defined within Tracker is manually

configured to achieve this.
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Figure 2.12: Baxter robot with Vicon markers attached around the body. In
total six markers are used for tracking the pose of the Baxter body, and each
marker is shown in the sub-images around the complete Baxter image.

2.4 Literature review

This Section outlines the background references related to the various software

tools which will be used for subsequent work in this thesis. A more focused

and specialized literature review will be provided in Chapter 4, in the context

of our chosen method for tracking the joint states of the lab robot.

2.4.1 Computer Vision and Machine Learning

Computer vision has several applications, including 3D reconstruction and im-

age processing. All of these can be performed using conventional techniques,

but learning-based convolutional neural networks have shown superior perfor-

mance in the latter two areas in recent research works.

3D reconstruction can be achieved by either RGB-D cameras or (con-
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Figure 2.13: RealSense D415 (left) and D435 (right) cameras and holders with
Vicon markers. Each camera has five Vicon markers attached on the metal
base frame and camera shell.

ventional) monocular cameras. RGB-D cameras capture 2D color images

alongside a depth image describing the depth of each pixel, while monocu-

lar cameras capture only 2D images. Using RGB-D cameras, TSDF (Trun-

cated Signed Distance Function) [17] is a method for 3D reconstruction of

objects, while RTAB-Map (Real-Time Appearance-Based Mapping) [35], [36]

also reconstructs 3D scenes but is optimized for SLAM (Simultaneous Lo-

calization And Mapping) applications. Structure From Motion (SfM) is a

method to reconstruct 3D models from monocular camera 2D images [60],

[67], [71]. Orb-Slam [46], [47] compute the 3D pose of a camera using its

monocular images. Orb-Slam runs in real time by tracking features points

rather than complete textures, while SfM usually runs o✏ine due to its esti-

mation of depth images used to build a complete 3D mesh of the scene. In

our project, we evaluated several 3D reconstruction methods including both

RGB-D and monocular camera-based, and chose TSDF because of its fast

computation and reconstruction quality.

Object detection is an important application of computer vision, for in-

stance detecting all instances of humans in an image and outputting their
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coordinates in terms of a rectangular bounding box. YOLO [56] is an object

detection convolutional neural network which is capable of detecting multiple

types of objects in high-resolution images in real-time. The fast performance

is facilitated by using a GPU, whose hardware keeps achieving higher com-

putational power every year. A sub-domain of object detection is instance

segmentation using regional convolutional networks [26], [57]. Instead of rect-

angular bounding box, instance segmentation outputs the actual boundary

of the object(s) of interest. This is used to remove image backgrounds, for

instance.

While certain image processing tasks can be performed using conventional

computer vision methods (e.g. color correction and contrast modification),

but many other tasks can only be achieved by convolutional neural networks

(e.g. texture style modification). A Generative Adversarial Network (GAN) [22]

is a type of neural network which can manipulate content or change texture

style in images [62], [77]. In our projects, CycleGan [77] is used for transfer-

ring robot images between simulation style and real-world style for robot joint

detection and state estimation.

An active area of research is the application of machine learning techniques

to engineering problems which were not previously solvable using conventional

computer vision methods. For example, conventional object detection needs

to rely on shape, color and size, while neural network-based methods can

distinguish between objects and classify previously unseen items, for instance.

Machine learning also enables synthesizing closed-loop control designs which

are too complex for conventional methods. An early example of this is [14],

which implemented a model helicopter controller trained using a human pilot’s

inputs. The resulting design was able to autonomously perform 3D acrobatics

and auto-rotations, which had not been achieved previously using conventional

control design.

2.4.2 Robot Joint State Estimation

Conventional sensors to measure joint states of robot arms are encoders, ei-

ther rotary or linear [58]. Hydraulic cylinders, typically used to actuate heavy
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machinery such as construction equipment, can be equipped with position

feedback sensors such as LVDT (Linear Variable Di↵erential Transformers) or

other technologies [30]. Two vision-based approaches to measuring robot arm

joint states are 2D RGB image-based methods, based on fiducial markers or

trained Convolutional Neural Networks (CNNs), and 3D sensor-based meth-

ods, based on RGB-D cameras or LiDAR. In the former, fiducial markers [21]

provide good performance in nominal conditions due to their easy-to-spot na-

ture, but may fail in the case of motion blur, unfocused cameras, or occluded

or dirty markers. CNNs are a promising approach to this problem, and re-

search works have shown them capable of delivering excellent performance and

robustness to e↵ects such as motion blur and dynamic environments. RGB-D

cameras are capable of directly measuring depth and thus avoid scale ambi-

guity, but typically have a limited sensing range and may not work reliably

in outdoor scenes. LiDAR works in both indoor and outdoor environments,

but good-quality units are much more expensive than the previous sensing

technologies. In our work, after evaluating both fiducial markers and RGB-D

cameras, we settled on the CNN approach.

2.4.3 Human Skeleton Tracking from 2D images

A number of recent research works have focused on human skeleton tracking

from 2D images, which all require a large set of training images annotated

with joint locations, either by manual labeling [3] or obtained from specialized

equipment [69]. Manual labelling is typically the best approach since it can be

applied to a wide range of human subjects and can be done on both indoor and

outdoor images. The CNNs developed for human pose estimation have several

variations. Early work focused on detecting a bounding box for individual

limbs of the human body [75]. Skeleton joint detection was then found to pro-

vide better performance, for instance Toshev [65] and Carreira [10] employed

an iterative regression method to detect joints. Meanwhile, one-pass joint de-

tectors suitable for real-time skeleton detection were demonstrated in [9], [11],

[74]. These methods produce a set of heat maps, one for each joint of interest,

indicating the statistical likelihood of the joint’s location. Mask R-CNN [26],
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a neural network designed for instance segmentation in images, can also be

adapted to perform human skeleton tracking.

2.4.4 Robot Arm Pose Estimation

The robot being observed is an articulated body consisting of multiple links

and joints rather than single body objects, the problems get more di�culty.

But similar to single body object pose estimation, the pose of articulated

objects can be treated as a collection of the poses of each single link or joint.

For relatively simple open kinematic chains, namely less than 3 or 4 links,

the configuration of the arm can be obtained by estimating the pose of the

end-e↵ector and then using inverse kinematics to calculate the joint states.

However, this approach will not work for fully- or over-actuated robot manip-

ulators, such as the Baxter’s twin 7 DoF arms, where IK has multiple solutions.

In this case individual joint angle detection is necessary. One notable example

of this approach is DART (Dense Articulated Real-Time Tracking) [59], which

employ RGB-D images and a 3D CAD (Computer-aided design) geometry of

the robot to track link poses in real time. This method is based on optimiza-

tion using a signed distance function to minimize the error between model and

RGB-D point cloud. The limitation of this method is the reliance on a depth

camera, which as discussed before provides a limited depth range.

Two recent works addressing the domain gap problem for robotic arms us-

ing domain adaptation are CRAVES (Controlling Robotic Arm with a Vision-

based Economic System) [78] and DREAM (Deep Robot-to-camera Extrinsics

for Articulated Manipulators) [39]. In CRAVES, 17 distinguishable feature

points on the surface of a low-cost robot arm manipulator are selected as key-

points to train a 2-stack hourglass network [50], and an optimization is used

for regression of the joint angles to match the detected keypoints. In DREAM,

the individual joints of the Baxter robot are used as keypoints, and the detec-

tion model is trained using a CNN with VGG-19 [63] as encoder followed by a

customized decoder. In these methods, the key point detection networks are

trained on simulation images, and tested on real images.
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Chapter 3

Preliminary Approaches to
Manipulator Joint State
Estimation

This chapter documents our early approaches to vision-based joint angle esti-

mation of an encoderless multi-link manipulator. One approach is to estimate

the poses of individual links, then computing their relative angles using the

known robot geometry.

For each method, we discuss the background knowledge, software and hard-

ware setup, and results assessed with either quantitative and qualitative met-

rics. As will be shown, none of the methods in this chapter provided acceptable

performance. The next chapter focuses on a method which was found to work

and provide good performance for estimating the joint angles.

As mentioned in Chapter 1, the original motivation for this research was the

automation of an outdoor loading crane. Since we did not have ready access

to this system nor a source of ground truth, we performed all our experiments

on the Baxter robot in our research lab. The outdoor crane has 4 joints, while

the Baxter robot has 7 joints on each of its two arms. By moving only 4 of

these joints, the Baxter robot arm was made to approximate the structure of

the crane. Throughout this work, we used both a simulation environment and

the physical robot hardware to test the di↵erent approaches.
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3.1 AR Markers

3.1.1 Background

The first approach we tried was using Augmented Reality (AR) markers, shown

in Figure 3.1. AR markers are widely used in both research environments and

industrial applications, thanks to their robust performance and a↵ordability.

In order to estimate the 3D pose of an object relative to a camera, we only

need to print an AR marker with a known size and pattern, a�x the marker

to the object, and use the video feed from a regular monocular camera to

calculate the pose.

Figure 3.1: Examples of Aruco AR markers. These are 6 by 6 markers, mean-
ing each marker has 6 rows and 6 columns cells. Other sizes are also available.

AR markers provide reliable pose estimates when they are in complete and

clear view of the camera. They are robust to small levels of occlusion (e.g. one

corner being covered) or lack of camera focus, but will not work for larger

levels.

3.1.2 Algorithm

AR marker pose estimation is executed in three steps. First, the RGB image

is transformed into a grayscale image and then thresholded to yield a binary

(black and white) image as shown in Figure 3.2. The image portion containing
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the marker is extracted then warped into a square by a perspective correction.

After this, marker cells are applied to the detected marker region, which pro-

duces an n by n array containing 0 or 1 in each cell. Using this array, the

marker is identified from a dictionary of all predefined marker types. The

pose of the marker is estimated using the perspective correction along with

the known dimensions of the printed marker.

Figure 3.2: Visualization of AR marker detection and identification steps. (a)
is the raw image captured by camera containing multiple markers. (b) is the
binarized image for contour extraction which will be further used for marker
candidate extraction. (c) is one of the extracted markers from the raw image.
(d) is the marker after the perspective e↵ect is removed. (e) is segmenting
the marker pattern into a grid with a given size, and (f) is the binary array
converted from the grid in (e) and it is used for marker index identifying.

3.1.3 Implementation

In order to estimate the joint angles on the robot, we attached separate AR

markers to each of its links as well as the base frame. By computing the 3D

pose of each link, we can calculate the joint angles between them using the
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joint locations on each of the links, which are known.

Figure 3.3: Illustration of AR marker placement on Baxter arm. The markers
are attached on four links on the robot arm, and also the stationary robot
body. In this figure, only left side arm is marked for visualizing the di↵erence
between marked and unmarked robot arm, and the actual implementation will
applied for both arms if needed.

3.1.4 Test and Outcomes

Hardware testing was performed in our lab, using ROS’ ar track alvar pack-

age and a Logitech C920 camera. We printed markers on paper and mounted

them on rigid foam boards. For the AR tag detection algorithm, accuracy

and speed are optimized when the marker view is large, meaning that using

physically larger markers leads to more better estimation performance. At the
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same time the markers should not be larger than the dimensions of each link

of the robot arm of the Baxter. Thus we printed out markers with 28.9 cm

square dimensions for testing. For our first test, the marker was held perpen-

dicular to the camera’s lens axis and moved away, starting from 1 meter and

ending at 9 meters. Detection was nearly at frame rate over the first 4 meters,

but the detection rate started lagging for larger distances. Meanwhile, pose

estimation was accurate within the 1–4 m range, but pose errors and detection

drop-outs started to be seen at larger distances.

3.1.5 Discussion

While the theoretical idea of AR Marker detection for joint state estimation is

valid, things are much more complex in practice. The first issue is occlusions

due to the 360 degree rotation mobility of the base joint, meaning all sides

of each crane link need separate markers to maintain link detection. The

second issue is the clarity of markers in captured images. The sharpness of the

markers rendered in the images a↵ects the accuracy of the estimated pose. In

order to obtain clear images, the camera needs to focus on the AR markers,

but these can be located at various distance from the lens, easily resulting in

defocused images. This issue is aggravated when by the camera has a large

distance to the robot, which can be expected in field testing conditions. Lastly,

environmental issues such as the markers getting fouled by mud or snow or

physically damaged by the elements, would also lead to poor detection results.

For these reasons, we decided not to pursue the AR marker idea further.

3.2 Color Strips

3.2.1 Background

As explained in the previous Section, AR markers do not perform well at

longer distances. We next considered the idea of marking the links with color

strips, acting as fiducial markers. Theoretically, 8 unique feature points in a

flat pattern are su�cient to estimate 3D pose [44], and if a smaller number is

available, pose can be estimated down to a small set of possibilities, which can
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be further refined by real-world constraints. Meanwhile color-based markers

are much less sensitive to distance and camera focus than AR markers for

detection purposes. In our case the markers were rectangular stripes with

di↵erent colors

Figure 3.4: Illustration of color strip markers on Baxter arm. The color strips
are attached on four links on the robot arm, and also the stationary robot
body. In this figure, only left side arm is marked for visualizing the di↵erence
between marked and unmarked robot arm, and the actual implementation will
applied for both arms if needed.

3.2.2 Test and Outcomes

Two colored strips are wrapped around each link of the manipulator, and

each link has a pair of strips with a particular color. When an image of the

manipulator is captured by the camera, the image is first transferred from
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RGB to HSV (Hue, saturation, brightness) color space, then color filters are

used to extract the regions corresponding to each color.

We started testing using a single green rectangle as shown in Figure 3.5.

The original image was filtered by a fixed-range HSV color space filter. The

resulting image is shown in the middle of Figure 3.5. In this example, the

background is clean and of a di↵erent color than the object, but this will not

always be the case in a real-world environment, where random elements of

the scene may also pass through the thresholding filter. The last step of the

detection pipeline is corner extraction using the Harris method [25]. In our

testing, this corner extraction performed well as shown in Figure 3.5, but let to

the problem of the corner detection numbering being random. This could be

resolved by using a tracking algorithm for the individual corners. Note corner

numbers are shown in the right side of Figure 3.5.

Figure 3.5: Color rectangle detection experiment. Left image is the original
image containing the green marker. Middle image is the marker being filtered
out. Right image has four edges labelled as red lines, and four corners labelled
by numbers.

The second test involved color filtering thin strips attached to the Baxter

robot’s arm as shown in Figure 3.6 (left side). The middle of this Figure shows

the filtered image, obtained from a fixed-range thresholding of the HSV color

space. The green strips on the Baxter are correctly extracted, but random

background color elements are also filtered out as seen in the right-bottom

corner of this image. Meanwhile, the extracted color strips have lost some of

their shape near the top-left corner, due to light shadowing in that area. The

performance of the filtering was even worse in more complex environments.

Thus this method is very sensitive to the trade-o↵ between shape extraction
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and noise rejection.

Figure 3.6: Color strip detection on Baxter arm. Left image is the original
image containing the Baxter robot arm with green strips. Right image is the
green strips being filtered.

As demonstrated above, the color strip method has several weaknesses

which will cause it to perform poorly in a real-world operating environment:

1. Each link must have a unique color to distinguish it from the others, and

the colors must be su�ciently distinguishable. For a four-link manipu-

lator we can readily find such colors, but this may not be the case for

more complicated manipulators.

2. There will always be regions of matching colors in a natural scene back-

ground. This will make it more di�cult to identify the the true regions

of interest, and may result in erroneous corner detections.

3. Just like the ARmarker method, the visibility of the color strips is critical

for performance. If the strips are fouled, occluded by another object or

subject to glare, detection will fail and pose will not be estimated.

4. Within the setup discussed above, eight points (four corners of each color

strip) are available for pose estimation, the minimum number required to

estimate pose. However if the strip filtering produces a distorted image

with less than 4 corners, pose estimation will not return a unique pose.
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3.3 3D Model Fitting onto 2D Images

3.3.1 Background

The pose of an object can be estimated if its image has distinguishable vertices

(corners) and edges (lines). Lines and corners can be extracted from images

through standard computer vision techniques, e.g. Canny edge detection on

grayscale images, and if a correspondence can be found between features in

the image and features on a pre-defined 3D model of the object, then the pose

of the real object can be estimated in real time. This method was proposed

in [15].

3.3.2 Software

Figure 3.7: Object pose tracking stages. Images in order from top left to
bottom right are: camera video stream, feature helper image, feature selection
on the first image, initial pose estimation, corrected pose estimation over time.

The stages involved in applying this method to a single rigid-body object

are demonstrated in Figure 3.7. The top-left image is the scene seen by the

camera, and the top-right image is a helper image of the object to be tracked.

This image contains four clearly distinguishable vertices, which are indexed

from 1 to 4. To identify the location of these features on the actual object, the

user needs to manually click on the locations of these features in the helper
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image, as shown in the bottom-left image with the green markers showing

the clicked locations. Once these 4 feature points are selected in the helper

image, the algorithm fits the detected lines and corners to the camera image

to the 3D model to estimate the pose of the object. However, due to the

limited resolution of the image and errors in manual feature selection, there

are noticeable o↵sets between the object’s identified features, whose edges are

shown as green lines in the bottom-center image, and the actual image. The

algorithm will further refine the fitting of the 3D model to minimize the error

between the projected version and actual image. The result is shown in the

bottom-right image as red lines, demonstrating a good fit.

Since this method requires 3D models of the object to be tracked, we

focused on the Baxter platform for which geometry information is available

as STL (STereoLithography) files, as shown in Figure 3.8 for the arm link.

Just as in the previous method, joint angles can be computed from the pose

of the two links connected by the joint. Since each robot arm contains seven

links, estimating their pose along with the geometry of the manipulator would

enable estimating the values of the 7 joint angles.

Figure 3.8: 3D geometry model of Baxter arm link. Left image is a picture of
the link of the robot arm being track tracked. Two images on the right are
the 3D CAD model of this robot arm link (front view and right view).

3.3.3 Test and Outcomes

Testing was performed in our lab, employing ROS’ vision visp package and a

Logitech C910 webcam. The initial test involved a simple plastic box. The di-
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mensions were measured manually and a CAD (Computer-aided design) model

of the box was created. Using the procedure explained in the previous Section,

real-time object tracking was achieved. The performance was found to be very

good, likely due to the box’s easily distinguishable edges and corners.

Unfortunately this method did not work for the links on the robot arm.

These objects are di↵erent in nature from the box in the previous test. The

first di↵erence is the lack of distinguishable edges and corners on the smoothly

contoured links. The second di↵erence is the severe occlusions created by the

presence of other links on the arm. However the primary reason for the the

failure of tracking by this method is that the algorithm relies on matching

edges in the CAD model with visible edges in the camera images. While in

the case of the box, there are 8 vertices and 12 edges to be matched which

are clearly visible in the camera images, the Baxter arm link model has 7,379

vertices and 13,754 edges. This detailed model allows a detailed rendering of

the Baxter arm link, but almost none of these CAD vertices and edges are

clearly visible on the real arm link. As a result the algorithm is unable to

extract enough features from images to match the features of the CAD model,

even when these are accurately initialized by the user using a helper image.

Another problem we noticed for this package is the necessary computing

power. Even when tracking the simple box, the algorithm used nearly full CPU

(Central Processing Unit) power on an Intel Core i7-8750H based system. This

means tracking complex and multiple objects such as arm links is not likely

to work in real-time, although this needs further testing.

3.4 Iterative Closest Point-based registration

3.4.1 Background

While all the other pose estimation methods discussed so far rely on RGB

images from a monocular camera, the next method relies on capturing point

clouds with an RGB-D camera. When the object is in the field of view of

the camera, the captured point cloud contains a portion of the surface of the

object, as shown in Figure 3.9. The top-left image is the RGB image captured
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by the camera, which provides color information in the 2D plane. The bottom-

left image is the depth image captured simultaneously with the RGB image,

whose pixel values are 16-bit integers proportional to the physical distance

from the image plane to the object. This image is rendered with darker pixels

for closer range and brighter pixels for further range. The RGB-D camera

used to capture this image was an Intel RealSense D415, which has an upper

range limit of about 10 meters. The 3D mesh on the right of Figure 3.9 is the

point cloud created by combining RGB and depth information for each pixel,

visualized in RVIZ. The 3D location of each voxel (pixel in 3D space) relative

to the camera is calculated from the depth image and the camera projection

model, and each voxel is colorized using the corresponding pixel in the RGB

image.

Figure 3.9: RGB-D camera output visualization. Top left image is RGB image,
bottom left image is depth image, and the image on right is a combination of
RGB color and depth on all pixels. The 3D location of each pixel is relative
to the camera lens coordinate, denoted as ”camera link” in the image.

3.4.2 Test and Outcomes

Assuming we have a 3D CAD model of the object of interest, for instance a

robot arm link, the pose of this link can be estimated by fitting the 3D model

to the captured point cloud. One algorithm for doing this task is ICP (Iterative

Closest Point) [7]. We used the implementation provided in Open3D [76], an

open-source software package for 3D point cloud manipulation. ICP takes two
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point clouds as inputs, one captured by the RGB-D camera, the other from the

3D model (known as the target). The algorithm iteratively adjusts the pose of

the target point cloud until the distances between voxels of the captured and

target point cloud are minimized. To test the capability of this algorithm, we

performed experimentation in two steps. We first tested the method for using

a chair in the lab, representing a single rigid body. Each link in the articulated

robot arm represents a rigid body which needs to be tracked individually, with

the added challenge of occlusions created by other links a↵ecting the tracking

accuracy of the system. Thus the single chair experiment works as an idealized

experiment to test the best-case performance of the system. Figure 3.10 shows

an example of ICP being applied to point clouds of a chair. The blue portion

is the target point cloud, while the yellow is the captured point cloud. The

algorithm successfully finds the pose required to align the blue point cloud

to the yellow point cloud. The result gives the pose of the actual 3D object

relative to the RGB-D camera-fixed frame.

Figure 3.10: ICP experiment on a chair. This experiment was performed
for this chair because the chair is a single rigid body, and the result in this
experiment is the baseline reference of the ICP approach to multi-link tracking.
The yellow model is fixed, and the blue one is being moved. In the first image,
the two models are placed at a random pose, serving as the initial guess. The
second image shows the result of the pose estimation. Two models are aligned.

The second part of testing involves the articulated robot arm. While ICP

performed well in the first trial, it will not reach the same performance for

our task of estimating the poses of individual robot arm links. While in the
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previous example, the “captured” point cloud (yellow) is actually stitched

from di↵erent views of the chair from all directions. The run-time RGB-D

images will contain only a partial surface of the object, as seen in Figure 3.9.

Applying the ICP algorithm in this case will not produce satisfying results in

our experiments due to this and the occlusion issues mentioned above.

3.5 DART: Dense Articulated Real-Time Track-
ing

3.5.1 Background

Since the conventional ICP algorithm did not produce satisfactory results, we

tried the related Dense Articulated Real-Time Tracking (DART) method de-

veloped by [59]. This method uses SDF (signed distance function) for aligning

a 3D model with an RGB-D image of the object.

3.5.2 Discussion

The authors of DART have made the software toolchain for running DART

with Baxter publicly available. While testing with our Baxter model yielded

good estimation results, there are limitations to this approach preventing it

from being used for an outdoor crane. First, the depth range of our RealSense

RGB-D camera is 10 m, which is too close to capture a full view of the outdoor

crane. Second, depth sensing in the camera is performed by projecting and

measuring an IR image ahead of the camera, but this signal is lost in bright

sunlight which can be expected in outdoor conditions. One possible alterna-

tive is a stereo camera, which works by correlating images from two parallel

monocular cameras to estimate depth and generate point clouds. However

based on our testing, commercial stereo cameras such as StereoLabs’ ZED

are unable to generate su�ciently detailed point clouds at longer (> 10 m)

distances as well.

Based on our informal experiments, methods relying on depth cameras

were dropped from consideration, since they could not function reliably in an

outdoor setting, which is the longer-term goal of the work presented in this
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thesis.

3.6 Learning numerical joint angles from RGB
images

3.6.1 Background

The approaches discussed in the previous sections are based on traditional

computer vision methods, which work reliably in certain scenarios but may

fail when the image background is too busy or the tracked object is too com-

plex. Inspired by the many real-world successes based on convolutional neural

networks (CNNs) in recent years, we decided to try a CNN-based approach to

joint angle estimation.

Since our goal is to estimate the joint angles on a robot arm, the input of

our network are RGB images, and the output is a set of four joint angles. The

image is first processed by convolutional layers whose function is to extract

features from the arm, followed by subsequent layers used to calculate a 1D

array of joint angles. This idea is illustrated in Figure 3.11.

Figure 3.11: CNN architecture for direct joint angle prediction. The image of
the crane on the left is the input. The square groups in the middle are the
convolutional layers. The sizes of squares show the relative sizes of processed
arrays, and numbers of squares show the relative amount of kernels in each
stage. The two columns of circles on the right are the fully connected layers,
and the four circles labelled with J1 - J4 are the outputs. The sizes and num-
bers of elements in this Figure are only approximate values to show the shape
of the neural network because the figure created with the actual parameters
was impractical to visualize.

In this approach, a simulated crane is used instead of the Baxter robot be-

cause this neural network solution is end-to-end (from image directly to joint
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angles) while the previous approaches consist of sequential steps (e.g. extract-

ing features from image, computing individual link poses, and then computing

the joint angles), and the crane has 360 degree base-joint rotation range while

the Baxter arm base-joint has only a 200 degree rotation range. The sequen-

tial steps require analytical forward/backward kinematics model to compute

the joint angles, which brings the benefit that the solutions developed for the

Baxter robot could work on the crane as well simply by changing the kinemat-

ics model. But since the behavior of this end-to-end network solution is less

analytic, the network architecture developed for the Baxter arm would not be

representative of the crane. Thus the crane is exclusively considered in this

approach. Note that the subsequent methods use sequential steps again, so

the Baxter robot is used in these approaches.

In order to train such a network for a real crane, we would need a library of

images of the real crane together with the corresponding joint angles. However,

since the field crane does not provide joint angle feedback, this approach cannot

be directly applied to the real crane. As a result, we built a simulated crane in

the Gazebo simulation environment, as shown in Figure 3.12. This simulated

crane consists of a stationary base plus 4 moving links. Each link has a pair

of strips with a unique color attached to it. It would have been ideal if a

3D CAD model of the crane were provided by the manufacturer, but we were

unable to obtain this. Therefore we created the simplified model shown in

Figure 3.12 in Blender, using the actual dimensions of the field crane listed

in its user manual [1] to increase realism. The geometry of the crane was

encoded in a URDF and a configuration file. The simulated crane has four

joints, three revolute and one prismatic; note the real crane is designed with

a 3-section telescoping section, but this can be modeled as a single prismatic

joint. The intrinsic parameters of the simulated monocular camera were set

to match those of the Logitech C920 webcam, while the extrinsic parameters

(pose) were set to just fit the simulated crane into the image frame throughout

its range of motions. Virtual lighting was also added for additional realism.

We used a simple network inspired by VGG [63] to evaluate this method.

The network has 5 convolutional sets in sequence, each consisting of two con-
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Figure 3.12: Simulated 4 DoF crane in Gazebo. It consists of 5 links, and each
link is outfitted with uniquely colored strips. The base link is marked by cyan
strips and it is stationary. The next three links are covered by green, red and
yellow strips. The green-colored link rotates around the vertical axis while the
other two links rotate around horizontal axes. The link with blue strips has
a linear rather than a rotational motion. All four joints are controlled by the
ROS joint controller.

volutional layers and one max-pooling layer. Then it has two fully connected

layers followed by the output layer. The input to this CNN was 256 ⇥ 256

RGB images. While the virtual camera returns 640⇥ 480 images, these were

downsized to 256⇥256 to allow training on our consumer-grade GPU. The in-

put images were then processed by 4 convolutional layers with a kernel size of

4 by 4, followed by fully connected layers, outputting for values corresponding

to the joint states.

To train this network, training data was generated inside the Gazebo simu-

lation environment. The training set consisted of 3000 images of the simulated

crane in various poses, together with the corresponding joint states. Another

2000 pairs of images and joint state data were generated for testing. The

virtual camera was kept in a fixed pose throughout. Training was performed

using the PyTorch deep learning environment using the Adam optimizer and

L2 loss function.

3.6.2 Test and Outcomes

The test results were not as good as expected, but still demonstrated the

potential of a CNN-based approach. Following multiple rounds of training
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while tuning the hyper-parameters of the network, the trained CNN was only

capable of correctly estimating a portion of the 4 joint states. For instance,

using the validation dataset, the network would produce two joint estimates

within 5 degrees of the ground truth values, but the two remaining estimates

would exhibit large errors.

3.6.3 Discussion

Even if the results from this method would work well in simulation, it could

not be applied to the real-world crane since we cannot obtain the joint angles

in that system, which are required for training the network. However, this ap-

proach still proved valuable since it demonstrated the interest of CNN-based

methods relative to conventional computer vision methods for joint angle es-

timation. This motivated the author to pursue convolutional neural networks,

which play a key role in the method discussed in the next section, and are the

basis of the eventually chosen approach documented in Chapter 4.

3.7 Baxter keypoint detection in Simulation

3.7.1 Background

Inspired by the CNN approach discussed in the previous section as well as

reading other research, we found that our project is related to human pose

estimation, the latter relying on estimating the positions of joints on a human

skeleton without access to direct sensing.

There are several excellent recent works on human body joint detection

from monocular RGB images based on CNNs [9], [10], [74]. We thus tried

this class of methods in our simulation environment. We chose to use Baxter

robot for this portion since the simulation results could be validated on a real

Baxter in our lab, unlike the outdoor crane where a detailed 3D model was

not available. Even if such a model was available, validation would be di�cult

since the ground truth of joint states of the full-sized crane is not available to

evaluate the accuracy of the state estimates.
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As before, the simulation is performed with the Gazebo simulation envi-

ronment [33], using the Baxter model provided by Rethink Robotics. One

fixed monocular camera is placed in front of the Baxter, and several lighting

sources are added to the scene in order to enhance the color contrast. During

data collection, both arms of the Baxter are commanded to move in random

motions throughout its reachable workspace, and the virtual camera acquires

images at a rate of 1 Hz. The ground truth joint state data is saved in json

files corresponding to the captured pictures. The background in the simula-

tion environment is set to be pure white, such that post-collection background

augmentation can applied using simple color filters. The background of each

image was filled by single images randomly selected from the COCO image

dataset [41]. The resulting augmented images along with the logged joint

states were used as training data for the network. The output of the network

are heatmaps for each detected joint, reflecting the probability distribution of

the joint’s location within the pixel image.

There are several types of convolutional neural network architectures avail-

able, for instance VGG-19 [63], hourglass [50] and ResNet [27]. We chose

ResNet because of its ability to handle larger numbers of layers than the other

two networks, and its superior accuracy in classification problems [27]. There

are several versions of ResNet, including ResNet-18, ResNet-34, ResNet-50,

ResNet-101 and ResNet-152, indicates the number of convolutional layers used

by the network. We chose ResNet-50 as a balance between speed and accuracy.

Since ResNet was designed for classification problems, its output layers are

fully connected, which is not compatible with the desired joint heatmaps. Thus

the fully connected output layers were replaced by transposed convolutional

layers which generate larger 2D output arrays from an input of smaller arrays.

The output data are heatmaps built based on the joint location in pixel

coordinates. For each keypoint, a 2D Gaussian distribution with certain � is

generated.
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3.7.2 Test and Outcomes

After training the network with simulated images, we first applied the net-

work back to the training dataset to evaluate performance. The result was

a PCK@0.2 score of 0.99, indicating that 99% of joint detections had errors

(Euclidean distance between the detected and ground truth location of joints)

less than 20% of the robot’s bounding box dimensions. Figure 3.13 shows three

sample images, with the detected joints draw as circles with various colors.

Figure 3.13: Examples of joint keypoint detection for simulated Baxter images.
The circles labelled on the robot arm are drawn at locations identified by the
joint detection network. In these three examples, the results accurately identify
the locations of joints on the robot arm.

Interestingly, applying the trained network to real-world images of the

Baxter provided very inaccurate results. This brought up the requirement for

domain adaptation, a method of bridging the gap between simulated and real

images. In our case, this gap is caused by the texture di↵erence between the

simulation images and real-world images. There are several methods to bridge

this gap [16], including Domain Randomization and Generative Adversarial

Networks. We chose to implement the latter method, as discussed in the next

Chapter.
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Chapter 4

Image-based joint state
estimation pipeline for
sensorless manipulators

The contents of this Chapter were submitted as [24]. The method presented

was found to provide the best real-world joint state estimation performance

as compared to the methods covered in the previous chapter.

4.1 Abstract

Motion planning is a solved problem for robot arms with joint state feed-

back, but remains an area of research for sensorless manipulators such as toy

robot arms and heavy equipment such as excavators and cranes. A promising

approach to this problem is deep learning, which employs a pre-trained convo-

lutional neural network to identify manipulator links and estimate joint states

from a monocular camera video feed. Whereas manual labeling of training

image sets is tedious and non-transferable, a simulation environment can au-

tomatically generate labeled training image sets of any size. The issue is the

gap between simulated and real-world images. This chapter solves this prob-

lem by implementing a Generative Adversarial Network. The complete joint

state estimation pipeline is implemented and tested in hardware experiments

to validate our proposed approach.
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4.2 Introduction

Thanks to the continuing growth in sensing and computing power, robot arm

manipulators are now being deployed in high-precision tasks such as picking

items o↵ shelves [29], assembly operations in manufacturing [51], [34], and

food preparation [12], [19], [49]. A necessary part of these precise operations

is motion planning, which relies on forward and inverse kinematics [48], which

in turn require knowledge of the robot’s geometry and joint states (angles

for revolute joints or displacements for prismatic joints). While commercial-

quality robot arms such as the Barrett WAM arm, the Franka Emika Panda or

the Kinova JACO can measure joint states nearly perfectly, the same cannot

be said in the following cases: (i) using inexpensive robot arms whose joint

encoders are subject to poor resolution and backlash issues and (ii) adapting

human-operated manipulators without joint feedback, such as knuckle-boom

cranes, for autonomous operations. In either of these cases, using computer vi-

sion to estimate joint angles and/or end-e↵ector pose is an appealing solution,

as shown in the recent works [78], [39], [43], [28], [40].

In this chapter, we focus on joint state estimation in robot arms using

images from a monocular camera, a sensor which is much cheaper and provides

a longer working range than depth-sensing technologies such as stereo vision,

RGB-D or LiDAR (Light Detection and Ranging). Our approach has close ties

to human skeleton tracking, which was popularized around 2010 by the mass-

produced Kinect v1 RGB-D camera which used this feature for video games [2],

and which today is o↵ered as an SDK for Intel’s RealSense line of RGB-D

cameras [64]. Human skeleton tracking from monocular images was seen in

[65], [9], [11], [23] and is founded on convolutional neural network (CNN)-

based machine learning. One key element for all learning-based methods is

training data which consists of a large set of images annotated with joint

labels. While a number of human joint datasets are publicly available [4]

[41] [68], this is not the case for robot manipulators, since each has a unique

geometry. This means that in order to train a joint detector, thousands of

images of a specific manipulator would need to be taken and manually labeled,
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an extremely tedious and time-consuming process.

One alternative to manual joint labelling is to use a CAD model of the

robot inside a simulation environment (e.g. [33], [54], [73]), which can generate

unlimited numbers of images of the robot and its associated joint labels in

di↵erent poses, viewing angles and environmental settings such as backdrop

and lighting. Since the simulated images remain distinguishable from the

real robot, we need to employ a process of domain adaptation [16] in order

to apply the network trained on simulated images to real-world monocular

camera images.

In this chapter, we present a pipeline to detect joint positions and estimate

joint states of a robot manipulator using images from a monocular camera. We

employ the two-armed Baxter robot from Rethink Robotics to experimentally

validate our approach, using the unit’s high-accuracy joint angle measurements

as a ground truth for our joint state estimates. The specific contributions of

our work are:

• Implementing a combination of image segmentation and domain transfer

methods which were experimentally found to provide the best-performing

processing pipeline.

• Demonstrating that our system can perform joint detection as well or

better than recent state-of-the-art work [39] which provides a ready-to-

use joint detection system for the Baxter robot.

• Testing of the experimental joint state estimation performance in a va-

riety of test settings including di↵erent backdrops and robot arm mo-

tions, and assessing the resulting performance quantitatively against the

ground truth.

4.3 Related Work

Conventional sensors to measure joint states of robot arms are encoders, either

rotary or linear. Hydraulic cylinders, typically used to actuate heavy machin-

ery such as construction equipment, can be equipped with position sensors
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Figure 4.1: Overview of our system pipeline. The camera image is processed by
robot instance segmentation, removing the background. The resulting image
undergoes domain adaptation to change the coloring and texture of the robot
to a simulation style. The keypoint detection network processes the synthetic
images and outputs heat maps for robot joint locations. The detected joints
are used with the robot’s geometry to estimate joint angles.

such as LVDT (Linear Variable Di↵erential Transformers) or other technolo-

gies [30]. Vision-based approaches to measuring robot arm joint states can be

divided into 2D image-based methods, based on fiducial markers or trained

Convolutional Neural Networks (CNNs), and 3D sensor-based methods, based

on RGB-D cameras or LiDAR. In the first category, fiducial markers [21] pro-

vide good performance in nominal conditions due to their easy-to-spot nature,

but may fail in the case of motion blur, unfocused cameras, or occluded or dirty

markers. CNNs are a promising approach to this problem, and research works

have shown them capable of delivering excellent performance and robustness

to real-world e↵ects such as motion blur and dynamic environments. In the

second category, RGB-D cameras are capable of directly measuring depth and

thus avoid scale ambiguity, but typically have a limited sensing range and may

not work reliably in outdoor scenes. LiDAR works in both indoor and outdoor

environments, but good-quality units are much more expensive than the other

sensing technologies. In our studies, after first evaluating fiducial markers and
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RGB-D cameras, we settled on the CNN approach.

4.3.1 Human Skeleton Tracking from 2D images

A number of recent research works have focused on human skeleton tracking

from 2D images, which all require a large set of training images annotated

with joint locations, obtained from either manual labeling [4] or specialized

equipment [69]. Manual labelling is typically the preferred approach since it

can be applied to a variety of human subjects in both indoor and outdoor

images. The CNNs developed for human pose estimation have several varia-

tions. Early work focused on detecting a bounding box for individual limbs

of the human body [75]. Skeleton joint detection was then found to provide

better performance, for instance [65] and [10] employed an iterative regres-

sion method to detect joints. Meanwhile, one-pass joint detectors suitable for

real-time skeleton detection were demonstrated in [9], [11], [74]. These meth-

ods produce a set of heat maps, one for each joint of interest, indicating the

statistical likelihood of the joint’s location.

4.3.2 Robot Arm Pose Estimation

For relatively simple open kinematic chains, namely with 4 or less links, the

arm joint states can be obtained by estimating the pose of the end-e↵ector and

then using inverse kinematics (IK). However, this approach will not work for

fully- or over-actuated manipulators, such as the Baxter’s twin 7 DoF arms,

since in this case IK has multiple solutions. In this case individual joint angle

detection is necessary. One notable example of this approach is DART (Dense

Articulated Real-Time Tracking) [59], which employs RGB-D images and a 3D

CAD model of the robot to track poses of individual links in real time. DART

is based on optimization using a signed distance function to minimize the error

between model and RGB-D point cloud. The limitation of this method is the

requirement for a depth camera, which as discussed earlier has disadvantages

in cost and range over a monocular camera.

Two recent works addressing the domain gap problem for robotic arms us-

ing domain adaptation are CRAVES (Controlling Robotic Arm with a Vision-
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based Economic System) [78] and DREAM (Deep Robot-to-camera Extrinsics

for Articulated Manipulators) [39]. In CRAVES, 17 distinguishable feature

points on the surface of a low-cost robot arm manipulator are selected as key-

points to train a 2-stack hourglass network [50], and a least squares fitting is

used to find joint angles which best match the detected keypoints. In DREAM,

the individual joints of the Baxter robot are used as keypoints, and the detec-

tion model is trained using a CNN with VGG-19 [63] as an encoder followed by

a customized decoder. In both these papers, the keypoint detection networks

are trained on simulation images, then applied to real images.

4.4 Method

4.4.1 System Overview

We tried several approaches, such as a�xing coloured strips to robot links

and detecting their angles through colour thresholding, or using a pre-trained

CNN [63] with transfer learning based on robot images and corresponding

encoder measurements to detect joint states directly, but the results were

disappointing. We then moved to keypoint detection. Several variations of

the keypoint detection process were also tried. After much trial and error, the

approach described below was found to provide the best results.

In our chosen methodology, each monocular camera image I1 is processed

in three stages, as shown in Figure 4.1. Instance segmentation is performed

to separate the robot from its background, yielding image I2 of the robot over

a white background. Next a generative neural network is used to perform

domain adaptation of the physical image I2 into a simulation-style image I3.

A joint detection CNN inputs I3 and outputs the pixel coordinates of the 10

joints of the two Baxter robot arms. The joint locations are combined with a

geometry model of the robot to estimate joint angles. The following sections

provide details about each step, focusing on two aspects: the choice of method

and the training data preparation steps.
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4.4.2 Instance Segmentation

The first processing step applied to the image is instance segmentation, which

extracts an object (here the Baxter robot) from the image. This is required

for the next step, the generative neural network, which requires a segmented

image of the robot. There are many image segmentation methods available,

e.g. InstanceCut [32], DIN [5], SGN [42], and Mask R-CNN [26]. We chose to

use Mask R-CNN as our segmentation method because it was found to have

higher accuracy compared to other methods.

To train the Mask R-CNN model, individual image frames of the Baxter

robot at their original resolution (1920 ⇥ 1080 pixels) are placed in X, and a

polygon outline of the Baxter robot in the image is placed in Y . The mask la-

belling can be done either automatically or manually. For automatic labelling,

a uniform background is needed, and the robot’s outline can be extracted using

standard colour filters. Manual labelling can yield higher-precision outlines,

but the required labour made it impractical for our study.

Thanks to Mask R-CNN’s pre-trained network and transfer learning, we

found that using only 80 images of the Baxter robot captured in our lab was

su�cient to adequately train the masking network. The network weights from

Detectron2 [72] were pre-trained on a large number of common objects, so

training the network for the Baxter took only 30 minutes. Each image in

our mask training dataset includes the majority of the robot body, taken at

di↵erent viewing angles, distances from the robot, and configurations of the

robot arms.

Since Mask R-CNN employs polygon outlines, masked images may fail to

capture fine extremity details such as robot grippers or caster wheels. There

are new variants of Mask R-CNN which employ finer masks [72] and which

could be implemented in future work.

4.4.3 Domain Adaptation

The purpose of domain adaptation is to transfer real images of the Baxter into

simulation-style images, which can be used for joint detection in the next step
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Figure 4.2: Diagram of training process. Step (A): outlines are automatically
generated for real Baxter images and used along with corresponding images
to train the instance segmentation model. Step (B): the segmentation model
is applied to real Baxter images, resulting in images with a blank background.
Step (C): the simulator generates simulation images using joint angles acquired
in step (B). The step (B) and (C) images are used to train the domain adap-
tation model. The results are used with joint locations computed in step (C)
to train the joint detection model. Once all models are trained, they are ready
to be used for inference in our processing pipeline.
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of the pipeline. We chose to use the generative adversarial network CycleGAN

[77] for this purpose because of its excellent performance relative to other

methods, and the fact that it does not require paired training images, which

as explained below is an important feature for our pipeline.

We used Gazebo [33] and ROS (Robot Operating System) [55] along with

CAD model files of the Baxter robot provided by its manufacturer to generate

simulation images. CycleGAN consists of two generators {GXY , GY X} and two

discriminators {DX , DY }. We assign the segmented real images as the input

set {X} and the simulation-style images as the output set {Y }. Generator

GXY is trained to transfer images {X} into images {Y }, GY X does the reverse,

and the two discriminators DX , DY are used to determine the quality of the

resulting images. While all four parts are involved in the training process,

only the real-to-simulated image generator model GXY is retained for use in

our proposed pipeline.

Data for the CycleGAN domain adaptation method consists of two im-

age sets: real camera images {Ir} and simulation images {Is}. As mentioned

above, CycleGAN has the noteworthy feature that the two sets of images do

not need to be paired, in other words the real images and simulation images do

not need to have identical arm configurations nor camera-to-robot poses. Due

to this, our CycleGAN training process does not require measuring camera

poses during data collection nor matching the robot arm movements between

experiment and simulation, which greatly simplifies data collection. This fea-

ture is essential if applying our pipeline to a manipulator without joint state

feedback, such as those mentioned in Section 4.2.

In our training, we captured 2000 images of the real Baxter robot in our

lab, employing a RealSense D415 camera (using only the monocular camera

images) moving in front of the Baxter and yawing up to 70 degrees in either

direction, while having the Baxter executing a series of random arm motion

sequences. The resulting images were processed with the Mask R-CNN model

trained at the previous step, resulting in 2000 images consisting of the masked-

out robot over a white background. Due to the nature of Mask R-CNN as well

as limited number of training data, the resulting masked images of the robot
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were not always clean, in particular distal joints of the arms were cropped

o↵ in a portion of the images. Meanwhile, 1500 images were captured in the

Gazebo simulation environment, employing a random motion for the virtual

camera and having the simulated Baxter perform random arm motions. In

order to boost color contrast of the images, additional virtual spotlights were

added to the scene. The simulation background was set to white to match the

segmented images output from Mask R-CNN. The intrinsic parameters of the

virtual camera were set to match those of the D415 2D camera.

4.4.4 Joint Detection

The joint detection process is performed on the set {I3} of post-image segmen-

tation and domain adaptation images. The Baxter robot has 7 joints on each

arm, but 2 of them located on the elbow and wrist links are nearly unobserv-

able from a video, so we chose to focus on 5 joints on each arm of the Baxter,

as illustrated in Figure 4.1. Inspired by current research into human joint

detection and skeleton tracking [9], [74], we chose the ResNet [27] architecture

for robot joint detection. Since the original ResNet has fully connected out-

put layers, we used ResNet-50 with all its convolution, pooling and activation

layers preserved, but replaced the output layer by transposed convolutional

layers (3⇥ 3) for upscaling resolution. The network inputs a monocular image

with a resolution of 640 by 480 pixels, and outputs 10 heat maps (one for

each joint) each with the same resolution as the input, ideally containing a bi-

variate Gaussian distribution rendering the estimated position and associated

uncertainty for the joint.

In order to train the joint detection module, we captured 8000 simulation

images of the Baxter at di↵erent arm configurations and camera poses. The

arm configurations spanned the full range of motion of each joint, while the

camera poses covered a frustum in front of the robot with an angle of 140

degrees and depths between 3 and 4 meters. The 3D coordinates and 2D pro-

jections of each joint were calculated using the robot’s CAD model and camera

intrinsics, respectively. The combination of 2D simulated images and corre-

sponding joint locations was used to train the ResNet joint detection network.
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To improve the quality of the trained network, we applied image augmenta-

tion processes including random color saturation and brightness adjustment,

cropping, and background augmentation using images from the COCO dataset

[41].

4.4.5 Joint State Estimation

The link geometries of the Baxter robot are contained inside a Unified Robot

Description Format (URDF) file. Using this information together with joint

states, we employ forward kinematics to calculate the 3D position of each joint

relative to a frame attached to the base link of the robot. Then, using the

SE(3) pose of this frame relative to the camera, we can project the estimated

joint positions into the image frame, where they are compared against the

detected joints.

The relationship between pixel locations (u, v) in the image frame and 3D

coordinates (x, y, z) relative to the camera lens-fixed frame is
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where K is the camera intrinsic matrix, whose entries can be obtained from a

calibration process, and ⇧0 is a projection matrix. The 3D coordinates (x, y, z)

in the camera-fixed frame are obtained from the coordinates (X, Y, Z) in the

robot’s base link frame as 2
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where Tcb 2 SE(3) is the pose of the base link relative to the camera, which

can be measured directly as explained in Section 4.5.1. Finally, the 3D coordi-

nates (Xn+1, Yn+1, Zn+1) of the (n+1)th joint are given by forward kinematics,

specifically the Product of Exponentials formulation [48]
2
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where each ⇠̂n, the twist axis of the nth joint, and T 0
b(n+1) 2 SE(3), the pose of

the reference frame with origin at the (n+1)th joint and fixed to link (n+1),

can be obtained from the URDF file. Note for n = 0, [X1, Y1, Z1, 1]T =

T 0
b1[0, 0, 0, 1]

T because the position of the first joint is fixed relative to the base

link frame.

Combining (4.1), (4.2) and (4.3) yields the (nonlinear) function

(un+1, vn+1) = fn(✓1, · · · , ✓n) (4.4)

which relates the 2D image coordinates of the (n+ 1)th joint to the set of

joint states (✓1, · · · , ✓n) a↵ecting it. In our case, each arm has five detected

joint locations (udet
n , vdetn ), 1  n  5, giving the set of four residuals

2

64
(udet

2 , vdet2 )T � f1(✓1)
...

(udet
5 , vdet5 )T � f4(✓1, · · · , ✓4)

3

75 (4.5)

which can be minimized using a standard nonlinear least-squares method.

We employ a trust-region-reflective algorithm, with bounding values for the ✓

vector set to the physical joint limits of the Baxter robot.

4.5 Experimental Results

4.5.1 Datasets

We collected seven datasets using the Baxter robot, varying the two conditions

listed in Table 4.1: arm actions and image background. The camera was fixed

to face the robot head-on throughout data collection, at a height of 1.5 meters

and depth of 3 meters. This camera placement was chosen to ensure the

robot had a reasonable size within the image frame, and that its arms did not

leave the frame during motions. The two types of arm actions were waving

and pick-and-place. In waving, both robot arms moved in random motions

throughout their reachable workspace, while in pick-and-place operations one

arm was programmed to sequentially pick up then drop three black blocks

into a designated container. The backdrop of the robot was our research lab,

as seen in Figure 4.1, in a static and a dynamic variant. In the former the
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backdrop was fixed, while in the latter a person walked behind the robot while

holding up a large checkerboard. All images were captured with a resolution

of 640⇥ 480 and a framerate of 30 fps.

Throughout the image capture process, the joint angle encoder measure-

ments of the robot arms were logged, and the camera-to-robot pose was mea-

sured using a Vicon Vero motion capture system [69] installed in the lab.

Combined with the forward kinematics of the robot and the intrinsic parame-

ters of the camera, the ground truth coordinates of the individual joints were

calculated at each frame. The camera-to-robot pose was also used in the joint

state estimation calculations described in Section 4.4.5, with the measured

joint states used as the corresponding ground truth.

Table 4.1: Experimental datasets

Dataset # of images Arm actions Background

T1 5583 Waving Dynamic
T2 5789 Pick-and-Place Dynamic
T3 4364 Pick-and-Place Static
T4 4012 Waving Static
T5 3987 Waving Static
T6 7684 Waving Dynamic
T7 5667 Waving Dynamic

4.5.2 Joint Detection Evaluation

Before testing joint angle estimation, we first quantified the performance of

joint detection in 2D images.

Methodology comparison

A recently proposed methodology for robot joint detection is DREAM (Deep

Robot-to-camera Extrinsics for Articulated Manipulators) [39]. Their method

is capable of detecting robot keypoints such as joints in real images subject to

varying environmental lighting and surface texturing. The authors of DREAM

released a joint detection network trained on a Baxter robot, allowing us to
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immediately use their system for comparison purposes.

Joint Detection Evaluation Metrics

For each image, the 2D euclidean pixel distances between the detected and

ground truth coordinates of the 10 joints were calculated. The metrics chosen

to quantify the performance of the system up to 2D keypoint detection are

Percentage of Correct Keypoints (PCK) and Mean Average Error (MAE).

The PCK@0.2 metric [66] provides the percentage of joints in a dataset whose

euclidean distance in pixels is within 20% of the robot’s bounding box size

(the maximum of length and width). In addition to PCK@0.2, we will also

provide plots of PCK scores against a distance varying from 1 to 30 pixels.

The MAE metric is the mean of the euclidean distances in pixels between a

detected joint and its ground truth location across a data set.

Since the Baxter robot has symmetric arms, the per-joint evaluation scores

were averaged between corresponding joints on the left and right arm to reduce

the amount of data being reported. For the joint detection evaluation, the

results for each joint were also averaged out across the seven datasets. The

results will thus reflect the typical performance of the two methods across a

variety of tasks and conditions. Performance will be broken out by dataset in

Section 4.5.3, when evaluating the joint estimation performance.

Simulation Testing

The performance of our joint detection method was first tested entirely in

simulation. We collected 10,000 simulated images of the Baxter robot, and

augmented their backgrounds with random images from the COCO datasets.

A joint detection network was trained using these synthetic images, using

joint coordinate labels provided by the simulation environment. The trained

network was tested on 8,000 synthetic images, this time using the simulator-

provided joint locations as the ground truth. The resulting PCK@0.2 score

for the test was 99.91%, giving us confidence about our implementation.
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Testing on Real Datasets

Next, we applied the two joint detection methods to the seven experimental

datasets described in 4.5.1, taking the average of the performances across all

seven datasets. Figure 4.3 illustrates the average joint detection performance

of both methods for each joint in terms of PCK versus detection pixel distance.

As expected, all PCK scores climb as the threshold pixel distance is increased.

We see both methods provide roughly similar results for the Base and Shoulder

joints, with DREAM having an advantage in the Elbow joint but our method

having an advantage in the more distal Wrist and Hand joints. These results

are confirmed in Table 4.2, which lists the average PCK@0.2 score for each

joint. Our method thus exhibits a slight edge over DREAM in terms of joint

detection performance.

Figure 4.3: PCK versus pixel distance. Top figure is the plot of result from our
method. Bottom figure is from DREAM method. Black curves in the plots
are the averages of the curves of all joints.

The accuracy of joint detection is quantified in Table 4.3, showing the
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Table 4.2: PCK@0.2 scores

Joints Overall
Method Base Shoulder Elbow Wrist Hand Mean

DREAM 0.99 0.99 0.99 0.94 0.86 0.95
Ours 0.99 0.99 0.98 0.96 0.92 0.97

MAE errors between detected and ground truth locations of each joint, aver-

aged out over the seven datasets, for each method. Here our method exhibits

better performance than DREAM across all joints. Remark both joint detec-

tion methods exhibit significantly larger MAE errors at the more distal wrist

and hand joints. In DREAM, this may be due to these joints being smaller,

making them more di�cult to distinguish from the background. In our pro-

posed method, the segmentation module occasionally crops the wrist joint of

the robot, leading to outliers in the data which increase the MAE. This last

e↵ect is discussed in Section 4.5.4.

Table 4.3: Joint Detection MAE Errors

Joints Overall
Method Base Shoulder Elbow Wrist Hand Mean

DREAM 11.82 11.74 12.98 15.64 20.43 14.52
Ours 10.01 10.62 8.09 13.17 18.08 11.99

4.5.3 Joint Angle Estimation

We now combine our joint detection method with the joint state estimation

method described in Section 4.4.5. We employ the seven datasets described

in Section 4.5.1, breaking out by dataset. The performance metric chosen

for this part was the mean of the joint angle errors (✓truek � ✓k), 1  k  4,

corresponding to the base, shoulder, elbow and wrist joints. To reduce the

amount of data shown, corresponding joints on the left and right arms were

combined in the “Waving” datasets in Table 4.1. In the “Pick-and-Place”

datasets, the joint data from the single active arm was reported. The results
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are shown in Table 4.4. Note that since angle errors may be either positive or

negative, the same is true of their average value.

Table 4.4: Mean of joint angle estimation errors

Dataset Base ✓1 Shoulder ✓2 Elbow ✓3 Wrist ✓4
T1 11.13 4.98 5.11 -15.60
T2 4.62 9.69 -13.92 18.55
T3 4.55 7.72 -8.09 -6.75
T4 16.66 5.76 -6.01 -7.05
T5 9.56 7.37 -4.29 -1.26
T6 13.45 3.25 5.37 -20.11
T7 11.72 3.38 2.43 -9.83

Mean 10.24 6.02 -2.77 -6.01

The results in Table 4.4 are mixed. The Base has relatively poor estima-

tion results. A likely reason is the nature of the motions: in both T2 and T3,

the pick-and-place operations, the robot executes a series of slow arm sweeps

about the Base joint, and we see the errors are considerably lower than the

other datasets. The opposite is seen in the Waving datasets (T1 and T4–T7),

where the Shoulder and Elbow joints carry out larger motions while the Base

joint does not move as much, which is reflected by their associated estimation

errors. The Wrist joint estimates are uniformly poor, but this is due to the

calculation of ✓4 relying exclusively on the detected position of the hand joint

(c.f. Section 4.4.5), which as seen in Section 4.5.2 is the most error-prone. De-

spite all these factors, the proposed method shows promise, and the overall

estimation errors of roughly 5 degrees are su�ciently good to perform rough

motion planning. We suspect that system performance could be greatly im-

proved by using higher-resolution input images, since the current input data

consisting of 640 ⇥ 480 images of the robot at a distance of 3 m from the

camera naturally leads to large uncertainties within the joint state estimates.
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Figure 4.4: Examples of some common failure cases during testing. It in-
cludes the occlusion failure, background segmentation failure, and robot arm
segmentation failure.

4.5.4 Failure Cases

Examples of common failure cases are shown in Figure 4.4. Each row is one

case. In the first one, the left arm’s wrist is cropped during segmentation,

resulting in an incorrect detection for the left wrist joint. The right wrist is in

an occluded pose, and CycleGAN fails to reconstruct the proper texture. In the

second case, a person holding a checkerboard was moving in the background,

leading to the segmentation module producing a mask containing a portion

of the board; the right wrist was again cropped. In the third case, masking

filtered out the checkerboard, but the accuracy of the mask region was a↵ected.
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4.6 Conclusion

In this chapter, we presented a pipeline which employs monocular images of a

Baxter two-armed robot and performs joint detection for the purpose of esti-

mating the arm configuration without the use of joint encoders. The pipeline

is built on a combination of instance segmentation, domain adaptation, and

joint detection modules based on CNNs. Our proposed approach requires very

minimal manual labeling of the training data, and relies on a generative adver-

sarial network (GAN) to perform domain adaptation. We performed extensive

quantitative evaluation of our method and showed that it performs as well or

better than other current state-of-the-art joint detection algorithms. The in-

terest of our approach is the ability to use the resulting joint state information

to enable motion control with either low-cost robot arms which are equipped

with low-quality encoders and/or are subject to significant levels of backlash,

or manipulators without joint state measurements such as construction equip-

ment.

Future work will include applying our method to cases where precise CAD

files of the manipulator are not readily available, for instance construction

equipment. This is possible since GANs are capable of transferring images

between domains while altering their style. Other improvements include inves-

tigating performance improvements from training on high-resolution images,

adding outlier detection and removal to reduce false positive detections, and

implementing model-based filtering for the detected joint locations to provide

smoother data.
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Chapter 5

Conclusion

5.1 Summary of Thesis

This thesis documented the research work performed using the Baxter robot

manipulator testbed along with computer vision and convolutional neural net-

work techniques. The work focused on solving the challenge of vision-based

joint state estimation.

We developed a pipeline for estimating the joint angles of a robotic manip-

ulator using monocular camera images as the only input. While we employed

the Baxter robot for hardware testing, since the longer-term goal is to im-

plement this method on a large outdoor loading crane, the pipeline needs to

be able to operate in outdoor conditions and at significant camera depths.

Before settling on the chosen method, we tried several di↵erent strategies for

joint state estimation, including feature extraction from 2D images using con-

ventional computer vision filters, feature matching with 3D models, and depth

image registration. These preliminary trails identified deficiencies such as poor

performance for complex backgrounds and/or objects, while the methods rely-

ing on depth images were subject to range and outdoor operation restrictions

imposed by the sensing hardware. In the ultimately chosen method, three neu-

ral networks are used to process the monocular camera images and estimate

the location of joints in the image frame, which is then used in a module em-

ploying the forward kinematics of the manipulator, camera projection model

and optimization algorithm to estimate the joint angles. The main challenge

involved with this method was solving the domain gap between simulated
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and real-world images. The joint detection subsystem produced accuracy and

stability which were as good or better than other published methods for joint

detection from monocular images. The joint angle estimation calculations pro-

duced good results for a subset of the joints; obtaining good performance for

all the joints has been left for future work.

5.2 Limitations

The proposed solution shows promising result, but there remain limitations as

listed below:

• The current instance segmentation model is based on Mask-RCNN [26],

which is capable of generating object masks in real-time, but the resulting

mask tends to crop out fine details associated with small components on

the robot’s end-e↵ector gripper.

• The Generative Adversarial Network used in our pipelines is Cycle-

GAN [77], which did not successfully train with higher-resolution images.

While the current image resolution is capable of rendering textures and

features on the robot, high-detail textures are dropped due to the neces-

sity of resizing the image.

• The joint detection of distal joints is not not as stable as for the proxi-

mal ones. This problem leads to inaccurate joint angle estimates at the

optimization calculations.

• In the joint state estimation, the number of equations is exactly equal to

the number of unknowns. This enables computing the values of the joint

states, but there is no redundant information which could increase the

robustness of estimation to outliers and provide estimates with better

accuracy.
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5.3 Future work

Certain parts of the approaches proposed in this thesis could be improved in

the future by either implementing newer algorithms or using a di↵erent setup:

• A more advanced instance segmentation network could be implemented

to yield better mask generation capable of capturing finer details.

• Picking up extra keypoints on each robot arm link in order to increase

robustness and accuracy of the joint state estimation calculations

• Since CycleGAN can transfer texture between images, implementing the

proposed pipeline with a simplified CAD model of the manipulator is a

promising research avenue. A specific benefit would be the elimination

of the need for a detailed 3D model of the manipulator.
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