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Abstract 

 

Localization model (LM) relates, without any free parameter, slow dynamics of α-

relaxation time (τα) to fast dynamics of Debye-Waller Factor (DWF) or ⟨u2⟩, which is the mean 

square displacement of particles at a caging time on the order of picoseconds. Moreover, 

localization model can also predict the diffusion coefficient D when combined with the 

‘decoupling’ or Fractional Stokes-Einstein (FSE) relation linking τα to D. Recently, this excellent 

model has been proven to be useful to predict τα and D of Cu-Zr metallic glass with wide range of 

compositions from ⟨u2⟩ without any free parameter over a wide range of temperature. Later, the 

same model is tested for crystalline UO2 under superionic conditions. In the present work, we 

begin with testing LM for free-standing Cu64Zr36 metallic glass thin films (MGTF) of different 

thicknesses. We tested LM in overall MGTF, in interfacial region of MGTF where particles have 

higher mobility, and core or inside of MGTF where particles have less mobility. Free surface of 

crystalline metallic materials has dynamics similar to the amorphous materials. Hence, in addition 

to MGTF, we tested this model for interfacial regions of free-standing crystalline Cu thin films 

with different crystallographic orientation of free surface. After successfully testing LM for overall 

free-standing Cu64Zr36 MGTFs and their interfaces and cores, we continued the usefulness of this 

model for the interfacial regions, core, and overall of free-standing Cu64Zr36 metallic glass 

nanoparticles (MGNP) with different sizes and interfacial regions Cu nanoparticles with different 

sizes. Finally, we tested this model for interfacial regions, both free interface and Cu-C interface 

region of Cu NP, of Cu nanoparticles supported on interacting graphene substrate with varying 

interaction strength between Cu atoms of nanoparticle and C atoms of graphene substrate. We 

found this model to be very useful to estimate slow dynamics of τα and D to the fast dynamics of 
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DWF for all the cases we studied. In addition to the localization model, we conduct detailed study 

interfacial dynamics of free standing Cu64Zr36 metallic glass thin films and nanoparticles and 

crystalline Cu thin films and nanoparticles. Especially, we focused on the interfacial dynamics of 

Cu NP supported on an interactive supporting graphene substrate and the effects of substrate on 

the overall dynamics of Cu NP. Moreover, we show that Tammann Temperature (TTA), the 

minimum temperature for free interface to have enhanced mobility of particles, can be obtained 

from the intersection of extrapolated ⟨u2⟩ curves of core and interface. We found that the 

supporting graphene substrate lowers both melting temperature and Tammann temperature of 

supported Cu NP indicating the higher interfacial activities and, as a result, higher catalytic 

activities of supported Cu NP.  
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Chapter 1: Introduction 

 

First known history of glass making dated back to 3500BC in ancient Mesopotamia and 

Egypt. It is impossible to recognize modern word without glasses due to their wide varieties of 

uses including window panels, mirror, eye-glasses, drinking pots, decorative items, light bulbs, 

TV screen, smartphone screen, computer screen, fiber optic cables, amorphous semiconductors, 

and so on 1. In addition to transparency, heat resistance and chemical resistance, Glasses are 

recyclable multiple times and easy to deform into desirable shapes at higher temperature. Besides 

regular glasses, metallic glass or amorphous metal or metal alloys are a new addition to modern 

material technology. Incredible properties of glasses are drawing attentions of manufacturers and 

researchers for thousands of years.  

One of the very important properties of glass that allows us to give it very complex 

structural shapes is its as much as 20 orders of magnitude deviation in viscosity (η) over ~200K 

temperature variation 2. Viscosity of glass-forming liquid increases upon cooling from high 

temperature and sharply increases below glass-transition temperature (Tg). Cooling below this 

glass transition temperature results solidification at amorphous state, called glass. Glass-formation 

is in the center of attention of scientific community for hundreds of years due to its importance on 

development of new fabrication processes, yet, knowledge of glass-formation is still limited to 
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date 1. One of the very important aspects of glass-formation is structural relaxation. First, we will 

discuss about structural relaxation of glass and theory of glass-formation.  

 

1.1 Structural Relaxation of Glass 

 

Any material in liquid state under liquidus temperature is called super-cooled liquid (SCL). 

This metastable super-cooled liquid state exists between glass-transition temperature (Tg) and 

melting temperature (Tm). Further cooling of SCL below the Tg results freezing of SCL structure 

which is non-crystalline and thermodynamically unstable.  This unstable non-crystalline 

disordered solid is called glass which spontaneously relaxes to become SCL and eventually 

crystallize 3,4. The rate of relaxation depends on temperature, pressure, and chemical composition. 

There are different types of structural relaxations including the slowest α-relaxation or primary 

relaxation and fast β-relaxation or secondary relaxation. α-relaxation is very slow process at lower 

temperature and can be in a scale of minutes 5–9. Figure 1.1 shows relaxation times of glass-forming 

liquid at high and low temperature. In the very beginning, particles move ballistically before any 

collision with neighboring particles for a very small period of time. After that, particles start 

colliding with neighboring particles and they become “caged” where β-relaxation happens. 

Finally, α-relaxation takes place where large-scale particle diffusion and momentum diffusion take 

place. 
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α-relaxation time allows us to understand basic glass-formation processes and characteristic 

temperatures related to glass formation. Knowing relaxation time is also important for many 

industrial and scientific applications including annealing, tempering, vitrification, study of 

metallic glasses, optical fibers, and so on 5 because relaxation time affects many properties of 

metallic glasses – electrical, magnetic, elastic, viscoelastic, corrosion, etc. 10,11. 

 

Figure 1.1: Relaxation times over time of glass-forming liquid at high and low temperatures. 12 

 

Fourier transform of the van Hove correlation function or atom displacement distribution 

function, 𝐺𝑠(𝑟, 𝑡) gives the self-intermediate scattering function (SSIF), 13  

𝐹𝑠(𝑞, 𝑡) = 〈𝑒𝑥𝑝{−𝑖𝒒[𝒓𝒊(𝑡) − 𝒓𝒊(0)]}〉 (1.1) 
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α-relaxation time (τα) can be estimated from Fs (q, t) by fitting the curve using the 

equation,14 

𝐹𝑠(𝑞, 𝑡) ∝ 𝑒𝑥𝑝[−(𝑡 𝜏𝛼⁄ )𝛽𝑠] (1.2) 

where, βs is a fitting parameter and 0 < 𝛽𝑠 < 1. The value of βs is not apparent, but there is general 

trend in βs values of glass-forming liquids.  

 

1.2 Theory of Glass-Formation 

 

Theories of glass-formation is continuously evolving, however, some of the basic theories 

are crucial to understand the glass-formation. Simon and Kauzmann concluded that the sudden 

increase in viscosity as well as α-relaxation time during glass-formation are associated with the 

sudden decrease in entropy of glass-forming (GF) liquids 15. Adam and Gibbs hypothesized that, 

there are “cooperatively rearranging regions (CRR)” or “dynamic clusters” in GF liquids that 

grows upon cooling and as a result, structural relaxation time increases and diffusivity decreases 

sharply 16. According to Adam-Gibbs (AG) theory of glass-formation, the activation energy of 

relaxation, ∆𝐺𝑎 = 𝑧∆𝜇𝑎, where, z is the “size” or number of particles in CRR and Δμa is the 

activation free energy temperature high enough where there is no cooperative motion of particles. 

Furthermore, AG theory proposed that z is inversely proportional to the configurational entropy, 
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Sc, such that 𝑧 = 𝑆𝑐
∗ 𝑆𝑐⁄ , where, 𝑆𝑐

∗ is the high temperature limit of 𝑆𝑐(𝑇). Based on AG theory, α-

relaxation time can be estimated by the AG relation,  

𝜏𝛼 = 𝜏0𝑒𝑥𝑝[𝛽∆𝐺𝑎] = 𝜏0𝑒𝑥𝑝[𝛽∆𝜇𝑎𝑧] = 𝜏0𝑒𝑥𝑝 [
∆𝜇𝑎

𝑘𝐵𝑇
.
𝑆𝑐

∗

𝑆𝑐
] 

(1.3) 

where, β is a temperature dependent constant and τ0 is the limiting relaxation time at high 

temperature which has expected value of 𝑂(1013). This relation between fluid configurational 

entropy and structural relaxation time is known as Generalized Entropy Theory (GET). 

Debye-Waller Factor (DWF) or u2 which is the mean square displacement of particles in 

very small time when particles are “caged”. We will discuss about DWF or u2 in detail later. u2 

can be related to the configurational entropy by the relation, 𝑆𝑐𝑇~u2. Combining this relation 

and AG relation gives the Buchenau relation, 

𝜏𝛼 ≈ 𝜏0𝑒𝑥𝑝(𝑢0 〈𝑢2〉⁄ ) (1.4) 

where u0 is an adjustable constant 1,17. 

Hall and Wolynes (HW) derived the simple relation between τα and u2 from Random First 

Order Transition (RFOT) that suggests a near linear relationship between 𝑙𝑜𝑔𝜏𝛼 and 1 〈𝑢2〉⁄  8,18–

20, which gives us the same relationship is – 

𝜏𝛼~𝑒𝑥𝑝(𝑢0
2 〈𝑢2〉⁄ ) (1.5) 

where, 𝑢0
2 is the minimum particle oscillation distance to escape it’s cage 18. 
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1.3 Characteristic Temperatures of Glass Formation 

 

In order to have deeper knowledge on glass formation, we must understand some 

characteristic temperatures of glass-formation. We can obtain characteristic temperatures of glass-

formation from generalized entropy theory (GET) as well as directly from u2. Figure 1.2 shows 

u2, normalized by the square of average interparticle distance, σ, of bulk Cu64Zr36 metallic glass, 

plotted against temperature, T. Inset of the Figure 1.2 shows the displacement vectors of a Cu atom 

rattling in the free volume. 

Characteristic Temperature TA: Characteristic temperature TA is the temperature above which τα 

has Arrhenius dependence with T and below which τα follows VFT relation with T. TA is the lowest 

temperature for atoms to become caged 18 and particles exhibit high temperature behavior of liquid 

above this temperature 1. According to GET,  

∆𝐻𝑎(𝑇) ∆𝐻𝑎(𝑇𝐴)⁄ ≈ 1 + 𝐶(𝑇 𝑇𝐴⁄ − 1)2 (1.6) 

where ∆𝐻𝑎(𝑇) is the activation enthalpy at any T above Tc and below TA, ∆𝐻𝑎(𝑇𝐴) is the apparent 

activation enthalpy at TA and C is the measure of fragility at higher T. Previous study on Cu-Zr 

bulk metallic glass with range of compositions shows ∆𝐻𝑎(𝑇) ∆𝐻𝑎(𝑇𝐴)⁄  follows linear relation 

with (𝑇 𝑇𝐴⁄ − 1)2. We can estimate TA from the fitting of this plot 14.  

Glass-transition Temperature, Tg: At glass-transition, primary relaxation time, τα is in the order of 

100 s 21. Therefore, Tg can be determined experimentally. Also, Tg can be determined from another 

characteristic temperature TA because, 
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𝑇𝑔 = (1 2⁄ − 2 3⁄ )𝑇𝐴 (1.7) 

Cross-over Temperature, Tc: DWF or u2 increases with increasing T at lower T but starts to 

increase faster after cross-over temperature, Tc. So, we can say Tc separates low and high 

temperature regimes of glass-formation. Details of finding exact value of Tc can be found in the 

literature 1. Briefly, Tc can be estimated using the relation,  

𝜏𝛼 𝜏0~[(𝑇 − 𝑇𝑐) 𝑇𝑐⁄ ]−𝛾⁄  (1.8) 

here, τ0 is the vibrational relaxation time and γ is a scaling exponent.  

Vogel-Fulcher-Tammann (VFT) Temperature, T0: The temperature at which glass-formation is 

completed is called VFT temperature, T0. In Figure 1.2, T0 can be estimated from the intersection 

of the extrapolated linear fit of u2 at low temperature regime and T axis where u2 is zero. T0 can 

also be estimated from the Vogel-Fulcher-Tammann equation,  

𝜏𝛼 𝜏𝑉𝐹𝑇~𝑒𝑥𝑝[𝐷𝑓𝑇0 (𝑇 − 𝑇0)⁄ ]⁄  (1.9) 

here, 1/Df is the fragility of glass-formation above Tg and below Tc. Note that, VFT equation only 

works between Tc and Tg. Fragility of glass-formation is the strength of temperature dependence 

of viscosity of glass-forming liquid 2,21,22.  
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Figure 1.2: Characteristic temperatures are shown on the Debye-Waller Factor (DWF) or <u2> 

plot of Cu64Zr36 bulk metallic glass (BMG) against temperature, T. Inset is showing the rattling of 

a caged copper (Cu) atom of Cu64Zr36 BMG at 1000K.8 

 

1.4 Diffusivity and Debye Waller Factor (DWF) or u2 

 

Diffusion coefficient or Diffusivity (D) can be easily determined from the slope of mean 

square displacement or MSD curve plotted against time from the following equation –  

𝐷 = 𝑀𝑆𝐷 6𝑡⁄ = 〈
1

𝑁
∑{(𝑥𝑖 − 𝑥0)2 + (𝑦𝑖 − 𝑦0)2 + (𝑧𝑖 − 𝑧0)2}

𝑁

𝑛=1

〉 6𝑡⁄  

(1.10) 

Where, (𝑥0, 𝑦0, 𝑧0) and (𝑥𝑖, 𝑦𝑖, 𝑧𝑖) are, respectively, initial positions and final position of particles 

after time t and N is the number of particles. 

The very beginning of the MSD curve is the “Ballistic” regime where particles ballistically 

move with constant velocity for a very short time before any collision between particles take place. 



9 
 

After that, in the “caging” regime, particles start to have collision with nearest neighboring 

particles and as a result, become “caged” for an order of picoseconds (ps) and particles experience 

“rattling motion” in this regime. Finally, particles start to diffuse, and “Diffusive” regime appears. 

From the slope of this regime, diffusivity constant (D) can be calculated 23. Debye-Waller Factor 

(DWF) or u2 is simply the mean square displacement calculated after a short time (tcage) when 

particles are going through the rattling motion. Free volume, which is related to DWF and 

estimated by u23/2, is the volume over which the center of a particle can translate. Note that the 

free volume is different from Voronoi volume or cavity volume 14,24.  

 

Figure 1.3: Mean square displacement against time plot for Cu64Zr36 bulk metallic glass showing 

ballistic, caging and diffusive regimes . 8 
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1.4 Relation between fast and longtime dynamics 

 

So far, we discussed the importance about α-relaxation time (τα) and the rapid increase of 

viscosity as well as τα at lower temperature. Unfortunately, determining α-relaxation times can be 

difficult at lower temperature, especially computationally. However, it is easy to determine DWF 

or u2 both numerically and experimentally. Therefore, we can try to predict long-time or slow 

dynamics of τα from short-time or fast dynamics of u2 using HW relation, 

𝜏𝛼 = 𝜏0𝑒𝑥𝑝(𝑢0 〈𝑢2〉⁄ ) (1.11) 

After conducting extensive studies to prove this relation, it has been concluded that the 

HW relation displays a systematic curvature instead of near linear. Thus, an improvement of HW 

relation was proposed based on the free volume, vf  
4,25,26, where local anisotropy of vf is 

emphasized. The classical free volume theory of relaxation relates τα to vf by an exponential 

relationship 27 –  

𝜏𝛼 = 𝜏0𝑒𝑥𝑝(𝑣0 𝑣𝑓⁄ ) (1.12) 

where τ0 and v0 are constants. But, Starr et al 24 proposed relation between free volume and DWF, 

𝑣𝑓  ∝  〈𝑢2〉3 2⁄  (1.13) 

From the Equation (1.12) and (1.13), we get the proposed modified HW relation, 

𝜏𝛼(〈𝑢2〉) = 𝜏𝑢𝑒𝑥𝑝[(𝑢0
2 〈𝑢2〉⁄ )𝛼 2⁄ ] (1.14) 

Here, τu is a constant prefactor, α is another constant that depends on free volume anisotropy, and 

𝑢0
2 is the minimum particle oscillation distance for particles to scape it’s cage. The value of α is 3 

if the system is not highly anisotropic, but this value can be different for highly anisotropic system. 
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Notice that the modified HW relation still has free parameters. Later, therefore, unspecified 

parameters τu and 𝑢0
2 have been replaced by the α-relaxation time and u2 at the characteristic 

temperature TA to derive a very useful relation without any free parameter to predict τα from u2. 

We can substitute 𝑢0
2 = 𝑢𝐴

2 ≡ 〈𝑢2(𝑇𝐴)〉 and 𝜏𝑢 = 𝑒𝜏𝐴 ≡ 𝑒𝜏𝛼(𝑇𝐴), where e is Euler’s number and 

𝜏𝐴 is 𝜏𝛼 at TA, the temperature at which 𝜏𝛼 and 𝜏𝛽 becomes equal. Assuming the system is isotropic, 

for which α = 3, will give us the relation; 18 

𝜏(𝑢2) = 𝜏𝐴𝑒𝑥𝑝[(𝑢𝐴
2 〈𝑢2〉⁄ )3 2⁄ − 1] (1.15) 

This relation is the Localization Model description to predict long-time slow dynamics of 

τα from short-time fast dynamics of u2. Therefore, we need to determine u2 at TA, τα at TA and 

u2 at a particular temperature T to determine τα at T, but we don’t need any free parameter to find 

τα at T. Later in this report, we will discuss about the characteristic temperature TA which is the 

onset temperature where particle caging first emerges. 

 

1.5 Localization Model (LM) 

 

1.5.1 Localization Model to Predict τα 

 

The main purpose of the localization model (LM) is to predict α-relaxation time (τα), which 

can be difficult to measure due to its slow nature, directly from fast dynamics of DWF or u2 

without any fitting parameter. The brief background of this model is described here. Motivated by 

Hall and Wolynes’s 20 computational work and experimental evidence from the research of 

Buchenau and Zorn’s 17 work, Starr et al 24 attempted to describe the relation between relaxation 
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time and free volume or u23/2. Leporini et al 4,26 and Simmons et al 25 attempted to improve  the 

relationship between relaxation time and DWF, but all of their proposed relations have free 

parameters which inhibits direct estimation of relaxation time from DWF. Finally, Betancourt et 

al 18 proposed a relationship between relaxation time and DWF without any free parameter. They 

derived a relationship which involved relaxation time and DWF at characteristic temperature, TA. 

Localization Model can predict, without any free parameter, α-relaxation time (τα) from the 

mean square atomic displacement r2 at a characteristic caging time (tcage) on the order of a ps or 

DWF (u2). The localization model description is shown in the equation below, 

𝜏𝛼(𝑇) = 𝜏𝛼(𝑇𝐴)𝑒𝑥𝑝[{〈𝑢2(𝑇𝐴)〉 〈𝑢2(𝑇)〉⁄ }3 2⁄ − 1] (1.16) 

where, 𝜏𝛼(𝑇) and 𝜏𝛼(𝑇𝐴) are α-relaxation time at temperature T and TA respectively, and 〈𝑢2(𝑇)〉 

and 〈𝑢2(𝑇𝐴)〉 are DWF or u2 at temperature T and TA respectively 8,18,25.  

 

1.5.2 Localization Model to Predict D 

 

In order to use localization model to predict diffusion coefficient, we must relate diffusivity 

(D) to relaxation time (τα). Previous study on superionic crystalline UO2 shows the diffusion 

coefficient of oxygen atoms (DO) can be relate with τα to a good approximation by an inverse 

relation  𝐷𝑂 𝑘𝐵𝑇~ 1 𝜏𝛼⁄⁄  9. Diffusion coefficient and relaxation time of glass forming liquids 

generally follows Fractional Stokes–Einstein (FSE) relation 19 given in equation,  

𝐷 𝑇⁄ ~(𝜏𝛼)1−ζ (1.17) 

where ζ is the decoupling exponent of material. 
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By combining LM relation to predict relaxation time from DWF and FSE relation, we can 

deduce a new localization model description to relate diffusivity and relaxation time shown below,  

𝑙𝑛[{𝐷(𝑇) 𝑇⁄ } {𝐷(𝑇𝐴) 𝑇𝐴⁄ }⁄ ] = (1 − ζ)[{〈𝑢2(𝑇𝐴)〉 〈𝑢2(𝑇)〉⁄ }3 2⁄ − 1] (1.18) 

where, 𝐷(𝑇) and 𝐷(𝑇𝐴) are diffusion coefficient at temperature T and TA, respectively. 

Previously, Douglas et al 8 tested the localization model for Cu-Zr bulk metallic glass with 

wide range of compositions and confirmed that α-relaxation time and diffusivity at wide range of 

temperature can be estimated from DWF without any free parameter. Later, the model was tested 

by Zang and coworkers 9 to estimate α-relaxation time and diffusivity of superionic crystalline 

UO2 from DWF. This time, localization model was tested on wide range of temperature and 

pressure. 

 

1.6 Motivation and Goal of this Study 

 

Previously, it has been reported for bulk glass-forming Cu-Zr alloys with range of 

compositions that localization model description can estimate relaxation time and diffusion 

coefficient from Debey-Waller factor. Later, usefulness of the same model has been proved for 

Superionic UO2 crystal 9 which shows many important features similar to glass-forming liquids 28.  

The main focus of this computational scientific study is further testing the usefulness of 

localization model for free interfaces of metallic glass and crystalline metal thin films and 

nanoparticles, and interface of crystalline metallic nanoparticles and its interacting supporting 

substrate using molecular dynamics simulation. After studying free standing thin films and 

nanoparticles, we focused on the interfacial dynamics of nanoparticles on the interacting substrate. 
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In addition to testing localization model, we also determined Tammann temperature, the 

temperature at which mobile interfacial layer first immerges.  

 

1.7 Surface Melting and Surface Thickness 

 

It has been shown both experimentally and numerically that the molecules or atoms near 

free surface have mobility higher than the bulk and, as a result, free surface has lower melting 

point than their bulk counterpart – a phenomena known as “surface melting”. Melting temperatures 

(Tm) of thin films with very small thickness or nanoparticles with very small diameter are lower 

than bulk materials of same chemical composition because overall thin film or nanoparticle is 

influenced by their surface with higher mobility. The same phenomenon is observed for 

amorphous materials where glass transition temperature (Tg) of structures with low dimensions are 

lower than bulk material of same kind. Melting temperature or glass transition temperature of thin 

films and nanoparticles is size dependent – lower the thickness or diameter, lower the melting or 

glass transition temperature. The higher mobility near surface and lower melting or glass transition 

temperature results many interesting properties of nanostructures. The Figure 1.4 below shows the 

change in melting temperature with changing the size of Ni nanoparticles. 
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Figure 1.4: Melting temperature of Ni NP with changing radius of Ni NP. 29 

 

Similarly, glass transition temperature of Cu64Zr36 metallic glass thin films and 

nanoparticles are shown in the Figure 1.5.  

 

Figure 1.5: Glass transition temperature of Cu64Zr36 metallic glass thin films as function of film 

thickness and glass transition temperature of Cu64Zr36 metallic glass nanoparticles as function of 

radius. 30 
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Higher mobility of atoms or molecules near free surface is not a monolayer, rather the 

thickness of the layer with higher mobility can be several angstroms. We measure the thickness of 

surface with higher mobility from the point where the mobility is 5% higher than the bulk or 

interior mobility to the free surface. The details of finding mobile surface layer thickness are 

discussed later.   

 

1.8 Glass Transition and Tammann Temperature 

 

Tammann temperature (TTA) is the temperature where surface melting starts, which is 

normally (1/2 to 2/3) of melting temperature. Besides testing localization model, we also focused 

on Tammann temperature. We can determine Tammann temperature from the intersecting point 

of the linear parts of Debey-Waller factor plots of surface atoms and core atoms. For amorphous 

materials, we get glass transition temperature by following the same procedure. Figure 1.6 below 

shows the glass temperature determination of Ni nanoparticle.  
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Figure 1.6: Glass transition temperature of Ni NP. Red dots represent normalized DWF of 

interfacial part and dark blue dots represents normalized DWF of the core. Extrapolated fits of 

interface and interior of normalized DWF coincide near Tammann Temperature. 29 

 

A list of Tammann temperatures of different materials as we as their melting temperatures 

are listed below. 31 

Compound  Melting Temperature, Tm (K) Tammann Temperature, TTA (K) 

Pt   2028     1014 

PtO   823     412 

PtO2   723     362 

PtCl2   854     427 

PtCl4   643     322 

Pd   1828     914 

PdO   1023     512 

 Rh   2258     1129 
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 Rh2O3   1373     687 

 Ru   2723     1362 

 Fe   1808     904 

 Co   1753     877  

 Ni   1725     863 

NiO   2228     1114 

NiCl2   1281     641 

Ni(CO)4  254     127 

NiS   1249     625 

Ag    1233     617 

Au   1336     668 

Cu   1356     678 

CuO   1599     800 

Cu2O   1508     754 

CuCl2   893     447 

Cu2Cl2   703     352 

Mo   2883     1442 

MoO3   1068     534 

MoS2   1458     729 

Zn   693     347 

ZnO   2248     1124 

SiO2 (Quartz)   1883     942 
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1.9 Objective of this study 

 

The goals of this computational study are – 

1.  We will test localization model for free standing Cu64Zr36 metallic glass (MG) thin films 

(TF) with different thicknesses ranging from 10Å to 60Å to confirm if it can predict slow dynamics 

α-relaxation time (τα) and diffusivity (D) from fast dynamics Debye-Waller Factor (DWF). We are 

more interested in interfacial dynamics of Cu64Zr36 MG TF, and therefore, we will test localization 

model for overall (whole) MG TF, interfacial region of MG TF where particles have enhanced 

mobility, and core (inside), if there is any, of MG TF which has dynamics similar to bulk metallic 

glass (BMG). 

2.  Interfacial dynamics of crystalline metals are similar to the dynamics of glass-forming 

materials because of highly anharmonic interparticle interactions. Therefore, in addition to metallic 

glass thin films, we will also test the same model for interfacial region of 60Å crystalline Cu thin 

films with different crystallographic orientation; (100), (110) and (111) on free surface. We will 

test localization model only in the interfacial region of crystalline Cu thin films.  

3.  Moreover, we will verify if Tammann temperature can be determined from the intersection 

of extrapolated profiles of DWF of core or bulk and interface profiles for both Cu64Zr36 metallic 

glass thin films and crystalline Cu thin films. 

4.   We will continue testing localization model for nanostructure with different geometry. 

After testing this model for flat interface of thin films, we will test the same for Cu64Zr36 metallic 

glass nanoparticles (MG NP) and crystalline Cu nanoparticles with different diameters ranging 
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from 20Å to 60Å. Similar to thin films, we are only going to study interfacial dynamics of 

crystalline Cu NP and both interface as well as the overall of Cu64Zr36 MG NP. 

5.  Estimation of Tammann temperature from DWF of interface and core (bulk) of 

nanoparticles (both crystalline and metallic glass) will be carried out. 

6.  Nanoparticles (NP) are widely used as catalysts in industrial applications, but 

unfortunately, the science behind enhanced reaction speed in the presence of nanoparticles is still 

not clearly known. Also, nanoparticles are usually dispersed on an interactive substrate to use NPs 

as catalysts. So, our next goal will be understanding the interfacial dynamics of supported NPs. 

We will study interfacial dynamics of crystalline Cu nanoparticle supported on interacting 

graphene (C) substrate. We will study effects of substrate on dynamics of overall NP, free 

interface, and nanoparticle-substrate interface. 

7.  One of the biggest challenges of studying dynamics of crystalline Cu NP supported on 

graphene (C) is the interaction strength between Cu atoms and C atoms. To understand the effects 

of graphene (C) substrate on Cu atoms of nanoparticle, we will study the dynamics with varying 

strengths of Cu-C interactions and compare the results with dynamics of free-standing Cu NP.  

8.  We will test localization model on free surface of Cu NP (the surface of the NP exposed to 

the vacuum) and Cu-C interface (NP surface touching the graphene substate). 

9.  Due to the interaction between Cu and C atoms, dynamics of Cu atoms will be affected. 

As a result, overall melting temperature and Tammann temperature of nanoparticles can be 

changed. We will determine melting and Tammann temperatures of free-standing crystalline Cu 

NP and supported crystalline Cu NP with different Cu-C interaction strengths. 
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Chapter 2: Methodology 

 

2.1 Atomistic simulation 

 

Gaining in depth knowledge about nano-scale phenomena of materials by experimental 

study is still too difficult even with help of state-of-art technology. Preparing proper samples, 

making suitable environment for experiments, and conducting experiments can be extremely 

difficult if not impossible. We are primarily interested in studying interfacial dynamics of free-

standing thin films of very small thicknesses, free standing nanoparticles of very small diameters 

and supported nanoparticle on interacting substrate. Preparing samples and conducting experiment 

on free standing thin film or nanoparticle in perfect vacuum is utterly impossible.  Moreover, 

experiments possible to conduct using available technology can be very expensive and time 

consuming. Before moving into real experiments, numerical studies are very helpful to understand 

nano-scale phenomena of materials.  

Most accurate numerical results can be obtained from quantum mechanics calculations by 

solving Schrödinger’s equation of a system. Using currently available computational capability, 

we can only perform quantum mechanics calculation of very simple system of hundreds of atoms 

for hundreds of picoseconds. For our current computational study, therefore, we use Molecular 

Dynamics (MD) atomistic simulation which simulates, using a suitable potential, motion of atoms 

without separately considering electrons according to Newton’s law (F = ma). Molecular dynamics 

simulation allows us to simulate relatively large system of up to millions of atoms for nanosecond 

timescale. Furthermore, well studied potentials are available for the systems of our interest. 
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2.2 Molecular Dynamics (MD) Simulation 

 

Molecular dynamics is a computer simulation that determines positions of atoms and 

molecules over time. First, positions and velocities of all atoms are set, and accelerations of all 

individual atoms are set to zero. Meaningful interatomic potentials are employed and atoms are 

allowed to interact for a fixed short period of time to calculate forces acting on each atom. 

Newton’s equations of motion are numerically solved to determine the trajectories of atoms. 

Pressure (P) and temperature (T) are controlled using appropriate methods at this stage to 

determine new positions of atoms. New forces at new positions of atoms are calculated again and 

the process keeps repeating.  

 

 

 

Figure 2.1: Flow chart of molecular dynamics simulation. 
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We ran all our simulations using Large-scale Atomic/Molecular Massively Parallel 

Simulator (LAMMPS), which is an open-source molecular dynamics simulation software 

developed in Sandia National Laboratory of USA. 32 

Advantages of molecular dynamics:  

• Molecular dynamics gives positions and potential energies of atoms over time. Properties 

like diffusivity, strain, relaxation times, etc. can be calculated from the trajectories of 

atoms.  

• It can be used for both equilibrium and non-equilibrium states of systems by defining 

appropriate initial conditions. 

• Computationally less expensive than quantum method. 

• Easier to use for large systems.  

Disadvantages of molecular dynamics: 

• Enough empirical data must be available to develop force fields to run molecular dynamics. 

• Appropriate force field has to be known to get meaningful results from molecular dynamics 

simulations.  

• MD simulation is not useful for the chemical process that doesn’t follow Newton’s law of 

motions.  

 

2.3 Ensemble 

 

Molecular dynamics simulation uses the concept of ensembles of statistical mechanics. In 

statistical thermodynamics, individual particles can be considered as system which can be 
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characterized by their states (position, ri and momenta, pi). A collection of systems is considered 

as an assembly and a combination of many assemblies are called ensemble. Macroscopic 

properties of like pressure, volume, etc. is obtained by averaging the microscopic properties of 

systems. Thus, macroscopic properties are ensemble average obtained from microscopic properties 

of systems.  

Ergodicity: Ensemble average is difficult and utterly impractical to measure if the number of 

systems is very large (N > 103). Instead of taking ensemble average of a large number of systems, 

it is often easier to average long trajectory of a single system. If trajectory is long enough, we can 

assume that a single system goes through all possible states in phase space. Ergodicity means the 

long time average of a single system is equivalent to the ensemble average and if that is true for a 

system, the system is called ergodic system. 

There are several types of ensembles depending on the fixed state variables – number of 

particles (N), volume (V), pressure (P), chemical potential (μ) and temperature (T).  

Microcanonical (NVE) ensemble: Number of particles, volume and energy of individual 

assemblies are conserved in microcanonical ensembles. To keep energy conserved, the system 

must be isolated or closed. So, individual assemblies are separated by insulated, impermeable and 

rigid walls. 

Canonical (NVT) ensemble: Canonical ensemble has same number of particles, constant volume 

and constant temperature of assemblies. Energies can be exchanged between assemblies to keep 

temperature of assemblies fixed. Systems are closed but heat can be exchanged from a heat bath 

in NVT ensemble. Individual assemblies are separated by conducting, impermeable and rigid 

walls. 
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Isothermal-isobaric (NPT) ensemble: Volume can be changed to keep pressure same in 

isothermal-isobaric ensemble. Temperature and number of particles are also kept same for NPT 

ensemble. 

Grand canonical (μVT) ensemble: Systems are separated but conducting and permeable walls. 

Therefore, assemblies can exchange heat and particles to conserve temperature and chemical 

potential.  

 

2.4 Interatomic Potential 

 

Interatomic potential is the mathematical function that describes the potential energy of interacting 

atoms in given positions. We used following types of interatomic potentials in our study – 

• Crystalline Cu atoms – EAM potential. 

• Cu64Zr36 metallic glass – EAM potential. 

• C atoms of graphene – AIREBO potential. 

• C atoms of graphene and Cu atoms of Cu NP – LJ potential.  

 

2.4.1 Pair potential 

 

When potential energies are calculated between every two atoms of the system, the 

interatomic potential is called pair potential. The simplest form of pair potential is extensively 

studied and widely used Lennard-Jones Potential (LJ potential or 12-6 potential) 33–35. In Lennard-

Jones potential, attractive and repulsive forces of two atoms are calculated where atoms are 
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considered to be soft sphere and electronically neutral. Lennard-Jones potential is described by the 

following relation,  

𝑉𝐿𝐽(𝑟) = 4𝜀 [(
𝜎

𝑟
)

12

− (
𝜎

𝑟
)

6

] 
(2.1) 

Figure 2.2 describes the basics of Lennard-Jones potential, where attractive and repulsive 

forces are shown by green and blue lines respectively. The resultant potential energy is shown by 

red curve. The repulsive part of the LJ potential is 4𝜀 (
𝜎

𝑟
)

12

 and the attractive part of the LJ 

potential is −4𝜀 (
𝜎

𝑟
)

6

. The attractive part of LJ potential describes the long-range dispersion force.  

 

Figure 2.2: Potential energy against distance of between two atoms according to Lennard-Jones 

potential. 

 

On the other hand, the repulsion part is based on Pauli exclusion principle and as a result, 

energy increases abruptly when electron cloud of two atoms start to overlap. At equilibrium 
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distance (𝑟 = 21 6⁄ 𝜎) between two atoms, the potential is ε which is the lowest value of the 

potential. Resultant potential is zero at when two atoms are 𝑟 = 𝜎 apart. Atoms strongly repel each 

other when the distance between them is less than ε. We ignore potential energy if the distance 

between two atoms is greater than the cut-off distance, rc. The force acting on atom can be obtained 

from the gradient of LJ potential; 

𝐹 = −∇𝑉𝐿𝐽 (2.2) 

 

2.4.2 EAM potential 

 

LJ potential is good for noble gases and very simple interactions between atoms, but not 

suitable for pure metals and metal alloys because metal atoms have inner cores and delocalized 

valence electrons. One of the most efficient potential metals is Embedded atom method or 

Embedded atom model (EAM) potential where atoms are considered to be immersed or embedded 

in the electron clouds and all atoms have an embedding energy 36,37. In EAM potential, we consider 

interaction between two atoms as well as the interaction of an atom with its surrounding electron 

cloud. So,   

𝐸𝐸𝐴𝑀 =
1

2
∑ 𝜑𝑖𝑗(𝑟𝑖𝑗)

𝑖,𝑗

+ ∑ 𝐹𝑖

𝑖

(𝜌𝑖) 
(2.3) 

where, 𝜌𝑖 = ∑ 𝜌𝑗≠𝑖 (𝑟𝑖𝑗) (2.4) 

The first part of above equation is energy due to pair-wise interactions and second part is 

embedding energy, which is a function of electron density. There are three functions in to solve to 

get EAM potential – (1) Pair-potential function 𝜑(𝑟), (2) Electron density function, 𝜌(𝑟) and (3) 

Embedding energy function 𝐹(𝜌).  
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2.4.3 AIREBO Potential 

 

Adaptive Intermolecular Reactive Empirical Bond Order (AIREBO) potential is developed 

for carbon and hydrogen atoms, which computes energy by adding pair-wise potentials taking the 

sum of LJ-potential, Reactive Empirical Bond Order (REBO) interactions of covalent bonding, 

and torsion interactions. 38 AIREBO potential function is shown below – 

𝐸𝐴𝐼𝑅𝐸𝐵𝑂 =
1

2
∑ ∑ [𝐸𝑖𝑗

𝑅𝐸𝐵𝑂 + 𝐸𝑖𝑗
𝐿𝐽 + ∑ ∑ 𝐸𝑘𝑖𝑗𝑙

𝑇𝑂𝑅𝑆𝐼𝑂𝑁

𝑙≠𝑖,𝑗,𝑘𝑘≠𝑖,𝑗

]

𝑗≠𝑖𝑖

 

(2.5) 

The REBO part of the equation describe the C-C, C-H and H-H interactions in the short 

range, r < 2Å and LJ potential part describes the interactions in the long range, 3Å < r < rc. The 

torsion part of AIREBO potential describes dihedral angle preferences in hydrocarbon. 

 

2.5 Boundary Condition 

 

In the present study, we are only using periodic boundary condition to all three dimensions 

for all simulations. So, we are not discussing about any non-periodic boundary conditions here. 

When we apply periodic boundary condition in all three directions, particles of a single simulation 

box will be interacting with particles of surrounded 26 exact same simulation boxes. An atom of 

one simulation cell can interact with all atoms close to it regardless which simulation cell they are 

located in. In the Figure 2.3, we see a representative simulation cells setup in two-dimensional 

diagram. The red atom in the middle simulation cell is interacting with three green atoms where 

only one atom is located in the same simulation cell but two other atoms are in neighboring cells. 

One of the very important things to keep in mind that the simulation box size has to be large enough 
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to make sure that no atom is interacting with itself. Suppose that the simulation cell is so small that 

the red atom of any neighboring cell falls within the dashed red circle. In that case, one red atom 

is interacting with another red atom of another cell, which means red atom is interacting with itself. 

In periodic boundary condition, atom can cross one side of the boundary and enter from the 

opposite side of the boundary. We need keep this fact in mind during analyzing data to get any 

dynamic properties like DWF, mean square displacement, etc.  

 

Figure 2.3: Periodic boundary condition. (a) Schematic 2D diagram of one simulation cell with 

periodic boundary conditions. (b) The red atom can interact with atoms located within the dashed 

red circle. Three green atoms are interacting with the red atom. (c) One simulation cell is 

surrounded by 26 exact same cells. 2D representative schematic diameter of one simulation 

surrounded by other simulation cells. Red atom in the middle simulation cell is interacting 3 green 

atoms located within the dashed red circle. (d) A simulation cell with periodic boundary condition 

where positions of six atoms are shown in two timesteps. Circles with dashed border and light fill 

color represent initial positions and circles with solid borders and darker fill color represent final 

positions of atoms. Two red atoms crossed the boundary; left from one side and entered from other 

side of the simulation cell. 

(a) 

(b) 
(c) 

(d) 
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2.6 Verlet Algorithm 

 

To solve the equation of motions, the most commonly used algorithm is Velocity Verlet 

algorithm. First, Verlet algorithm is discussed here 39. Suppose that ri(t) and vi(t) represent position 

and velocity of particle at time t. (𝑡 + ∆𝑡) and  (𝑡 − ∆𝑡) are two time after and before time t, 

separated by very small increment of time, Δt. Positions at time (𝑡 + ∆𝑡) and (𝑡 − ∆𝑡) are 

𝑟𝑖(𝑡 + ∆𝑡) and  𝑟𝑖(𝑡 − ∆𝑡) respectively. By Taylor series expansion and ignoring higher order 

terms, we get, 

𝑟𝑖(𝑡 + ∆𝑡) = 𝑟𝑖(𝑡) + 𝑣𝑖(𝑡)(∆𝑡) +
1

2!
𝑎𝑖(𝑡)(∆𝑡)2 

(2.6) 

𝑟𝑖(𝑡 − ∆𝑡) = 𝑟𝑖(𝑡) − 𝑣𝑖(𝑡)(∆𝑡) +
1

2!
𝑎𝑖(𝑡)(∆𝑡)2 

(2.7) 

Subtraction of these two equations give us, 

𝑣𝑖(𝑡)(∆𝑡) =
𝑟𝑖(𝑡 + ∆𝑡) − 𝑟𝑖(𝑡 − ∆𝑡)

2(∆𝑡)
 

(2.8) 

Adding those two equations, we get, 

𝑟𝑖(𝑡 + ∆𝑡) = 2𝑟𝑖(𝑡) + 𝑎𝑖(𝑡)(∆𝑡)2 − 𝑟𝑖(𝑡 − ∆𝑡) (2.9) 

Two equations above are Verlet algorithm. We need to know positions of particles before 

and after small increment of time to use Verlet algorithm, which is the main disadvantage of this 

algorithm. To avoid this issue, we can use velocity-Verlet algorithm, where the first equation will 

be the same but acceleration is written in terms of force and the velocity is also defined by the 

force.  

𝑟𝑖(𝑡 + ∆𝑡) = 𝑟𝑖(𝑡) + 𝑣𝑖(𝑡)(∆𝑡) +
1

2𝑚
𝐹𝑖(𝑡)(∆𝑡)2 

(2.10) 



31 
 

𝑣𝑖(𝑡 + ∆𝑡) = 𝑣𝑖(𝑡) +
∆𝑡

2
(

𝐹𝑖(𝑡) + 𝐹𝑖(𝑡 + ∆𝑡)

𝑚
) 

(2.11) 

 

 

2.7 Temperature and Pressure Control 

 

Standard molecular dynamics simulation is microcanonical (NVE) ensemble where total 

energy is conserved. However, energy changes during numerical integration because of rounding 

and ignoring higher order terms. Consequently, pressure and temperature change over time. But it 

is necessary to keep pressure and temperature constant for meaningful simulation. There are 

several useful methods to keep temperature of simulation fixed. In this study, we utilized the Nosé-

Hoover thermostat method where it is assumed that the system is coupled with a heat reservoir 

40,41. The system can exchange heat with connected thermostat or heat bath and, hence, the 

combined energy of system and reservoir stays constant even though energy of the system 

fluctuates.  

The Hamiltonian of a system is the summation of kinetic and potential energies of all 

particles as shown below.  

𝐻 = ∑
𝒑𝑖

2

2𝑚
𝑖

+ 𝑈(𝑟𝑁) 
(2.12) 

Nosé-Hoover thermostat method introduces a new degree of freedom, s, that represent the 

heat reservoir. It also introduces a friction force, 𝜁(𝑡) and the mass of imaginary heat reservoir is 

Q. 𝜁(𝑡) = 𝑑(ln 𝑠) 𝑑𝑡⁄  and 𝑑𝜁(𝑡) 𝑑𝑡⁄ = 0 at steady-state. The modified Hamiltonian of the system 

combined with reservoir is –  
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𝐻 = ∑
𝒑𝑖

2

2𝑚
𝑖

+ 𝑈(𝑟𝑁) +
𝑄

2
𝜁2 + 3𝑁𝑘𝐵𝑇 ln 𝑠 

(2.13) 

According to this modified Hamiltonian, equations of motion have to be modified.  

Similar to temperature control, pressure control of simulation is also important to run a 

meaningful simulation. Therefore, pressure can be controlled by changing the volume. Parrinello-

Rahman barostat is based on NPT ensemble, where both volume and shape are allowed to change 

to maintain constant pressure 42.  

 

2.8 Cu64Zr36 Metallic Glass and Crystalline Cu thin films 

 

We start with testing LM at the free interfacial region of free-standing (FS) Cu64Zr36 

Metallic Glass (MG) thin films (TF) with different thicknesses as well as overall metallic glass 

thin films (MGTF) 7. The static properties including coordination number, interface and core 

compositions, potential energy distribution, etc. and some dynamic properties including mean 

square displacement of Cu64Zr36 Metallic Glass thin films with different thicknesses, where the 

conclusion was the properties of thin film affected significantly by its thickness 30. Thickness and 

composition effects on mechanical properties of metallic glass thin films have also reported before 

43–45. Significant Cu segregation near surface has been also reported in the study mentioned above 

30, which implies that the composition, also properties as a result, on free interface can significantly 

differ from the bulk part of glass forming alloys. Especially, core and free interface compositions 

can be largely different for MG thin films and this difference becomes more prominent with 

decreasing the thickness of the MG films. For example, if we cut a thin film with significantly low 

thickness from bulk Cu64Zr36 metallic glass (BMG), the surface Cu content will be more than 64% 
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and core or inside Cu content will be less than 64%. As an obvious outcome, properties of surface 

and core will be different. Moreover, the thickness of this affected interfacial region varies with 

composition and temperature, about which we will discuss later in this report. Therefore, the whole 

MG thin films with very small thickness can act like interface. Interfacial dynamics of crystalline 

metal thin films have been computationally studied a lot so far, however, further study on the 

interfacial dynamics on metallic glass thin films is needed 30,46–48. Taking all these facts into 

consideration, we decided to study interfacial dynamics of free standing Cu64Zr36 metallic glass 

thin films of different thicknesses ranging from 10Å to 60Å and in addition, dynamics of the inside 

or core of MG and overall MG thin films and compare the dynamics of interface, core, overall MG 

thin films.  

Along with Cu64Zr36 MG thin films, we tested LM for interfaces of Cu thin films because 

free interfacial regions of crystalline metals exhibit many significant properties similar to glass-

forming liquids 49–52. Needless to say, understanding interfacial dynamics of metallic materials as 

well as metallic glass alloys are important for many technological and industrial applications 46,53–

58. Interfacial dynamics of crystalline metallic thin films greatly influenced by their 

crystallographic orientation of the free surface 49,59–61 and hence, we choose three different 

crystallographic orientation as the free surface of crystallographic Cu thin films with almost same 

thickness (~60Å) – (100), (110) and (111).  
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Figure 2.4: Free-standing crystalline Cu thin film with 60Å thickness and (110) crystallographic 

orientation of free surface at 1000K. The color bar represents the potential energy of Cu atoms at 

a snapshot. 

 

2.9 Cu64Zr36 Metallic Glass and Crystalline Cu Nanoparticles 

 

Nanoparticles are drawing attention of researchers for last few decades due to their many 

interesting properties. Along with much higher surface to volume ratio compared to bulk materials, 

anharmonic interaction and higher mobility near interface of nanoparticles results their wide range 

of scientific and technological application including, but not limited to, catalytic processes, 

electronics, drugs and medications, nanotechnology, and energy harvesting. Nanoparticles exhibits 

interesting and different characteristics like its tendency to coalesce, ability to migrate on surface 

and fluctuating shapes at temperature below melting temperature. Understanding interfacial 

dynamics of nanoparticles is hence important to understand for scientific research and 

development. Despite putting lots of efforts to understand interfacial dynamics of nanoparticles, 

further studies are needed to gain in depth knowledge on this topic, especially for metallic glass 
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nanoparticles 29,51,52,62. Therefore, as a continuation of our study on interfacial dynamics of metallic 

glass and crystalline metallic thin films, we conduct the same study of LM description for free 

standing Cu64Zr36 metallic glass nanoparticles and crystalline Cu nanoparticles of different 

dimeters ranging from 20Å to 60Å. After conducting test of the localization model description and 

study interfacial dynamics on flat surface of thin films, we conduct the same study on nanostructure 

with different geometry, i.e., the curved surface of nanoparticles with different curvatures. Because 

of its curved surface, unlike free-standing Cu thin films, there is no fixed crystallographic 

orientation of free surface of free-standing crystalline Cu nanoparticle.  

 

Figure 2.5: Free-standing crystalline Cu nanoparticle with 60Å diameter 1000K. The color bar 

represents the potential energy of Cu atoms at a snapshot. 

 

2.10 Cu Nanoparticles on interacting supporting substrate 

 

Nanoparticles are dispersed on solid substrates to use them as catalysts because substrate 

optimize chemical reactivity and prevent nanoparticles from coalesce. In addition to the size of 
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nanoparticles, substrate also influence the stability and catalytic reactivity of nanoparticles. To 

understand underlying physics of nanoparticles as catalysts, it is important to know how 

nanoparticles interact with the solid substrate and how interfacial dynamics of nanoparticles are 

influenced by the interactive supporting substrate. As a further continuation of testing localization 

model description, we intended to test the model on the free surface of nanoparticles and the area 

where nanoparticle and its solid supporting substrate meet. Consequently, we started with a Cu 

nanoparticle with 10000 atoms and free-standing diameter roughly 64Å and placed that on a 

graphene (C) substrate. We varied the interaction strength between Cu atoms of nanoparticle and 

C atoms of graphene substrate and compared the results with a free-standing Cu nanoparticle of 

same number of atoms. Note that, with increasing interaction between Cu and C atoms, the shape 

of nanoparticle keeps changing from nearly perfect sphere to a near hemisphere. In addition to the 

core or interior and free surface of the nanoparticle, we also study the dynamics of the Cu-C 

interface where Cu atoms are directly influenced by the interaction with C atoms of the substrate. 

 

Figure 2.6: Crystalline Cu NP on the interactive supportive graphene (C) substrate at 1250K. The 

Cu nanoparticle shown above had a diameter of 60Å at 300K. 
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2.11 Different regions of FS TF, FS NP and supported NP 

 

Please note that, by the both words “surface” and “interface” in chapter 3 and 4, we refer 

the parts of thin films and nanoparticles which are exposed to the vacuum. The green parts, denoted 

by “S”, of free-standing thin film and free-standing nanoparticle shown in the schematic diagram 

in Figure 2.7 is the surface or interface, which means these parts are exposed to the vacuum.  

On the other hand, for Nanoparticle on graphene in chapter 5, we only use the word 

“surface” to refer free surface exposed to the vacuum and “Cu-C interface” refers to the Cu atoms 

near the substrate. Free surface exposed to the vacuum is shown in green in the Figure 2.7 which 

is denoted by “S” and Cu-C interface, shown in yellow in the Figure 2.7, is denoted by “Cu-C-

int” of “int”.   

 

Figure 2.7 Different regions of free-standing thin films and nanoparticles, and nanoparticle 

supported on substrate. 
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Chapter 3: Localization model description of the interfacial dynamics of crystalline Cu and 

Cu64Zr36 metallic glass films 

 

Recent studies of structural relaxation in Cu–Zr metallic glass materials having a range of 

compositions and over a wide range of temperatures and in crystalline UO2 under superionic 

conditions have indicated that the localization model (LM) can predict the structural relaxation 

time τα of these materials from the intermediate scattering function without any free parameters 

from the particle mean square displacement ⟨r2⟩ at a caging time on the order of ps, i.e., the 

“Debye–Waller factor” (DWF). In the present work, we test whether this remarkable relation 

between the “fast” picosecond dynamics and the rate of structural relaxation τα in these model 

amorphous and crystalline materials can be extended to the prediction of the local interfacial 

dynamics of model amorphous and crystalline films. Specifically, we simulate the freestanding 

amorphous Cu64Zr36 and crystalline Cu films and find that the LM provides an excellent parameter-

free prediction for τα of the interfacial region. We also show that the Tammann temperature, 

defining the initial formation of a mobile interfacial layer, can be estimated precisely for both 

crystalline and glass-forming solid materials from the condition that the DWFs of the interfacial 

region and the material interior coincide. 

 

3.1 Introduction 

 

There has long been interest in the mean square atomic displacement ⟨r2⟩ in crystals relative 

to the average interparticle distance in relation to the phenomenological Lindemann criterion of 

melting, defined by this ratio achieving a critical value at which the crystal becomes unstable 1,63–
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68. More recently, however, it has become appreciated that ⟨r2⟩ at a characteristic caging time tcage 

on the order of a ps [⟨r2(tcage)⟩ ≡ ⟨u2⟩] also has significance in relation to understanding the rate of 

diffusion and structural relaxation time τα in both model glass-forming metallic (Cu64Zr36) and 

polymeric materials, 4,18,26 as well as inorganic crystalline (crystalline UO2) materials 9. In 

particular, simulation observations have confirmed the localization model (LM) prediction 8,9 that 

τα for both these materials can be quantitatively described without free parameters over a broad 

temperature range by the remarkably simple relation. 

𝜏𝛼(𝑇) = 𝜏𝛼(𝑇𝐴)𝑒𝑥𝑝[{〈𝑢2(𝑇𝐴)〉 〈𝑢2(𝑇)〉⁄ }3 2⁄ − 1] (3.1) 

where ⟨u2⟩ is the Debye–Waller factor (DWF) and TA is the onset temperature for caged particle 

dynamics, below which τα also tends to show a non-Arrhenius T dependence. 8,18,25,28  

The history and ideas behind the LM have been reviewed by Douglas et al. 8 in the context 

of its quantitative application to Cu–Zr metallic glasses having a range of compositions and, here, 

we only sketch some essential features of this model. In brief, the LM emphasizes ⟨u2⟩3/2 as a 

dynamical measure of free volume that accounts for the effect of thermal energy (inertial 

dynamics) on the volume accessible to particles in a “cage” defined dynamically through multiple 

collisions with surrounding particles, and this measure of the extent of particle localization in the 

fluid is also understood at the same time to describe the emergent rigidity of the material 

accompanying progressive particle localization upon cooling 18. This dynamical free volume 

interpretation of ⟨u2⟩3/2 was originally investigated computationally by Starr et al., 24 where its 

geometrical “rattle free volume” interpretation was confirmed and where the LM expression 

between τα(T) and ⟨u2⟩3/2 was first recognized as providing a potentially quantitative description of 

τα(T) in the case of a coarse grained polymer melt. Although this was the first simulation study of 

the relation between τα(T) and ⟨u2⟩, there had been earlier experimental and modeling studies 
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suggesting a relation of this kind might exist (see Ref. 8 for a discussion of earlier contributions to 

the LM that provided an important context for its later development). In later work, Simmons et 

al.25 provided a heuristic rationalization of the LM, and it was realized in the work of Betancourt 

et al.10 that the free parameters that limited the predictive nature of the original version of the LM 

could be completely eliminated by using TA as a reference temperature, this reference condition 

being natural because TA defines the T at which the cage first appears so that ⟨u2(TA)⟩1/2 is the 

maximum cage size. The first quantitative test of the LM without any free parameters was made 

in the case of Cu–Zr metallic glasses 8, this case being favorable because atomic glass forming 

liquids do not exhibit the anisotropic caging 25 found in many molecular liquids since the atomic 

potentials of metallic atoms are spherically symmetric. This favorable situation also applies to the 

case of superionic crystalline UO2,
9 and the successful application of the LM to this system without 

free parameters is notable because the LM had never been applied before to a crystalline material, 

albeit a crystal exhibiting highly anharmonic interparticle interactions as in the case of cooled 

liquids. Recently, Hung et al. 69 have investigated the LM in comparison to 51 glass-forming 

liquids including polymeric, small molecule organic, and metallic glass-forming materials, where 

the exponent 3 in Eq. (3.1) was taken to an adjustable parameter, based on arguments relating this 

exponent to anisotropy in ⟨u2⟩ in earlier work,25 and in this survey article, the LM was found to 

consistently perform rather well. Further tests of the LM for different types of glass-forming 

liquids are ongoing (see the Conclusion). 

As with all existing models of the dynamics of glass-forming liquids, and crystalline 

materials for T approaching their melting temperature Tm from below, the LM is based on 

assumptions that cannot be rigorously justified and the interest in this model derives from its 

general philosophical perspective of relating a measure of particle localization that can be readily 
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determined from measurement over a wide T range to the material structural relaxation time and 

from the apparent empirical success of this interrelationship. The rather dramatic success of the 

LM for the cases considered so far, and the similar in spirit relation between τα(T) and ⟨u2⟩ 

developed by Ottochian and Leporini 26 to describe relaxation in a diverse range of materials, 

suggests to us that we should look for a more fundamental basis of the LM, and we discuss our 

admittedly speculative ideas on this subject in the Conclusion. 

The application of the LM to predict the diffusion coefficients requires a relation between 

D and τα. In the case of crystalline UO2, the diffusion coefficient DO of the O atoms can be simply 

described to a good approximation by an inverse scaling relation, DO/kBT ∼ 1/τα, 
9 consistent with 

the Stokes–Einstein relation. In contrast, in glass-forming liquids, atomic and molecular diffusion 

coefficients normally obey a “fractional Stokes–Einstein” (FSE) relation 19, 

𝐷 𝑇⁄ ~(𝜏𝛼)1−ζ (3.2) 

where ζ is a “decoupling exponent” quantifying the degree of deviation from the Stokes–

Einstein relation 9. For the superionic UO2 material, it was found that ζ ≈ 0 to within numerical 

uncertainty, which is a material notably free of dynamical heterogeneities involving particles 

exhibiting locally preferred packing, as found in metallic glass and other glass-forming materials. 

This finding accords to the hydrodynamic “obstruction model,” 19 which attributes the decoupling 

phenomenon to the presence of finite clusters of immobile particles that persist to times long 

enough for steady state diffusion to become established. In particular, the momentum diffusion 

coefficient (viscosity) and mass diffusion coefficient of the solvent molecules are altered 

differently by the presence of heterogeneities, as in the hydrodynamics of particle suspensions and 

other heterogeneous fluids 28.  
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The extraordinary thing about Eq. (3.1) is that it implies a predictive link between the 

dynamics of the material on a nearly inertial dynamics timescale generally on the order of ps (“fast” 

dynamics) and the alpha relaxation time, which involves a timescale on the order of a minute near 

the glass transition temperature, Tg. It is also remarkable that the LM prediction involves no free 

parameters. A relation similar to Eq. (3.1), but with the exponent 3 replaced by a slightly altered 

phenomenological value, was also found to describe relaxation data in polymeric fluids 18. This 

alteration of the LM is natural in polymer liquids since ⟨u2⟩ is defined in terms of the motion of 

generally asymmetric chain segments rather than spherically symmetric atoms, making 

localization of the segments by surrounding segments occur in a likewise anisotropic fashion. 

Simmons et al. heuristically introduced a model that attributed this variable exponent in the LM to 

variations in the particle shape in complex fluids such as polymers 25. Here, we confine our 

attention, as in our previous studies of metallic glass 8 and UO2 materials 9, to materials composed 

of atomic metal and inorganic ionic species, respectively, where the complication of anisotropic 

particle shape does not arise so that we may confidently fix the LM exponent to equal 3. From 

Eqs. (3.1) and (3.2), we may deduce a localization model prediction for the translational diffusion 

coefficient,  

𝑙𝑛[{𝐷(𝑇) 𝑇⁄ } {𝐷(𝑇𝐴) 𝑇𝐴⁄ }⁄ ] = (1 − ζ)[{〈𝑢2(𝑇𝐴)〉 〈𝑢2(𝑇)〉⁄ }3 2⁄ − 1] (3.3) 

introduced by us in a previous paper investigating Cu–Zr metallic glasses 8. Given the 

previous surprising success of the LM in both bulk model crystalline and non-crystalline materials, 

the present work explores whether the LM can be extended to describe the gradient in mobility 

and relaxation times over a wide range of T near the free interface or surface of both model metallic 

glass (Cu64Zr36) films and crystalline Cu films. Previous preliminary work found that the gradient 

of the mobility near the free interface of supported glass-forming polymer could be qualitatively 
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understood from an extension of Eq. (3.1) from the bulk to interfacial region of polymer 

nanoparticles in a polymer matrix 70. Becchi et al.71 first examined whether a quantitative relation 

exists between τα and ⟨u2⟩ on a layer by-layer basis for substrate-supported unentangled glass-

forming polymer films. They found a good reduction in the relaxation time as a function of depth 

τα(z) in terms of ⟨u2⟩, except near the immediate vicinity of the solid substrate when the polymer–

substrate interaction is highly attractive. More recent work by Zhang et al. 72 has shown that this 

near substrate region for polymer films on substrates having highly attractive interactions has a 

tendency to become trapped in a non-equilibrium state so that the difficulties in relating τα and ⟨u2⟩ 

in this part of the film are understandable 72. We take these results to be encouraging regarding the 

applicability of the LM to describe the interfacial dynamics of both Cu64Zr36 metallic glass films 

and crystalline Cu films. Notably, our study below will be limited to “free-standing” films to avoid 

the issue of non-equilibrium effects that can arise near highly attractive solid substrates.  

Our simulations for model glass-forming and crystalline materials indicate that Eqs. (3.1) 

and (3.3) quantitatively describe the gradient in the interfacial relaxation time and average atomic 

mobility, respectively, to an excellent approximation for all T investigated so that the LM is again 

confirmed for this extended class of materials. A novel aspect of our work is that the interfacial 

mobility gradients in crystalline and metallic glass materials are treated in a unified fashion. No 

previous studies examining the relationship between τα and ⟨u2⟩ in the interfacial dynamics of 

crystalline materials have been made before, although there have been numerous simulation and 

experimental studies of ⟨u2⟩ of crystalline metals 59,60,73 and the diffusion coefficient D of atomic 

species in the interfacial layer of crystalline films 49,74–76. Below, we focus on crystalline Cu and 

we acknowledge previous studies that have focused on ⟨u2⟩ 77,78 and the interfacial D for Cu 75,79,80. 

We also show below that the onset temperature for the formation of an interfacial layer of enhanced 
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mobility, the Tammann temperature, can be estimated in a unified way for both crystalline and 

glass-forming materials. 

Apart from its academic interest, the interfacial dynamics of metallic materials is crucial 

for understanding many basic technological physical processes related to catalysis, tribology, 

corrosion, etching, fracture mechanics, welding, thin film growth, etc. 46,53 Interfacial dynamics is 

also of fundamental interest in small molecule and polymer solid materials in the context of a host 

of applications 54,55. Apart from the usual applications described in these works, we mention 

observations of extremely large interfacial mobilities in connection with the development of new 

materials for fuel cell, battery, and sensor applications; 56,57 the cold joining of metallic glass 

materials by enhancing interfacial mobility with ultrasound; 58 and the exploitation of the high 

interfacial mobility in the casting of highly stable glassy films by vapor deposition 81. This is the 

tip of the application iceberg so to speak, and we mention these examples to help bring further 

potential applications of an enhanced understanding of interfacial mobility of crystalline and glass 

materials into view. 

Just as the glass transition temperature Tg has numerous engineering applications for 

amorphous materials as indicating a condition at which appreciable molecular mobility first 

emerges upon heating glass materials, the Tammann temperature TTA demarks the onset of 

appreciable molecular mobility and reactivity 82,83 in crystalline materials, and this characteristic 

temperature likewise has many numerous practical engineering applications in the thermal stability 

of explosives 84 and fine chemicals (e.g., pharmaceuticals, agrochemicals, dyes and pigments, 

fragrances, flavors, and diverse other specialty chemicals), 85 the reactivity and design of 

heterogeneous catalysts such as those used in catalytic converters, 86 the  synthesis of nanotubes 

with metal nanoparticle catalysts, 87 and the stabilization of nanoparticles against sintering 31,88 and 
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powder sintering, 89 which is currently of great relevance to the emerging fields of additive 

manufacturing and 3D printing of metallic and polymer materials, respectively. TTA also has 

fundamental geophysical significance. In particular, the presence of a mobile interfacial layer on 

ice has a profound on atmospheric chemistry occurring on the surfaces of ice nanoparticles in the 

atmosphere and in the dynamics of glaciers because of the polycrystalline nature of these materials 

90. We note that TTA often follows the same approximation to the melting temperature TTA ≈ (1/2 − 

2/3) Tm, depending on the class of material. 83 A similar correlation is observed for Tg of materials 

that crystallize, Tg ≈ (1/2 − 2/3) Tg, 
91,92 suggesting that these characteristic temperatures might be 

somehow related. We could go on at length about the importance of interfacial dynamics and the 

specific importance of TTA on the properties of crystalline materials and on many specific industrial 

and biological processes contingent on enhanced interfacial dynamics near the boundaries of these 

materials. The practical scope of better understanding interfacial dynamics from a unified 

perspective is thus vast. We next turn to our task of investigating the interfacial dynamics of model 

glass-forming and crystalline materials. 

Given the vast number of applications of crystalline and glass films, there have 

correspondingly been quite numerous simulation and measurement studies aimed at elucidating 

the interfacial dynamics of this broad class of materials. In the present work, we specialize our 

study to metallic films because the mean square atomic displacement of the atoms in these 

materials can be precisely determined and compared to the localization model (LM), which relates 

this quantity to the structural relaxation time. We also study thin crystalline and metallic films of 

varying orientations since film thickness has been observed to influence the strength, plasticity, 

ductility, and stability of this class of materials. 43–45,49,93–104 While there are quite numerous 

computational studies of the interfacial dynamics of metallic crystalline materials, there are 
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relatively few studies of the interfacial dynamics of metallic glass materials. 30,46–48 Our work is 

somewhat novel in that we compare the dynamics of crystalline and amorphous glass-forming 

films with a view toward obtaining a unified description of their dynamics. In particular, we start 

with testing the LM for Cu64Zr36 metallic glass thin films and crystalline Cu thin films having 

different orientations. Previous work has shown that the interfacial dynamics on interfaces of 

different crystallographic orientations can be greatly different, 49,59–61 so we investigate the (100), 

(110), and (111) free surface orientations of crystalline Cu films. The (110) surface is the most 

loose-packed of these surface layers and has the highest and dynamical interfacial activity, while 

the (111) surface is close-packed and has a relatively slow interfacial dynamics in the crystal state. 

80 

 

3.2 Simulation methodology 

 

Molecular dynamics (MD) simulation has been employed in the current test of the LM for 

Cu64Zr36 metallic glass thin films and the interfacial layer of crystalline copper thin films with 

different surface orientations. Our MD simulations employed the large-scale atomic/molecular 

massively parallel simulator (LAMMPS), developed in Sandia National Laboratories, 32 and a 

Mendelev form of embedded atom model (EAM) potential was used in interatomic interaction for 

both copper–zirconium alloy and crystalline copper. 105 Previous studies confirmed that this EAM 

potential provides good descriptions of equilibrium or static as well as dynamic properties of Cu–

Zr alloys. 14,105,106 All simulation time steps were 1 fs, and the periodic boundary condition was 

applied in all three dimensions in this study. The pressure is controlled by the Parrinello–Rahman 

algorithm, 42 temperature is maintained by the Nose–Hoover thermostat method, and time 
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integration is performed on Nose–Hoover style non-Hamiltonian equations of motion during the 

simulation. 40,41 

 

3.2.1 Cu64Zr36 metallic glass films (MGFs) 

 

We begin with a perfect copper FCC single crystal with an approximate simulation box 

size in X, Y, and Z directions of 6.4 × 6.4 × 6.4 nm3, respectively. Randomly selected 36% of the 

total 13600 copper atoms were replaced by zirconium atoms. First, this mixture was heated to 1500 

K, which is well above the melting temperature of Cu64Zr36. The system was then kept at 1500 K 

and zero pressure using an isothermal–isobaric (NPT) ensemble for 2 ns to make sure that the 

mixture is homogeneous. Thin films of thicknesses of 60Å, 50Å, 40Å, 30Å, 20Å, 15Å, and 10Å 

were then cut from the bulk box, and two 30Å thick vacuum layers were added on both sides of 

the thin films. 

In order to obtain equilibrium metallic glass film (MGF) structures, all systems are relaxed 

at 1500 K in the canonical ensemble (NVT) for 1 ns. There was significant Cu segregation on 

MGF surfaces as reported before. 43 After isothermal relaxation at 1500 K, MGF systems were 

quenched down to 300 K with 1 × 1012 K/s cooling rate. Restart files have been saved at every 25 

K temperature decrement in order to study further isothermal relaxation. Isothermal relaxations 

have been carried out at every 50 K temperature reduction between 1500 K and 900 K in the NVT 

ensemble. Systems are relaxed for at least 4 ns and maximum of 30 ns at a given temperature.  
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3.2.2 Crystalline Cu films 

 

Simulation cells with ≈6.4 nm length in all three directions were created using LAMMPS 

so that the X axis is perpendicular to the desired surface (100), (110), and (111) planes. The 

systems are then relaxed for 1 ns at 300 K in the NPT ensemble. After relaxation, two 30 Å vacuum 

layers are added on both sides along the X axis. Thus, all of the crystalline Cu films are ≈64 Å 

thick. All systems are again relaxed for 1 ns after adding vacuum layers followed by heating from 

300 K to 1500 K in an NPT ensemble. Restart files are saved at every 10 K temperature increment 

for further isothermal relaxation. Isothermal relaxation of the crystalline Cu thin films has been 

carried out near melting temperature for at least 8 ns and up to 20 ns. Below, Cu64Zr36 metallic 

glass films with a thickness of 60 Å are referred to as MGF60A, crystalline copper films with (110) 

surface configurations will be referred to as Cu110F, etc. MGF60A-O, MGF60A-S, and MGF60A-

C are, respectively, overall, two interfacial regions and the core or interior part of the MGF60A 

material. 

 

3.3 Results and Discussions 

 

3.3.1 Diffusivity (D) and Debye–Waller factor (DWF) ⟨u2⟩ 
 

Diffusion coefficient estimates are obtained in a standard fashion from the slope of the 

mean square displacement (MSD) after long times (t). More specifically, diffusivity is defined by 

the equation 𝐷 = 〈
1

𝑁
∑ {(𝑥𝑖 − 𝑥0)2 + (𝑦𝑖 − 𝑦0)2 + (𝑧𝑖 − 𝑧0)2}𝑁

𝑛=1 〉 6𝑡⁄ , where (x0, y0, z0) and (xi, 

yi, zi) are the particle’s initial and final positions after time t, respectively, and N is the number of 
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atoms. The particle motion is nearly ballistic for a very short period that is typically less than 100 

fs. After this transient inertial dynamics regime, particles become caged for a timescale defining 

the structural relaxation time, after which particle motion can be described as being diffusive. The 

average square displacement ⟨r2⟩ of particles after a characteristic caging time t0 is known as the 

Debye–Waller factor, ⟨u2⟩. In metallic glasses, the DWF is the displacement of any atom caged by 

its surrounding atoms. Following previous work, 8 we define the DWF by the condition ⟨u2⟩ = ⟨ 

u2(τβ)⟩, where the “caging time,” or more specifically the “fast beta relaxation time” τβ 
107 

describing the initial decay of the intermediate scattering function, is taken to equal τβ ≈ 2 ps. 

Our investigation of the interfacial mobility gradient in thin metallic glass and crystalline 

films is complicated by the anisotropy in ⟨u2⟩ in the directions parallel and perpendicular to the 

interface of the film, and this anisotropy is mirrored by the anisotropy in the segmental relaxation 

time, τα. The anisotropy in ⟨u2⟩ has been studied for many years, starting from idealized lattice 

dynamics calculations assuming perfectly harmonic interatomic interactions 108,109 to perturbative 

and effective medium model and molecular dynamics simulation based optimized embedded atom 

potentials accounting for anharmonic interatomic interaction effects, which are prevalent above 

TTA. 59–61,77,78,110,111 Notably, the significant importance of anharmonic interatomic interactions at 

crystalline metal surfaces was first made in a pioneering study by MacRae and Germer, 112 and 

this scientific topic has remained highly active until the present day. We show some representative 

results for in-plane and normal-to plane estimates of ⟨u2⟩ for the (110) surface of Cu in Figure S5 

of the Appendix A (supplementary material) where the out-of-plane component is significantly 

larger than the in-plane component of ⟨u2⟩, an observation that has been noted in earlier studies of 

the (110) surface of crystalline Cu. However, this result is not general, and it has been established 

that the in-plane component is larger than the out-of-plane components of ⟨u2⟩ for the (001) surface 
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of Cu, 113–115 while the in plane and normal-to-plane components of ⟨u2⟩ for the same 

crystallographic Ni are nearly the same in crystalline Ni. 116 The anisotropy in ⟨u2⟩ is evidently 

highly dependent on the chemistry and the surface type. This source of variability of ⟨u2⟩ and 

overall molecular mobility with crystallographic orientation and chemistry is probably a 

consequence of residual stresses acting at the surfaces, the surface stress being positive for the 

(110) surface and negative for the (001) surface, which vary strongly with the surface. 117 Bi is an 

interesting element as the interfacial dynamics on all of the crystallographic surface is largely 

equivalent. 118 We illustrate the magnitude of these residual stresses in the supplementary material 

in the case of the corresponding crystallographic surfaces of Ni, which is a metal of rather similar 

nature to Cu. The electronic degrees of freedom can influence these surface stresses, and in some 

cases, they can become large enough to cause reconstruction of the crystal surface to a packing 

geometry incompatible with the symmetry of the crystal interior. 119,120 Embedded atom potentials 

are imperfect in emulating the many-body interactions associated with the electronic degrees of 

freedom, so we may expect the variability of the interfacial dynamics to vary with the 

intermolecular potentials used to model even nominally the same atomic or molecular species. 

Similar effects can apparently be operative in the interfacial region of relatively heavy metals such 

as Au and Pt and other liquids (e.g., alkanes 121) where the interfacial region can pre-order into a 

state that resembles the interfacial dynamics of a heated crystal, 122 a phenomenon that can be 

expected to greatly influence crystal nucleation upon cooling as the mobile interfacial layer in 

crystalline materials normally serves to enhance melting by heterogeneous nucleation. Finally, we 

mention that anisotropic intermolecular interactions in polymer and other molecular liquids 

naturally lead to local anisotropies in ⟨u2⟩ in both the bulk liquid and crystalline states, and this 

anisotropy can be expected to be also a feature in the interfacial dynamics of this broad class of 
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materials. Again, we are reminded of Pauli’s quip about surfaces—“God made the bulk; surfaces 

were invented by the devil.” 123 

In the current study, we only consider ⟨u2⟩ averaged over all directions in relation to the 

correspondingly averaged relaxation time, τα. This choice is motivated by the fact that 

measurement cannot resolve this anisotropy in ⟨u2⟩ and τα as a function of depth. The inherently 

thin nature of the interfacial zone, its thickness being normally less than a couple of nm as we shall 

see below, means that the material is quasi-two dimensional from the standpoint of large range 

diffusion. (The component of D normal to the film direction cannot even be generally defined 

because the film is too thin for asymptotic diffusion to establish itself.) On the other hand, the film 

has a finite T-dependent thickness so that interfacial zone is strictly not two dimensional either. 

Accordingly, since diffusion occurs as a three-dimensional atomic displacement process, and 

diffusion coefficient only strictly exists in the thermodynamic limit in higher than two-dimensions, 

we define D using the standard three-dimensional expression for this quantity. In addition to our 

comparison of average τα(z) and D(z) on a layer-by-layer basis in the metallic glass and crystalline 

films, we also consider τα(z) and D(z) averaged over the entire interfacial layer since these averaged 

quantities are normally measured.  

We note that while D in the direction normal to the substrate cannot be unambiguously 

defined for the interfacial region, it is possible to quantify the rate at which atoms transition 

between atomic layers in this region, providing a measure of “transverse mobility.” This analysis 

has been performed before for the (110) interfacial region of crystalline Cu for T greater than TTA 

by Papageorgiou and Evangelakis31 and indicates that the activation energy for transitions 

between the layers varies strongly with depth from the surface where the activation entropy varies 

in a proportionate way to the activation energy. In our previous work, we found that this same type 
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of “entropy–enthalpy compensation” (EEC) relation also describes D in the interfacial regions 

corresponding to the different crystallographic surfaces in the case of Ni. 49 EEC has the effect of 

greatly increasing the prefactor in the Arrhenius relation for the interlayer transport, making 

interlayer transport much more probable than one would expect from the high activation energy 

for the interlayer transition events. In recent detailed calculations of strain-assisted surface-

nucleated dislocation formation in crystalline metallic materials by Ryu et al., it was found that 

the prefactor can be altered by a stress induced change in the activation entropy effects by a factor 

as large as 20 orders of magnitude, 124,125 and even larger changes in the prefactor have been 

observed in D of metal alloys 126 (see Fig. 13 of Ref. 126 for a dramatic illustration of this effect). 

A full understanding of this problem from first principles is a fundamental unsolved problem in 

the physics of condensed matter having manifold practical applications, and in particular, we can 

expect this phenomenon to be of great significance in relation to understanding the catalysis of 

proteins and inorganic catalysts. 13 

Significant theoretical efforts have been made to understand this EEC effect in the 

interfacial dynamics of crystalline materials within the context of transition state theory, 127–129 

where it was found to be associated with the highly anharmonic interatomic interactions in the 

interfacial layer where it was further argued to be related to the interaction of abstract collective 

excitations in the layer. Consistent with this physical view of the interfacial zone of crystals for T 

above TTA, we have observed that the atomic diffusion in the interfacial layers of both crystalline 

Ni and TIP/4P ice is dominated by string-like atomic exchange motion involving many atoms, as 

observed also in simulations of glass-forming liquids. 13,130 This is a concrete manifestation of the 

anharmonic interatomic interactions in the interfacial layer. Evidence for the highly anharmonic 

nature of the interatomic interactions in the interfacial zone of crystals was discussed by Häkkinen 
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and Manninen, 78 Allen et al., 59–61 Dürr et al., 111 Molenbroek and Frenken, 131 and many other 

works, emphasizing different manifestations of this anharmonicity-nonlinear growth of ⟨u2⟩ with 

T, “anomalously” strong temperature dependence of the thermal expansion coefficient 116,132 and 

isothermal compressibility, 133 and a wide range of anomalous scattering observations from the 

crystal surfaces. 134 Calculations have repeatedly shown the complete inability of models that 

assume harmonic interactions to account for a wide range of interfacial phenomena of crystalline 

materials at elevated temperatures, i.e., T > TTA. From the discussion above, it is apparent that the 

dynamics of the interfacial region of crystalline materials is likewise dominated by anharmonic 

interatomic interactions, and their dynamics is perhaps even more complicated than that of glass-

forming liquids, each surface exhibiting its own distinct dynamics. In our discussion below, we 

seek to avoid this complexity as much as possible and focus on the enhanced interfacial mobility 

common to both films of crystalline and glass-forming materials. 

 

3.3.2 Interfacial layer thickness of thin films 

 

The highly anharmonic motions of particles in the interfacial region of both crystalline and 

metallic glass materials lead to the onset of mobility near the free boundary of these materials at T 

far below Tm and Tg. The idea of a “liquid-like” layer in the interfacial region of crystals was first 

introduced by Faraday, 135 based on experiments on the cohesion of ice particles in snow balls and 

observations on the friction of ice, and it was later appreciated that the presence of such a layer 

was of fundamental significance in relation to crystal melting since this layer would 

heterogeneously nucleate the melting of crystals. 63,136,137 Measurements and simulations indicate 

that this layer is “liquid-like” in the sense that the atoms or molecules have a relatively high 
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mobility, but at the same time, high resolution measurements and molecular dynamics simulations 

of the crystalline Cu, the material whose interfacial dynamics has been studied most prevalently, 

indicate that the atoms in the interfacial region retain a significant degree of their ordering, so the 

term “liquid” does not exactly fit the physical situation. 131,134,138 Although the interfacial region 

of crystals above TTA has often been termed “quasiliquid,” we think that it is physically more 

accurate to describe this layer as being a mobile crystalline region, similar in physical character to 

superionic crystalline materials—crystalline materials having liquid-like particle mobilities by 

virtue of the highly anharmonic interatomic interactions in these materials. 28 The formation of a 

mobile interfacial layer at equilibrium is also sometimes referred to as “premelting,” again, 

suggesting the existence of some sort of “liquid-like” layer and a corresponding phase transition 

giving rise to such a surface state. We again emphasize that there is no evidence for such a 

transition in the interfacial region of crystalline Cu above TTA, 131,134,138 and the high interfacial 

mobility in this material appears to arise simply from the anharmonic nature of interatomic 

interactions. 

Even though the interfacial dynamics of both crystalline and glass-forming materials are 

similar in many ways, it should be emphasized that they have distinguishing characteristics so that 

it is incorrect to conclude that the interfacial layer is “equivalent” to a glass-forming liquid. 76,139 

On the other hand, both crystalline and glass materials exhibit an interfacial layer of enhanced 

mobility whose thickness depends on T and in which there is generally a large mobility gradient 

transverse to the surface so that stressing this common relationship seems justified. We next 

consider the thickness and the mobility in these interfacial layers based on a unified treatment 

emphasizing the predicted LM relationship between ⟨u2⟩ and the average molecular mobility D 

and relaxation time τα. 
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As the first step of our analysis, we calculate ⟨u2⟩ at different thickness regions of thin films 

in order to determine the surface thickness where atoms have enhanced mobility. Atoms have ⟨u2⟩ 

values nearly equal to the bulk value in the core of thin films if the thin film thickness in not too 

small. The entire film behaves more like the interfacial region of the thinner films if the overall 

film thickness becomes less than about twice the interfacial layer thickness found for a thick film 

so that the interfacial layer thickness defines a characteristic film thickness below which large 

changes in the film dynamics occur. 

Following a criterion defined in previous work, we first defined the surface region width λ 

by a practical cutoff criterion defined by the point at which ⟨u2⟩ deviates by 5% from its bulk-like 

value deep within the film and the outermost point of the film surface. 49,76 We find below that ⟨u2⟩ 

decreases exponentially along from the free surface to the film interior value ⟨u2⟩core, as we 

observed in our previous studies of the crystallographic surfaces of Ni 49 and the 1120 or secondary 

prism face of ice. 76 This variation has also been observed in experimental studies on colloidal 

crystals. 140 Figure 3.1 shows ⟨u2⟩, or the “Debye–Waller Factor” (DWF), normalized by the 

average interatomic separation distance σ as a function of distance from the center of the free-

standing film for MGF60A and Cu110F at different temperatures. We see that the disparity 

between ⟨u2⟩ at the surface of the crystal and ⟨u2⟩core progressively grows upon cooling, indicating 

increasing anharmonic interaction in the interfacial region.103 It is also qualitatively evident in 

Figure 3.1 that the interfacial mobility scale λ is T dependent in both the cases of metallic glass 

and crystalline films 76 and nanoparticles. 29,52 
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Figure 3.1: The gradient in ⟨u2⟩, normalized by σ2, as a function of distance in Å from the center 

of the film in – (a) metallic glass with a thickness of ≈60 Å (MGF60A) and (b) the crystalline Cu 

film with a free interface having a (110) orientation (Cu110F) with a thickness of ≈ 64 Å at 

different temperatures T. All solid lines are curves fitted using Eq. (4) that provides an alternative 

estimate of the average interfacial width, i.e., ξ in Eq. (4). A comparison of the cutoff defined 

interfacial width λ and ξ is given in the supplementary material. We also illustrate the gradient in 

⟨u2⟩, normalized by σ2, as a function of distance in Å from the center of the film shown for a 

common temperature of 1300 K for the metallic glass with a thickness of ≈ 60 Å (MGF60A) and 

for crystalline Cu with a free interface having (100), (110), and (111) orientations (Cu100F, 

Cu110, and Cu111F) with a thickness of ≈ 64 Å in Figure S2 of the Appendix A (supplementary 

material). 

 

The variation of ⟨u2⟩ as a function of distance from the film center shown in Figure 3.1 

allows for the determination of the interfacial mobility scale as a function of T, based on the 

criterion described above. (Below, we establish a quantitative link between the atomic diffusion 

coefficient D and the structural relaxation time τα to ⟨u2⟩ that justifies our use of ⟨u2⟩ to define an 

interfacial mobility scale.)  
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Figure 3.2 (a) shows λ of “free-standing” Cu having different crystallographic orientations 

in comparison to λ free-standing MGFs. In order to determine the interfacial mobility scale λ, we 

fitted the ⟨u2⟩ curve plotted against the thickness (x) of the films to an exponential function,26 

which has the following relation: 

〈𝑢2〉 = 〈𝑢2〉𝑐𝑜𝑟𝑒[1 + 𝛿𝑢 𝑒𝑥𝑝(− 𝑥 𝜉⁄ )] 

𝛿𝑢 ≡ [〈𝑢2(𝑥 = 0)〉 − 〈𝑢2〉𝑐𝑜𝑟𝑒] 〈𝑢2〉𝑐𝑜𝑟𝑒⁄  

(3.4) 

where ⟨u2⟩core is the DWF of the core, which obeys the approximation 〈𝑢2〉𝑐𝑜𝑟𝑒 ≈ 〈𝑢2〉𝑏𝑢𝑙𝑘 

for the film thickness range we study. The fitting function may be inferred from a general treatment 

of the interfacial dynamics of crystals by Feuchtwang, 141 who found that “displacements decrease 

essentially exponentially with the distance from the free boundary,” in accord qualitatively with 

molecular dynamics simulations. 59,60,108,141,142 This exponential variation of the interfacial width 

has been observed to describe the gradient in ⟨u2⟩ in the interfacial dynamics of colloidal crystals, 

140 but this work offered no theoretical rationale for this relation. As an aside, we note that a popular 

phenomenological approximation 143–145 for the relaxation time τα gradient in glass-forming liquids 

can be derived from Eq. (3.4) and LM [see Eq. (3.3)] if δu in Eq. (3.4) is taken to be a small 

perturbative parameter, leading to the relation  𝑙𝑛[𝜏𝛼(𝑥, 𝑇) 𝜏𝛼(𝑐𝑜𝑟𝑒)⁄ ] = 𝐴𝑒𝑥𝑝[−𝑥 𝜉𝑠⁄ ], where A 

is a constant, and ξs in Eq. (3.4) formally describes the length scale of the ⟨u2⟩ and τα gradients. 

Since ⟨u2⟩ generally scales linearly with T for harmonic interactions, δu also provides a quantitative 

measure of anharmonicity in the interatomic interactions. We show this quantity in Figure S10 of 

Appendix A for MGF60A and Cu110F.  
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Figure 3.2: Surface thickness and Tammann temperature: (a) Interfacial mobility scale λ of 

metallic glass films with a thickness of ≈ 60Å and ≈ 30Å (MGF60A and MGF30A) at temperatures 

starting above the glass transition temperature Tg to the characteristic temperature TA and (inset) 

interfacial mobility scale λ of Cu films with a thickness of ≈ 64Å having (100), (110), and (111) 

crystallographic orientations (Cu100F, Cu110F, and Cu111F) at temperatures approaching the 

melting temperature, Tm. (b) Estimation of the onset temperature of interfacial mobility or 

“Tammann temperature” in crystalline and metallic glass materials. This important characteristic 

temperature may be precisely estimated from the extrapolation of ⟨u2⟩ of the interfacial region and 

the core of the material to a low temperature at which these quantities coincide. Data points are 

only linearly fitted in the low temperature regime, where it shows a linear trend. The interfacial 

mobile region effectively ceases to exist at this intersection temperature. We find that ⟨u2⟩ of the 

interfacial mobile layers of crystalline Cu films having different crystallographic orientations 

(100), (110), and (111) all extrapolate to a common Tammann temperature near 930 K, satisfying 

the common phenomenology that the Tammann temperature is normally near (2/3) Tm. 83 

 

We find that Eq. (3.4) provides an excellent description of the gradient in the ⟨u2⟩ that we 

observe in both the crystalline and amorphous films, shown in Figure 3.1. The interfacial region 

width λ values were estimated for each type of film by ⟨u2⟩ by identifying the point at which ⟨u2⟩ 

deviates by 5% from its core value to the outermost surface of the films. Notably, the growth of λ 
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in the crystalline Cu films occurs upon heating in a fashion mirroring ⟨u2⟩, as we found before in 

our previous study of crystalline Ni 49,52 and ice, 76 but the T variation in the metallic glass film 

occurs non-monotonically over the T range studied, this interfacial scale developing a peak 

between TA and Tg. This peaking of the interfacial scale accords qualitatively with a recent study 

of interfacial mobility scale in glass forming polymer films where a maximum in the mobility 

interface scale was observed, defined in this case by the structural relaxation time. 72 The present 

work is mainly confined to a lower temperature regime in which the metallic glass film has a 

“solid-like” character that is representative of real metallic glass materials. 

We see in Figure 3.2(b) that the average ⟨u2⟩ in the interfacial region increases 

progressively with T in both the metallic glass and crystalline Cu films, but the rate of increase in 

⟨u2⟩ with T in the crystalline film becomes particularly sharp when T approaches the melting 

temperature, Tm. In each type of film, ⟨u2⟩ is appreciably higher in the interfacial region in 

comparison to the film interior, a conclusion that is obvious from Figure 3.1. Figure 3.2(b) 

highlights the fact that the qualitative magnitude ⟨u2⟩ in the interfacial region depends significantly 

on crystallographic orientations of the crystalline Cu films with respect to the interface, an 

observation made by many previous researchers. 59–61 This sensitivity of the interfacial region for 

T > TTA in crystalline materials to the crystallographic orientation is a well-recognized phenomenon 

that we have discussed at length in connection with D in the interfacial dynamics of Ni.  
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Figure 3.3: Diffusivity of crystalline Cu film:  Arrhenius plot of the interfacial self-diffusion 

coefficients Dint(T) vs 1/T crystalline Cu film for the (100), (110), and (111) crystallographic 

surface orientations of Cu films having a thickness of ≈ 64Å (Cu100F-S, Cu110F-S, and Cu111F-

S) for a T range below the equilibrium melting temperature, Tm = 1356 K. 146 The inset shows the 

experimental data for surface self-diffusion for the (110) surface of Cu under an oxygen pressure 

of ≈ (10−8 to 10−6) Torr. These experimental data have been extracted from Bonzel’s classic work 

(see Fig. 3 of Ref. 75). 

 

3.3.3 Temperature dependence of the diffusion coefficient D in crystalline and amorphous 

materials 

 

For completeness, we include Arrhenius plots of the Cu atom interfacial self-diffusion 

coefficient D in crystalline Cu films in Figure 3.3 where we see similar trends to those reported 

before for the Ni atom diffusivity in different crystallographic interfacial regions of crystalline Ni. 

49 As a contrast, we also consider in Figure 3.4 the interfacial self-diffusion coefficient D of our 

metallic glass films having thicknesses of 60Å, 50Å, and 40Å (MGF60A-S, MGF50A-S, and 

MGF40A-S) and the averaged D over the entire films for thicknesses of 60Å, 50Å, 40Å, 30Å, 
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20Å, 15Å, and 10Å. We acknowledge a previous study of the gradient of D in free-standing 

Ni0.5Zr0.5 metallic glass films 47 that accords qualitatively with the present study, 48 and Ref. 46 

provides complementary insights into other properties of amorphous free-standing metal films 

through molecular dynamics simulation. 

 

Figure 3.4: Diffusivity of Cu64Zr36 metallic glass films: Arrhenius plot of the self-diffusion 

coefficient D vs 1/T for metallic glass materials simulated in the present paper: (a) interfacial D 

for films having a range of thicknesses of 60Å, 50Å, and 40Å (MGF60A-S, MGF50A-S, and 

MGF40A-S) and (b) D averaged over the entire film for films with different thicknesses ranging 

from 10Å (MGF10A-O) to 60Å (MGF60A-O). 

 

A direct comparison between the T dependence of D in the interfacial regions of crystalline 

and amorphous polymer films reveals a striking qualitative difference in these classes of materials, 

which extends more generally to observations of D in bulk crystalline and glass-forming materials. 

In particular, our representative examples show that Arrhenius curves for the interfacial D for 

crystalline materials exhibit a concave shape in which the apparent activation energy becomes 

higher at elevated temperatures, consistent with our previous simulation study of the interfacial 
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diffusivity of Ni, 49 as well as with experimental observations of D in the interfacial regions of Cu, 

Ni, Au, Ag, and Fe, 75,147,148 while Arrhenius curves for the interfacial D for glass-forming 

materials have a convex shape in which the apparent activation decreases upon heating and the 

prefactor in the Arrhenius relation often changes by many orders of magnitude, as observed 

previously in our simulations of crystalline Ni.14 Many literature estimates of D for both crystalline 

and glass-forming materials, and for both interfacial and bulk D, show the same concave and 

convex patterns of dynamics. Even for materials such as Zr and U in their crystalline state, 149,150 

they exhibit highly anharmonic dynamics that we found in UO2 and the Arrhenius plots for these 

elements exhibit the same curvature as we found for UO2.
9 Moreover, this contrary trend in the 

dependence of D, and the structural relaxation time τα, applies also to bulk crystalline 75,151 and 

amorphous 16,55,152 materials, with the exception of superionic crystalline materials, for which the 

Arrhenius curves and other aspects of the dynamics of these crystalline materials follow the pattern 

of relaxation found for glass-forming materials. 28  

Recently, there has been great interest 153–155 in understanding these apparently universal 

patterns of deviation from Arrhenius dynamics in condensed materials broadly and, in particular, 

the huge increases in the prefactors found in the rate of catalysis reactions mediated by enzymes 

153 and crystalline nanoparticles, 156 whose dynamics follow the convex Arrhenius plot pattern of 

glass forming materials. Despite this contrary variation of the T dependence D in crystalline and 

glass-forming materials, we shall see below that that the LM provides a unified description of the 

interfacial D of representatives of both types of materials, just as previous simulations have shown 

accord with the LM for model bulk crystalline and amorphous materials. 8,9 Given the rather 

different interfacial dynamics normally found for crystalline and glass forming materials from an 

Arrhenius kinetic perspective, the application of the LM to materials from both the classes of 
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materials provides a rather stringent test of the general applicability of the LM to describe the 

interfacial dynamics of this broad class of “solid-like” materials. 

 

3.3.4 Tammann temperature of crystalline and glass-forming materials 

 

We should note that we are certainly not the first authors to note the existence of something 

like “premelting” in metallic glass forming materials. A previous MD simulation of nickel–

zirconium metallic glass films having a wide range of compositions explicitly noted the occurrence 

of “surface melting” 46 in their materials. On the face of things, this is an odd statement if glass-

formation is viewed to be a purely kinetic phenomenon, but the general idea that appreciable 

interfacial mobility in glasses emerges at some definite temperature seems to have merit and 

evident practical interest. Given that the development of interfacial mobility apparently occurs in 

both crystalline and amorphous materials, it would evidently be useful to quantify this mobility 

onset temperature precisely. We achieve this through a consideration of ⟨u2⟩ in the interfacial 

region in comparison to the interior of the material. In particular, we may estimate a common 

Tammann temperature for crystalline and glass materials by extrapolating our ⟨u2⟩ in the interfacial 

region and interior regions to a common low temperature at which ⟨u2⟩ for these two regions 

coincide. This extrapolation procedure should offer a unified method for estimating the Tammann 

temperature for all “solid” materials. 

Before applying this procedure to our metallic glass-forming materials, however, we first 

test the applicability of this procedure for identifying TTA in a previously well-studied model 

crystalline material. In Figure 3.2(b), we plot ⟨u2⟩ in the mobile interfacial regions of a crystalline 

film of thickness of ≈64 Å and having different crystallographic orientations of the crystal 
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boundary for generality, along with ⟨u2⟩ for the core of the crystalline. We find that all the curves 

extrapolate to a common intersection temperature. In particular, these curves intersect near 930 K, 

which is ≈ 2/3 times Tm of bulk crystalline Cu. 146 The Tammann temperature for crystalline 

materials commonly follows this phenomenology, which we have discussed at length in our 

previous work on the interfacial dynamics of crystalline Ni. 49 In previous studies, we also showed 

that the intersection of ⟨u2⟩ for the interfacial mobile layer and the interior of the crystalline 

material also occurs in Ni nanoparticles, 29 the grain boundaries of different types of crystalline 

Ni, 157 and interfacial dynamics of ice 76 so that this method of estimating TTA appears to have some 

applicability to a wide range of materials. However, the significance of this intersection 

temperature was not recognized in our former studies of the interfacial dynamics of crystalline 

materials. 29,157 We remark that the onset of interfacial mobility is not signaled by any obvious 

change in the static structure in the interfacial region of the crystalline material, such as density or 

overall crystal structure. These changes only arise for T only a few degrees away from Tm. 158 We 

emphasize that the onset of interfacial mobility in the interfacial region is a dynamical 

phenomenon associated with the highly anharmonic interatomic interactions near the free 

boundary, 59,60 rather than the result of any kind of surface phase transition. The dynamics in the 

interfacial region of crystalline materials at equilibrium appears to be rather similar dynamically 

to that of superheated 50 and superionic crystalline materials, 28 where interatomic interactions are 

likewise highly anharmonic and atomic molecular mobility likewise can be very high, as in simple 

liquids, despite the time averaged crystalline structure of the material. 

Next, we formally extend our procedure of estimating the Tammann temperature to our 

metallic glass materials. In Figure 3.2(b), we see that there is likewise a mobile interfacial layer of 

enhanced ⟨u2⟩ in the metallic glass film that is rather similar in appearance to crystalline materials 
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and there is a separate interior region in which ⟨u2⟩ has a value comparable to that of the bulk 

material. 14 This is provided that the films are not so thin that separate interfacial and core regions 

cannot be clearly identified. In Figure 3.2(b), the film is chosen to be thick enough that separate 

film interior and interfacial regions exist. By extrapolating ⟨u2⟩ averaged over the interfacial region 

and the “core” of the film, we find that the curves intersect at a temperature near 810 K, which is 

comparable to (2/3) TA, where TA ≈ 1220 K (while no melting temperature can be determined for 

our metallic glass, it has often been observed that TA is close to Tm in systems that crystallize 159,160 

so that TA is a natural surrogate of Tm in glass-forming materials). 9 The same type of plot for 

MGF60A and MGF30A is given in Figure S4 of Appendix A (supplementary material) where in 

each case, the ⟨u2⟩ curves for the mobile interfacial region and film cores intersect near 810 K. We 

have also repeated the procedure just described for the other metallic glass materials and film 

thicknesses (MGF60A-O, MGF30A-O, MGF15A-O, MGF60A-S, and MGF60AC) and have 

likewise identified the T at which the interfacial and core ⟨u2⟩ curves intersect; see the 

supplementary material. The concept of the Tammann temperature as the onset temperature for 

appreciable interfacial mobility then seems to be well defined in both crystalline and glass-forming 

materials, and moreover, the estimation of the Tammann temperature as the point of extrapolated 

intersection of ⟨u2⟩ in the mobile interfacial and material interior regions provides a general means 

of estimating this characteristic temperature. This method of estimating the Tammann temperature 

should be useful in many applications in which interfacial mobility is important. 82,90  
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3.3.5 Structural relaxation time, τα 

 

Next, we determined τα from the self-intermediate scattering function (SISF) that can be 

obtained by performing Fourier transformation of the Van Hove correlation function. The equation 

𝐹𝑆(𝑞, 𝑡) = 〈𝑒𝑥𝑝[−𝑖𝑞{𝑟𝑖(𝑡) − 𝑟0(𝑡)}]〉 used for determining the SISF and Fs vs t curve is fitted 

using the equation 𝐹𝑆(𝑞, 𝑡) ∝ 𝑒𝑥𝑝[(𝑡 𝜏𝛼⁄ )𝛽𝑆] to find τα. Figures 3.5(a) and 3.5(b) are self-

intermediate scattering functions of, respectively, MGF60A and Cu110F-S at different 

temperatures. The Arrhenius and non-Arrhenius variation of the relaxation time, τα, in different T 

regimes MGF60A is illustrated in Figure S6 of the Appendix A (supplementary material). 

Qualitatively, there is no significant difference in the relaxation in our thin films from our previous 

studies of the dynamics of this metallic glass film in its bulk state, so our discussion here is brief. 

8,14 

 

Figure 3.5: Self-intermediate scattering function of – (a) the metallic glass film with a thickness 

of ≈ 60Å (MGF60A-O) and (b) the interface layers of the crystalline Cu film with a thickness of 

≈ 64Å having the (110) crystallographic orientation (Cu110F-S) at different temperatures. The 

inset of the figures shows the corresponding βs values. 
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3.3.6 Localization model (LM) and decoupling exponent, ζ 

 

Based on the LM, the α-relaxation time τα should follow Eq. (1) and atomic diffusivity is 

related to τα by Eq. (3). Both of the DWF ⟨u2⟩ at TA, ⟨u2(TA)⟩, and τα at TA, τα(TA), approach 2 ps 

for all metallic glass films.12 The obtained values of ζ are between 0.4 and 0.55 for all metallic 

glass systems, as reported previously. 14 The decoupling exponent ζ was taken to equal ζ100 = 0.58, 

ζ110 = 0.64, and ζ111 = 0.41 for the interfaces of the crystalline Cu material (the subscripts represent 

the crystallographic orientation of the Cu film surface). The determination of TA and ζ is discussed 

for representative cases in the supplementary material. 

 

Figure 3.6: Test of localization model predictions for metallic glass films. LM prediction for the 

structural relaxation time τα in the film interfacial and core regions of metallic glass films and τα 

for the film as whole, designated by “O.” (b) LM predictions for the diffusion coefficient D in the 

interfacial and core regions of metallic glass films and the average D for the film as whole. 

 

We test the localization model (LM) predictions for D and τα in the interfacial and core regions 

of both crystalline and metallic glass films having a range of thicknesses of 60Å, 50Å, 40Å, and 
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30Å, as well as the overall average properties of the entire films, designated as “O.” Surprisingly, 

the relationship between τα and ⟨u2⟩ for the film interfacial and interior regions and for the entire 

MGF material in Figure 3.6 is fit well by the LM predictions for all film thicknesses and T 

considered. In particular, Figures 3.6(a) and 3.6(b) show LM predictions for the interfacial and 

film interior regions and film properties averaged over the film for the MGF60A, MGF50A, 

MGF40A, and MGF30A metallic glass materials. MGFs having a thickness below 30Å do not 

have separate interior or “core” regions that can be clearly discriminated, and hence, we only 

investigated the relaxation of the entire MGF material for thicknesses below 30 Å. 

 

Figure 3.7: Test of localization model predictions for metal glass and crystalline Cu films having 

different thicknesses. (a) LM prediction for the structural relaxation time τα in the film interfacial 

and core regions of metallic glass and crystalline films having different thicknesses. (b) LM 

predictions for the diffusion coefficient D in the interfacial and core regions of metallic glass films 

and crystalline films having different thicknesses. 

 

We next considered a comparison of D and τα between metallic glass and crystalline Cu 

films. In Figure 3.7(a), we test the LM relations for average D and τα for MGFs having a range of 



69 
 

thicknesses, and in Figure 3.7(b), we test the LM predictions for interfacial dynamics of crystalline 

Cu films having different crystallographic surface orientations and an overall film thickness of 

≈64Å. The LM prediction seems to provide an excellent approximation of τα without free 

parameters for all cases shown in Figure 3.7(a) and D in Figure 3.7(b) where the additional 

information of the decoupling exponent ζ is required for each metallic glass material. 

 

3.3.7 Discussions 

 

As a promising working model of relaxation in condensed materials exhibiting highly 

anharmonic interparticle interactions, there are other important material systems that we plan to 

investigate based on this model because of their practical applications in areas of current 

technological interest. The introduction of additives to materials, by design or as a consequence of 

material processing methodology, can greatly alter the dynamics of the interfacial region and thus 

greatly alter the properties of both crystalline and glass forming materials. For example, the growth 

of carbon nanotubes from the surface of the commonly utilized Ni nanoparticles used in their 

synthesis can be greatly accelerated by adding some Au, Pt, and Pd atoms to the interfacial regions 

of the nanoparticles, 161,162 and crystalline Ni is known to be greatly embrittled by the segregation 

of sulfur to grain boundaries in this material. 163 To gain insight into these important processes, 

Zhang et al. investigated the interfacial dynamics of Ni nanoparticles with a variable concentration 

of Au, Pt, and Ag in the interfacial region for Ni nanoparticles in a size range representative of a 

value utilized in carbon nanotube growth and many other catalysis applications 29,51 and the 

interfacial dynamics of the (110) crystalline Ni 49 having a variable concentration of S in its 

interfacial region by molecular dynamics simulation. Zhang et al. found that these interfacial 
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species localize to the temperature-dependent interfacial region considered in the present paper 

and thereby profoundly altering the interfacial mobility, either speeding up or slowing down the 

interfacial mobility depending on the chemical nature of the “impurity” or its concentration in the 

interfacial region. This is a phenomenon of wide-ranging interest for developing materials of 

enhanced performance and for understanding material failure in diverse materials. In particular, 

we may expect the effect of interfacial additives to be of central significance to grain consolidation 

in connection with the rapidly developing fields of additive manufacturing and 3D printing of 

metallurgical and polymeric materials because of the critical importance of interfacial dynamics 

on particle consolidation in this broad class of materials. There are also obvious potential 

applications to the development of scratch resistant films; tuning the molecular permeability of 

films used for molecular separation processes; the development of materials of enhanced 

mechanical properties; and the enhanced preservation of protein drugs, food, and other biological 

materials, and many further applications. 164–167 With these diverse applications in view, it would 

be of obvious interest to investigate whether the localization model applies to the interfacial 

dynamics of crystalline and glass-forming materials having both metallic and polymeric 

compositions, with judiciously chosen additives of technological relevance, and whether this 

model can be used in a predictive mode to design new materials once the molecular parameters in 

this model are understood. 

Our extensive analysis of the LM above naturally leads to the fundamental question: How 

can the long-time dynamics associated with structural relaxation and diffusion of so many different 

kinds of materials, even their local dynamics, be related to a fast dynamics material property such 

as ⟨u2⟩. Recall that relaxation times associated with condensed matter relaxation can be as long as 

minutes or even much longer for T below the glass transition temperature Tg where geological 
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timescales may be required to fully achieve relaxation, but ⟨u2⟩ is defined and measured on a 

timescale on the order of a ps, over which there is little time for diffusion or relaxation to occur. 

We find this type of relationship to be highly counter-intuitive, and De Michele et al. have likewise 

emphasized the generality and surprising nature of this type of τ − ⟨u2⟩ relationship. 168 Notably, 

dynamical heterogeneity, cooperative motion, activation free energy parameters, and many other 

“details” describing the molecular and mesoscale properties of many condensed materials are not 

overtly required in the localization model relationship between τ and ⟨u2⟩. While this is a difficult 

question to convincingly answer based on a specific molecular model, we can suggest a possible 

dynamical system interpretation of this relationship that has sufficient generality to encompass our 

observations and that suggests new avenues for exploring the origin of this intriguing relationship 

between fast dynamics and long-time relaxation in diverse real materials. The coupling of the fast 

dynamics to the dynamics at vastly longer timescales occurs throughout the natural world, and 

Fujimoto and Kaneko 169 have discussed the general conditions under which this coupling occurs. 

Recent studies of relaxation in model non-linear Hamiltonian dynamical systems such as 

the Fermi–Ulam–Pasta (FUP) β anharmonic spring model and the lattice ϕ4 spin model in one 

dimension have indicated a nearly temperature independent fast relaxation process, followed by a 

secondary relaxation process that becomes progressively slower as the energy density ε of particles 

(energy per particle) in these lattices becomes reduced. 170,171 The slowing down of this second 

relaxation process, which is the analog of the alpha relaxation in our glass-forming materials and 

anharmonic crystals, is well described in these non-linear lattice models by a Nekhoroshev-like 

scaling relationship 𝜏 = 𝜏𝑜𝑒𝑥𝑝(𝜀𝑜 𝜀⁄ )𝛾, where γ is a system dependent constant.148 Above a 

critical energy density ε, or temperature because the kinetic energy of the particles grows with 

temperature, the relaxation time τ becomes approximately constant, τ = τo, corresponding to a 
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condition of strongly chaotic dynamics. 170,172 It has also been observed by Pettini and Landolfi, 

170 and others, 173–175 that the maximum Lyapunov exponent λ1 for these model non-linear 

dynamical systems scales as an apparent power law in ε in this weakly ergodic dynamics regime 

and that the relaxation functions in this regime exhibit a two-step decay as a function of time, the 

second relaxation step taking the form that can be fit by a stretched exponential function.148 This 

leads us to consider an alternative form of the Nekhoroshev-like scaling relationship 𝜏 =

𝜏𝑜𝑒𝑥𝑝(𝜆1𝑜 λ1⁄ )𝛿, where δ and λ1o are system dependent constants whose values we ignore for the 

moment. Instead, we focus on the interesting qualitative idea implied by this modified form of the 

Nekhoroshev relation, which is that the slowing down of the dynamics upon cooling condensed 

materials reflects the degree of chaoticity of the dynamical system “driving” the system to explore 

its complicated hierarchically structured phase space through the action of Arnold diffusion. 

170,176,177 The onset condition for a temperature insensitive relaxation time at elevated temperatures 

corresponds to reaching a strong stochasticity threshold (SST), in which the system evolution 

becomes fully chaotic, defining a condition for “complex” or “correlated” dynamics upon lowering 

temperature below a critical value.170 In the case of liquids at elevated temperatures, we recover 

the “simple” liquid regime in which the theory of Brownian motion applies. In particular, the 

collisions of surrounding molecules can under these conditions be described rather well by white 

noise fluctuations so that particle motion can be described as a simple random walk having 

completely uncorrelated steps. The material is thus “homogeneous” from a dynamical standpoint, 

and we identify this condition with T = TA in the present work. On the other hand, below the SST, 

the material can be expected to be “dynamically heterogeneous” in terms of the formation of 

chimeric coherent structures156 that exhibit enhanced high and low relative local mobility due to 

the development of spatial correlations in particle positions in both space and time. Such dynamic 
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coherent structures have been the focus of much recent research into glass-forming and other 

“complex” fluid and solid materials. 14,130 Evidently, all the complexity in the long-time evolution 

of these dynamical systems appears to be a “trickle-down” effect of the bare chaotic dynamics, a 

kind of “molecular predestination” enabling us to bypass a direct consideration of dynamic 

heterogeneity if we only want to estimate the structural relaxation time of the system.  

All the material systems whose relaxation we have investigated so far on the basis of the 

localization model involve condensed matter, and thus strongly interacting, particle systems under 

conditions in which anharmonic interparticle interactions are highly prevalent, but also to 

conditions in which the material remains in thermal equilibrium. We observe that when the thermal 

energy reaches a critical value at which ⟨u2⟩ approaches ⟨u2(TA)⟩, then relaxation becomes 

relatively insensitive to T, 178 and moreover, the simulated properties of the fluid in this regime 

show little evidence of dynamic heterogeneity. For example, the Stokes–Einstein relation is 

recovered above TA and exponential relaxation is often observed in this high temperature chaotic 

regime. Evidently, we must treat the high temperature material regime differently, but this high 

temperature regime is exactly the regime in which standard liquid dynamics models such as 

Einstein’s Brownian motion model and Langevin models become applicable by virtue of the 

complete neglect of memory effects in the fluid dynamics. These findings broadly accord with the 

dynamical system interpretation of the localization model just described. 

The localization model may also be rationalized based on the original Nekhoroshev-like 

scaling relationship 𝜏 = 𝜏𝑜𝑒𝑥𝑝(𝜀𝑜 𝜀⁄ )𝛾, which emphasizes the fundamental importance of the 

energy density ε on understanding the rate of relaxation in many-body dynamical systems. All 

recent numerical studies of the FUP and other model dynamical systems agree that ε is a 

fundamental state defining variable for dynamics and thermodynamics and that τ is a function of 
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ε. 171,174 In a thermodynamic system at equilibrium, we may expect the Maxwell–Boltzmann 

distribution to describe the kinetic energy distribution of the molecules so that the kinetic energy 

per particle should rise in proportion to thermal energy, i.e., kBT. Moreover, the power-law 

effective repulsive potential interactions characteristic of many interacting molecules in the 

condensed state should lead by virtue of the virial theorem to a corresponding average potential 

energy that grows linearly with the pressure, 179 a measure of the material thermal energy, apart 

from temperature ranges near phase transitions that we exclude from our current discussion. At 

low temperatures, where molecules are localized in local potential minima, ⟨u2⟩ grows linearly 

with temperature, as in the case of crystalline materials, and this type of growth in ⟨u2⟩ remains 

roughly true even when the intermolecular interactions become anharmonic. It then seems 

reasonable to identify ⟨u2⟩ as a measure of the energy density of the material, and we again arrive 

at the localization model expression for τ with the power γ unspecified. 

The energy density point of view of the localization model also gives insights into other 

phenomenological expressions for τ. For the reason just described, the growth of the energy density 

with increasing temperature naturally leads to an increase in the inherent structure energy due to 

the relation of this quantity of the average potential energy and configurational entropy Sc growing 

in parallel to the inherent structure energy. This motivates the modeling of relaxation time in 

materials by formally replacing by Sc, the basic assumption of the Adam–Gibbs model of the 

dynamics of glass-forming liquids, or alternatively by the average potential energy of the fluid. 

180–183 Since various thermodynamic properties such as enthalpy, entropy, compressibility, 184,185 

compressibility factor, 186 density, 187–190 and high frequency shear modulus 191 all depend on the 

energy density of the material, we can envision creating phenomenological models of structural 

relaxation based on observed relations between the relaxation time and these properties. This 
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would philosophically explain the success of such phenomenological models such as the entropy 

theory and free volume models of glass-formation in organizing observations of relaxation in 

diverse real materials as arising from a common relation of these thermodynamic properties to a 

central property, energy density. 182 We note finally in this connection that ⟨u2⟩ has been interpreted 

in a material context in terms of a dynamic measure of free volume 4,18 and its inverse may be 

interpreted as a measure of local material stiffness. 25,192 As discussed in the Introduction, these 

physical interpretations formed the basis of the original formulation of the LM. 

Of course, temperature T is perhaps the most generally accessible thermodynamic 

parameter for materials at equilibrium, and given the nearly linear variation of the energy density 

with T, it is natural to consider a direct relation between relaxation time and T based on the 

Nekhoroshev relation. Since ergodic behavior only arises in FUP and other many-body dynamic 

systems beyond a critical value of the energy ε beyond which the dynamical system is non-

integrable and because the energy density scales roughly linearly with temperature T, 193 it is 

natural to formally replace ε in Nekhoroshev’s relation by reduced temperature, ε ↔ (T − T0)/T0, 

where T0 corresponds to the temperature where the non-ergodic to ergodic transition occurs. We 

recognize that the resulting relation between τ and T is the Vogel–Fulcher Tammann (VFT) 

relation 22 if γ is taken to be unity. We also recognize from this formal argument that this scaling 

is consistent with the identification of ε with ⟨u2⟩ above since we have observed previously that 

⟨u2⟩ scales with a power of (T − T0)/T0 over an appreciable T range above T0 where the power in 

this relation is material dependent. 8,14,107 We may therefore get some qualitative insight into the 

phenomenological VFT relation for relaxation in glass-forming liquids from a dynamic systems 

perspective. 
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Above, we have argued that the Nekhoroshev relation is relevant to understanding material 

systems at equilibrium that are approaching an ergodic–non-ergodic transition in which the 

dynamics changes from “chaotic” to some sort of emergent “regular” type motion. Recently, there 

has been progress in understanding relaxation in materials approaching their critical point at which 

liquids transform into gases, a regime of strongly chaotic motion. 194 In particular, it has been 

shown that the relaxation time in this wide class of relatively “chaotic” materials varies inversely 

proportionally to the largest Lyapunov exponent, which, in turn, vanishes at the critical point. 

Correspondingly, the isothermal compressibility of materials diverges upon approaching their 

critical point so that this condition is essentially opposite to glass-forming liquids where the 

isothermal compressibility becomes extremely small, 195,196 the epitome of forming a “jammed” 

solid state. This dynamical system perspective has provided many new insights into the dynamics 

of near critical systems, and we hope that the same will ultimately be true for glass-forming 

materials and crystalline materials with highly anharmonic interactions. 

We look forward to exploring the interrelation between these different dynamical and 

thermodynamic perspectives of the meaning of the Nekhoroshev relation and the localization 

model in the future. In short terms, it might also be interesting to directly test whether the 

localization model can quantitatively describe longtime relaxation in the Fermi–Ulam–Pasta β 

model or the one-dimensional ϕ4 spin model, 197 given the success of this model to describe 

relaxation in model glass-forming liquids and crystalline materials. 
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3.4 Conclusion 

 

A predictive relationship between mean square displacement on picosecond timescale and 

structural relaxation time, previously confirmed for both metallic glass and crystalline materials 

both computationally and experimentally, has been extended to the interfaces of model metallic 

crystalline and metallic glass materials. In particular, we find that the same relationship between 

⟨u2⟩ and the long-time α-structural relaxation time τα, and τα and the diffusion coefficient D, holds 

in the interfacial region of the metallic glass and crystalline materials. Further research is needed 

to fully understand the relationship between τα and ⟨u2⟩, and the possible applicability of the 

localization model to the interfacial dynamics of nanoparticles having crystalline, polycrystalline, 

and glass-forming compositions and fiber, spherical, or other special geometries to confirm the 

predictive nature of the localization model to describe the relaxation time and mobility gradients 

in these other technologically important particle geometries.  
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Chapter 4: Localization model description of the interfacial dynamics of crystalline Cu and 

Cu64Zr36 metallic glass nanoparticles 

 

Many of the special properties of nanoparticles (NPs) and nanomaterials broadly derive 

from the significant fraction of particles (atoms, molecules or segments of polymeric molecules) 

in the NP interfacial region in which the interparticle interactions are characteristically highly 

anharmonic in comparison to the bulk material. This leads to relatively large mean square particle 

displacements relative to the material interior, often resulting in a strong increase interfacial 

mobility and reactivity in both crystalline and glass NPs. The ‘Debye–Waller factor’, or the mean 

square particle displacement ⟨u2⟩ on a ps ‘caging’ timescale relative to the square of the average 

interparticle distance σ2, provides an often experimentally accessible measure of the strength of 

this anharmonic interaction. The Localization Model (LM) of the dynamics of condensed materials 

relates this thermodynamic property to the structural relaxation time τα, determined from the 

intermediate scattering function, without any free parameters. Moreover, the LM allows for the 

prediction of the diffusion coefficient D when combined with the ‘decoupling’ or Fractional 

Stokes-Einstein relation linking τα to D. In the current study, we employed classical molecular 

dynamics simulation to investigate the structural relaxation and diffusion of model Cu64Zr36 

metallic glass and Cu crystalline NPs with different sizes. As with previous studies validating the 

LM on model bulk and crystalline materials, and for the interfacial dynamics of thin crystalline 

and metallic glass films, we find the LM model also describes the interfacial dynamics of model 

crystalline metal (Cu) and metallic glass (Cu64Zr36) NPs to a good approximation, further 

confirming the generality of the model. 
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4.1 Introduction 

 

It is difficult to overestimate the importance of the interfacial dynamics of nanoparticles 

(NPs) in science and technology. The inherently high relative mobility and the strong anharmonic 

interparticle interactions and associated cooperative motion in the interfacial region of NPs 

29,51,52,62 and nanostructures and the interfaces of crystals 7 are implicated in a diverse range of 

applications and phenomena relating to basic catalysis processes such as carbon gasification, 198,199 

catalytic converters 86, the growth of carbon nanotubes 87,162,200,201, etc. This phenomenon is also 

crucially important for the high propensity of NPs to coalesce 88,202–205, an effect highly detrimental 

in the context of the stability of metal NP catalysts, but highly beneficial in the creation of 

conducting films for flexible electronics through laser sintering and ink jet printing of the NPs to 

facilely create continuous films suitable for electronic devices 206–209, or other films with tailored 

optical properties or in the creation of new three-dimensional structures through controlled 

sintering, i.e., additive manufacturing, applications that we discussed in our previous work 7. We 

also mention recent work that relates interfacial mobility to sliding friction in the context of ice 

210. Given the strong similarity between interfacial mobility gradient and collective motion 

observed in our simulations of the interfacial dynamics of ice 76 and crystalline Ni 49, we expect 

this type of relationship to be general and to have wide practical importance. We also mention 

recent studies emphasizing the importance of high interfacial mobility in interfacial crystallization, 

a phenomenon of great relevance to the stability of pharmaceuticals, the fabrication of ceramics 

and the mechanism of biomineralization 211–213.  

Nanoparticles have also been observed to exhibit properties that seem rather strange for 

‘solid’ particles. For example, NPs have been observed to change their shape at equilibrium or in 
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response to changes in environment even when the NPs are in their nominal ‘solid’ state below 

their melting temperature, Tm. 213–220 NPs have also been observed to spontaneously migrate on 

surfaces 221 through a process in which their shape fluctuations apparently play a role. We also 

mention the vast array of chemical reactions that occur in the mobile interfacial layers of crystalline 

metal nanoparticles and the wide range of geophysical phenomena that relate to the high interfacial 

mobility of ice particles. 76,90,222–225 Proteins and many other naturally occurring polymers can be 

viewed as ‘organic nanoparticles’ 226,227 and much of the complexity of living systems can be 

traced to reactive and responsive characteristics of this form of matter. It is then of obvious 

importance to develop a better theoretical understanding of the interfacial dynamics of NPs in 

order to exert a rational control on their properties for many applications, and also for appreciating 

the origin of the often high reactivity of NPs to develop strategies to mitigate their environmental 

impact when these particles are released into the environment. 

The development of a theoretical framework encompassing this chemically diverse class 

of materials within a unified framework is evidently challenging. Recently, however, a general 

framework has been proposed for the dynamics of condensed materials at equilibrium broadly 

which has the requisite generality to approach this problem. The Localization Model (LM) 4,18,26 

of the dynamics of condensed materials focuses in the mean square particle displacement ⟨u2⟩ on 

a well-defined timescale that is typically on the order of a ps in both molecular and atomic liquids 

and solids—the ‘Debye–Waller factor’ (DWF). It provides a measure of the strength of the 

inherent anharmonicity of the interparticle dynamics and the LM relates this quantity without free 

parameters to the structural relaxation time τα, which can be as long as minutes at the glass 

transition of glass-forming liquids. Note that τα at glass transition temperature Tg is on the order 

of 1015 times larger than the timescale on which the DWF is determined. This model also allows 
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for the prediction of diffusion coefficients, provided that the ‘decoupling’ or ‘Fractional Stokes-

Einstein relation’ (FSE) relating D and τα is specified. In previous works, we have validated this 

model on Cu-Zr metallic glasses having a wide range of compositions 8, superionic crystalline UO2 

9 and quite recently tested the capacity of the LM to describe the interfacial dynamics of thin 

crystalline (Cu) and metallic glass (Cu-Zr) films 7 and the LM model in each case was confirmed 

to a good degree of approximation. A variant of the LM was also confirmed earlier for bulk, 

polymer film and polymer nanocomposite materials. 18 A recent simulation study of extended 

simple point charge model (SPC/E) water showed that LM could be employed to describe the 

structural relaxation time of water with characteristic temperature TA taken in this work as an 

adjustable parameter 228. The present work is another contribution seeking to determine the 

limitations of the LM. In particular, we consider the applicability of the LM to describe the 

interfacial dynamics of crystalline (Cu) and metallic glass (Cu-Zr) metallic glass NPs, where our 

analysis closely follows our former analysis of thin metallic crystalline and metallic materials of 

the same chemical composition. In short, the LM again performs very well in predicting the 

relation between ⟨u2⟩ and τα without free parameters in all the NP systems investigated and we 

were also able to estimate D through a system dependent decoupling relation. In our previous 

work, 7 we give a heuristic interpretation of the apparently very general LM relation connecting 

the fast (inertial) dynamics to the long-time dynamics of condensed materials. We define 

interfacial ‘mobility’ of NPs in terms of the relaxation time τα, defined from the decay of the 

intermediate scattering function, or particle diffusion coefficient of the particles in the interfacial 

region. The Localization Model predicts that τα, which can be as large as minutes for temperatures 

near Tg, and even much larger below Tg, is generally related to the mean square atomic 

displacement ⟨r2⟩ at a characteristic caging time tcage on the order of a ps, [⟨r2(tcage)⟩ ≡ ⟨u2⟩], 
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𝜏𝛼(𝑇) = 𝜏𝛼(𝑇𝐴)𝑒𝑥𝑝[{〈𝑢2(𝑇𝐴)〉 〈𝑢2(𝑇)〉⁄ }3 2⁄ − 1] (4.1) 

where ⟨u2⟩ is the DWF and TA is the characteristic temperature above which τα shows 

Arrhenius temperature dependence. 8,18,25 We determined the onset temperature TA in the glass-

forming liquids following the same procedure described in our previous work for Cu-Zr metallic 

glass systems. 14 Relaxation is Arrhenius above TA and non-Arrhenius below TA. According to the 

entropy theory of glass-formation activation enthalpy, the activation enthalpy ΔHa (T) for the 

structural relaxation time τα follows a universal quadratic temperature relation, ΔHa (T)/ΔHa(TA)≈ 

1 + C(T/TA − 1)2, predicted by the generalized entropy theory of glass-formation 1 in the T range 

near the onset temperature for non-Arrhenius dynamics. We have found that this relation describes 

the T dependence of ΔHa (T) in a wide range of metallurgical materials. 7,14,157 and this form has 

also compared favorably to polymeric glass-forming materials. 229 We note that the equivalent of 

this expression has also been advocated for the viscosity of metallic glass materials over a large T 

range below TA by Egami and coworkers, 230 where this form is referred to as the Modified 

Parabolic or BENK model. The work of Egami and coworkers is also notable for its strong 

emphasis of the physical importance of the inset temperature of non-Arrhenius dynamics, TA.  

The diffusion coefficient D can also be predicted from the LM when Eq. (4.1) is confined 

with the ‘decoupling’ or ‘fractional Stokes–Einstein’ relation, 19 𝐷 𝑇⁄ ~(𝜏𝛼)1−ζ, where ζ is the so-

called decoupling exponent,  

𝑙𝑛[{𝐷(𝑇) 𝑇⁄ } {𝐷(𝑇𝐴) 𝑇𝐴⁄ }⁄ ] = (1 − ζ)[{〈𝑢2(𝑇𝐴)〉 〈𝑢2(𝑇)〉⁄ }3 2⁄ − 1] (4.2) 

Initial work studying the LM emphasized glass-forming bulk materials such as polymer 

melts 18 and metallic glasses 8, but it was later found that the model also applied remarkably well 

to superionic UO2, a crystalline material with highly anharmonic interactions. 9 The surprising 

success of the LM led us to recently test the capacity of the LM to describe the local interfacial 
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dynamics of model thin crystalline (Cu) and metallic glass (Cu-Zr) films where again the LM 

performed remarkably well. It is a natural next step to extend our analysis to the technologically 

important case of crystalline and metallic glass NPs having the same chemical composition as in 

our former thin film studies. 

Our extension of the LM model to describe the interfacial dynamics of crystals is 

complicated by the anisotropy of ⟨u2⟩, D and τα, a complication that also exists even in bulk 

crystals. We investigated this anisotropy in our previous work and focused on these properties 

averaged over all lattice directions since the components of these properties are not generally 

measurable. We also discussed the interfacial dynamics of three different interfaces corresponding 

to distinct crystallographic orientations (100), (110), and (111) of crystalline Cu. The LM model 

worked on each interface having a different orientation. 7 Difficulties associated with accounting 

for local crystallographic orientations do not exist in NPs composed of glass-forming materials. 

Crystalline NPs have their own complications, however. The surface of the crystalline NP 

surface does not present a surface having a single crystallographic orientation, but at temperatures 

much lower than Tm are composed of multiple interfacial regions having different crystallographic 

orientation that are in competition for directing the organization and dynamics of particles on the 

NP surface. The particles in this interfacial region can clearly be frustrated in their interactions, 

making these systems more akin to grain boundary regions separating crystalline grains in 

polycrystalline materials where the frustration in interactions between the particles arises from the 

having different orientation of the grains relative to each other. 157 When NPs become sufficiently 

large, however, these crystallographic faces should start to decouple from each other so that each 

interface begins to exhibit the dynamics similar to a macroscopic crystal where each ‘facet’ of the 

particle surface has its own, and often rather distinct interfacial energy and dynamics. In previous 
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work, we have studied Ni NPs in the small nanoparticle limit when the radius of the NPs truly has 

a radius near 1 nm 62 and the opposite limit of an infinite sized particle, corresponding to the 

various crystallographic interfaces macroscopic crystalline Ni. 49 Simulations aimed at identifying 

of the ‘critical’ particle size’ at which NPs start to resemble macroscopic crystals have not yet been 

performed, but measurements on Cu NPs in a silica matrix indicate that the NPs start exhibiting 

sharp first-order melting transitions similar to the melting of bulk crystals only when the NP size 

is greater than 20 nm 231 and we may expect the cross-over size to be in this range or somewhat 

larger in ‘free’ NPs that are not embedded in a matrix. Measurements on the binding of common 

blood proteins (albumin, fibrinogen, γ-globulin, histone, insulin) on water soluble Au NPs in 

solutions plasma approximating physiological concentrations indicate a general progressive 

increase in protein binding energy with increasing NP size up to a critical size near 50 nm, at which 

point the bound protein layer becomes similar to the bulk Au material. We think this somewhat 

complicated measurement provides a good indicator of the typical scale at which NPs acquire the 

physical characteristics of a bulk material, a phenomenon of direct significance for understanding 

the chemical activity and probably the toxicity of nanomaterials. These observations also have a 

bearing on the functioning of organic nanoparticles such as proteins. Future studies should resolve 

the nature of this crossover that qualitatively should influence the interfacial dynamics of NPs.  

It should then come as no surprise that the interfacial dynamics of true NPs having a radius 

comparable to 1 nm is often more like glass-forming liquids than the dynamics of macroscopic 

crystalline materials. Since varying the NP size changes the degree of interfacial curvature, 

changing the NP size in this small regime alters the ‘fragility’ of the interfacial dynamics of 

crystalline NP interfacial layer. 29 We should note beforehand that the term ‘fragility’ refers to 

mathematical measures of the deviation from an Arrhenius dependence of the structural relaxation 
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time, shear viscosity and mass diffusivity of liquid materials cooled to low temperatures and this 

term has been used to a lesser extent in the description of highly anharmonic crystalline materials 

in which high non-Arrhenius diffusion and relaxation often highly prevalent. 28,29,49–51,157,232,233 

Materials for which this deviation from Arrhenius behavior is said to be ‘fragile’, while those for 

which the deviation is relatively weak are termed ‘strong’, regardless of the physical origin of this 

phenomenology so that care should be taken in physically interpreting this term. In practical 

applications, ‘fragile’ materials often have a much stronger temperature dependence than ‘strong’ 

glass-formers and the terms ‘short’ and ‘long’ have often been applied to these materials, 

respectively, corresponding to the amount of working time that such materials allow in processing 

before they vitrify. The term ‘fragility’ is clearly a term of engineering significance than a 

fundamental property of glass-forming liquids. Xu et al. 234–236 have recently discussed the physical 

significance of fragility in the context of model polymeric glass-forming liquids where it is 

clarified that this quantity relates to a convolution of effects related to the extent of collective 

particle motion and the strength of interparticle cohesive interactions, which is not a property 

specifically related to glass-formation.  

Our finding of a change in fragility upon varying NP size, which we observed and discussed 

in past studies of the interfacial dynamics of crystalline Ni NPs 29,51 is reminiscent also of previous 

simulation observations on fluids embedded in abstract curved (‘hyperbolic’) spaces. 236,237 Simply 

changing the size of the NP or other particle, such as an oil droplet with NPs segregated to its 

surface as in Pickering emulsions 238–241, would seem to offer an easier way to create glass-forming 

materials spaces of variable curvature. Simple nanoimprinting polymer surfaces 242,243 or adding 

NPs to glass-forming liquids 244, where the mobile interfacial zone refers to the polymer interfacial 

region rather than the NP interfacial region of the metal NP, provides additional natural ways of 
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creating curved boundaries on a nanoscale that have application significance. We may also expect 

the NP and substrate mobility interfacial zones to couple as in the dynamics of water to suspended 

proteins and this important topic is not even under current discussion.  

As in NP glass-forming materials, there is no clear rationale for identifying any definite 

orientation on the crystalline NP surface in order to define anisotropic components of ⟨u2⟩, D and 

τα as in thin films. Given these special features of NPs and their inherently different dynamics 

from macroscopic crystalline materials of the same chemical species, it is not obvious that the LM 

should apply to the description of crystalline NPs of truly nanoscale dimensions. These 

considerations motivated our investigation of whether the Localization Model 18,26 can describe 

the interfacial dynamics of crystalline Cu and Cu64Zr36 metallic glass NPs having different 

diameters. 

Condensed materials characteristically exhibit enhanced molecular mobility at the onset of 

glass transition temperature Tg in the materials exhibiting a strong tendency towards glass-

formation and at the onset of Tammann temperature TTA 82,83 in crystalline materials. The 

Tammann temperature TTA demarks the onset of appreciable molecular mobility and reactivity 82,83 

in crystalline materials. These temperatures (Tg and TTA) are tabulated extensively in material 

science, in view of the many applications in which these temperatures have a significant impact 

on intended material properties and we have discussed this characteristic temperature extensively 

in our previous paper on the interfacial dynamics of thin crystalline and glass-forming materials. 7 

Interestingly, both of these characteristic temperatures are related to the melting temperature Tm of 

the material by a factor typically about 1/2 or 2/3 times Tm in glass-forming materials that can 

also crystallize. 91,92 Below, we show a new method of estimating these characteristic temperatures 
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defined by the intersection of ⟨u2⟩ of the interfacial layer NP with ⟨u2⟩ of the bulk-like interior of 

NP core. 

Apart from enhanced anharmonic and collective 29 motion in the interfacial dynamics of 

NPs, the large surface to volume ratio of these NPs often leads to a significant drop in Tm and Tg 

in crystalline and amorphous solid NPs. This trend generally leads to enhanced anharmonic 

interactions because Tm, and thus TTA of crystalline NPs drop as the NPs become smaller 29,245–249, 

more easily bringing NPs into their chemically reactive T regime at given temperature, TTA(dNP) < 

T > Tm(dNP). Our investigation of size effects on the dynamics of NPs is motivated by this shifting 

of the characteristic temperatures with NP size, which should have many practical consequences.  

 

4.2 Simulation methodology 

 

Molecular Dynamics (MD) simulation has been used to study Localization Model for 

interfacial layers of crystalline Cu and Cu64Zr36 metallic glass NPs. Largescale atomic/molecular 

massively parallel simulator (LAMMPS), developed in Sandia National Laboratories 32 is utilized 

for our MD simulations. The embedded atom model (EAM) potential developed by Mendelev et 

al 105 was used for the interatomic interaction for Cu64Zr36 alloy and another EAM potential 

developed by Mishin et al 250 was used for crystalline Cu. Periodic boundary conditions were 

applied on all three directions in this study. The simulation timestep used for all simulations of this 

study was 1 femtosecond. The Parrinello-Rahman algorithm 42 was applied to maintain constant 

pressure, the Nose-Hoover thermostat method was employed to control temperature, and Nose-

Hoover style non-Hamiltonian equations of motion were used to perform time integration during 

the simulation. 40,41 



88 
 

Metallic glass was made following the same method we discussed in our earlier study. 7 

We started with a perfect face-centered cubic (fcc) copper crystal of 13,600 atoms within a 

simulation box having the approximate dimensions, 64Å × 64Å × 64Å. We replaced 36% of 

randomly selected copper atoms from the box by zirconium atoms. This mixture of 64% Cu and 

36% Zr atoms were heated to 1500 K and kept at this temperature and zero pressure for 2 ns using 

isothermal-isobaric (NPT) ensemble to ensure homogeneity of the mixture. Nanoparticles with 

60Å, 50Å, 40Å, 30Å and 20Å diameters (dNP) were cut from this bulk liquid and vacuum layers 

were added on all sides. In order to make sure an atom is not interacting with its own image when 

using periodic boundary conditions, large vacuum layers (at least 30Å) were added in all three 

directions. The numbers of atoms were 6650, 3825, 2000, 850 and 250 for NPs with dNP = 60Å, 

50Å, 40Å, 30Å and 20Å, respectively. To obtain the equilibrium structure of NPs, we relaxed all 

systems at 1500 K in canonical ensemble (NVT) for 1 ns. The NPs were rapidly cooled down to 

300 K with 1 × 1012K/s cooling rate. In order to run isothermal relaxation simulations, restart files 

were saved after every 25 K temperature reduction. Similar to the metallic glass NPs, we started 

with a perfect FCC copper crystal with the same size (64Å long in all three directions) in 

LAMMPS. The system was relaxed for 1 ns in NPT ensemble. Nanoparticles with dNP = 60Å, 50Å, 

40Å, 30Å and 20Å are cut from a perfect Cu crystal and vacuum layers were added on all sides. 

The numbers of atoms were 9315, 5413, 2753, 1163 and 350 for NPs with dNP = 60Å, 50Å, 40Å, 

30Å and 20Å, respectively. All NPs were relaxed for 1 ns followed by heating from 300 K to 1500 

K in NVT ensemble. Restart files were saved during the heating of crystalline Cu NPs in every 25 

K temperature increments. Isothermal relaxations have been conducted for all metallic glass and 

crystalline Cu NPs at every 50 K T changes in NVT ensemble for a minimum 3 ns up to a maximum 

20 ns, depending on T and NP size. In all cases, the simulation was performed after an equilibration 
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time longer or at least as long as the structural relaxation time, estimated from the self-intermediate 

scattering function. Structural relaxation time and diffusivity estimates were extracted from the 

results of each of those isothermal relaxation simulation runs. 

Before starting our analysis, we take a quick look at some snapshots showing representative 

atomic configurations of the NPs. Figure 4.1a–c shows dNP = 40Å Cu NP over a range of T. Figure 

4.1b shows the NP near its Tammann temperature TTA (see text) where it is apparent that the facets 

of the zero T crystal are beginning to become ‘washed out’. The crystalline NP at the relatively 

high T = 1150 K has a rounded shape similar to the metallic glass NP shown in Figure 4.1d–f at 

all temperatures. The melting temperature is normally significantly depressed from its bulk value 

when NPs are made small. We have examined this effect in some detail in the case of Ni NPs. We 

expect TTA to maintain its relationship to Tm, i.e., TTA ≈ (2/3)Tm, which makes this temperature 

much lower in small NPs. This is important because the onset of the catalytic activity of metal has 

often been found to be correlated with TTA, and we test this expectation below. The onset 

temperature for mobility in the metallic glass NPs also occurs near the glass transition temperature 

Tg, which as obeys the relationship, Tg ≈ (2/3)Tm where Tm is NP size dependent. It should also be 

noted that an fcc lattice structure is no longer an energetically stable structure when the diameter 

of NPs is smaller than 1 nm or N ≤ 200 atoms, instead low icosahedral or other non-

crystallographic symmetry structures have often observed in numerous experimental and 

computational studies, 251–254 suggesting the potential energy in this type of particle packing is 

lower than the fcc packing of the bulk crystal. In addition, our previous study of dynamics of Ni 

NPs 62 shows that Tm oscillates for small diameter NPs or N < 300, revealing a ‘magic number’ 

phenomenon where the peaks in the Tm values normally occur close to the atomic number N values 
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(13, 55, 147, 309, ...) for which the NP form highly stable Mackay icosahedron structures or related 

structures having tetrahedral symmetry at low T. 255,256 

Below, Cu64Zr36 metallic glass NPs with dNP = 60Å will be referred as MG-d60A and 

crystalline Cu NPs with dNP = 60Å will be referred as Cu-d60A. The interfacial layer of MG-d60A 

is referred to as MG-d60A-S and the interfacial layer of Cu-d60A as Cu-d60A-S, etc. 

 

4.3 Results and discussion 

 

         First, we determined the interfacial layer thickness (λ) of the NPs. We started with calculating 

the Debye–Waller Factor (⟨u2⟩) against the radial distance R from the center of the NPs. As we 

discussed in our earlier study 7, DWF is the average square displacement ⟨r2⟩ of the atoms after a 

characteristic caging time τβ. We define the Debye–Waller factor by the relation, 〈𝑢2〉 = 〈𝑟2(𝜏𝛽)〉, 

where τβ is the ‘caging time’ fast beta relaxation time, defined by the emergence of a plateau after 

the initial first decay of the intermediate scattering function. 107 This time can be determined at the 

minimum of the logarithmic derivative 𝑑(𝑙𝑛〈𝑟2(𝑡)〉) 𝑑(ln 𝑡)⁄  and it typically has little T 

dependence and in the present study we simply take τβ to equal 2 ps, following Leporini and 

coworkers 4,26 and our previous works. 7,8 We fitted the ⟨u2⟩ curves plotted against R to determine 

interfacial mobility scale λ where atoms have enhanced average mobility. As we described in 

earlier studies, ⟨u2⟩ decay exponentially from the surface, 7,49,76,140 and we fit the ⟨u2⟩ versus R 

based on equation, 141 

〈𝑢2〉 = 〈𝑢2〉𝑐𝑜𝑟𝑒[1 + 𝛿𝑢 𝑒𝑥𝑝(− 𝑥 𝜉⁄ )] 

𝛿𝑢 ≡ [〈𝑢2(𝑥 = 0)〉 − 〈𝑢2〉𝑐𝑜𝑟𝑒] 〈𝑢2〉𝑐𝑜𝑟𝑒⁄  

(4.3) 
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where ⟨u2⟩core is the ⟨u2⟩ at the core or interior of the NPs where the ⟨u2⟩ is almost constant 

over radius, 〈𝑢2(𝑥 = 0)〉 is the ⟨u2⟩ at the outermost surface of the NPs and ξ is the ⟨u2⟩ length 

scale gradient. This equation can also be simplified to the form, 59,60,108,141,142 

〈𝑢2〉 = 〈𝑢2〉𝑐𝑜𝑟𝑒 + 𝐴𝑒𝑥𝑝(− 𝑥 𝜉⁄ ) (4.4) 

where A is specified by Eq. (4.3). The onset of the NP interfacial layer is defined by the 

condition that the radial position at which ⟨u2⟩ value is 5 % larger than the magnitude ⟨u2⟩ values 

inside the core of the NP and the outer extent of this layer defined by the position of the outermost 

atom in this peripheral region of the NP. 7,29,51,76 Figure 4.2 shows the ⟨u2⟩ gradient as a function 

of distance R from the center of crystalline Cu and Cu64Zr36 metallic NPs with dNP = 60Å for a 

range of T. 

Figure 4.3a shows the interfacial layer thicknesses for MG-d60A, MG-d30A, Cu-d60A and 

Cu-d30A NPs. The interfacial layer thickness tends increases with increase in T until it reaches to 

the characteristic temperature TA, but then starts to decrease after TA for metallic 

glass NPs. On the other hand, interfacial layer thickness keeps increasing with increase in T for 

crystalline Cu nanoparticles. The appearance of a non-monotonical temperature dependence and a 

peaking of the interfacial layer thickness in the Cu64Zr36 NPs was also observed in our previous 

work of Cu64Zr36 metallic glass and Cu crystalline thin films. 7 Zhang et al. 72 have recently 

discussed at length the non-monotonical temperature dependence of the width of the interfacial 

zone at length in glass forming polymer films, where the interfacial mobility scale was 

quantitatively related to the structural relaxation time rather than ⟨u2⟩ and where measurements 

confirming this apparent general trend are discussed. Apart from this being an observed general 

feature of the dynamics of glass-forming materials observed in both simulations and measurements 

performed so far, the explanation of this behavior must be speculative because of lack of a general 
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understanding of what controls the width of the interfacial zone under any conditions. We know 

that this scale does not scale with density, potential density and recent work has found that even 

the machine learning estimate of mobility, i.e., ‘softness’, is also highly inadequate. 257 Zhang et 

al. 72 have developed a mathematical model that semi-quantitatively describes the phenomenon 

based on a consideration of the very different slowing down of the dynamics in the free interfacial 

region and the interior of the material, but this model does no lead to any clear-cut physical 

‘explanation’ of the ultimate cause of this intriguing and probably highly significant phenomenon. 

We note that is compelling simulation evidence that the change in the relative scale of the width 

of the interfacial mobility scale increases in a parallel fashion to the scale of string-like collective 

particle exchange motion in cooled liquids. 258 It is our suspicion that the interfacial mobility 

correlation length reflects the growth of intrinsic fluctuations associated with incipient glass 

formation in cooled liquids and with corresponding an incipient transition to a mobile fluid state 

when the material is heated from the glass state. However, we do not suggest this possibility in the 

present work since we really do not have the requisite data to support this hypothesis. Currently, 

we are working intensively to better understand the physical origin and nature of the interfacial 

mobile layer which is clearly important for understanding the reactivity and surface properties of 

both crystalline and glass materials. However, the exact reason for why this phenomenon occurs 

in the current metallic systems deserves further investigation. Interfacial and core ⟨u2⟩ as a function 

of T of crystalline Cu and Cu64Zr36 metallic glass NPs with dNP = 60Å are shown in Figure 4.3b. 

A plot of ⟨u2⟩ against T shows linear trend at the lower (for example, 850K to 950K for MG-d60A-

S and MG-d60A-C in Figure 4.3b). The DWF in interfacial region is much higher than in the NP 

core at the same T due to the highly anharmonic nature of the interatomic interactions in the 

interfacial zone. Despite the high mobility, the NP remains a crystal as defined by well-defined 
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lattice structure on average, but this solid has a high mobility so we may speak of a ‘mobile solid 

layer’ rather than a liquidlike interfacial layer. 7,76,131,134 We performed linear fitting over this T 

range and red and purple dotted lines intersect at 792 K. We estimate the onset temperature for 

glassy dynamics of the Cu64Zr36 metallic glass NPs having a diameter, dNP = 60Å (MGd60A) to 

be ≈ 1205 K so we expect Tg should be near 800 K if we use the approximation Tg ≈ 2TA/3. 83 We 

also estimate Tammann temperature TTA from the DWFs of the interfacial regions and core regions 

of the crystalline Cu and Cu64Zr36 metallic glass NPs, following the methodology utilized and 

described before for crystalline Cu and Cu64Zr36 metallic glass films. 7 We show our graphical 

estimation of TTA for a crystalline Cu NP having a diameter, dNP = 60Å (Cu-d60A) in Figure 4.3b. 

Green and blue dotted lines intersect at 770K, which is close to TTA ≈ 2Tm/3 ≈ 783 K. Similarly, 

we found TTA of crystalline Cu NPs having diameters, dNP = 40Å (Cu-d40A) and dNP = 30Å (Cu-

d30A) are 745K and 700K, respectively. TTA also decreases with a decrease in NP diameter in our 

crystalline Cu NPs, tacking the decrease in Tm. In particular, we find TTA to retain its commonly 

observed phenomenology for bulk crystalline material, TTA ≈ 2Tm/3. We expect this result to be 

quite general and to be quite useful in estimating the onset of NP reactivity in applications. 
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Figure 4.1: Snap shots of Cu and MG NPs at different T. The top images show the Cu NP below, 

at, and above the TTA, where all Ts are below the Tm for a NP of this size, Tm (dNP = 40Å; Cu = 

1180K). Note the presence of islands of local order on the surface of crystalline NP even above 

TTA and the NPs adopt a nearly roughly spherical shape, e.g., Gilbert et al. 259 even though they 

are in a crystalline state. The geometrical and properties of these NP are quite unlike the crystalline 

NP in its zero-temperature state in which faceted surfaces are normally highly prevalent. The 

normally ‘round’ nature of real crystalline nanoparticles is then a consequence of fluctuations of 

the interfacial atoms due to ‘premelting’. The bottom image contrasts the crystalline NP with MG 

(dNP = 40Å) NP having about the same size and at the same T as the crystalline Cu NP, which are 

correspondingly below, near and above the NP Tg. The presence of islands of persistently ordered 

regions on the surface of NPs below their Tm has been emphasized before by Wang et al. 260 and 

Zhang and Douglas 52 have discussed a rough analogy of this NP interfacial dynamics phenomenon 

with the plate tectonics in the earth’s crust. Wang et al. 260 have also discussed the inherently 

heterogeneous nature of the interface of NPs in the premelting regime. 
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Figure 4.2: The ⟨u2⟩ gradient as a function of radial distance r from the center of NPs. (a) 

Crystalline Cu NPs with dNP = 60Å (Cu-d60A) and (b) Cu64Zr36 metallic glass NPs with dNP = 

60Å (MG-d60A) at different T. The solid lines are the fitted curve using the relation 〈𝑢2〉 =

〈𝑢2〉𝑐𝑜𝑟𝑒 + 𝐴𝑒𝑥𝑝(− 𝑥 𝜉⁄ ). ⟨u2⟩core is approximately equal to the ⟨u2⟩bulk if the NPs have a 

significantly large core region. ξ values follow similar trend as the interfacial thickness with 

temperature, as shown in Figure 4.3a. For instance, ξ values for MG-d60A vary between 3.25Å 

and 6.26Å in the temperatures of interest. The fitted line is straight at the core but deviates near 

the interface. Nanoparticles with dNP < 30Å do not have large enough cores for this this relation to 

apply. Arrows represent the point where ⟨u2⟩ increased by 5% from the core values. 

 

Next, we calculated diffusivity D from the slope of mean square displacement (MSD) 

against time curve using the formula. A standard computational procedure is used to determine the 

diffusion coefficient, i.e, 

𝐷 =
1

2
𝑙𝑖𝑚𝑡→∞

𝑑〈∆𝑟2〉

𝑑𝑡
 

〈∆𝑟2(𝑡)〉 =
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𝑁
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in the limit of long times, where ri(0) and ri (t) are i particle’s initial and final atom positions after 

time t, respectively, and N is the total number of atoms. Needless to say, the Debye–Waller Factor 

⟨u2⟩ is simply the MSD calculated between time t = 0 and t = 2 ps. We only consider the initial 

positions of particles to determine whether any particle belongs to the interfacial region or the 

interior of the NPs, because the number of atoms move out or into the interfacial region within the 

2 ps time interval of any calculations is not significant. DWF at the interfaces as a function 

of T for MG-d60A-S, MG-d30A-S, MG-d20A-S, Cu-d60A-S, Cu-d30A-S and Cu-d20A-S are 

shown in Figure 4.4. Interfacial ⟨u2⟩ varies very slowly with decreasing diameter from 60Å to 40Å. 

The difference is so small between the interfaces of NPs with diameter 60Å and NPs with dNP = 

50Å that they appear overlapping. Interfacial ⟨u2⟩ changes suddenly when the dNP goes to 30Å 

when there is no core remains to significantly affect the overall dynamics of NPs and the whole 

NP behaves like an interface when dNP = 20Å or below. The anharmonicity of the interatomic 

interaction is evidenced by a strongly nonlinear variation in ⟨u2⟩ with T that becomes especially 

prevalent in both the interfacial dynamics of crystalline and metallic glass materials. 

Unfortunately, we could not find any universal description of the T dependence of our ⟨u2⟩ data, 

and we leave the quantification of this overt anharmonicity for future work. Clearly, however, 

having a predictive model would be an essential ingredient in making the LM more predictive and 

we make a few comments about how this anharmonicity might be quantified. 

 We start with a comparison of the T variation of ⟨u2⟩ for the crystalline and metallic glass 

NPs in Figure 4.4 where the curvature reflecting the anharmonic interactions is clearly prevalent. 

It is generally appreciated that anharmonic interparticle interactions are a general feature of 

interfacial interparticle interactions 7,261 and in recent years sophisticated experimental methods 

such as extended x-ray-adsorption fine structure scattering measurements and corresponding 
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theoretical models of anharmonic dynamics have been developed to quantify this anharmonicity 

262–268 which enable the determination of ⟨u2⟩ at higher temperatures, disordered systems and other 

systems in which anharmonicity is appreciable, as well as higher moments of the particle 

displacement distribution. We also note interesting work emphasizing significant changes of ⟨u2⟩, 

and anharmonic interparticle interactions, in materials exposed to radiation damage 269 and large 

changes in pressure. 68 

 

Figure 4.3: Surface thickness and Tammann temperature of nanoparticles. (a) Interfacial mobility 

scale λ as a function of T of crystalline Cu and Cu64Zr36 metallic glass NPs with dNP = 30Å and 

dNP = 60Å (Cu-d60A, Cu-d30A, MGd60A, MG-d30A). Vertical dotted lines represent TA of the 

NPs. (b) ⟨u2⟩ as a function of temperature T at the interfaces and cores of crystalline Cu and 

Cu64Zr36 metallic glass NPs with diameter 60Å (Cu-d60A-S, Cu-d60A-C, MG-d60A-S and MG-

d60A-C). An extrapolation of fit to our ⟨u2⟩ data is shown by the dotted lines. Extrapolated linearly 

fitted lines from interface and particle core regions intersect near the Tammann temperature TTA. 

We find that TTA coincides with Tg for the metallic glass NPs. 
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Figure 4.4: The average interfacial ⟨u2⟩ as a function of T of crystalline and MG NP.(a) Crystalline 

Cu NPs with dNP = 60Å, dNP = 30Å and dNP = 20Å and (b) Cu64Zr36 metallic glass NPs with dNP = 

60Å, dNP = 30Å and dNP = 20Å at different T. 

 

In recent studies, it has been found to be advantageous for experimental and modeling 

purposes to split ⟨u2⟩ into separate two pieces 270, a contribution ⟨u2⟩H arising from the harmonic 

interactions that dominate ⟨u2⟩ at low T when the particles are deeply trapped in their local potential 

wells and an anharmonic contribution ⟨u2⟩Anh estimated from measurement based on lattice 

dynamics calculations models incorporating anharmonic interparticle interactions that are 

appropriate to the given material. For bulk crystalline materials, ⟨u2⟩Anh has been determined to be 

proportional to the Gr¨uneisen parameter γG, a standard measure of anharmonicity of interparticle 

interactions in strongly condensed materials and proportional to the thermal expansion coefficient 

of the material, a quantity that is simply zero in ideally anharmonic materials. This quantity 

provides an additional measure of anharmonicity that is often experimentally accessible. 270 

Specifically, ⟨u2⟩ can be formally written in this general theoretical framework as, 
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〈𝑢2〉 = 〈𝑢2〉𝐻[1 + 𝛿〈𝑢2〉] 

𝛿〈𝑢2〉 = 𝛽(𝑇)[(〈𝑢2〉𝐻 − 〈𝑢2〉0) 〈𝑢2〉𝐻⁄ ] 

(4.6) 

Where 〈𝑢2〉0 ≡ 〈𝑢2(𝑇 → 0)〉, the ‘zero point contribution’ to ⟨u2⟩ and the ‘anharmonicity 

parameter’ β(T) equals, β(T) = 2γGδV (T) where 𝛿𝑉(𝑇) = [𝑉(𝑇) − 𝑉(𝑇0)] 𝑉(𝑇)⁄  is the relative 

change of volume of the material when T is changed from one temperature to another and To is a 

reference temperature below which anharmonicity effects can be taken as negligible so that 

〈𝑢2(𝑇 ≤ 𝑇0)〉 ≈ 〈𝑢2〉𝐻. This separation of ⟨u2⟩ into harmonic and anharmonic contributions 

has also been considered in an applications context of glass-forming materials where estimates of 

⟨u2⟩H have been correlated with impact strength and toughness on polymer glass materials 271 and 

in connection to estimating the viscosity and relaxations of glass-forming liquids. 17,272 Equation 

(4.6) provides a natural starting point for modeling the temperature dependence of ⟨u2⟩ and for 

developing rational empirical estimates of this central parameter in the LM. 

 Diffusivity D at the interfaces as a function of T for Cu64Zr36 metallic glass NPs and Cu 

crystalline NPs with five different sizes are shown in Figure 4.5. Diffusivity at the interfaces of 

Crystalline Cu NPs and Cu64Zr36 metallic glass NPs show trends similar to the interfacial ⟨u2⟩. 

Note the inversion of the curvature of the Arrhenius plots of D for the crystalline and metallic glass 

NPs, as observed in our previous paper on crystalline and metallic glass films. 7 This change in 

curvature is characteristic of crystalline and glass-forming materials, as discussed in our previous 

work. 7 The curvature in Arrhenius plots of D are often relatively small in common crystalline 

metals, but in some materials involving heavy elements the non-Arrhenius dynamics is highly 

prevalent. 273,274 Anharmonic effects are evidently quite large in white phosphorous, for example, 

where the Arrhenius curve for D is highly curved upward upon approaching the melting 

temperature. 275 This relatively high curvature also tends to be rather strong in the interfacial 
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dynamics of crystalline materials where the curvature exhibits some universality when T is reduced 

by Tm. 49,74,75,276 

 

Figure 4.5: The interfacial diffusivity D as a function of T of crystalline Cu and MG NP. (a) 

Crystalline Cu NPs with different dNP and (b) Cu64Zr36 metallic glass NPs with different dNP at 

different T. 

 

We obtain our estimate of the interfacial relaxation time in the usual way from the self-

intermediate scattering function, FS (q, t). This quantity is the Fourier transform of van Hove 

correlation function Gs(r, t) describing the probability of particle displacement to a distance r from 

a given initial position in time, t. 277 For Brownian motion, Gs(r, t) is just Gaussian function, but 

the strong anharmonic interactions in condensed materials cause to exhibit a more complicated 

variation in both crystalline and glass-forming materials. The Fourier transform of FS(q, t) is 

normally determined in experimental studies and in Figure 4.6 we show this quantity for the 

interfacial regions of both our crystalline and metallic glass NPs, where the variation of FS(q, t) 

with t is rather typical of the phenomenology of glass-forming liquids, a point made before in our 
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paper comparing the interfacial dynamics of crystalline and metallic glass films. 7 We notice an 

initial decay associated with the fast inertial dynamics that terminates at a caging time on the order 

of a ps over which a plateau in FS(q, t) emerges. 107 This initial decay is rather insensitive to T and 

characteristic of atomic and molecular liquids broadly. However, the structural relaxation time τα 

is determined from the second decay of at long times. In particular, FS (q, t) is conventionally fit 

to a stretched exponential dorm 𝐹𝑆(𝑞, 𝑡) ∝ 𝑒𝑥𝑝(𝑡 𝜏𝛼⁄ )𝛽𝑆 and τα is determined from this fit. As with 

quite numerous studies of glass-forming liquids in the past, we find our comparisons to this 

expected form for a range of NP sizes at T = 1000 K to describe our data for both the interfacial 

dynamics of the crystalline and metallic glass NPs rather well where, β (crystalline Cu) = 0.5 to 

0.56 and β (Cu64Zr36) = 0.4 to 0.6 and our τα estimates are indicated below. We see that the β 

values of the crystalline NPs are almost constant and independent of size for the range we 

investigate, but β seems to increase somewhat as the particle diameter decreases in the case of the 

metallic glass NPs. It is not so obvious, perhaps, that the same functional form for FS(q, t) should 

apply to both the interfacial dynamics of crystalline and metallic glass NPs, but we find that this 

is indeed the case. This confirms our arguments above that the interfacial dynamics of crystalline 

materials should resemble glass-forming liquids (Equivalence is not implied here, however.). 

These observations are also consistent with our observations on crystalline films of Cu. 7 

We are now in apposition to test the localization model predictions for structural relaxation 

time τα and diffusion D in the interfacial regions of crystalline Cu and Cu64Zr36 metallic glass NPs. 

The onset temperature TA was determined by following the steps described in detail in our previous 

work, 7 predicted by the generalized entropy theory of glass-formation 1 in the T range near the 

onset temperature for non-Arrhenius dynamics, as discussed in the Introduction. The LM 

predictions for the interfaces of crystalline Cu and Cu64Zr36 metallic glass NPs are presented in 
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Figure 4.7. We note that while there is some scatter, there are no free parameters in the localization 

model prediction for τα, but the LM predictions for D require an estimate of the decoupling 

exponent ζ using fractional Stokes-Einstein relation. We estimated the decoupling exponent for 

these systems to equal: ζ (Crystal Cu) = 0.23 to 0.4 

 

Figure 4.6: Self-intermediate scattering function of interfacial regions of nanoparticles. (a) 

Crystalline Cu NPs and (b) Cu64Zr36 metallic glass NPs with different dNP at 1000 K. 

 

We also tested the localization model predictions for structural relaxation time τα and 

diffusion D of overall Cu64Zr36 metallic glass NPs and compared their interfaces. Figure 4.8 shows 

the localization model prediction for interface and overall metallic glass NPs. Again, the LM 

predictions of D require estimates of ζ. We obtained a ζ estimate of about ζ ≈ 0.5 for both the NP 

interfacial region and metallic glass NPs as a whole, although there seems to be a systematic 

departure from a simple power law ‘decoupling’ relation between D and τα in these NPs a deviation 

that we do not see in the bulk materials and thin films. 
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Figure 4.7: Test of Localization Model predictions for crystalline and metallic glass NPs. LM 

prediction for (a) the structural relaxation time τα (b) the diffusion coefficient D in the film 

interfacial regions of crystalline Cu and Cu64Zr36 metallic glass NPs. 

 

Figure 4.8: Test of Localization Model predictions for metallic glass NPs. LM prediction for (a) 

the structural relaxation time τα (b) the diffusion coefficient D in the film interfacial regions and 

overall Cu64Zr36 metallic glass NPs. 
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4.4 Conclusions 

 

We have found that the localization model of the dynamics of condensed materials is able 

to account quantitatively for the temperature dependence of the structural relaxation time in the 

interfacial regions of both metallic glass and crystalline nanoparticles, extending our previous 

finding for the localization model to describe the structural relaxation time in interfacial region of 

thin films of crystalline and metallic glass materials and the dynamics of model metallic glass and 

crystalline materials in their bulk state. Together, these results are very encouraging regarding the 

generality of the localization model to a wide range of condensed materials, making the model 

potentially very useful in developing applications of nanoparticles and other nanostructured 

objects and patterns that rely on the control of interfacial dynamics. 

  



105 
 

Chapter 5: The Dynamics of Metal Nanoparticles on a Supporting Interacting Substrate 

 

The interaction strength of the nanoparticles NPs with the supporting substrate can greatly 

influence both the rate and selectivity of catalytic reactions, but the origins of these changes in 

reactivity arising from the combined effects of NP structure and composition, and NP-substrate 

interaction are currently not well-understood. Since the dynamics of the NPs are implicated in 

many NP-based catalytic processes, we investigate how the supporting substrate alters the 

dynamics of representative Cu NPs on a model graphene substrate, and a formal extension of this 

model in which the interaction strength between the NPs and the substrate is varied. We 

particularly emphasize how the substrate interaction strength alters the local mobility and potential 

energy fluctuations in the NP interfacial region, given the potential relevance of such fluctuations 

to NP reactivity. We find the NP melting temperature Tm progressively shifts downward with an 

increasing NP-substrate interaction strength, and that this change in NP thermodynamic stability 

is mirrored by changes in local mobility and potential energy fluctuations in the interfacial region 

that can be described as “colored noise”. Atomic diffusivity D in the “free” and substrate NP 

interfacial regions is quantified and observed variations are rationalized by the localization model 

linking D to the mean square atomic displacement on a “caging” timescale on the order of a ps. In 

summary, we find the supporting substrate strongly modulates the stability and dynamics of 

supported NPs, effects that have evident practical relevance for understanding changes in NP 

catalytic behavior derived from the supporting substrate. 
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5.1 Introduction 

 

In diverse applications of nanoparticle (NP) catalysts in the synthesis of new materials and 

in energy conversion and materials recycling applications, the NPs are utilized by dispersing them 

on solid substrates 278,279, which serves to optimize chemical reactivity and inhibit their 

coalescence. It is generally appreciated that the chemical nature of the supporting substrate 280–287, 

along with the size and shape of the NPs 288–292, can significantly influence NP structure and 

catalytic reactivity so that there are physical, as well purely chemical, aspects of understanding 

this type of heterogeneous catalysis. Given the significant economic contribution of this type of 

catalysis reaction to the world’s economy 293,294, there has correspondingly been much interest and 

scientific effort aimed at better understanding how NP composition, structure and the presence of 

an interacting substrate collectively give rise to strong variations in the rate and selectivity of 

catalytic reactions 283,294,295. The ultimate goal of this type of research is to learn enough about the 

underlying physics of NPs, and their reactions, to actually design catalysts 279 that are optimal for 

producing new functional materials at a minimal economic cost and environmental impact 296. An 

understanding of the dynamics of NPs on substrates is also of primary concern in the “stability” 

of catalysts since coalescence associated with the high interfacial mobility of NPs under reaction 

conditions often results in a significant reduction or complete loss of catalytic behavior. The 

challenge is to minimize this NP coalescence process while retaining NP reactivity. 

Currently, the development of catalysts remains more of an art than a science, but new 

experimental methods probing the structure and dynamics of individual NP under reactive 

conditions have opened a window into the physics of these fascinating materials 285,297–301. It is 

observed, for example, that many “ultrafine” NPs, whose size is on the order of a few nm or 
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smaller, can be highly effective heterogeneous catalysis materials, and that their shape and 

reactivity have been found to fluctuate 298–301 in apparent concert with their catalytic activity. 302 

Even Au, which is normally considered a rather chemically inert material, can become highly 

reactive in an “ultrafine” particle size regime 303 This size-dependent change in reactivity has rather 

obvious ramifications for understanding the potential toxicity of NPs. Moreover, the optical 

properties, conductivity and band structure of ultrafine NPs have been observed to 

characteristically fluctuate in a similar highly intermittent fashion. 304,305 The “blinking” of the 

fluorescence intensity of quantum dots 305–307 can also be classified in this same category of 

fluctuation phenomena. In our investigation below, we observe and quantify property fluctuations, 

which are intrinsic to the dynamics of NPs. 

These shape and property fluctuations are accompanied by high interfacial mobility of the 

crystalline NPs and by a general tendency for NP coalescence 203,219, which can compromise 

catalytic function. Interestingly, the shape of NPs can change in a reversible way when the reaction 

conditions and thus the chemistry of the substrate and the NP surface are altered 218,308 At first, it 

might be imagined that this change of NP structure and dynamics, and the emergence of “liquid-

like” hydrodynamic properties, such as rapid particle coalescence and NP diffusion 203,219, is due 

to a large downward shift of the melting temperature Tm because of reduced NP size to a 

temperature (T) range over where the reaction occurs or the imaging measurements are performed. 

Accordingly, Cervates-Sodi and coworkers 309 describe “ultrafine” metal NPs under conditions 

where the particles show liquid-like mobility as being in a “viscous” state. However, Sun et al. 214 

found that metal NPs in this “liquid-like” state can at the same time exhibit a high degree of 

crystalline structural order. Such NPs can also exhibit a paradoxical “pseudo-elasticity”, in which 

there is full recovery of their shape after the NPs are significantly deformed. High-resolution 
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observations of crystalline Ga NPs have further revealed that the core of metal NPs can be in a 

solid-like state reminiscent of the bulk crystalline material, but at the same time the interfacial 

region of these crystal NPs can be in a highly mobile in which there is a “dynamic coexistence” 

between the interior and surface regions of the NPs. 25 One of the goals of our work below is to 

clarify the overall nature of the dynamics of NPs to enable a more unified description of their 

unique properties. 

As a matter of related scientific interest, there has been intense interest in growing carbon 

nanotubes (CNT) using metallic NPs as the catalyst 26–28 and this has prompted atomic resolution 

imaging studies aimed at understanding and controlling CNT morphology and kinetics. In this 

context, it has often been observed that the metal NPs catalyzing the CNT growth are in a highly 

dynamic state under CNT growth conditions, where the NP interfacial fluctuations and their high 

interfacial mobility evidently have a direct impact on the structure of the CNTs grown from these 

“templates”. 87,310–312 The study of CNT growth, and specialized efforts to understand and then 

engineer their chiral structure, along with other desirable aspects of their geometry, provide a 

continuous source of new information about metal NP interfacial dynamics. Data of this origin has 

proven to be valuable in our discussion below. 

One of the most intriguing observations on the catalytic behavior of “ultrafine” metal 

particles supported on substrates, from the standpoint of the present study, is the observation of a 

temperature (T) range in which “dynamic coexistence”, characterized by a spontaneous “surface 

restructuring” along with changes in the degree of NP crystallinity occur in time. Moreover, this  

phenomenon can be greatly altered when the NPs are supported on surfaces having a high affinity 

for the NPs. 280, 216 Our estimates of the NP melting temperature and the Tammann temperature 

TTA (defined and estimated below) at which NP “premelting” initiates, indicate the overall breadth 
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of NP melting transition becomes progressively larger when the NP is supported on a substrate 

having a larger attractive interaction with the substrate. This phenomenon has crucial 

consequences for NP catalysis because TTA is often directly associated with the onset of catalytic 

activity. 87,221,281 and this characteristic temperature is a recognized fundamental parameter in the 

design of heterogeneous catalysts. 6,7,86,87,198,221,281 Given the practical importance of TTA in the 

engineering materials for heterogeneous catalysis applications, we quantitatively determine this 

characteristic temperature and its dependence on the NP-substrate interaction. It is evident from 

numerous previous experimental studies that some aspects of the dynamics of NPs derive or at 

least are greatly influenced by the supporting substrate and it is these observations that primarily 

motivate the present study. While there have been reports on changes in Tm of NPs supported on 

substrates in previous molecular dynamics simulations on small particle clusters 313–315, the 

existing findings are too fragmentary to conclude agreement or disagreement with the 

experimental trends just mentioned, and further simulation studies are warranted. We note that 

there have also been highly instructive simulations focusing on the vibrational dynamics of NPs 

supported on solid substrates 316,317 and simulations have provided insights into the mechanism of 

large spontaneous shape fluctuations that are characteristic of the dynamics of ultrafine NPs at 

elevated T, but still below their Tm 62.  

Although a change in the structure of idealized low temperature perfectly crystalline NPs in 

isolation and supported on an attractive substrate under equilibrium conditions is expected from 

the Wolf construction 318 for “free” NPs and from the corresponding Winterbottom construction 

for substrate supported NPs 319–321, the NP shape becomes more complicated in the “premelted” 

regime where catalysis reactions are often performed. Nonetheless, the NPs are still crystalline 

“solids” in this regime so it is somewhat surprising that these crystalline NPs can rapidly 



110 
 

reconfigure their shape when the NP surface interaction is altered through a change of reaction 

conditions 319. This “weird” phenomenon provides further, albeit indirect, evidence of a relatively 

high atomic mobility in “ultrafine” metal NPs. Another commonly reported attribute of 

heterogeneous catalysis reactions with metal surfaces is that catalytic behavior appears to be 

concentrated on the “non-crystalline” component of the catalyst.38 These observations, and 

arguments relating to the possible existence of highly localized reactive regions on the NP surface, 

motivate the quantification of local potential energy and mobility fluctuations on the NP surface 

that might account for these hypothesized localized reactive regions.  

Shifts in TTA have been extensively discussed in the extensive literature on using metal NPs 

of different composition substrates to control CNT diameter and chiral structure. 87,198 

Measurements also show that significant NP superheating can be achieved by embedding metal 

NPs in a matrix of another material, such as capping the NP with a graphene layer 231,322. This type 

of measurement provides a testing ground for studying how the geometry of the interfacial 

constraints alters NP stability and reactivity, an important concern in applications. Recent work 

has shown that NP encapsulation can give rise to a significant stabilization of metal NPs against 

coalescence, while at the same time preserving their catalytic activity. 323 This type of NP 

interfacial engineering should then have many potential applications, and then motivates the 

quantification and predictive modelling of the atomic diffusivity of the NP interfacial atoms in 

regions having different curvatures. In our development below, we make “maps” of local mobility 

variations in the interfacial region of our simulated supported NPs.  

As a background to the current study, our group has studied crystal melting, and the mobile 

interfacial layer in the mobile crystal phase of NPs 29,51,52, crystalline thin films 6,7, as well as the 

interfacial regions 49,76 and grain boundary regions 157 of bulk crystalline materials where the 
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crystalline material likewise exists in a mobile state somewhat similar in nature 6,7 to superionic 

crystalline materials 28 in which the material is crystalline, but where the atomic species counter-

intuitively have liquid-like mobilities. This phenomenon is also emphasized in recent experimental 

studies of small crystalline NPs at elevated T, but where T is still below Tm. 310 Note that the loose 

term “premelting” does not mean that the interfacial region of the crystalline material can be 

described as being “liquid”, as the interfacial region may retain a significant degree of order on 

average, while at the same time the atomic mobility is comparable to a typical liquid, a physical 

situation that arises in superionic crystalline materials. 

In the present work, we extend our previous work on “free-standing” NPs to the case of a 

metal NP in contact with a solid substrate. As a representative NP, we choose a model crystalline 

Cu NP composed of 10, 000 Cu atoms and having a radius of about 6.2 nm. Since graphene 324–326 

and graphene derivatives such as graphene oxide 327–329 are prevalently utilized as a support in 

catalysis applications and because the interaction potentials between Cu and are available, we first 

considered the representative specific model of Cu NPs supported on a graphene substrate. We 

found, however, that our Cu NPs did not have a high affinity for graphene, so we then extended 

this model to one in which the NPs have a stronger affinity for the substrate. This extension is 

based on the experimental observation that graphene tends to oxidize at elevated temperatures 

when exposed to oxygen, which we may expect to lead to an enhancement of the interaction of the 

NP with the substrate. This extended model is also motivated by the common use of metal oxide 

substrates as an NP support in catalysis applications where the attractive interaction between the 

NP and the substrate can likewise be expected to be relatively attractive. Since these interfaces in 

real materials are normally highly complex chemically, we were guided in our specific modelling 

of these interfaces by experimental studies of the morphology of supported NPs. In particular, we 
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simply “tuned” the interaction strength in the extended substrate model described above to 

qualitatively reproduce experimentally observed changes in NP shape in the “pre-melting” regime 

where catalytic reactions are often performed.  

Our analysis of the simulated NPs supported on these model planar interacting substrates 

largely follows our former analysis of “free-standing” metal NPs, where we quantify the thickness 

of the mobile interfacial layer and the diffusivity in this layer, as well as diffusivity in the NP 

interior. A new feature of the present study is that a distinct mobile interfacial layer arises near the 

supporting substrate that is distinct from the “free” boundary interfacial region. In the system 

undergoing catalysis, this “free” boundary is exposed to reactive gases, but we do not include such 

reactive species in the present simulations. Rather, the current work focuses instead on the 

structure and dynamics of a model crystalline metal NP on an interacting substrate, where, as 

described above, we model in a rather idealized fashion in comparison to the chemically complex 

substrates encountered in real catalytic materials. We then view the current work as being a 

preliminary step in the direction of modelling catalysis of reactions of NPs on a supporting 

substrate.  

     After quantifying the large gradient in the interfacial mobility in our substrate-supported NPs, 

again following methods used in our recent work on free-standing NPs 6, we investigate 

fluctuations in the local potential energy and mobility in the interfacial region in view of the 

potential importance of such fluctuations in catalysis reactions involving metal NPs. In our 

previous work on free-standing metal NPs, we found that the potential energy and particle mobility 

exhibit correlated fluctuations that can be described by colored noise. 51 This observation of this 

correlated noise provides an opportunity for quantifying these fluctuations and metrology for 
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manipulating these fluctuations by controlling NP size, the surface composition of the substrate, 

temperature, and the interaction strength between the NP and the substrate. 

Recently, there has been progress in directly modeling the catalytic reaction of a crystalline 

nanoparticle (Pt) supported on graphene with a model polymer material of interest in converting 

polymer waste materials into new monomer material that can be used to make new materials, i.e., 

“chemical recycling”, by molecular dynamics simulation 330. In this complementary work, the 

dynamics of the NPs was completed neglected, and the focus was instead on modelling the catalytic 

reaction where the NPs were treated as being fixed in shape and without any internal dynamics. 

Ultimately, the realistic modeling of the NP catalysis requires a more general treatment that 

considers both the dynamics of the NP on a supporting substrate, and the dynamics of the chemical 

reaction.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                       

 

5.2 Simulation Details  

 

All simulations in this study are conducted using molecular dynamics (MD) simulation 

which was performed using Large-scale atomic/molecular massively parallel simulator 

(LAMMPS), developed by Sandia National Laboratories 32. The Nose-Hoover thermostat method 

is used to control temperature and Nose-Hoover style non-Hamiltonian equations of motion is 

applied for time integration during the simulation 40,41. Constant pressure is maintained using 

Parrinello-Rahman algorithm 42. Simulation timestep is 1 femtosecond (fs) for all simulations of 

this study. We start with creating a perfect face-centered cubic (FCC) copper crystal using 

LAMMPS simulation at 300 K. After relaxing the perfect Cu crystal at 300 K for 2 ns in NPT 

ensemble, a spherical part with 10, 000 atoms is cut to make a free-standing (FS) copper 
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nanoparticle (Cu NP) in a vacuum. A graphene (C) substrate is added under a Cu NP for simulation 

of Cu NP on graphene substrate so that the (110) crystallographic plane of Cu crystal is parallel to 

the graphene substrate. The Cu NP has a diameter close to 62 Å when free-standing and the 

graphene substrate is approximately 120 Å × 120 Å at 300 K. We will refer to free-standing Cu 

NP as FS-NP and Cu NP on graphene substrate as NP-on-C. All three directions of the simulation 

box have periodic boundary conditions. Thirty angstrom thick vacuum layers are added above the 

Cu NP and under the graphene substrate to make sure no Cu atom can interact with any atom of 

surrounding simulation boxes. FS-NP has 30 Å thick vacuum layers in all directions.  

Potential Parameters: For carbon-carbon interaction (C-C) of graphene substrate, AIREBO 

Brenner/Stuart potential 38 is employed. A widely studied Mishin Embedded Atom Method (EAM) 

potential 250 is used for copper-copper interaction (Cu-Cu). Lennard-Jones (LJ) potential is used 

for carbon-copper interaction (C-Cu) with the potential parameters α = 3.0835,  rc = 7.5 and three 

different values of the potential well depth parameter ε. Huang et al used well depth parameter ε = 

0.0117 eV for the simulation study of copper-graphene nanolayered composite 331. In order to 

understand the interaction between Cu and C atoms, we run the simulations using three different 

NP-substate interaction strengths between Cu and C; ε values 0.0117, 0.0234 and 0.0351. In this 

report, we will refer ε values of 0.0117, 0.0234 and 0.0351 as 1x, 2x and 3x, respectively. NPs-on-

C with Cu-C interaction strengths ε of 0.0117, 0.0234 and 0.0351 are referred to below as NP-on-

C-1x, NP-on-C-2x and NP-on-C-3x, respectively.  

Before starting heating simulations, we run energy minimization to get the equilibrium 

distance between Cu NP and graphene substrate. Then we heated up both FS-NP and NP-on-C 

from 300 K to 1500 K, which is well above Tm of the Cu NP, as defined in the finite size NP by a 

peak in the specific heat as a function of temperature (see Supplemental Information). The heating 
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rate was 1 K in 10 ps (i.e., 1011 K / s). Restart files are saved every 25 ps for constant temperature 

simulations. Depending on the temperature, simulations of relaxation at constant temperatures 

were run from 2 ns to 6 ns. We perform all relaxation simulations in a canonical (NVT) ensemble 

in this study. 

 

5.3 Results and Discussion  

 

5.3.1 Free-Standing Cu NP and Supported NP on a Planar Interacting Substrate 

 

We started by investigating the effect of graphene substrate on the melting temperature (Tm) 

of Cu NP. The average potential energy (PE) of Cu atoms increases upon heating and this increase 

is abrupt during the melting of NP. 29 Note that we have only determined Tm upon heating (𝑇𝑚
ℎ). 

Therefore, any Tm mentioned in this report refers to Tm estimates upon heating (𝑇𝑚
ℎ), which is 

different from the Tm when solidifying upon cooling 332. Figure S2 of Appendix B shows the 

change of PE over the approximate temperature (T); See SI for a discussion. The PE is calculated 

by taking an average of potential energies of all Cu atoms against time, where a rather sharp 

transition suggests a phase transition of the first order. It is evident that Tm of Cu FS-NP is close 

to 1250 K, but the PE gradient over T for supported Cu NP is less than the free-standing 

counterpart. To precisely determine Tm, we used the peak value of specific heat (Cp) derived from 

the slope of the PE vs. T curve. To determine the slope of the PE curve, we averaged PE over every 

5 ps as shown in Figure S3 of Appendix B. We found Tm of Cu FS-NP is  1252 K and no change 

in Tm Cu NP when it is supported on graphene substrate with Cu-C interaction strength is 1x. 

However, a noticeable difference in Tm is found by doubling (2x) and tripling (3x) the Cu-C 
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interaction strength. For reference, Tm of Cu-on-C is  1232 K and  1222 K when Cu-C interaction 

strength is 2x and 3x, respectively. Ding et al. 314 found that Tm increases with an increase of the 

NP substrate interaction strength for Fe NPs, where the substrate was crystalline Fe. However, we 

find a decreasing Tm for Cu NP on our model graphene-inspired substrate when the interaction 

strength between Cu and the substrate is increased. Evidently, the sign of the shift of Tm depends 

on the nature of the interaction between the NP and the substrate. 

Figure 5.1 shows the average potential energy of Cu atoms of FS-NP and NP-on-C-3x. At 

500 K, the FS-NP and NP-on-C-3x NPs exhibit a similar shape where the NPs have well-defined 

facets. Above the Tammann temperature, however, where the interfacial mobility on the free 

surface starts to become appreciable, the facets on the NP surface start to disappear. The NPs on 

graphene adopt a rounder shape and become similar to a free-standing NP. An important structural 

change in the supported NPs is that the NP shape near an attractive substrate starts to become 

flattened for T exceeding near TTA, and this flattening progressively grows to encompass a large 

part of the entire NP close to Tm where the NPs come to resemble liquid droplets in their shape. 

Above Tm, the NPs are generally non-spherical.  
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Figure 5.1: Average potential energy of the Cu atoms of free-standing Cu NP (FS-NP) and Cu NP 

on graphene with an enhanced (3x) interaction strength (NP-on-C-3x). At 500 K, both FS Cu NP 

and Cu NP on graphene have almost spherical shapes with facets. These facets are clearly visible 

without any significant change below the Tammann temperature (TTA). There is a relatively small 

flat part on the Cu-C interface for NP-on-C-3x at T < TTA. Above TTA, FS-NP starts to get a 

spherical shape and facets start to disappear because of the initiation of surface pre-melting, as we 

have shown in our previous paper. 6 The flat Cu-C interface of graphene-supported Cu NP in this 

pre-melted regime also starts to become larger. After melting, the FS-NP becomes nearly spherical. 

 

5.3.2 Definition of Interfacial and Core Regions of the NPs 

 

For FS NP, we can define the free-surface layer and core regions of NP. The procedure of 

finding the surface thickness of FS NP is explained in detail in our previous work, 6 which is the 

same as the surface thickness calculation of thin films. 7 In addition to the free surface layer and 

core, we have Cu-C interface region for supported NP where Cu atoms are affected by C atoms of 
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the graphene substrate. Figure 5.2 shows the Cu NP supported on graphene substrate at 1200 K 

and different regions of NP. We will denote free surface and core by “S” and “C”, respectively, 

and Cu-C interface by “int”. We then designate the core of free-standing NP by the notation, FS-

NP-C. Similarly, NP-on-C-3x-int designates the Cu-C interfacial region in which the interaction 

strength between Cu and C is tripled (3x). 

 

Figure 5.2: Supported Cu NP and effective center of supported NP. Cu NP on graphene substrate 

with 3x Cu-C interaction strength (Cu-on-C-3x) at 1200 K, which is close to Tm. The effective 

center of supported Cu NP can be obtained from the effective diameter (Deff) as shown in this 

figure. This procedure of finding the NP “center” only applies if the center is inside the NP, which 

is the case for all Cu-C interaction strengths and the T range studied in the present work.  

 

To define the effective thickness of the mobile interfacial layer of the Cu-C interfacial region 

near the supporting surface or the mobile interfacial region at the “free” NP surface, we determined 

the effective center of the supported NP as shown in Figure 5.2. Next, we determined “Debye-

Waller factor” (DWF) or average u2 of Cu atoms along with the radial distance from the effective 

center without considering the Cu atoms in the Cu-C interface. The free surface layer is considered 

where the average u2 of Cu atoms is at least 5 % higher than the u2 of Cu atoms at the core 

6,7,49,76. We describe the determination of u2 in detail in our previous works. 6,7 Briefly, u2 is 

defined by the average atomic displacement r2 at a characteristic “caging time” or “fast beta 
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relaxation time” (τβ)
107. As in our previous works 6,7, we simply take the caging time to equal 2 ps 

in the present study. Thus, 〈𝑢2〉 =  〈𝑟2(𝜏𝛽 = 2𝑝𝑠)〉 =
1

𝑁
∑ {(𝑥2 − 𝑥0)2 + (𝑦2 − 𝑦0)2 +𝑁

𝑛=1

(𝑧2 − 𝑧0)2} , where, N is the number of atoms in the region of interest, (𝑥0, 𝑦0, 𝑧0) and (𝑥2, 𝑦2, 𝑧2) 

are the initial and final positions of the atoms after time τβ = 2 ps.  

 

5.3.3 Tammann Temperature of Free-Standing and Substrate-Supported NPs 

 

The Tammann temperature is the T at which the surface of the solid material first starts to 

become “mobile”, which is often a necessary condition for chemical reactivity. As in our previous 

works, we can quantitatively estimate TTA, from the intersection of the extrapolated lines of u2 of 

surface and u2 of core, a criterion that embodies the physical criterion that the interfacial region 

is more mobile than the interior of the material. Thus, we define the condition for TTA: u2(surface) 

= u2(core) at TTA, which is normally well-below Tm. In particular, TTA has often been reported to 

be in the range between 0.5 Tm and 0.67 Tm 
83. In our previous studies on free-standing NPs (FS-

NP) 6 of different diameters, as well as free-standing thin films of different thicknesses 7, we found 

TTA to be approximately 0.67 Tm. Similar to Tm, the TTA of supported Cu NPs is reduced from the 

value of a FS-NP, as shown in Figure 5.3. In particular, we find that TTA of FS-NP ≈ 785 K and TTA 

of NP-on-C-3x NP ≈ 767 K. This type of shift in TTA should translate into greater chemical 

reactivity at a lower temperature in many NP catalysis applications. 
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Figure 5.3: Tammann temperature from u2 at the NP surface (S) and NP core (C). Debye-Waller 

factor or u2 at the free surface (S) and NP core (C) regions of free-standing Cu NPs (FS-NP-S 

and FS-NP-C) and graphene supported Cu NPs with 3x interaction strength (NP-on-C-3x-S and 

NP-on-C-3x-C) as a function of temperature. Extrapolations, shown by dotted lines, from the linear 

parts of surface u2(surface) and u2(core) intersect near 785 K, which we take to define the 

Tammann temperature: TTA = 785 K for a free-standing NP while TTA = 767 K for a supported Cu 

NP on a substrate with 3x interaction strength. 

 

Next, we took a closer look at values of u2 in different regions of both free-standing and 

supported NPs. Figure 5.4 shows the u2 of supported Cu NP with interaction strength 3x at the 

free surface, core and Cu-C interface, as well as u2 for a free-standing Cu NP in its surface and 

core regions in the T range from near Tm. Surprisingly, u2 near the Cu-C interface is higher than 

u2 of both free surfaces of FS Cu NP and Cu NP on graphene with 3x interaction strength. The 

mobility of Cu atoms near the free surface and in the Cu-C interface is enhanced by the substrate. 

However, u2 of the Cu-C interfacial region is lower than the free surfaces above Tm. 
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Figure 5.4: Debye-Waller parameter u2 of Cu atoms near the free surface, NP core and Cu-C 

interfacial region of an NP-on-C substrate with 3x Cu-C strength and FS-NP at different T. 

 

5.3.4 Mapping Spatial Fluctuations in u2 

 

In order to arrive at a clearer picture of atom mobilities at different regions of Cu NPs, we 

plotted u2 maps. In Figure 5.5, we see the u2 maps at the crystalline state of free-standing NP 

as well as NP on graphene with different Cu-C interaction strengths. Here the graphene substrate 

corresponds to the YZ-plane and the X-axis is perpendicular to the graphene substrate. 

Correspondingly, the vertical axis for Cu-on-C in Figure 5.5 is the distance (D) between Cu atoms 

and the graphene substrate along X-axis. For FS NP, we determined the baseline of the Cu atom 

having the lowest X coordinate value and the vertical axis is the distance between Cu atoms and 

the baseline. The horizontal axis (R) is defined as the distance between Cu atoms in YZ plane 

(plane parallel to the supporting substrate) to the center of the mass in the plane. The Cu atoms 
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near the free surface have higher mobility for FS NP as well as Cu-on-C NP. The Cu mobility near 

the Cu-C interface changes with changing interaction strength between Cu and C atoms.  

 

Figure 5.5: Mapping the gradients in u2 in the interfacial region of the NP. The vertical axis 

represents the distance between the Cu atoms from the graphene substrate for Cu-on-C and the 

distance from the bottom-most Cu atom of FS NP. The horizontal axis represents the radial 

distance (Raxis) parallel to the substrate plane of Cu atoms from the axis of NPs.  

 

In our previous studies 333, we suggested that u2 can also be physically interpreted as a 

measure of local material “stiffness”. In particular, we have shown that in both polymeric GF 

liquids 18 and metallic GF liquids 8, a linear scaling relationship between shear modulus G and  kB 
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T / u2 could be established, and further, we showed the local elastic modulus and the local atomic 

stiffness showed a good correspondence in a metallic GF liquid 333. In Figure 5.6 (top row), we 

show the local stiffness in the interfacial region of NP-on-C-3x at three different T, for comparison, 

we also show local stiffness fluctuation on the surface of a 60 Å Cu thin film at the same T (bottom 

row). The interfacial area increases upon the temperature in NP-on-C-3x due to the overall shape 

change, suggested in Figure 5.1. Compared with the thin film, the local stiffness fluctuation in NP-

on-C-3x is highly non-homogeneous. Apparently, the furthest parts of the interfacial region, i.e., 

the contact line of the NP with the substrate, has lower effective stiffness, i.e., higher local 

mobility, and this lower stiffness region grows inwards as T approaches Tm, suggesting that the 

melting of the NP initiates near the “contact line” of NP with the substrate. It has recently become 

possible to measure such nanoscale stiffness fluctuations 334,335, although the measurements have 

so far been limited to metallic glass materials. 
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Figure 5.6: Local material stiffness, kB T / u2 of interfacial region in NP-on-C-3x (top row) and 

free surface in Cu thin (thickness  64 Å) films (bottom row) at three different T.  

 

5.3.5 Probability Distribution Function P(u2) of Quake-Like Jumps in u2 

 

We next take a closer look at atomic motion in the interfacial region and examine how the 

interaction strength affects the interfacial dynamics of potential relevance to catalysis. In 

particular, we are interested in “erratic” jumps in either atomic position or potential energy. Figure 

5.7a shows the “spectrum” of avalanche-like events for u2 for representative mobile and 

immobile atoms in the interfacial region of NP-on-C-3x, and we quantify the intensity of these 

quake-like jumps in Figure 5.7a. In Figure 5.7b, we show the probability distribution function P 

(u2) of the intensity of these events, which follow a power-law form. It is stressed the NPs are in 
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an equilibrium state. Similar behavior has been observed and quantified previously in the 

interfacial dynamics of Ni NPs above their TTA 52. The scaling exponent γ, quantifying the quake 

intensity distribution, is obtained from fitting the magnitude of these events to a power-law, P 

(u2) ~ (u2) - γ. 

Figure 5.8 (a) shows the probability distribution function P (u2) of a FS Cu NP and 

supported Cu NP with tripled (3x) substrate interaction strength. As in our previous study of free 

Ni NPs, γ decreases with T in a nearly linear fashion, while we see here that γ decreases with an 

increase in the Cu-C interaction strength. The strength of the NP-substrate interaction modulates 

the distribution of the quake-like displacements in the NP interfacial region. 

 

Figure 5.7: Quake-like jumps in atomic displacement in time and the distribution of their size 

distribution in magnitude. (a) The u2 as a function of time for representative mobile and immobile 

atoms in the Cu-C interfacial region with a tripled (3x) interaction strength compared to graphene, 

where the mobile atom shows avalanche events, and (b) probability distribution of singular 

avalanche events, P(u2). 

 

(a) (b) 
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Figure 5.8: Probability distribution function P (u2) of FS Cu NP and supported Cu NP with 3x 

interaction strengths (left) and the “quake scaling exponent” γ as a function of T. 

 

In our previous study 52 of the interfacial dynamics in Ni NPs, we found that the potential 

energy fluctuations of atoms undergoing string-like collective motion showed well-defined 

fluctuations between two separated bands of potential energy. Here, we repeat this type of analysis 

to examine whether the same phenomenon exists when the substrate is present and how the 

interaction between NP with the substrate influences this striking phenomenon involving large 

local energy fluctuations on the NP surface. In Figure 5.9(a), we show the potential energy 

fluctuations and u2 fluctuations of a mobile atom in the interfacial region of NP-on-C-3x and 

compare these fluctuations to an immobile “normal” in this region. In general, “normal” atoms, 

which are not participating in “erratic” jumps, fluctuate in a relatively regular fashion around an 

average value of u2, while “mobile” atoms exhibit large fluctuations in potential energy (order 

of 1 eV) where there is a strong correlation between these telegraph signal-like changes in potential 

energy changes and spikes in displacement u2 in the mobile atom positions. The inset of Figure 

5.9(a) shows the potential energy of a mobile atom exhibits a bimodal distribution of potential 

(a) (b) 
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energy, suggesting the mobile atoms are jumping between two well-defined bands of potential 

energy states. This striking phenomenon was quantified in our previous work for free Ni NPs 52.  

We next characterize these potential energy fluctuations by examining the average rate at 

which jumps occur between these bands of energy states. A successful jump was defined when a 

transition from the lower and upper energy state band (jump greater than E > 0.3 eV) occurs and 

a counter was assigned to each atom in the interfacial region to count the jumps. The inset of Figure 

5.9(b) shows a near-linear relationship between jumps per atom and simulation time at all T, and 

the slopes of these lines provide a measure of the average jump rate. We further observe that the 

jump rate exhibits a near Arrhenius temperature dependence for all the different NP-substrate 

interaction strengths investigated, where the activation energy depends appreciably on the NP-

substrate interaction strength. We again find evidence that the NP-substrate interaction modulates 

the NP dynamics in its interfacial region of the NPs.  
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Figure 5.9: Potential energy fluctuations and the quantification of their average rate. (a) Potential 

energy and u2 fluctuations of mobile and immobile atoms within the interfacial region of the NP-

on-C-3x. Note the correlation between potential energy changes and the spikes in the local u2 for 

the mobile atom. The inset shows a bimodal distribution of the potential energy of a mobile atom, 

suggesting the mobile atoms are jumping between two apparently well-defined bands of potential 

energy states. (b) The Arrhenius plot of jump rate in the interfacial region for different Cu-C 

interactions. A successful jump is defined as the increase of the potential energy of one atom larger 

than 0.3 eV. The inset on the top right corner shows that the successful jump per atom is a linear 

function of simulation time for all temperatures in the case of interface of NP-on-C-3x, where the 

slope is used to define jump rate. The inset at the left bottom corner shows the activation energy 

for the jump is sensitive to the Cu-C interaction, i.e., the higher interaction, the lower activation 

energy as a function of T. 

 

5.3.6 Colored Noise in Particle Displacements and Potential Energy  

 

The fluctuations in u2 and the potential energy are not only correlated with each other in 

space, but also individually exhibit long-range correlations in the fluctuations in time which vary 

with T and the NP substrate interaction strength. We next quantify these fluctuations in mobility 

(a) (b) 
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and potential energy by looking at the power spectrum of the time series in these properties taken 

from our simulations where our development closely follows our previous work on free Ni NPs 52. 

We first performed Fast Fourier Transformation (FFT) of the time series for u2 and the 

potential energy as functions of time (t) to quantify the mobility and potential energy fluctuations 

of Cu atoms. Figure 5.10(a) shows the u2 fluctuations of atoms in the interfacial region of the 

NP-on-C-3x in three different temperatures. A similar figure of the potential energy fluctuations 

is provided in the SI. In a standard fashion, we obtained noise exponents of u2 and PE by fitting 

the amplitude curve as a function of frequency using the relation amplitude ∝  (1 𝑓⁄ )𝛼 in the low-

frequency regime. Figure 5.10(b) shows the representative amplitude vs. frequency at different 

temperatures supported Cu NP with 3x Cu-C interaction strength) and Figure 5.10(c) shows how 

the noise exponents of the u2 fluctuations of FS-NP and the NP on different supporting substrates. 

We see that the T variation of the noise exponent associated with the mobility fluctuations is greatly 

reduced when the NP is supported on an attractive substrate. In our previous work, we found the 

T variation of this exponent was linked to the scale of collective atomic exchange motion in the 

interfacial region of crystalline materials, 50, 51 and in the internal dynamics of the protein ubiquitin 

(a model organic nanoparticle),72 and we correspondingly anticipate the T dependence of the 

interfacial collective motion of the NPs to be relatively weak. We have confirmed this unexpected 

trend qualitatively in the supported Cu NPs, but we leave the quantification of this interesting 

effect to a future study.  

We also observe in Figure 5.10(d) that the color of the noise for the potential energy 

fluctuations becomes redder, i.e., PE, becomes larger in magnitude, for an NP on a highly 

attractive substrate. Long-range correlations in mobility and potential are evidently modulated by 

varying the NP-substate interaction strength and temperature.  
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Figure 5.10: Noise exponents for potential energy and local mobility fluctuations. (a) DWF 

fluctuations of atoms in the interfacial region of the NP-on-C-3x as a function of simulation time 

at three temperatures. (b) Amplitude vs. Frequency from Fast Fourier Transform of fluctuation of 

u2 vs t of NP-on-C-3x. (c) Noise exponent for mobility fluctuations, DWF. (d) Noise exponent 

for potential energy fluctuations, PE.  

 

 

 

(a) (b) 

(c) (d) 
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5.3.7 Diffusivity in the Nanoparticle Free Surface, Core and Solid Substate Regions 

 

Next, we looked at the diffusivity of the atoms in different regions shown in Figure 5.2. 

We obtained diffusivity from the relations, 𝐷 =  𝑀𝑆𝐷 6𝑡⁄  and 𝑀𝑆𝐷 =
1

𝑁
∑ {(𝑥𝑡 − 𝑥0)2 +𝑁

𝑛=1

(𝑦𝑡 − 𝑦0)2 + (𝑧𝑡 − 𝑧0)2} , where, N is the number of atoms in region of the interest, (𝑥0, 𝑦0, 𝑧0) 

and (𝑥𝑡, 𝑦𝑡, 𝑧𝑡) are the initial positions and final positions of atoms after time t. Figure 5.11 shows 

D against T at surface and Cu-C interface of supported NPs with different interaction strengths as 

well as surface and core of free-standing NP. We have seen upward curvatures of Arrhenius plots 

of D for surfaces of metallic glass films and metallic glass NPs in our previous works 6,7. We found 

very small or no curvature of Arrhenius plot of D for free surfaces of crystal NPs depending on 

their sizes 6. In the present study, we found upward curvature before melting for interfaces as well 

as free surfaces of supported NPs. Note that we are studying relatively larger size NP and the 

effective diameter of supported NP is even larger than the free-standing NP of the same number 

of atoms. 
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Figure 5.11: Arrhenius plots of the diffusion coefficient (D) of the Cu atoms in the free interfacial 

region and the Cu-C interfacial region for substates having different Cu-C strengths and for free-

standing NPs for comparison. 

 

5.3.8 Localization Model Estimates of the Structural Relaxation Time and Diffusion 

Coefficient in the NP Interfacial Regions  

 

The structural relaxation time  and diffusion coefficient D of the interfacial atoms are 

clearly of central importance in understanding NP catalysis, and it is of evident importance to 

quantify changes in “mobility” in the NP interfacial region, as defined by these long-time transport 

properties. In previous work, we have found that local values of u2 values can be used to estimate 

gradients in these properties based on the localization model, 6,7 and we again closely follow this 

previous work on thin metallic films and nanoparticles (both crystalline and metallic glass metallic 

materials) to determine if this model applies to the more complex case of a metal NP supported on 

model interacting substrates. 
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We define the relaxation time from the self-intermediate scattering function (SISF), 

𝐹𝑠 (𝑞, 𝑡) = 〈𝑒𝑥𝑝[−𝑖𝑞{𝑟𝑖(𝑡) − 𝑟0(𝑡)}]〉. In particular, Fs(q*,t) data as function of t is fitted to the 

relation 𝐹𝑠  (𝑞, 𝑡) ∝ 𝑒𝑥𝑝[(𝑡 𝜏𝛼⁄ )𝛽𝑆] with q* corresponding to the peak position of the static 

structure factor to yield the relaxation time (τα) and , is described in numerous previous    works. 

6–8,14,28 The diffusion coefficient D is defined by the standard relation mentioned above. 

In our previous studies on thin film and nanoparticles with crystalline and amorphous 

structures, we found that relaxation time (τα) and diffusivity (D) can be predicted from u2 in a 

range of temperatures using Localization Model (LM) 6–8,28. In particular, the LM predict τα to 

follow the non-trivial relationship, τα(T) = τα(TA)exp[{⟨u2(TA)⟩/⟨u2(T)⟩}3/2 - 1] 8 and the D can be 

predicted from the relation: ln[{D(T)/T}/{D(TA)/TA}]= (1 - ζ) [{⟨u2(TA)⟩/⟨u2(T)⟩}3/2 - 1], 8 where ζ 

is a “decoupling exponent” obtained from fractional Stokes–Einstein” (FSE) relation, D / T ∝ 

(τα)
1−ζ .9 The decoupling exponent is not theoretically well-understood at the moment, which limits 

the predictability of D based on the LM. Douglas and Leporini 19 have argued that breakdown of 

the Stokes-Einstein relation arises from long-lived immobile regions in the material in comparison 

for the time required for diffusion to become established. 

This physical model offers some physical insight into the exponent based on established 

hydrodynamic results for fluids in heterogeneous fluids. In particular, Douglas and Leporini 

assume that the idealized spherical heterogeneities of glass-forming liquids all have the same size 

and the applicability of hydrodynamics to these heterogeneous materials. This model predicts    ζ 

= 0.4 for the case when the dynamic heterogeneities have high dynamical contrast with the 

surrounding matrix, but an obvious extension of the model which treats the dynamic 

heterogeneities as being like droplets having a “fluidity” different than the surrounding matrix 

leads to a vanishing ζ when the mobility contrast is low. In this model, ζ primarily derives from 
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the dynamic contrast between the long-lived dynamic heterogeneities in glass-forming liquids and 

our images of the interfacial region of our surface-melted NPs indicate that the interfacial region 

of these NPs in their “pre-melted” state is likewise heterogeneous in its dynamics, even though it 

is not clear that the interfacial layer can be characterized as being “liquid-like” because of residual 

ordering apparent when averaging over long timescales. At any rate, we calculated D and τα at 

different regions of FS-NP and Cu-on-C model substrates having different interaction strengths 

with the NP. Evidently, the data in Figure 5.12 shows the localization model can reasonably predict 

τα and D can be estimated from u2 in all NP regions and conditions simulated by taking  to be 

in the range,  = 0.33 to 0.59. 

  

Figure 5.12: Test of the Localization Model prediction of the relaxation times (τα) and Cu diffusion 

coefficient (D) from u2 for free-standing Cu NP and Cu NP supported on graphene with different 

interaction strengths with the Cu NP. We tested the applicability of the localization model for free 

surface of FS-NP and Cu-on-C as well as Cu-C interface regions of Cu-on-C NPs, where  is in 

the range,  = 0.33 to 0.59. 

 

 



135 
 

5.4 Conclusions 

      

The catalytical behavior has often been observed to depend strongly on the supporting 

substrate on which the NPs are loaded, suggesting that the substrate plays a more active role in the 

catalysis than just inhibiting the coalescence of the nanoparticles and optimizing the rate of 

diffusion-limited reactions by keeping the nanoparticles as separated as possible to increase the 

extent of the reaction. With a view that the substrate might be inducing appreciable changes in the 

dynamics in the nanoparticles of relevance to understanding the observed changes in reactivity, 

we simulated model metal (Cu) nanoparticles having a “typical” size  6 nm on a supporting 

substrate. Although or substrate was initially inspired by graphene substrates sometimes employed 

in applications, we later realized that the interfacial energy between this nanoparticle particle and 

graphene was rather weak and we then considered model substrates in which the strength of the 

NP substate interaction was multiplied by constant factors. Physically, this increased interaction 

strength could occur through the oxidation of the graphene exposed to the air at elevated 

temperatures or by choosing an oxide substrate of the kind often used in industrially relevant 

catalysis processes. Our artificial tuning of the nanoparticle surface interaction was intended to 

determine how the qualitative effect of the nanoparticle interfacial dynamics was altered by the 

boundary interaction without trying to model the complex chemistry of the real catalytic material. 

We find that increasing the interaction strength of the nanoparticle with the substrate causes 

a loss of nanoparticle “stability”, in the sense that both the melting temperature and the Tammann 

temperature are shifted downward. Since the Tammann temperature is generally appreciated as a 

critical parameter governing the catalytic activity of metal catalysts 83 in real catalytic reactions 

we focused on the physical mechanism by which the substrate influences this characteristic  
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temperature. Further, since fluctuations in the local particle mobility is plausibly significant for the 

local rates of catalytic reaction, we also investigated these fluctuations and found that they were 

likewise strongly modulated by varying the interaction strength between the NP and the substrate. 

We also found a large change in the activation energy of large fluctuations of the local potential 

energy in localized regions of the surface by varying the nanoparticle-substrate interaction 

strength, a phenomenon of obvious potential interest in understanding the enhancement of catalytic 

reactions by metal nanoparticles. Finally, we showed that we can estimate changes in the atomic 

diffusion coefficient and relaxation times in the interfacial regions of the nanoparticles through a 

consideration of local fluctuations of atomic position on a ps timescale. The importance of 

interfacial mobility is broadly appreciated in nanoparticle catalysis. There are evidently 

appreciable changes in the dynamics of nanoparticles that arise from their interaction with a 

substrate, and we may expect these changes will have a significant impact on the rate and 

selectivity of NP-based catalysis reactions. In future work, we will need to study the reaction 

process as well as the NP dynamics to fully understand how the nanoparticle dynamics and the 

reaction dynamics are coupled to give rise to the unique catalytic properties of metal nanoparticles 

and by extension their organic nanoparticle counterparts, enzymes. 
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Chapter 6: Conclusion 

 

6.1 Summary of Conclusions 

 

Localization model (LM) is potentially very useful for developing nanostructures. We found 

that this remarkable model can be used to predict very important long time dynamic parameter of 

glass formation, α-relaxation time from short time dynamic parameter Debye-Waller Factor 

(DWF) without any free parameter. LM can also be used to predict another important slow 

dynamic parameter, diffusion coefficient from DWF when diffusivity is related to α-relaxation 

time using decoupling exponent obtained from Fractional Stokes–Einstein (FSE) relation. We 

successfully tested localization model over wide range of temperature for – 

• Free-standing Cu64Zr36 metallic glass thin films (MGTF) with thicknesses ranging from 

10Å to 60Å.  

• Interfaces of free-standing Cu64Zr36 MGTFs where atoms have higher mobility compared 

to the atoms of bulk Cu64Zr36 MG. 

• Cores, if significantly exists, of free-standing Cu64Zr36 MGTFs where atoms have almost 

same mobility compared to the atoms of bulk Cu64Zr36 MG. 

• Interfaces of free-standing 60Å thick Cu thin films (Cu-TF) with (100), (110) and (111) 

crystallographic orientation of free surface. 

• Free-standing Cu64Zr36 metallic glass nanoparticles (MGNP) with diameters ranging from 

20Å to 60Å.  

• Interfaces and cores of free-standing Cu64Zr36 MGNPs.  



138 
 

• Interfaces of free-standing Cu nanoparticles (Cu-NP) with diameters ranging from 20Å to 

60Å.  

• Cu-NP with 10,000 atoms supported on interactive graphene substrate with three different 

interaction strengths between Cu atoms of NP and C atoms of substrate – 0.0117eV, 

0.0234eV and 0.0351eV.  

• Interfacial region of supported Cu-NPs exposed to vacuum and Cu-C interface, where Cu 

atoms of NP are directly affected by the C atoms of the substrate. 

We also compared the dynamics of free interfaces of free-standing Cu64Zr36 MGTFs with 

different thicknesses and free-standing Cu64Zr36 MGNPs with different diameters with bulk 

Cu64Zr36 MG. To explore the science behind the catalytic properties of nanoparticles which often 

are supported on an interacting substrate, we also performed a comparative study of dynamics of 

Cu NPs supported on interacting graphene substrate. To understand the effects of graphene 

substrate, we also compared the dynamics of free interface of supported NP exposed to the 

vacuum, Cu-C interface, bulk-like core of Cu-NP, and free interface of free-standing Cu-NP of the 

same size. Finally, we compared the overall dynamics of supported Cu-NP and free-standing Cu-

NP to understand the catalytic properties of NP. We found overall enhanced mobility of atoms 

with the presence of interactive substrate. Melting temperature, as well as Tammann temperature 

where the enhanced mobility of interface first immerges, of NP becomes lower with the presence 

of interacting substrate.  

 Moreover, we confirmed that Tammann temperature of crystalline materials and glass-

transition temperature of amorphous materials can be precisely determined from the intersection 

of extrapolated curves of interface and core DWF plots at lower temperature where DWF varies 

linearly with temperature. We estimated Tammann temperature and glass-transition temperature 
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of free-standing Cu64Zr36 MGTFs, Cu64Zr36 MGNPs, Cu-TF, and Cu-NPs as well as supported Cu-

NPs. 

 

6.2 Recommended Future Works  

 

1.  So far, we have only studied the interfacial dynamics of free-standing thin films and 

nanoparticles, and supported nanoparticles in the perfect vacuum. In the real-life situation, free 

interface is rarely exposed to perfect vacuum. In addition, glass-forming properties affected by 

pressure. Therefore, more work is needed to understand the interfacial dynamics when interface 

exposed to gas or liquid under  

2.  We have performed comparative study on dynamics of free interface and Cu-C interface 

of Cu-NP supported on interacting supporting graphene substrate, free interface of free-standing 

Cu-NP, and core of Cu-NP (bulk Cu). The Cu-C interface where the dynamics of Cu atoms are 

directly affected by the C atoms of the substrate. In this Cu-C interface, we have two parts – (a) 

part where Cu atoms are only affected by the C atoms of the substrate and (b) the part where Cu 

atoms are close to both substrate and free surface. In order to get a clear idea how Cu atoms are 

affected by the C atoms of the substrate, we need to study Cu atoms that are only affected by the 

substrate. Thus, we should perform crystalline Cu thin films supported one side on graphene 

substrate and another side exposed to vacuum. Moreover, we need to compare three different 

crystallographic orientations, (100), (110) and (111), of free surface and Cu-C interface of Cu thin 

films as we have done for free-standing crystalline Cu thin films.  
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3.  In this study, we have studied single thin film and nanoparticles. In future, we also should 

know how interfacial dynamics of interacting more than one thin films and/or nanoparticles both 

free-standing and supported conditions. 

4.  We have studied the dynamics of free-standing Cu64Zr36 metallic glass thin films and 

nanoparticles. We should continue research on supported metallic glass thin films and 

nanoparticles.  

5.  To understand the effect of interacting substrate, we can also enclave the nanoparticles 

inside nanotube or fullerenes in addition to only a substrate below the nanopartilcle. 

6.  Graphene layers are also formed on nanoparticles supported on other supportive materials 

for biological applications. Therefore, it is worth exploring the case where nanoparticle is 

supported on an interactive substrate and also covered its domed-shape size by graphene.  

7.  Voronoi volume believed to be the possible measure of free volume. Moreover, relaxation 

time and Voronoi volume is also correlated, although there is not enough scientific study to 

confirm that. Relation between free volume and Voronoi volume is also not confirmed yet. 24 It is 

worth conducting extensive study on this relationship; which is another future research. 

Ultimately, finding relationship between Voronoi volume, free volume, DWF and relaxation time 

will be an interesting continuation of this study.  
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Appendix A: Supplementary Information of Chapter 3 

 

Supplementary Information: Localization Model Description of the Interfacial Dynamics of 

Crystalline Cu and Cu64Zr36 Metallic Glass Films 

 

A.1 Arrhenius Plots of the Self-Diffusion Coefficient D(T) 

 

The atomic self-dffusion coefficient is calculated in the usual fashion by first determining 

the mean square displacement, 𝑀𝑆𝐷 =  〈
1

𝑁
∑ {(xi − x0)2 + (yi − y0)2 + (z𝑖 − z0)2}𝑁

𝑛=1 〉, where 

(x0, y0, z0) and (xi, yi, zi) are particle’s initial and final positions after time t, respectively, and N 

is the number of atoms. We consider only the initial position of the atoms to determine whether 

they belong to the interface or inside the films regardless of their final position for all calculations 

in this study. We only consider three dimensional interfacial dynamics. After calculating the MSD 

for sufficiently long time, we estimated D from the slope of the fitted MSD versus t at long 

times,𝑖. 𝑒., 𝐷 =  𝑠𝑙𝑜𝑝𝑒/6. Some example MSD plots are given the Figure S1. Slope of all curves 

were taken from the linear fittings of the curves. 

 

Figure S1. Mean square displacement against time of (a) metallic glass film terface (MGF60A-S) 

and (b) the interface of Crystalline Cu film with (110) crystallographic orientation (Cu111F-S) at 

different temperatures. 

(a)   (b) 
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A.2 Debye-Waller Factor (DWF) 

 

We estimate the DWF from the expression for the MSD of all the particles at the “caging” 

time, 𝑡 =  2𝑝𝑠. The DWF is then defined as, 〈𝑢2〉 =  〈
1

𝑁
∑ {(x2 − x0)2 + (y2 − y0)2 +𝑁

𝑛=1

(z2 − z0)2}〉, where (x0, y0, z0) and (x2, y2, z2) are particle’s initial and final positions after time  

𝑡 =  2𝑝𝑠, respectively, and N is the number of atoms. Initially, we determined the center of the 

films, which is the plane perpendicular to the thickness direction slicing the film into two equal 

pieces. We estimated 〈𝑢2〉 by averaging over 1Å interval thickness slices along the thickness of all 

metallic glass films, starting from the center of the films. We chose appropriate thickness intervals 

for crystalline Cu films depending on the crystallographic orientations perpendicular to the 

thickness direction (i.e., the crystallographic orientation of the film surface) so that all intervals 

contain a significant number of atoms. For example, the distance between two consecutive (110) 

planes is ≈1.28Å. So, we determined 〈𝑢2〉 of the interface of Cu film with surface crystallographic 

orientation (110) in every 1.28Å interval. Figure S2 shown the comparison of the normalized 〈𝑢2〉 

along the thickness at 1300 K for metallic glass and crystalline Cu films. In the core region of 

crystalline Cu films, all three crystallographic surface orientation have the same values of 〈𝑢2〉,to 

within numerical uncertainty, and this value is also consistent with 〈𝑢2〉 values estimated from the 

bulk Cu material at the same T. Similarly, 〈𝑢2〉 for the core atoms of the metallic glass films are 

nearly identical to 〈𝑢2〉 values estimated from the bulk metallic glass. The film core atoms of the 

metallic glass films are more mobile than the core atoms of crystalline Cu films at the same T. 
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Figure S2. Comparison of the gradient in 〈𝑢2〉, normalized by the square of the geometrical 

interparticle distance scale  2, as a function of distance in Å from the center of the film in at a 

common T = 1300 K for a metallic glass with thickness 60Å (MGF60A) and for a free-standing 

crystalline Cu film with a free interface having a (100), (110) and (111) orientations (Cu100F, 

Cu110 and Cu111F) and a thickness  64Å. 

 

Figure S3 shows the normalized 〈𝑢2〉 of the interface, core regions and the average value 

for the entire metallic glass films as function of temperature for the representative materials 

prescribed in the figure caption.  
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Figure S3. Illustrative plot of  〈𝑢2〉 normalized by the square of the geometrical interparticle 

distance scale 2 (a) Interface and core regions of the metallic glass for the materlals: 60Å 

(MGF60A-S, MGF60A-C and MGF60A-O), (b) Normalized 〈𝑢2〉 averaged over entire film for 

metallic glass materials having a range of thicknesses: 60Å, 30Å and 15Å (MGF60A-O, 

MGF30A-O and MGF15A-O). 

 

Figure S4. Illustrative plot of 〈𝑢2〉 normalized by the square of the geometrical interparticle 

distance scale 2 for the interfacial mobile region of metallic glass films having thicknesses of 60Å 

and 30Å (MGF60A-S and MGF30A-S) for the “bulk” material, calculated from the inner film 

region (from the film center to 10Å on both sides along the thickness) of MGF60A. The 〈𝑢2〉 for 

interfacial and core regions extrapolate to a common temperature (Tammann temperature), as 

found in the main text for the MGF50A-S and MGF40A-S materials. 

(a)   (b) 
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A.3 Anisotropy of DWF  

 

We only considered 〈𝑢2〉 values averaged over all three spatial coordinates directions in 

the current manuscript and we are aware of earlier studies 59,60 indicating the components of 

〈𝑢2〉 can be different in plane that normal to the interface, because it is not clear how these 

asymmetries might be measured experimentally in the physically interesting case when the 

interfacial layer is thicker than an atomic layer. In Figure S5, we show the 〈𝑢2〉 exhibits different 

values along different directions. 

Interfacial dynamics along perpendicular and planar direction don’t differ a lot for metallic 

glass films. However, interfacial dynamics vary significantly from planar to perpendicular 

direction depending on the crystallographic orientation of the film surface. Further study is needed 

to understand the anisotropic interfacial dynamics of films. 

 

 

Figure S5. Debye-Waller 〈𝑢2〉 factor as a function of temperature in different directions in (a) a 

metallic glass films with thickness  60 Å and (b) a crystalline Cu film with (100) surface 

orientation and thickness  64 Å. 

(a)   (b) 
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A.4 Relaxation Time from Self-intermediate Scattering Function as a Function of 

Temperature 

 

We determined the average structural τα from the self-intermediate scattering function Fs(t) 

after fast beta relaxation regime to the equation, 𝐹𝑆(𝑞, 𝑡) ∝ 𝑒𝑥𝑝[(𝑡/𝜏𝛼)𝛽] with the scattering 

wavevector fixed by convention to the interparticle separation distance. These fits at different T 

provide (T) estimates where β varies with sample and T in a range between 0.35 and 0.7 for the 

simulation conditions studied. An Arrhenius curve showing 𝜏𝛼 for the representative metallic glass 

MGF60A is shown in Figure S6.  

 

Figure S6. Structural or “alpha” relaxation time τα of the MGF60A-O with T. At T above the onset 

tempearture for non-Arrhenius relaxation TA, the relaxation time τα follows an Arrhenius relation 

to a good approximation, and we fit our data in this T regime to the Arrhenius equation, 

𝜏𝛼~exp (−
𝐸𝐴

𝑘𝐵𝑇
). At temperatures below TA, we correspondingly fit our τα data to the the Vogel-

Fulcher-Tammann relation (VFT) 22 𝜏𝛼~ exp [−
𝐸𝐴𝑇0

𝑘𝐵(𝑇−𝑇0)
], where EA, T0 and the proportionality 

constant τα are fitting parameters. In the comparison with the localization model (LM)  8, we only 

consider alpha relaxation times below TA . 
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A.5 Decoupling Relation for Representative Metallic Glass Sample  

 

We determined the decoupling exponent ζ from the Fractional Stokes-Einstein relation, 

𝐷

𝑇
~(

1

𝜏𝛼
)1−ζ.  This scaling relation between D/T and τα is shown for an illustrative metallic glass  

(MGF60A-O) in Figure S7 where ζ  is determined from the fitted slope in this plot. In general, we 

found ζ to range between 0.43 to 0.51 for our metallic glass samples. The decoupling exponent  

was taken to equal 100 = 0.58, 110 = 0.64 and 111 = 0.41 for the interfaces of crystalline Cu 

material (the subscripts represent the crystallographic orientation of the Cu film surface). 

 

Figure S7. Fractional Stokes-Einstein or decoupling plot relating D/T to τα for MGF60A-O. In 

this representative example, the decoupling exponent ζ is estimated to equal, ζ = 0.51. 

 

A.6 Graphical Estimation of the Characteristic Temperature TA  

 

We determined the caging temperature TA, which is an onset temperature in the glass-

forming liquids following the same procedure described in our previous work for Cu-Zr metallic 
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glass systems. 14 Relaxation is Arrhenius above TA and non-Arrhenius below TA. According to the 

entropy theory of glass-formation activation enthalpy, the activation enthalpy ∆𝐻𝑎(𝑇) for the 

structural relaxation time  follows a universal quadratic temperature relation, 

∆𝐻𝑎(𝑇) ∆𝐻𝑎(𝑇𝐴)⁄ ≈ 1 + 𝐶(𝑇 𝑇𝐴⁄ )2.  This relation is restricted to a T range between TA and 

crossover temperature Tc and TA. The characteristic temperature Tc is a “crossover temperature” 

separating the high and low T regimes of glass-formation in which H exhibits different T 

dependences. We determined TA for all metallic glass systems by fitting to equation (5). TA for 

MGTF60A (See Fig. S8) was found to be approximately 1195K, which is similar to our previous 

finding for the bulk form of this metallic glass. 14 TA was found to be lower for thinner films 

metallic glass systems. For crystalline Cu thin films, TA is assumed to equal the equilibrium 

melting temperature Tm, as mentioned in the text. Here, C is a constant describing “fragility” in the 

high temperature range of glass formation where the Vogel-Fulcher-Tammann relation no longer 

applies. 

 

Figure S8. Reduced activation enthalpy, ∆𝐻𝑎(𝑇)/∆𝐻𝑎(𝑇𝐴), as a function of reduced temperature 

for diffusion coefficient of MGF60A-O. 
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A.7 Surface Thickness and  

 

Figure S9 shows the , which provides a measure of average interfacial width, against temperature 

for MGF60A and MGF30A. This curve follows the trend similar to the calculated interfacial width 

versus temperature curve shown in Figure 2(a) of the main text. 

 

Figure S9. Constant  obtained from the fitting of 〈𝑢2〉 versus thickness curve using the equation  

〈𝑢2〉 𝜎2⁄ = 〈𝑢2(𝑐𝑜𝑟𝑒)〉 𝜎2⁄ + 𝐵 𝑒𝑥𝑝(𝑥 ⁄ )  against temperature for MGF60A and MGF30A. 

 

A.8 Effective Dimensionality  

 

Rhead suggested that the interfacial region is similar to a “quasi-two- dimensional fluid” rather 

than a crystal lattice with vacancies, etc. 276 This naturally explains why the diffusion in the 

interfacial layer is similar to a liquid near the melting temperature. 
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Figure S10. The effective dimensionality (3D3/D2) of metallic glass films with thickness  60Å 

and a crystalline Cu film with (100) surface orientation and thickness  64Å. Effective 

dimensionality of metallic glass film is well above 2 in whole temperature range we studied but 

effective dimensionality of crystalline film is almost equal to 2 in all temperatures except at 

melting temperature. Therefore, metallic glass film interface always behaves 3-dimensional even 

in lower temperature but crystal film interface only behaves 3-dimensional at very high 

temperature. 
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Appendix B: Supplementary Information of Chapter 5 

 

Supplementary Information: The Dynamics of Metal Nanoparticles on a Supporting Interacting 

Substrate 

 

B.1 Cu NP on Graphene substrate 

 

We started with putting a perfect Cu nanoparticle with 10,000 atoms on a graphene substrate and 

running energy minimization simulation to get the optimum distance between the graphene 

substrate and Cu NP. We started heating simulation at 300K; where Cu NP was in its perfect shape 

as shown in figure S1 (upper left). With increasing temperature, the adjacent side of the NP begins 

to flatten. Finally, it takes the domed shape after melting (1250K in the Figure S1). 

 

Figure S1: Initial configuration of Cu NP on graphene substrate at 300K (upper left), Cu NP on 

C with 3x interaction strength at 1000K (upper right), at 1200K (lower left) and at 1250K (lower 

right). Note that, the contact area between Cu NP and graphene substrate keeps increasing with 

increase in temperature. This increase in contact area strongly depends the interaction strength 

between Cu and C atoms. 

300K 1000K 

1200K 1250K 
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B.2 Potential Energy versus T of Free-Standing and Supported Cu NPs 

 

Figure (S2) shows the average potential energy of Cu atoms (PE) against approximate 

temperature. We have taken the time of the simulation to determine an “effective temperature” T 

because temperature fluctuations during the heating process are substantial. Melting temperature 

of NP is affected by the interactive supporting substrate. 

 

Figure S2: Average potential energy (PE) against approximate temperature (T) near melting 

temperature of free-standing Cu NP (NP-FS) and Cu NP on graphene with different strengths of 

Cu-C substrate interaction strength. 

 

In order to find the exact melting temperature of the NP, we determined the average 

potential energy of Cu atoms in every 5 ps near melting temperature. Figure S3 (a) is showing the 

average potential energy of Cu atoms against temperature for free-standing and supported Cu NPs. 

Next, we calculated specific heat capacity from the slope of these curves as shown in the Figure 

S3 (b). The exact melting temperature is at the peak of the Cp against T plot. 
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Figure S3: PE of Cu atoms in free-standing and graphene supported Cu NP near melting 

temperature averaged over every 5 ps (left). Specific heat capacity Cp derived from the potential 

energy (PE) as a function of T (𝐶𝑝 = d(PE) dT⁄ ). 

 

B.3 Colored Noise in Potential Energy Fluctuations 

 

Figure S4 shows the fluctuation of average potential energy of Cu-C interfacial Cu atoms 

of supported NP with 3x Cu-C interaction strength.  

(a) (b) 
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Figure S4: Potential energy fluctuations of atoms in the interfacial region of a NP supported C-3x 

substrate as a function of simulation t for at three temperatures. 

 

B.4 Self-Intermediate Scattering Function 

 

An example self-intermediate scattering function plot at a wide range of temperature of 

Cu-C interface part of Cu NP supported on graphene where interaction strength between Cu and 

C is 3x is shown in Figure S5.  
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Figure S5: Self-intermediate scattering function plot of the Cu-C interfacial region when Cu-C 

interaction strength is 3x with the fitted lines. 

 

B.5 Decoupling exponent  

 

Decoupling exponents (ζ ) are estimated from Fractional Stokes-Einstein (FSE) relation, 

𝐷/𝑇 ∝ (1 𝜏𝛼⁄ )1−𝜁 . A representative D/T against α-relaxation plot is given in Figure S6 below; 

where we found ζ = 0.57 for the free surface of Cu NP supported on graphene with Cu-C 

interaction strength is 3x. 
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Figure S6: Fractional Stokes-Einstein or decoupling plot relating D/T to τα for the free surface of 

Cu NP supported on graphene with 3x interaction strength between Cu and C.  

 

 

 

 

 


