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Abstract

In the Journal of Algebra 323(2010) R.Barrington Leigh et al. derive the

number and degrees of the irreducible characters of Gl, the group of invertible

2x2 matrices over the ring Z/plZ for p an odd prime. Here we generalize that

work by finding the number and degrees of the irreducible characters of the

groups of families of 2 x 2 unitary matrices over quadratic extensions of certain

local rings. We will form the quadratic extension first by adjoining the square

root of an invertible element of the ring, and then by adjoining the root of a

nilpotent element.

The overarching argument is inductive: our unitary group will be denoted

Ul, where l is a modulus of sorts. This argument requires that we know the

results for l = 1, and in the case of the quadratic extension by the square

root of a unit, the results are known from the author’s own Masters’s Thesis,

but also from the work by V. Ennola. The results for l = 1 when the root

of a nilpotent element is adjoined are developed as chapter 5 of the present

work. The earlier work of Barrington Leigh et al. was based on Clifford theory,

and we shall also follow this method, though many new technical difficulties

arise in the unitary case, particularly when l is odd. We will depart from

Clifford theory only when working out the nilpotent case for l = 1, since we

will there be able to use a result from Serre concerning the characters of semi-

direct product. We will also give a fuller explanation of certain aspects of the

Barrington-Leigh work, in order that they might be adapted to the unitary

groups.
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Chapter 1

Introduction

The irreducible characters of GL2(Fq) are given in Fulton and Harris[FH] and

those of the subgroup of unitary matrices are stated in the 1963 paper “On

the Characters of the Finite Unitary Groups” by Veikko Ennola[E], in Annales

Academiæ Scientiarum Fennicæ Mathematica. In their Journal of Algebra

paper of 2010, Barrington Leigh et. al replace the finite field with Z/plZ (for

an odd prime p), and find the degrees, numbers, and values of the irreducible

characters of the general linear group over that ring. The present work relaxes

conditions on the ring, then takes a quadratic extensions by both invertible

and non-invertible elements, so that one can consider the group of unitary 2×2

matrices over a conjugate bilinear form. We find the degrees and numbers of

the irreducible characters of these unitary groups.

We will see that such unitary groups contain certain convenient abelian

subgroups, and the plan will be to begin with irreducible characters of such a

subgroup, and use Clifford theory to arrive at an irreducible characters of the

unitary group.

The overall argument is inductive; we find the character degrees and num-
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bers for Ul the unitary group, assuming that this information is known for

Ul−1. When we adjoin the square root of an invertible element of the ring, the

base case comes from Ennola [E], and a previous work of the present author

[C]. For the case of adjoining a non-invertible element on the other hand, we

work out the base case in the present work.
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Chapter 2

Preliminaries

2.A Representations

Let G be a finite group and V be a finite dimensional C vector space; a

representation of G is a homomorphism ρ : G→ GL(V). If we choose a basis

for V , we can identify G with a group of invertible matrices. The dimension

of V is called the degree of ρ. We can use representations, together with some

of the machinery of linear algebra, to investigate the structure of G. When

the context is clear, one often refers to V itself as the representation.

Given a representation ρ as above, a subspace W of V is a subrepresentation

if, for all g ∈ G,w ∈ W ρg(w) ∈ W ; that is, W is a G invariant subspace.

A representation that has no non-trivial subspaces is called irreducible. It

is known that finite groups have finitely many irreducible representations,

and that every representation of a finite group can be expressed as a direct

sum of irreducible representations. Hence it suffices to know the irreducible

representations of G. In fact the squares of the degrees of all irreducible

representations of G sum to the order of G, and this is how we will demonstrate
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that we have found degrees and numbers of all irreducible characters of our

group.

We can also view representations from the perspective of the group algebra

which is denoted C[G]: given G, take formal sums of elements in G as a C

vector space, and define multiplication of basis vectors g, h to be consistent

with the group multiplication; then extend by linearity to the multiplication

of any two vectors. This is an associative algebra, and we can move freely

from group to algebra representations (by linear extension), as well as from

algebra to group representations (by restriction). When seen in the group

algebra context, a representation makes V into a C[G] module.

Any representation ρ of G restricts to a representation of a subgroup H of

G. It is possible to go in the other direction as well; given a representation of

H, r : H → GL(V) we can induce this to a representation on G. To see how

this might be done, suppose first that we already have a representation on G,

and that W ⊂ V be a subspace of V invariant under the action of H. Given

any g ∈ G, the subspapce gW will depend only on the coset gH that g lies

in, since if g′ ∈ gH, g′W = (gh)W = g(hW ) = gW where h ∈ H. If for some

σ ∈ G/H we write σW for this subspace, then if every v ∈ V can be written

uniquely as a sum of elements of such subspaces, we say that V has been

induced by W , and we write V = IndGHW , or IndW . It can be shown (Fulton

and Harris) that given a representation W of H, the induced representation

V of G always exists and is unique. Unfortunately, a representation that is

induced from an irreducible representation is not, in general, itself irreducible.
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2.B Characters

With any representation V of G, we can associate a function χ : G → C

defined by χ(g) = trace(ρ(g)), which is called the character of the represen-

tation. Note that in general, only characters of degree 1 representations are

homomorphisms. Characters have been used since the late 19th century to

investigate representations of groups - the character will determine a represen-

tation up to isomorphism. A character is called irreducible if it comes from

an irreducible representation.

We show first, that characters can be induced; in fact if f : H → C is any

class function (function constant on conjugacy classes of H), define:

f̂(x) =


f(x) x ∈ H

0 x /∈ H
(2.1)

then we can define a linear map IndGH from the space of class functions on H

to the space of class functions on G, given by IndGHf(g) = 1
|H|
∑

x∈G f̂(x−1gx).

One can show that this map is adjoint to the restriction map sending class

functions ofG to class functions ofH. This fact insures that induced characters

are characters of G.

On the other hand, inducing an irreducible character of H does not usually

produce an irreducible character of G. Clifford theory however, gives us a

way of beginning with an irreducible character of a normal subgroup, and

producing an irreducible character of G by using a combination of extension

and induction.
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2.C Clifford Theory

We briefly review some of the concepts of Clifford theory that provide the

framework of the argument in this work. Let G be any finite group , H CG,

and φ an irreducible character of H. The elements of G act on the irreducible

characters of H by conjugation: if g ∈ G, define φg by φg(h) = φ(ghg−1). The

subgroup T of G that acts trivially on φ is called the inertia group of φ in G,

and is denoted IUφ. A fundamental theorem in Clifford theory states that if

ψ is an irreducible character of T such that [ψH , φ] 6= 0 then ψG is irreducible.

From [I], chapter six:

Theorem 2.C.1 (Clifford) Let N be normal in G, φ ∈ Irr(N), and let T be

the inertia group of φ in G. Let:

A = {ψ ∈ Irr(T ) |[ψN , φ] 6= 0}, B = {χ ∈ Irr(G) |[χN , φ] 6= 0}

Then:

1. ψ ∈ A⇒ ψG ∈ Irr(G)

2. ψ → ψG is a bijection of A onto B.

3. if ψ ∈ A, ψG = χ, then ψ is the unique irreducible component of χT in

A.

4. if ψ ∈ A, ψG = χ, then [ψN , φ] = [χN , φ]

There can be many irreducible characters of the inertia group that lie over

φ ∈ Irr(N). The next theorem from Clifford helps us count these.

Theorem 2.C.2 (Gallagher) Let N be normal in G, φ ∈ Irr(N), and let T

be the inertia group of φ in G. If χ ∈ Irr(T ), with χN = φ, then for all

6



β ∈ Irr(T/N), the characters βχ are irreducible and distinct for distinct β,

and are all of the irreducible constituents of φG.

This means that the number of irreducible characters of G derived from

a character of the normal subgroup will be the index of that subgroup in the

inertia group of the character, i.e. [T : N ] as in our work T/N will be abelian.

Some Extension Theorems

The method of the present work involves taking an irreducible character

on a normal subgroup of the unitary group Ul, and finding an extension of this

character to the inertia group. The method of this extension will depend on

the parity of l: when we adjoin the root of an invertible element, it is easier

for l even, and when we adjoin the root of a non-invertible element, it is easier

for l odd. In any case, we will require a variety of techniques of extension of

characters, and we will state and prove some of these techniques here.

We begin with a lemma from [S2]:

Lemma 2.C.1 If G is a finite abelian group, and N is a subgroup of G with

irreducible character φ, then φ extends to G. That is, there is a character

χ of G such that the restriction of χ to N is φ.

Proof. Let φ be a character (necessarily linear) on N . We will use induction

on [G : N ]: assume N is properly contained in G (else there is nothing to

prove). Let x /∈ N ; there is a smallest positive integer k such that xk ∈ N .

Then φ(xk) = c ∈ C, and since φ is a homomorphism, φ(x)k = c, thus setting

φ(x) equal to a kth root of c1 will extend φ to the subgroup generated by N

and x. Calculation shows that this extended character is well defined, and

1This can be done since C∗ is a divisible group.
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since [G :< N, x >] < [G : N ] the Lemma is proved. (It can also be shown

that the number of distinct such extensions is [G : N ]).

We are now in a position to demonstrate a proposition that will be used

many times in the arguments that follow:

Proposition 2.C.1 Let N be a normal subgroup of a finite group G, and

φ a character on N of degree 1. If S is an abelian subgroup of G that is

contained in the inertia subgroup of φ, then φ extends to NS. That is, there

exists a linear character θ of NS such that θ restricted to N equals φ.

Proof. We restrict φ to the intersection N ∩ S. This intersection is a normal

subgroup of S (which is abelian), and we have seen that the character on

N ∩ S extends to a character γ on S. Now define a character θ on NS by

θ(ns) = φ(n)γ(s). Note that θ is well defined, since if n1s1 = n2s2, then

n−12 n1 = s2s
−1
1 ∈ N ∩ S, and since φ, γ agree on N ∩ S:

φ(n−12 )φ(n1) = γ(s2)γ(s−11 )

φ(n1)γ(s1) = φ(n2)γ(s2)

θ(n1s1) = θ(n2s2)

The following calculation shows that θ is a character that restricts to φ on

N :
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θ(n1s1n2s2) = θ(n1s1n2s
−1
1 s1s2)

= φ(n1s1n2s
−1
1 )γ(s1s2)

= φ(n1)φ(s1n2s
−1
1 )γ(s1)γ(s2)

= φ(n1)φ
s1(n2)γ(s1)γ(s2)

= φ(n1)φ(n2)γ(s1)γ(s2)

= θ(n1s1)θ(n2s2)

It follows from Lemma 2.C.1 and the above argument, that the number of

extensions from N to NS is |S|
|N∩S| = |NS|

|S| .

The next result will be used only once, but it is indispensable:

Proposition 2.C.2 Let N be a normal subgroup of G and φ a G invariant

irreducible character of N . If the degree of φ is relatively prime to [G : N ],

then φ extends to G.

Proof. The proof of this fact is somewhat involved; it involves the concepts of

projective representations as well as some group cohomology.

A projective representation of a group G is a map X : G→ GL(n,C) such

that for some scalar γ(gh) ∈ C:

X(g)X(h) = X(gh)γ(g, h)

The function γ : G × G → C∗ is called the factor set of X. Calculation

shows that a necessary condition on factor sets is that for all x, y, z ∈ G is

that γ(xy, z)γ(x, y) = γ(x, yz)γ(y, z). It can be shown that for any factor set
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γ there is a projective representation of G having that factor set.

We can replace C above by any abelian group A, and consider the group

C1 of arbitrary maps from G to A (with point wise multiplication), as well

as C2, the group of maps from G × G to A. Following the terminology of

cohomology, we have a boundary map δ : C1 → C2, so that for any µ ∈ C1,

δ(µ)(g, h) = µ(g)µ(h)µ(gh)−1. It easy to see that δ(µ) is a factor sets.

The factor sets are a subgroup of C2;
2 this subgroup is called Z2(G,A),

the 2 co-cycles. The image of C1 under the boundary map is called B2(G,A),

the 2 co-boundaries. Finally, the quotient Z2(G,A)/B2(G,A) = H2(G,A),

the second co-homology group. With this framework in place, we can state

the following:

Proposition 2.C.3 Let N CG, with θ ∈ Irr(N) invariant in G, and afforded

by the representation Y. Let X be a projective representation of G extending

Y, and satisfying the conditions above. If γ is the factor set of X, we can

define ψ ∈ Z2(G/N,C) by ψ(gN, hN) = γ(g, h). Then ψ is well defined and

the image ψ ∈ H2(G/N,C) depends only on θ, and θ extends to G if and

only if ψ = 1.

Proposition 2.C.4 [I] Let F be an algebraically closed field, and G a finite

group. Then H2(G,F) is finite and each of its elements has order dividing

|G|.

Proof. Beginning with the statement of a projective representation:

X(g)X(h) = X(gh)γ(g, h)

2actually the kernel of the boundary map from C2 to C3
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Taking the determinant of both sides, and noting that the degree of X

equals the degree of θ, we see that:

γ(g, h)degθ = det(X(g))det(X(h))det(X(gh)−1) ∈ B2(G,C∗)

Thus γ(g, h)degθ is congruent to 1 in H2(G,C∗), so the order of the image of γ

in H2(G,C∗) divides the degree of θ.
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Chapter 3

The Ring

Let R be a finite commutative ring with π ∈ R such that for every ideal I

contained in R, I = πiR for some non-negative integer i, and such that for

some minimal positive integer l, πl = 0. Thus R is a local ring and πR is

the unique maximal ideal. As R is finite, R/πR is isomorphic to some finite

field Fq; we will always assume that q is a power of an odd prime. We will

write Rl for R if we need to emphasize that l is the minimal power of π that

equals zero; if there is no chance of confusion, we shall sometimes just write

R for this ring. Let α be a non-square invertible element in Rl; we denote the

quadratic extension ring Rl[
√
α ] by Rl,α. Our concern is to find the degrees

of the irreducible characters of Ul, the group of unitary 2 × 2 matrices, with

elements in Rl,α, as well as the number of such characters. After this, we

will turn to the case of a quadratic extension of R by the square root of a

non-invertible element. We require a conjugate linear form on the module

Rl,α × Rl,α and similarly in the case of extension by a non-invertible element.

It would be convenient to have all such forms be equivalent in some sense, as

this would give us freedom to choose any convenient matrix of the form. This
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equivalence will occur if the norm map N : R∗l,α → R∗l is surjective, where

N (a+ b
√
α) = a2 − αb2

3.A Unique Expression of Ring Elements and

Conditions of Invertible Elements

We fix a transversal T of the quotient Rl/πRl and include 0 ∈ Rl in T ; this

fixed transversal allows the following:

Lemma 3.A.1 If a ∈ Rl, a can be written as a unique sum:

al−1π
l−1 + al−2π

l−2 + · · ·+ a1π + a0 for ai ∈ T 0 ≤ i < l

.

Proof. We will write R for Rl; let a ∈ R. We have a = πa′+ a0 where a0 ∈ T ,

and is thus unique. Similarly a′ = πa′′+a1 with a1 ∈ T , hence unique, so that

a = π2a′′ + πa1 + a0. This can be continued until the form in the lemma is

reached.

Definition 3.A.1 We shall refer to sums such as

al−1π
l−1 + al−2π

l−2 + · · ·+ a1π + a0

from Lemma 3.A.1 as quasi-polynomials. They are not true polynomials

because we can have, for example: bπi + cπi = dπi+1.

13



Proposition 3.A.1 An element a = al−1π
l−1 + al−2π

l−2 + · · ·+ a1π+ a0 ∈ Rl

is invertible if and only if a0 6= 0, where 0 here is the additive identity in

Rl/πRl.

Proof. If a0 = 0 then a ∈ πR and is nilpotent, hence not invertible; if a0 6=

0 then a /∈ πR and if (a) 6= R then we would have (a) contained in the

(unique) maximal ideal generated by π, but this implies that a ∈ πR which is

a contradiction. Thus (a) = R and a is invertible.

From the unique expression for each element a ∈ Rl, we have |Rl|= ql since

there are q choices for each ai. Since a is a unit if and only if a0 = 0, then the

number of units in Rl is ql−1(q − 1).

At this point we consider only the quadratic extension Rl,α; after dealing

with its characters we will turn to Rl,π, the quadratic extension of Rl by
√
π.

For convenience in some of the arguments below, we define pure roots in

Rl,α:

Definition 3.A.2 An element a+ b
√
α ∈ Rl,α is a pure root if a = 0.
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Chapter 4

Quadratic Extension by the

Square Root of a Unit

The unitary groups that are the subject of this work are those matrices that

preserve a conjugate linear form from, for example, Rl,α ×Rl,α to Rl,α. When

we adjoin the square root of a unit of R, then all such forms are equivalent

in some sense, and to show this we will need to show the surjectivity of the

norm map N : R∗l,α → R∗l given by N (a + b
√
α) = a2 − b2α. For this reason,

we want to know the number of units in Rl,α.

Proposition 4..1 a+ b
√
α ∈ Rl,α is invertible if and only if d = a2− b2α ∈ Rl

is invertible. By Proposition 3.A.1, d is invertible if and only if d0 6= 0.

Proof. If a2 − b2α is a unit in Rl then (a− b
√
α)(a2 − b2α)−1 is the inverse of

a+ b
√
α. On the other hand, let a2 − b2α = πx for some x ∈ R, and suppose

that a+ b
√
α is invertible. Then there exists c+ d

√
α ∈ Rl,α such that

(c+ d
√
α)(a+ b

√
α) = (ac+ bdα) + (ad+ bc)

√
α = 1

15



It follows that ac+ bdα = 1 and bc+ ad = 0. From this system we get:

1. a = c(a2 − b2α) = πxc

2. b = −d(a2 − b2α) = −πxd

Then a+b
√
α = πx(c−d

√
α) ∈ πRl,α is not invertible; a contradiction.

Corollary 4..1 If a, b ∈ Rl, then a+ b
√
α is a unit if and only if at least one

of a or b is a unit in Rl.

Proof. Let a =
∑l−1

i=0 aiπ
i, b =

∑l−1
i=0 biπ

i, and a2 − b2α = d =
∑l−1

i=0 diπ
i. It is

clear that if both a, b are not invertible, they are both in πR, and a+ b
√
α is

not invertible. Next, suppose that one of a, b is a unit in Rl, but that a+ b
√
α

is not invertible, so that a2 − b2α ∈ πRl. We consider the natural projection

map P from Rl to Rl/πRl ' Fq. Then 0 = P (a2− b2α) = (a2)0− (b2)0α0. But

this is a contradiction, because one of (a2)0, (b
2)0 is non-zero, and from the case

of quadratic extensions over finite fields, we know that (a2)0 − (b2)0α0 6= 0.

Therefore d = a2 + b2α is a unit and a+ b
√
α is a unit.

4.A The Kernel of the Norm Map

We denote by L the kernel of the norm map N : R∗l,α → R∗l where N (a +

b
√
α) = a2 − b2α. We will show the surjectivity of this map by counting the

units in Rl and Rl,α, as well as the size of the kernel.

Proposition 4.A.1 The size of the kernel of the norm map N is ql−1(q + 1).

Proof. We will give an algorithm for constructing norm 1 elements. Let T be

our fixed set of coset representatives of Rl/πRl (which is isomorphic to Fq).
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The kernel of the norm map n : F∗q2 → F∗q has size q + 1 ([Ca] p 9), so we can

find that number of pairs (a0, b0) in T × T such that:

a20 − αb20 = 1 + πr1, r1 ∈ Rl

We now construct elements a, b ∈ Rl such that a2−αb2 = 1: choose any of

the q+1 pairs a0, b0 such that a20−b20α = 1+πr1. Choose the other ”coefficients”

(bi) of b = bl−1π
l−1 + · · · + b1π + b0 arbitrarily; there are ql−1 ways to select

these elements. Now solve successively for a1, a2, . . . , al−1. For example, to

find a1, we require that (a1a0 + a0a1)− α(b1b0 + b0b1) + r1 = 0 where the zero

is the additive identity of R/πR. Since only a1 is unknown here, and a0 is a

unit, we can find a1 that solves the above equations and replace it if necessary,

with an element in the transversal. We can continue in this way to find all of

the ”coefficients” of a. As there were q + 1 pairs (a0, b0) and ql−1 choices for b

for each, the proposition holds.

Since the number of elements of R∗l,α is q2l − q2l−2 = ql−1(q − 1)ql−1(q + 1)

then the size of the image of the norm map is:

ql−1(q − 1)ql−1(q + 1)

ql−1(q + 1)
= ql−1(q − 1)

which is the number of elements in R∗l so that we have proved:

Theorem 4.A.1 The norm map N : R∗l,α → R∗l is surjective.

For reference, we list the numbers of various types of elements of both Rl

and Rl,α.
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Table 4.1: Enumerating Elements of R and Rl,α

Rl Rl,α

number of elements ql q2l

number of non-units ql−1 q2l−2

number of units ql−1(q − 1) ql−1(q − 1)ql−1(q + 1)
number of norm 1 elements ql−1(q + 1)

4.B The Form and the Group

Consider the additive group M given by Rlα × Rl,α; this is an Rl,α module.

By a hermitian form on M, we mean a map from M to Rl,α so that for

u, v ∈M, a ∈ Rl,α:

• H(u+ v, w) = H(u,w) +H(v, w)

• H(u, v + w) = H(u, v) +H(u,w)

• H(au, v) = aH(u, v) = H(u, av)

• H(v, u) = H(u, v)

The bar above refers to conjugation in Rl,α. Note that v ∈M impliesH(v, v) ∈

Rl. A form is called non-degenerate if for all v 6= 0 ∈M, there exists w ∈M

such that H(v, w) 6= 0, and a space having a non-degenerate Hermitian form

is called a unitary space. As in the case of bilinear forms, if a form H on a

module V is non-degenerate on a submodule W , then V is the direct sum of W

and its orthogonal complement. It is known that all such forms are equivalent

for a wide class of underlying rings (see [Cr] for example). We will give a

demonstration of this for our case.

If a module V with a form H has a basis (e1, e2, . . . , en), then we can associate

the matrix B = (H(ei, ej)) to the form, and for any v, w ∈ V :
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H(v, w) = vTBv

If we change to a new basis (f1, f2, . . . , fn) with change of basis matrix P ,

then the matrix of the form will change to P TBP . Suppose that we have two

modulesM1,M2 (with bases) with corresponding forms H1,H2. We say that

the forms are equivalent if there is an isomorphism τ : M1 → M2 such that

for all v, w ∈M1: H1(v, w) = H2(τv, τw).

Proposition 4.B.1 For the module M = Rl,α × Rl,α, all non-degenerate

Hermitian forms are equivalent.

Proof. We note that M does have a basis, for example {(1, 0), (0, 1)}. We

claim there exist v, w ∈ M such that H(v, w) = 1. To show this, it suffices

to show that we can find v, w with H(v, w) ∈ R∗l,α, since then an appropriate

scaling of v or w will give the result. Suppose to the contrary, that for all

v, w ∈ M, H(v, w) is not a unit. Choose x ∈ M such that πl−1x 6= 0.

Then for all y ∈ M, H(x, y) = πz for some z in Rl,α, so H(πl−1x, y) = 0

contradicting the fact that the form is non-degenerate.

Next, we claim that for some v ∈M, H(v, v) is a unit (necessarily in Rl).

Again, suppose not: let u, v be arbitrary in M and let a be any unit in Rl,α.

Thus π|H(au + v, au + v) = H(au, au) +H(au, v) +H(v, au) +H(v, v), and

this implies that π is a factor of H(au, v) + H(v, au), but we can rearrange

this expression to get aH(u, v) + aH(u, v). If we now choose u, v such that

H(u, v) = 1, and let a = 1, we get π|2 which is a contradiction since the

characteristic of Rl,α is odd.

Now choose v ∈ M such that H(v, v) = c ∈ R∗l . Then the form H is non-

degenerate on W =< v >, so that M = W ⊕W⊥. Note that the form must

19



be non-degenerate on W⊥: for if there were x ∈ W⊥ such that for all y ∈ W⊥,

H(x, y) = 0, then we could take the following element in M : z = 0 + x

with 0 ∈ W , and x ∈ W⊥, and we would have H(z, y) = 0 for all y ∈ M; a

contradiction. Thus, inductively, we see that there is a basis of M such that

the matrix of the form is diagonal with units of Rl on the diagonal. Moreover,

since the norm map is onto, c−1 = dd for some d ∈ R∗l,α. Thus replacing v by

dv, and proceeding inductively, we see that there is a basis of M such that

the matrix of the form is the identity matrix.

Finally, suppose that M1 and M2 are finite dimensional modules over Rl,α

with corresponding non-degenerate forms H1,H2. Choose bases for each mod-

ule so that the matrix for each form is the identity matrix. If P is a appro-

priately sized matrix with P TP = I, then identifying each module with its

coordinate vectors, we see that P is an isomorphism from M1 to M2 such

that for u, v ∈ M1, we have H1(v, w) = H2(Pu, Pv), so that the forms are

equivalent.

All of this justifies our use of any convenient hermitian matrix for the form.

The matrix ( 0 1
1 0 ) is the most convenient choice, as it allows us to use triangular

matrices.

4.C The Unitary Group

Let H : Rl,α × Rl,α → Rl,α be the form given by H(u, v) = uTBv, where

B = ( 0 1
1 0 ). Let (u, v) ∈ Rl,α × Rl,α, and by Ul denote the 2 × 2 unitary

matrices over Rl,α:

Ul = {g ∈M2×2(Rl,α) |H(gu, gv) = H(u, v)}

20



Remark 4.C.1 Using ( 0 1
1 0 ) as the matrix of the form H, the matrix ( a bc d ) is

unitary if and only if it satisfies the conditions:

1. ad+ cb = 1

2. ab+ ab = 0

3. ac+ ac = 0

4. db+ db = 0

5. dc+ dc = 0

We find the order of Ul by using the Borel subgroup:
{(

a b
0 d

)}
∩ Ul. This

subgroup has order q3l−2(q−1)(q+1): there are ql−1(q−1)ql−1(q+1) choices for

a since it is a unit, and d is determined by a. From remark 4.C.1, ab+ ab = 0

and since a is a unit, we can divide both sides by aa to find that b
a

is a pure root,

so that b = a(r
√
α) for r ∈ Rl with ql choices for r. The coset representatives

are of two forms: (these are adapted from [Ca])

1.
(
πt
√
α 1

1 0

)
, with ql−1 choices for t.

2.
(

1 0
t
√
α 1

)
, with ql choices for t.

There are ql−1 + ql coset representatives so that |Ul|= q4l−3(q − 1)(q + 1)2.

4.D Surjectivity

Below we will define abelian subgroups of Ul (denoted by Km or Km+1 depend-

ing on the parity of l). Using Clifford theory to find irreducible characters of Ul

requires starting from the irreducible characters of a subgroup, and finding the
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stabilizer subgroups (under the conjugation action by Ul) of these subgroup

characters. We will see that for every character of Km (or Km+1), the inertia

group can always be written KmS (or Km+1S) for some abelian subgroup S

that depends on the particular character. The proof of this fact will use the

surjectivity of various projection maps. These include maps from Rl,α → Ri,α,

and maps from a subgroup of Ul to the corresponding subgroup of Ui. For

example, if k is a positive integer strictly less than l, we can consider the quo-

tient of Rl by the ideal generated by πk and identify this quotient with Rk.

Elements in the quotient can be though of as:

tk−1π
k−1 + tk−2π

k−2 + · · ·+ t1π + t0 for 0 ≤ i < k ti ∈ T

.

where the same set of fixed coset representatives T can be used. We will often

refer to the modulus πl or πk in such cases, by analogy with the case of Z/plZ.

In turn we will refer to Uk and its subgroups as ”modulo” k if the elements in

it are in Rk,α.

Lemma 4.D.1 The projection map P : R∗l → R∗k given by

P (
l−1∑
j=0

tjπ
j) =

k−1∑
j=0

tjπ
j

is a ring homomorphism and is surjective.

Proof. Let x =
∑k−1

i=0 tiπ
i ∈ R∗k. Let y =

∑l−1
j=0 tjπ

j ∈ R∗l such that tj = ti for

0 ≤ i, j ≤ k − 1. Then P (y) = x.

The map P extends to a map from Rl,α → Rk,α by setting P (a + b
√
α) =

P (a) + P (b)
√
P (α) for a, b ∈ Rl. By the previous argument, this map is also
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surjective when restricted to units. Furthermore, we can extend P to matrix

groups over Rl,α by applying it to each element of the matrix. If necessary we

will write Pk to indicate a modulo k map. We now demonstrate the surjectivity

of maps between various subgroups of Ul that are nevertheless all denoted by

S. They are centralizers of certain elements ofM2×2(Rl,α). We could give each

S subgroup an identifying index, but this is unnecessary because the context

will always provide clarity.

Proposition 4.D.1 The natural projection map Pk from the group S =
(
a 0
0 d

)
in Ul to the analogous group in Uk is surjective.

Proof. The two S groups above are isomorphic, respectively, to R∗l,α and R∗k,α,

so the claims holds.

We will denote by L, the norm 1 elements in Rl,α; that is z ∈ L if and only if

zz = 1. We might write this as Ll if the modulus needs to be made explicit.

Then the set of norm 1 elements in Rk,α will be written Lk.

Lemma 4.D.2 For k ≤ l, the projection map P : Ll → Lk is surjective.

Proof. Let a+ b
√
α be a norm 1 element in Rk,α, so that a2− b2α = 1 modulo

πk. We assume that we have a and b chosen such that for d = a2 − b2α we

have d0 = 1, and di = 0 for i = 1, 2, . . . , k − 1. We can solve for pairs (aj, bj)

for j = k, k + 1, . . . , l − 1 as in Proposition 4.A.1. .

Proposition 4.D.2 Let σ be a square unit in Rl. The natural projection map

P from S =
(
a cσ
c a

)
in Ul to the analogous subgroup in Uk is surjective.

Proof. The two S groups above are isomorphic, respectively, to Ll × Ll and

Lk×Lk: from the conditions in remark 4.C.1 ac+ac = 0 so ±(ack+ack) = 0,

and aa+ cck2 = 1. Combining these last two equations, we get
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aa+±(ack + ack) + cck2 = 1

(a± ck)(a± ck) = 1

so that a ± ck ∈ L, and in fact
(
a cσ
c a

)
could be written as ordered pairs

(a+ ck, a− ck) with pointwise multiplication.

Proposition 4.D.3 For any β ∈ Rl, the natural projection map P from

S =
(
a πβc
c a

)
in Ul to the analogous subgroup in Uk is surjective.

Proof. We cannot describe this subgroup in terms of units or norm 1 elements

as in the previous two cases, therefore we merely count S modulo πl and πk

as well as the size of the kernel of the projection map; note that the argument

does not depend on the parity of l. Taking S modulo πl first, we see the

following:

1. Since the matrix is invertible, a is a unit.

2. Since ac + ac = 0, we can divide both sides by aa to get c = ar
√
α for

r ∈ Rl.

3. Since aa+ πβcc = 1, and c = ar
√
α, we can re-arrange to get

aa = (1− πβr2α)−1

Therefore we can choose r freely from Rl, then choose a from the pre-image

of (1 − πβr2α)−1 in the norm map. This pre-image has the same size as the

subgroup of norm 1 elements. Thus |S| modulo πl is qlql−1(q + 1), and |S|
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modulo πm is qmqm−1(q + 1).

The kernel of the projection map from S modulo πl to S modulo πm has

the form:

(
1+πma πm+1βc
πmc 1+πma

)
, a, c ∈ Rl,α

Since the product of the elements on the second diagonal is zero, then 1 +

πma must be a norm 1 element, therefore the number of choices for this element

equals the size of the kernel of the projection map from norm 1 elements

modulo πl to the norm 1 elements modulo πm. We have seen that this map is

surjective, therefore the size of the kernel is:

ql−1(q + 1)

qm−1(q + 1)
= ql−m

Since πmc can be written (1 +πma)r
√
α, then πm divides r therefore there

are ql−m choices for πmc. We conclude that the kernel has size:

ql−mql−m

Thus the index of the kernel in S modulo πl equals the order of S modulo

πm, so the projection map is surjective.

Consider the map Pi : Ul → Ui given by sending each element of a matrix

over Ul to its value modulo π; we would like to show that this map too is sur-

jective, but we must first introduce the kernel of this map - the Ki subgroups.

This is the subject of the next section.
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4.E The K Subgroups: Characters and Inertia

Groups

For a positive integer i ≤ l − 1, we define the K subgroups of Ul:

Definition 4.E.1

Ki = {I + πiB} ∩ Ul =
{(

1+πia πib
πic 1+πid

)}
∩ Ul, a, b, c, d ∈ Rl,α

It is clear that if i ≥ l
2
, Ki is abelian. We begin the Clifford method

by defining irreducible (necessarily linear) characters of the largest abelian K

group for Ul; this will be Km when l = 2m, and Km+1 when l = 2m+ 1.

Proposition 4.E.1 For either parity of l, the order of Ki is q4(l−i).

Proof. For any unitary matrix
(
x y
z w

)
where x is a unit, remark 4.C.1 implies

xy + xy = 0, and dividing both sides by xx gives y
x

+ ( y
x
) = 0 so that y =

x(r
√
α), r ∈ Rl and similarly z = x(s

√
α), s ∈ Rl. For the Ki subgroups, this

means that πib = (1 + πia)(r
√
α), and since (1 + πia) is a unit, πi divides r,

so that there are ql−i choices for r, thus ql−i choices for πib; likewise for πic.

The element 1+πia is in the kernel of the natural projection map from R∗l,α to

R∗i,α. This is a surjective map, so the size of the kernel (and hence the number

of choices for 1 + πa) is q2(l−1). Finally, 1 + πid is determined by the unitary

constraint xw + zy = 1, so the order of Ki is q2(l−i)ql−iql−i = q4(l−i).

If i ≥ l/2 so that Ki is abelian, we can more precisely describe elements of

the group.
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Proposition 4.E.2 If Ki =
{(

1+πia πib
πic 1+πid

)}
∩ Ul with i ≥ l/2 then

Ki =
{(

1+πia1+πia2
√
α πib

√
α

πic
√
α 1−πia1+πia2

√
α

)
a1, a2, b, c ∈ Rl

}
Proof. Since I + πiB is unitary, by remark 4.C.1:

1. since 1 + πia1 + πia2
√
α is a unit, then πib in the statement of the

proposition must be a pure root with a factor of πi, hence can be written

πib′
√
α, for b′ ∈ Rl.

2. By remark 4.C.1, (1 + πia)(1 + πid) + (πic)(πib) = 1 + πi(a + d) = 1.

Thus πl−i divides a+ d, d = −a+ πl−iT , so πid = πi(−a), and d can be

assumed to be −a.

We end this section with the following proposition:

Proposition 4.E.3 The modulo πi map from Ul to Ui is surjective.

Proof. Since the kernel of the map isKi, thus it suffices to show that [Ul : Ki] =

|Ui|. The respective group orders are q4l−3(q−1)(q+1)2 and q4i−3(q−1)(q+1)2.

The ratio of these is q4l−3(q−1)(q+1)2

q4i−3(q−1)(q+1)2
= q4(l−i) which is |Ki|.

4.E.1 Characters on Km and Km+1

Following the method in [BL] for characters of the invertible matrices over

Z/plZ, we will define a character on an abelian K group, starting with λ, a

primitive character on the additive group of Rl. By primitive is meant that

the kernel of λ contains no non-trivial ideal of Rl. There are two immediate

consequences of this:
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1. if, for some x ∈ Rl, and for all r ∈ Rl λ(xr) = 1, then x = 0;

2. All of the characters of R+
l can be generated by λ over Rl by defining,

for r ∈ Rl, rλ(x) = λ(rx) - in this way the set {rλ, r ∈ Rl} is IrrR+
l .

It is not immediate that a primitive character exists on Rl, hence:

Proposition 4.E.4 There exists a character λ : R+
l → C× such that the

kernel of λ contains no ideal of Rl other than (0).

Proof. Any non-trivial ideal contained in the kernel of λ contains the minimal

ideal. Thus λ may be considered to be the lift of a character of the quotient

ring Rl/π
l−1Rl. But the number of characters of the quotient is strictly less

than the number of characters of R+
l , which must therefore have a character

containing only the ideal (0).

The additive group of Rl,α, is a direct sum of two copies of R+
l , and any

character γ on Rl,α can be expressed as γ(a+b
√
α) = γ1(a)γ2(b) where each γi

is a character on R+. There are many ways to extend λ to Rl,α, but we want

this extended character to be primitive, and the simplest choice is to use

λ(a+ b
√
α) = λ(a)λ(b) = λ(a+ b)

Now we define φA ∈ Irr(Km) by:

Definition 4.E.2 Let A ∈ M2×2(Rl,α); define φA ∈ Irr(Km) or Irr(Km+1)

respectively, by:

φA[I + πmB] = λ[tr(πmAB)]
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φA[I + πm+1B] = λ[tr(πm+1AB)]

This sort of character is given in [BL] (for the general linear group) without

much comment. It will be worthwhile here to demonstrate its reasonableness,

that is, to show that it is a natural way to define characters on Km and Km+1.

In what follows, we shall use Km as our example but the argument does not

depend on this. From Proposition 4.E.2, an element of Km has the form

(
1+πma1+πma2

√
α πmb

√
α

πmc
√
α 1−πma1+πma2

√
α

)
a1, a2, b, c ∈ Rl

and since (I + πmB)(I + πmC) = I + πm(B +C), Km is isomorphic to the

additive group whose elements are M2×2(Rl) (though it is only the modulo πm

value of each matrix entry that matters). The number of irreducible characters

of Km equals the order of the additive group of M2×2(Rl) modulo πm. More-

over, it is clear that distinct A matrices over Rl modulo πm give distinct φA

characters on Km, so while the A matrices of definition 4.E.2, can be over Rl,α,

we can account for all φA characters of Km using only matrices over Rl. Any

character on the additive group {
(
πma1 πmb
πmc πma2

)
} a1, a2, b, c ∈ Rl can be written

as the product of characters on the elements πma1, π
ma2, π

mb, πmc ∈ Rl. By

using the following matrices:

A1 =
(

1 0
0 0

)
, A2 =

(
0 0
0 1

)
, A3 =

(
0 1
0 0

)
, A4 =

(
0 0
1 0

)
For g =

(
πma1 πmb
πmc πma2

)
, λ[tr(Aig)] is a character that applies λ to one of

the entries of g. Thus in [BL], precisely these A matrices were used to form

the φA characters of Km. In the unitary case, an element of Km has the
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form I + πmB = I + πm
(
a1+a2

√
α b

√
α

c
√
α −a1+a2

√
α

)
, thus tr(AB) will pick out one of

{πma1, πma2, πmb, πmc} if A is one of the following:

A1 =
(

1
2

0

0 − 1
2

)
, A2 =

(
1
2

0

0 1
2

)
, A3 =

(
0 1
0 0

)
, A4 =

(
0 0
1 0

)
Hence the reasonableness of definition 4.E.2, since λ[tr(πmAiB)] is merely

applying λ to an entry of B (multiplied by πm).

The characters φA are permuted by Ul by conjugation; for g ∈ Ul,

φgA(I + πmB) = φA[g(I + πmB)g−1]

Conjugate characters on the K group lead to the same irreducible character

χ ∈ IrrUl, thus we are only concerned with non-conjugate characters on the

K groups. The following important fact concerning conjugate φA characters

comes from [BL] p 1292.

Proposition 4.E.5 The irreducible character φA on an abelian K group is

conjugate to φA′ if and only if A,A′ are conjugate matrices:

(φA)g(I + πmB) = φA(I + πmgBg−1) (4.1)

= λ(tr(πmAgBg−1)) (4.2)

= λ(tr(πmg−1AgB)) (4.3)

= φAg−1 (I + πmB) (4.4)

The same proof works for l = 2m+ 1 with φA on Km+1.
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4.F Selecting and Generalizing the A Matrices

We wish to use as few A matrices as possible to form the φA characters on

Km. One might think that the best candidates are the matrices that form the

φA generators of the irreducible characters of the K group:

A1 =
(

1
2

0

0 − 1
2

)
, A2 =

(
1
2

0

0 1
2

)
, A3 =

(
0 1
0 0

)
, A4 =

(
0 0
1 0

)

but this is not the case because, for example, A3 and A4 are conjugate.

The following will be of some help. It assumes that l = 2m, but a similar

argument would work for l = 2m+ 1.

Proposition 4.F.1 For l = 2m, any character φA on Km is conjugate (by Ul)

to a character φB, where B is over Rl, and has one of the following forms:

1. xI + πC

2. xI +
(
a 0
0 b

)
, such that

(
a 0
0 b

)
is not a multiple of π.

3. xI+
(

0 a
b 0

)
where

(
0 a
b 0

)
is not a multiple of π, and is not diagonalizable.

Proof. We will count the characters for B = xI + πc, and then set them aside

because they lead to characters of Ul that come from Ul−1. These φB characters

are all distinct and number q4m−3: to see this, we write

xI + πC =
(
x+a b
c x+d

)
Because of the πm in the definition of φB, there are qm−1 choices for b, c

and qm choices for x + a and finally, qm−1 choices for x + d, since x + a has

been selected. This gives q4m−3 choices in all.
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For B matrices of the second type, we will see below in section 4.H.1, that

the stabilizer T , of φB under the conjugation action of Ul has order q3l−2(q −

1)(q + 1), so the orbit size of such a character is [Ul : T ] = ql−1(q + 1). There

are ql−1(q − 1) of these B matrices, which are conjugate in pairs: xI +
(
a 0
0 b

)
is conjugate to xI+

(
b 0
0 a

)
. Therefore the number of non-conjugate characters

of this type is ql−1(q−1)
2

. Multiplying by the orbit size of each character gives

q2l−2(q−1)(q+1)
2

distinct characters on Km.

Before counting the contribution from the third type, we examine more

closely the matrix
(

0 a
b 0

)
when one of a, b is a unit, and the matrix is not

diagonalizable. Conjugating by
(

0 1
1 0

)
if necessary, we assume b is a unit and

and write
(

0 a
b 0

)
= b
(

0 T
1 0

)
where T = a(b)−1. For any

(
x y
z w

)
∈ Um we have:

(
x y
z w

)
b
(

0 T
1 0

)(
x y
z w

)−1
= b
(
y Tx
w Tz

)(
w −y
−z x

) 1

det

= b
(

.... x2T−y2
w2−z2T ....

) 1

det

Suppose that the result of conjugation is a diagonal matrix, so that

x2T − y2 = w2 − z2T = 0

Definition 4.F.1 In our 2×2 matrices we will denote by neighbours, any two

elements horizontally or vertically adjacent. So that for example, in
(
x y
z w

)
the pairs x, y and x, z are neighbours, but x and w are not.

We consider an exhaustive list of possibilites for T ∈ Rl: a square unit ,

a non-square unit, or a non-unit. In a unitary matrix over Rl,α, the ratio of

squares of neighbours (where defined) must always be a non-square in Rl,α.
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For example if x is a unit, by Proposition 4.E.1 y = x(r
√
α), and (y/x)2 = r2α

which is a non-square since α was chosen to be a non-square. Therefore if T

above is a square the matrix cannot be diagonalized. If T is a non-square unit

in Rm, it can be written r2α for r a unit in Rm; then if s is a unit in Rm and

xx = (−2rsα),−1 we choose the unitary matrix:

(
x (x)r

√
α

(x)s
√
α x(−rsα)

)
which, by an unpleasant calculation, diagonalizes

(
0 T
1 0

)
.

If T is a non unit, and the matrix is diagonalized, then x2T − y2 =

w2 − z2T = 0 so both y and w would be non-units which is impossible in

an invertible matrix. Therefore the matrix is not diagonalizable if and only if

T is a non-unit or a square unit. Hence we use
(

0 a
b 0

)
where a(b)−1 is a square

unit in Rl or a non-unit in Rl.

For the case xI+b
(

0 σ
1 0

)
where σ is a square unit in Rl, the b is superfluous:

since the norm map is onto the units of Rl, we can find y ∈ Rl,α with yy = b.

As a result, conjugating xI + b
(

0 σ
1 0

)
by
(
y 0
0 (y)−1

)
gives xI +

(
0 σ′
1 0

)
where σ′

is a square unit; thus merely varying σ over all squares, we get all characters

of this type. They are all non-conjugate, and there are qm qm−1(m−1)
2

of them.

The stabilizer of these elements are elements of Um having the form
(
x yσ
y x

)
.

This subgroup is isomorphic to two copies of the norm 1 elements of Rm,α and

thus has order qm−1(q+1)qm−1(q+1), hence the orbit size is q4m−3(q−1)(q+1)2

q2m−2(q+1)2
=

q2m−1(q − 1). As a result in this type we account for q4m−2(q−1)2
2

characters.

The final type is xI + b
(

0 πβ
1 0

)
where, as before, the b is superfluous. We

have qqm−1 non- conjugate matrices and the stabilizer is the subgroup of ma-

trices of the form
(
x πβy
y x

)
having order q2m−1(q + 1) resulting in an orbit size
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of q2m−2(q − 1)(q + 1), which gives us q4m−3(q − 1)(q + 1) characters. Let us

list the number of characters from all cases:

1. xI + πC: q4m−3

2. xI +
(
a 0
0 b

)
: q4m−2(q−1)(q+1)

2

3. xI + b
(

0 σ
1 0

)
: q4m−2(q−1)(q−1)

2

4. xI + b
(

0 πβ
1 0

)
: q4m−3(q − 1)(q + 1)

Taking the sum of the second and third cases gives

q4m−2(q − 1)(q + 1)

2
+
q4m−2(q − 1)(q − 1)

2
=
q4m−2(q − 1)

2
[q−1+q+1] = q4m−1(q−1)

adding this to the fourth case gives

q4m−1(q − 1) + q4m−3(q − 1)(q + 1) = q4m−3(q − 1)[q2 + q + 1] = q4m−3(q3 − 1)

and adding this to the first case gives us q4m which is the number of char-

acters of Km.

The matrices of the first type leads to characters of Ul that come from

Ul−1; that is they are lifts of characters on Ul/Kl−1 which is isomorphic to

Ul−1 and are thus supposed to be known by the inductive hypothesis. Their

contribution to the sum of squares of degrees is found separately. Of the

remaining three types, the scalar part does not affect the degrees or inertia
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groups of the characters that we will find, thus to simplify computations we

will use the following A forms: (we well return later to the more general forms)

1.
(

1
2

0

0 − 1
2

)
2.
(

0 σ
1 0

)
where σ is a square unit in Rl.

3.
(

0 πβ
1 0

)
where β ∈ Rl−1.

4.G The Inertia Groups

Applying the method of Clifford theory to Ul requires that we find, for each

character φA, the inertia group T ; that is, all g ∈ Ul such that

φA[g(I + πmB)g−1] = φA(I + πmB)

The inertia group contains the abelian group Km or Km+1 (depending on

the parity of l), and the centralizer in Ul of the A matrix:

φA[g(I + πmB)g−1] = φA[I + πmgBg−1]

= λ[tr(πmA(gBg−1)]

= λ[tr(πm(g−1Ag)B]

If we denote the centralizer of A by S, then KmS ≤ T ( for l even) or

Km+1S ≤ T (for l odd). Presently we will find an upper bound for T ; to do

so, it will be necessary to consider the parities of l separately, but first we need

the following.
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Lemma 4.G.1 If T is the inertia group of φA, and g ∈ Ul, then g ∈ T . This

does not depend on the parity of l.

Proof. For any of our three A matrices, let g ∈ T so that (for ease of reading,

we assume that πm or πm+1 has been multiplied into the B matrix)

λ[tr(AgBg−1)] = λ[tr(AB)] (4.5)

Note that for A =
(

1
2

0

0 − 1
2

)
and B =

(
a1+a2

√
α b

√
α

c
√
α −a1+a2

√
α

)
tr(AB) = tr(AB)

and when A =
(

0 σ
1 0

)
or
(

0 πβ
1 0

)
tr(AB) = −tr(AB).

Supposing that g ∈ T where A =
(

1
2

0

0 − 1
2

)
,

λ[tr(A(gBg−1)] = λ[tr(AgBg−1)]

= λ[tr(AB)]

= λ[tr(AB)]

Next, suppose g ∈ T and A =
(

0 σ
1 0

)
or
(

0 πβ
1 0

)

λ[tr(A(gBg−1)] = λ[−tr(AgBg−1)]

= λ[−tr(AB)]

= λ[tr(AB)]

therefore g ∈ T for all φA characters.

Finding the Inertia Groups
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1. Let l = 2m, so that φA is defined on Km. The centralizer of each the

three A matrix types are precisely the S groups (one for each A matrix)

mentioned in section 4.C. We demonstrate this below.

(a)

(
x y
z w

)(
1
2

0

0 − 1
2

)
=
(

1
2

0

0 − 1
2

)(
x y
z w

)
(
x −y
z −w

)
=
(

x y
−z −w

)

implies that y = z = 0, so for A =
(

1
2

0

0 − 1
2

)
, the S group consists of

the diagonal matrices, and so is isomorphic to R∗l,α.

(b)

(
x y
z w

)(
0 σ
1 0

)
=
(

0 σ
1 0

)(
x y
z w

)
(
y xσ
w zσ

)
=
(
zσ wσ
x y

)

implies that y = zσ and w = x, so for A =
(

0 σ
1 0

)
, the S group

consists of all matrices of the form
(
x zσ
z x

)
, and so is isomorphic to

L × L

(c)

(
x y
z w

)(
0 πβ
1 0

)
=
(

0 πβ
1 0

)(
x y
z w

)
(
y xπβ
w zπβ

)
=
(
zπβ wπβ
x y

)

implies that w = x and y = zπβ, so for A =
(

0 πβ
1 0

)
, the S group

is all matrices of the form
(
x πβz
z x

)
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We will show next, that when l is even, the upper bound for T is KmS.

Since KmS ≤ T by construction, this will imply that T = KmS.. In the

following proof, we assume that A is a matrix over Rl so that A = A.

Proposition 4.G.1 If l = 2m and T is the inertia group of φA, then

T ≤ KmS, where S is the centralizer in Ul of A.

Proof. Let g ∈ T and I + πmB ∈ Km. Then

λ[tr(πm(AgBg−1))] = λ[tr(πm(AB))]

and λ[tr(πm(g−1Ag−A)B)] = 1; letX denote πm(g−1Ag−A) so λ[tr(XB)] = 1

where B is any matrix of the form

(
a1+a2

√
α b

√
α

c
√
α −a1+a2

√
α

)
a1, a2, b, c ∈ Rl

We can show that X = 0, and this will give us an upper bound for T .

Lemma 4.G.2 X = πm(g−1Ag − A) = 0

Proof. Since X has trace zero, we can write

X =
(
x1+x2

√
α w

z −x1−x2
√
α

)
where x1, x2 ∈ Rl, and w, z ∈ Rl,α.

If, for any r ∈ Rl, we let B =
(
r/2 0
0 −r/2

)
then

1 = λ[tr(XB)] = λ((x1 + x2)r)

Since since λ extended to Rl,α is primitive, x1 + x2 = 0. We can replace

X with X because g ∈ T , and A = A. Now the preceding argument

gives us x1 − x2 = 0, so that x1 = x2 = 0.

38



Next write w = w1+w2

√
α, and letB =

(
0 0

r
√
α 0

)
, so that 1 = λ(trXB)) =

λ[((w1 +w2

√
α)r
√
α)] = λ[(w2α+w1)r] = 1 for all r ∈ Rl, implying that

w2α + w1 = 0. If we replace X by X we get −w2α + w1 = 0 so that

w1 = w2 = 0. A similar argument shows that z = 0.

Since X = πm(g−1Ag − A) = 0 then for any g ∈ T

πmAg = πmgA (4.6)

We assume that
(
x y
z w

)
∈ T , and consider the three Amatrices separately

in order to establish the upper bound for T :

(a) When A =
(

1
2

0

0 − 1
2

)
, from equation 4.6 we get:

πm
1

2

(
1 0
0 −1

)(
x y
z w

)
= πm

1

2

(
x y
z w

)(
1 0
0 −1

)
so

πm
(

x y
−z −w

)
= πm

(
x −y
z −w

)
hence πmy = πmz = 0 which means y, z have a factor of πm, so g

can be written
(

x πmy
πmz w

)
. Under the map Pm|T : Ul → Um that

takes each entry of the matrix in Ul to its value modulo πm,the

image of the map is the subgroup
(
x 0
0 w

)
of Um, and the kernel is

Km. We know this map is surjective because its domain contains the

diagonal matrices in Ul, and we have seen that the diagonal matrices
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are isomorphic to the units (with the appropriate modulus), and the

projection map from R∗l,α to R∗m,α is surjective. Thus every element

in the domain can be written ks with k ∈ Km and s ∈ S, so that

T ≤ KmS.

(b) When A =
(

0 σ
1 0

)
, by equation 4.6 we get

πm
(

0 σ
1 0

)(
x y
z w

)
= πm

(
x y
z w

)(
0 σ
1 0

)
so

πm
(
σz σw
x y

)
= πm

(
y σx
w σz

)
and w = x+ πmE, y = zσ+ πmD where E,D are elements in Rl,α,

so we can write g as
(
x zσ+πmD
z x+pimT

)
. Using the same map as before,

and restricting to the matrices of the inertia group, we see that the

image is the S group of matrices
(
x zσ
z x

)
modulo πm. The kernel is

again Km, and the map is surjective because of the surjectivity of

the projection map between the S groups of appropriate modulus.

Thus again any g in the inertia group is in KmS.

(c) Let A =
(

0 πβ
1 0

)
, so by the argument for the previous matrix w =

x+ πmE and y = zπβ + πmD, and we can write g =
(
x zπβ+πmD
z x+πmE

)
.

The same argument applies here because of the surjectivity of the

projection map between appropriate S groups. Thus T ≤ KmS.

2. If l = 2m + 1, Km is not abelian so we define φA on the largest abelian
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K group which is Km+1. By construction T ≥ Km+1S, but in fact

T ≥ KmS since Km centralizes Km+1:

(I + πmB)(I + πm+1C) = I + πmB + πm+1C = (I + πm+1C)(I + πmB)

To get an upper bound for T , we start with φA and g ∈ T so for any

(I + πm+1B) ∈ Km+1

λ[tr(πm+1AgBg−1)]− λ[tr(πm+1AB)] = 1

λ[tr(πm+1(g−1Ag − A)B)] = 1

If we let X denote πm+1(g−1Ag − A) then

Lemma 4.G.3 Given any A matrix (over Rl), and g ∈ T ,

X = πm(g−1Ag − A) = 0

Proof. Again the trace of X is zero, and

X =
(
x1+x2

√
α w

z −x1−x2
√
α

)
where x1, x2 ∈ Rl, and w, z ∈ Rl,α.

The entire argument from Proposition 4.G.2 carries through here to give

us following.

πm+1Ag = πm+1gA (4.7)
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Applying this condition to each A matrix shows that KmS again contains

the inertia group, thus for l odd and even, the inertia group is KmS for

the appropriate choice of S for each matrix.

4.H Finding the Character Degrees

For each φA character we will need to find the orders of subgroups having the

form BC where B and C are themselves subgroups. We can always calculate

this by

|BC|= |B||C|
|B|∩|C|

but for KmS (for either parity of l), we will sometimes use

|KmS|= |Km||S|modulo πm

which stems from the natural surjective projection map from Ul to Um, as

this is sometimes more convenient.

4.H.1 The Even Case

For each of the three A matrices

1.
(

1
2

0

0 − 1
2

)
2.
(

0 σ
1 0

)
where σ is a square unit in Rl.

3.
(

0 πβ
1 0

)
where β ∈ Rl−1.
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we extend φA on Km to ψ on KmS by from Proposition 2.C.1. Then by

Clifford theory, χ = IndUlT ψ is an irreducible character of Ul of degree [Ul : T ].

The schematic for each φA character is:

Km
φA

ext−→KmS
ψ

ind−→Ul
χ

1. A = (
1
2

0

0 − 1
2

)

T =
{(

a πmb
πmc d

)}
∩ Ul = KmS, S =

{(
a 0
0 d

)}
∩ Ul

The group S is isomorphic to the units in Rl,α. The order of the

units modulo πm is qm−1(q − 1)qm−1(q + 1), so |T |= |Km||S|modulo πm=

q4mqm−1(q − 1)qm−1(q + 1) = q3l−2(q − 1)(q + 1). Thus, χ = IndUlT ψ is

irreducible with degree [Ul : T ] = ql−1(q + 1)

2. A = ( 0 σ
1 0 ), where σ = k2, k ∈ R∗l .

T =
{(

a bσ+πmc
b a+πmd

)}
∩ Ul, = KmS, S =

{(
a bσ
b a

)}
∩ Ul

From Proposition 4.D.2, S is isomorphic to two copies of L, and |S|

modulo πm is

qm−1(q + 1)qm−1(q + 1) = ql−2(q + 1)2

Since |T |= |KmS|= |Km|(ql−2(q + 1)2) = q3l−2(q + 1)2, χ = IndUlT ψ has

degree [Ul : T ] = ql−1(q − 1).

3. A =
(

0 πβ
1 0

)
, β ∈ Rl−1
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T =
{(

a bπβ+πmc
b a+πmd

)}
∩ Ul, = KmS, S =

{(
a bπβ,
b a

)}
∩ Ul

We can find |S| by using the proof for Proposition 4.D.3, so the order of

S modulo πm is qm−1(q + 1)qm = ql−1(q + 1), and |T |= q2lql−1(q + 1) =

q3l−1(q + 1), and χ = IndUlT ψ has degree [Ul : T ] = ql−2(q − 1)(q + 1).

4.H.2 The Odd Case

When l = 2m+ 1, we define φA on Km+1, the largest abelian K subgroup. In

section 4.G we found the inertia group to be KmS for S groups of the same

form as in the even case. By Proposition 2.C.1, we can extend φA to Km+1S

but not directly to the inertia group T = KmS. Consequently, we interpose

some intermediary subgroups of Ul and work our way in steps from Km+1 to

KmS. In anticipation of the calculation of the number of characters of Ul of

each degree, we will mention the number of extensions as we move from Km+1

to KmS. Calculations of the sizes of S groups follow the same methods used

in the even case above.

1. A = (
1
2

0

0 − 1
2

)

T = KmS =
{(

a πmb
πmc d

)}
∩ Ul, S =

{(
a 0
0 d

)}
∩ Ul

|T |= |Km|×|S|moduloπm= q3l−1(q − 1)(q + 1).

We interpose the subgroup N =
{

( 1+πma πm+1b
πmc 1+πmd )

}
∩Ul and extend φA to

φ′A ∈ Irr(N). N is generated by Km+1 and the abelian subgroups of Ul
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G1 =
{(

1+πma 0

0 (1+πma)
−1

)}
a ∈ Rl,α, G2 =

{(
1 0

πmc
√
α 1

)}
c ∈ Rl

We show that N is normal in KmS so we can apply Clifford theory to

N . This requires finding the inertia group T0 of φ′A in T = KmS. The

extension to N will be done in several steps. The schematic is (omitting

the steps from Km+1 to N for simplicity)

Km+1
φA

ext−→N
φ′A

ext−→T0
ψ0

ind−→T
ψ

ind−→Ul
χ

Proposition 4.H.1 N is normal in KmS

Proof. Write
(
a b
c d

)
for
(

1+πma πm+1b
πmc 1+πmd

)
∈ N and let

(
X 0
0 Y

)
∈ S then

(
X 0
0 Y

)(
a b
c d

)(
X−1 0
0 Y −1

)
=
(

a (XY −1)b

(X−1Y )c d

)
∈ N

Next write
(
x y
z w

)
for
(

1+πmx πmy
πmz 1+πmw

)
∈ Km. N is generated byKm+1,G1,

and G2, but Km centralizes Km+1, so we only need to check that when

any elements of G1 and G2 are conjugated by Km, the result is in N .

Note that the subgroup generated by G1 and G2 is lower triangular, so

for any
(
a 0
c d

)
∈ N ,
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(
x y
z w

)(
a 0
c d

)(
w −y
−z x

) 1

xw − zy
=
(
ax+cy dy
.... ....

)(
... −y
... x

) 1

xw − zy

=
(
.... xy(d−a)−cyy
.... ....

) 1

xw − zy

Both y and (d−a) have a factor of πm, and cyy = 0, therefore the result

is in N .

Since conjugation by elements of both Km and S produces elements of

N , then N is normal in T = KmS. Thus we can apply Clifford theory

to φ′A on N as a normal subgroup of KmS; we find the stabilizer T0 of

this character, then induce to T . Next we show the details of extending

φA to φ′A on N .

The extension to N is accomplished by two applications of Proposition

2.C.1. Since G1 is diagonal, it stabilizes φA, which therefore extends to

a character on the product Km+1G1 by Proposition 2.C.1. For each non-

conjugate φA character on Km+1 there will be |Km+1G1|
|Km+1| = q2 characters on

Km+1G1. The subgroup G2 is abelian, and we will show that it stabilizes

the character on Km+1G1; this means that φA extends from Km+1 to φ′A

on N . In this second extension we assign the trivial character to G2;

this choice was made to imitate part of the Barrington-Leigh paper. It

is required in anticipation of the stablizer of φ′A in KmS. Hence the

number of non-conjugate characters on N is greater by a factor of q2

than the number on Km+1. To show that G2 stabilizes the character on
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Km+1G1, it suffices to show that it stabilizes the character restricted to

G1; this is because G2 is in Km, and so centralizes Km+1.

Write
(

1 0
c 1

)
for
(

1 0
πmc
√
α 1

)
∈ G2, and write

(
x 0
0 y

)
for
(

1+πma 0

0 (1+πma)
−1

)
∈

G1. Conjugating

(
1 0
c 1

)(
x 0
0 y

)(
1 0
−c 1

)
=
(
x 0
cx y

)(
1 0
−c 1

)
=
(

x 0
c(x−y) y

)

Since x− y has a factor of πm, we can write c(x− y) = π2mc′
√
α so the

result of conjugation can be written

(
1+πma 0

π2mc′
√
α (1+πma)

−1

)
=
(

1 0
π2mc′

√
α 1

)(
1+πma 0

0 (1+πma)
−1

)
Since the first factor above is in Km+1 with a character value of 1, the

elements in G2 stabilizes the character on Km+1G1. Thus we can extend

to Km+1G1G2 = N .

The inertia group of φ′A in KmS is T0 = NS: since S is the diagonal

subgroup, it centralizes G1. It also normalizes G2:

(
x 0
0 y

)(
1 0

πmc
√
α 1

)(
x−1 0
0 y−1

)
=
(

x 0
yπmc

√
α y

)(
x−1 0
0 y−1

)
=
(

1 0
(yx−1)πmc

√
α 1

)
= ( 1 0

πmc′
√
α 1

)
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but G2 was assigned the trivial character, thus S is in the inertia group of

φ′A. KmS is generated by NS and the abelian group G3 =
{(

1 πm
√
α

0 1

)}
,

but G3 does not stabilize φ′A:

(
1 πm

√
α

0 1

)(
1 0

πmc
√
α 1

)(
1 −πm

√
α

0 1

)
=
(

1+π2mα πm
√
α

πmc
√
α 1

)(
1 −πm

√
α

0 1

)
=
(

1+π2mα 0
πmc
√
α 1−π2mα

)
=
(

1 0
πmc
√
α 1

)(
1+π2mα 0

0 1−π2mα

)

Since the character value of the second factor is not identically 1, then

T0 = NS is the inertia group of φ′A in T . We can extend φ′ from N to ψ0

on T0 = NS by Proposition 2.C.1, there being |NS||N | = ql−3(q − 1)(q + 1)

such extensions for each non-conjugate character on N . Now we induce

from NS to T = KmS; ψ = IndTT0ψ0 is irreducible of degree [T : T0] = q,

and χ = IndUlT ψ is an irreducible character having degree q[Ul : KmS] or

q
q4l−3(q − 1)(q + 1)2

q3l−1(q − 1)(q + 1)
= ql−1(q + 1)

2. A = ( 0 σ
1 0 ) with σ a square unit in Rl.

T =
{(

a bσ+πmc
b a+πmd

)}
∩ Ul = KmS, S =

{(
a bσ
b a

)}
∩ Ul

The order of T is q3l−1(q + 1)2. The schematic in this case is more

complicated:
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Km+1
φA

ext−→Nm+1
φ′A

ext−→H
φ′′A

ind−→Nm
ψ0

ext−→KmS
ψ

ind−→Ul
χ

where Ni = Ki(K1 ∩ S)
{(

x 0
0 x

)}
∩ Ul and H, as well as the various

characters, will be defined below.

(a) We can extend φA to φ′ on Nm+1 by Proposition 2.C.1 because both

the scalars and K1 ∩ S are abelian and stabilize φA, and because

the scalar matrices will stabilize any character that we assign to

K1 ∩ S.

(b) We want to apply Clifford theory to H in Nm. To do this we will

require

Proposition 4.H.2 Nm+1 is normal in Nm, and every element of

Km stabilizes φ′A.

Proof. Since Nm+1 = Km+1(K1∩S)
{(

x 0
0 x

)}
, it suffices to consider

the Km conjugation action on K1 ∩ S (Km centralizes Km+1). In

brief, the argument is that conjugation of s ∈ K1∩S by any element

in Km produces an element xs where x ∈ Km+1 with φA′(x) = 1.

Lemma 4.H.1 For k ∈ Km and s ∈ K1 ∩ S, ksk−1 = xs for some

x ∈ Km+1.

Proof. Consider the natural projection map P : Ul → Um+1, that

sends each entry of a matrix in Ul to its value modulo πm+1 and has

kernel Km+1. We claim that f(ksk−1) = f(s) which implies that

ksk−1 = xs for some x ∈ Km+1: when the modulus is πm+1, f(k) =

I + πmA commutes with f(s) = I + πB, so that f(ksk−1) = f(s)
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and for some x ∈ Km+1, ksk
−1 = xs. An immediate consequence

of this is that Nm+1 is normal in Nm.

Corollary 4.H.1 For any k ∈ Km, and s ∈ K1 ∩ S, there exists

x ∈ Km+1 such that k−1x = sk−1s−1.

To show that Km stabilizes φ′A, it suffices to show that for x as in

the corollary, φ′A(x) = φA(x) = 1. For this we need:

Lemma 4.H.2 For any k ∈ Km, s ∈ K1 ∩ S, x ∈ Km+1, and

A = ( 0 σ
1 0 ):

i. tr(A(kx)) = tr(Ak) + tr(Ax).

ii. tr(A(sks−1)) = tr(Ak).

Proof. i. Let k = I + πmB and x = I + πm+1C, so that

kx = I + πmB + πm+1C

and one sees that the elements on the second diagonal are ad-

ditive.

ii. tr(A(sks−1)) = tr(s−1As)k)) = tr(Ak) because S centralizes

A.

Now we can show that for x as in 4.H.1, we have φ′A(x) = φA(x) = 1.

From Lemma 4.H.2 we have:
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tr(Ak−1) + tr(Ax) = tr(A(k−1x)

= tr(A(sk−1s−1))

= tr(Ak−1)

so that tr(Ax) = 0, and φ′(x) = φA(x) = λ[tr(πmAx)] = λ(0) = 1.

Hence Km stabilizes φ′A.

(c) Km is generated by Km+1 and these abelian subgroups of Ul (where

t ∈ Rl):

i. G0 =
{(

1+πmt
√
α 0

0 1
1−πmt

√
α

)}
ii. G1 =

{(
1 0

πmt
√
α 1

)}
iii. G2 =

{(
1 πmt

√
α

0 1

)}
iv. G3 =

{(
1+πmt 0

0 (1+πmt)−1

)}
We will now show how which of these subgroups (together with

Km+1) generate H, and then Nm.

(d) Of the subgroups above, only G0 is in Nm+1.

Proof. i. By calculation G0 ∈ Nm+1:

(
1−π2mb2 α

2
0

0 1+π2mb2 α
2

)(
1+π2mb2 α

2
+πmb

√
α 0

0 1+π2mb2 α
2
+πmb

√
α

)
=
(

1+πmb
√
α 0

0 1
1−πmb

√
α

)
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ii. The subgroups G1 and G2 are either both in Nm+1 or both not

in Nm+1: suppose, for example, that G2 is in Nm+1. Then, since

the element
(

1+π2mα(σ)−1

2
−πm

√
π

−πmσ−1√π 1+π2mα(σ)−1

2

)
is in K1∩S, we can take

the following product:

(
1+π2mα(σ)−1

2
−πm

√
α

−πmσ−1√α 1+π2mα(σ)−1

2

)(
1 πm

√
α

0 1

)
=
(

1+π2mα(σ)−1

2
0

−πmσ−1√α 1−π2mα(σ)−1

2

)

and rewrite it as

(
1+π2mα(σ)−1

2
0

0 1−π2mα(σ)−1

2

)(
1 0

−πmσ−1√α 1

)
Thus we get elements of G1.

iii. We claim that none of G1,G2,G3 are in Nm+1. The argument

here requires the orders of Nm+1 and Nm; we derive these, and

then show that for i = 1, 2, 3, no Gi is in Nm+1.

The Orders of Nm and Nm+1

The Order of Nm:

A. Nm = Km(K1 ∩ S)(scalar matrices)

B. Km has order q2l+2

C. K1 ∩ S: Since S can be considered L×L, then K1 ∩ S can

be considered the kernel of the map from (L × L)modulo πl

to (L × L)modulo π1 . This kernel has order

ql−1(q + 1)ql−1(q + 1)

(q + 1)(q + 1)
= q2l−2
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D. Km ∩ (K1 ∩ S) = Km ∩ S and the order of this last group

(seen as a kernel of the projection map from (L×L)modulo πl

to (L × L)modulo πm is

ql−1(q + 1)ql−1(q + 1)

qm−1(q + 1)qm−1(q + 1)
= ql+1

E. As a result: |Km(K1 ∩ S)|= q2l+2q2l−2

ql+1 = q3l−1

F. The scalar matrices can be identified with L, and so have

order ql−1(q + 1)

G. the intersection of the scalars and Km(K1 ∩ S) are of the

form: (
1+πa 0

0 1+πa

)
where 1 + πa ∈ L. The set {1 + πa} is the kernel of the

(projection) map from L modulo l to L modulo 1. Hence

the intersection has order ql−1.

H. We conclude that the order ofNm = Km(K1∩S)(scalar matrices)

is

q3l−1ql−1(q + 1)

ql−1
= q3l−1(q + 1)

The order of Nm+1 is calculated in the same way:

A. |Km+1|= q4m = q2l−2; |Km|= q2l+2

B. |K1 ∩ S|= q2l−2 since it can be considered the kernel of the

natural projection map Ll × Ll → L1 × L1.

C. |[Km+1(K1 ∩ S)]|= ql−1 consider as kernel of Ll × Ll →

Lm+1 × Lm+1.
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D. Scalars ql−1(q+ 1). Intersection of Scalars and [Km+1(K1∩

S)]: scalar matrices with elements 1 + πa, norm 1 so con-

sider as kernel Ll → L1 = ql−1.

E. |Nm+1|= q2l−2q2l−2

ql−1 = q3l−3 × ql−1(q+1)
ql−1 = q3l−3(q + 1)

Note that |Nm|= q2|Nm+1|. Having established the orders of

these groups, we now suppose that G1 and G2 were in Nm+1.

Then Nm would be generated by Nm+1 and G3, and:

|Nm|= |Nm+1|
|G3|

|Nm+1 ∩ G3|
= |Nm+1|

qm+1

qm
= q|Nm+1|

which is a contradiction. If we had assumed that G3 were in

Nm+1 we would have arrived at a similar contradiction.

We now define H as the group generated by Nm+1 and G1.

The order of G1 is qm+1, and G1 ∩Nm+1 has order qm, hence |H|=
|Nm+1|×|G1|
|Nm+1∩G1| = q3l−3(q+1)×qm+1

qm
= q3l−2(q+1). Moreover, [Nm : H] = q.

(e) Since every element of Km stabilizes φ′A then by Proposition 2.C.1

we can extend φ′A to φ′′A on H.

We claim that H is normal in Nm: borrowing an idea from [BL],

since Nm/Nm+1 is abelian, any subgroup of Nm containing Nm+1

is normal. Thus H is normal in Nm with index q. We can now

apply Clifford theory to the group Nm with normal subgroup H

and character φ′′A. We claim too, that the inertia group of φA′′ in

Nm is H itself: Nm is generated by H and G3, and we will show that

G3 does not stabilize φ′′A. Write =
(

1 0
c 1

)
for =

(
1 0

πm
√
α 1

)
∈ G1 ≤ H,
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and =
(
a−1 0
0 a

)
for =

(
(1+πm)−1 0

0 (1+πm)

)
∈ G3. Conjugating:

(
a−1 0
0 a

)(
1 0
c 1

)(
a 0
0 a−1

)
=
(

1 0
a2c 1

)
and

a2c = (1 + 2πm + π2m)πm
√
α = πm

√
α + π2m

√
α

so that the product of conjugation can be written

(
1 0

πm
√
α 1

)(
1 0

π2m√α 1

)
where the second factor, being in Km+1 does not have a character

value equal to 1. Consequently, the inertia group of φ′′A in Nm is H

itself, and ψ0 = IndNmH φ′′A will be an irreducible character of degree

[Nm : H] = q.

(f) We will extend the character ψ0 from Nm to T = KmS by Propo-

sition 2.C.2, which requires that ψ0 be invariant in KmS. The

argument for this invariance is, in brief, that ψ0 6= 0 only on Nm+1

and that KmS stabilizes the character on Nm+1. We include the

schematic for this section for reference, followed by the proof of the

invariance of ψ0 in KmS. Of particular importance is the fact that

[Nm : Nm+1] = q2.

Km+1
φA

ext−→Nm+1
φ′A

ext−→H
φ′′A

ind−→Nm
ψ0

ext−→KmS
ψ

ind−→Ul
χ

Proposition 4.H.3 The character ψ0 is invariant in KmS.
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Proof. We know that 1
|Nm|

∑
g∈Nm|ψ0(g)|2= 1, but in fact we claim

that 1
|Nm|

∑
g∈Nm+1

|ψ0(g)|2= 1. For any g ∈ Nm+1, andB = {b1, b2, . . . , bq}

a fixed transversal of H in Nm, we have

ψ0(g) =
∑
bi∈B

φ′′A(b−1i gbi)

But φ′′A on Nm+1 is just φ′A, and since each transversal element bi

is in Km (which fixes φ′A), then φ′′(b−1i gbi) = φ′A(g). Hence ψ0(g) =

qφA(g), and

1

|Nm|
∑

g∈Nm+1

|ψ0(g)|2 =
1

|Nm|
∑

g∈Nm+1

|qφ′A(g)|2

=
1

|Nm|
q2

∑
g∈Nm+1

|φ′A(g)|2

=
1

|Nm|
q2|Nm+1|

= 1

Consequently, ψ0 = 0 outside of Nm+1. We know already that Km

stabilizes φ′A on Nm+1, but S also stabilizes φ′A, since any g ∈ Nm+1

can be written as the product g = hsa with h ∈ Km+1, s ∈ K1 ∩ S,

and a a scalar matrix, and S stabilizes the character on Km+1, and

commutes with both the scalar matrices as well as the elements of

K1 ∩ S. Hence KmS stabilizes φ′A on Nm+1, and so ψ0 is invariant

in KmS.
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Since [KmS : Nm] = q + 1 is prime to q, the degree of ψ0 on Nm,

and since ψ0 is invariant in KmS, then from Proposition 2.C.2,

ψ0 extends to an irreducible character ψ on KmS of degree q. In

turn χ = IndUlKmSψ is an irreducible character of Ul with degree

q[Ul : KmS] = (q) q
4l−3(q−1)(q+1)2

q3l−1(q+1)2
= (q)ql−2(q− 1) = ql−1(q− 1) as in

the even case.

3. A =
(

0 πβ
1 0

)
, β ∈ Rl−1

T =
{(

a πβb+πmc
c a+πmd

)}
∩ Ul = KmS

where S =
{(

a πβb
b a

)}
. and |T |= q3l(q + 1). We follow the same

schematic used with the first matrix, though in this case we do the

extension to N in one step:

Km+1
φA

ext−→N
φ′A

ext−→T0
ψ0

ind−→T
ψ

ind−→Ul
χ

where again

N =
{(

1+πma πm+1b
πmc 1+πmd

)}
∩ Ul, a, b, c, d ∈ Rl,α

and, as we will show, T0 = NS.

We can show that N is a normal subgroup in T = KmS. We have seen

in Proposition 4.H.1 that Km normalizes N ; to show that S does as

well, write
(
a b
c d

)
for
(

1+πma πm+1b
πmc 1+πmd

)
∈ N and conjugate by

(
x yπβ
y x

)
∈ S

which we will write
(
x y′
y x

)
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(
x y′
y x

)(
a b
c d

)(
x −y′
−y w

) 1

det
=
(
ax+cy′ bx+dy′

ay+cx by+dx

)(
x −y;
−y x

) 1

det

=
(
... bxx+dxy′−cy′y′−axy′
... ...

) 1

det

=
(
... bxx+xy′(d−a)−cy′y′
... ...

) 1

det

Since each of bxx, xy′(d − a), and cy′y′ has πm+1 as a factor then N is

normal in KmS.

We define a character φ′A on N that is an extension of φA on Km+1; for

n =
(

1+πma πm+1b
πmc 1+πmd

)
∈ N , define φ′A(n) = λ[πm+1b + πm+1βc]. To show

that this is a character on N , let n be as given, and take a second element

of N : r =
(

1+πme πm+1f
πmg 1+πmh

)
, so that φ′A(nr) =

φ′A

[(
1+πma πm+1b
πmc 1+πmd

)(
1+πme πm+1f
πmg 1+πmh

)]
= φ′A

(
..... πm+1b+πm+1f

πmc+πmg+π2m(be+gd) .....

)
= λ[πβ(πmc+ πmg + π2m(be+ gd)) + πm+1b+ πm+1f ]

and the final line can be written

λ[πm+1b+ πm+1βc] + λ[πm+1f + πm+1βg] = φ′A(n)φ′A(r)

It is clear that φ′A restricts to φA on Km+1 and in fact we could write this

character, applied to n ∈ N as λ[tr(An)]. We claim the inertia group of

φ′A in KmS is NS; this requires the following

(a) S stabilizes φ′A
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(b) Elements of the abelian group generated by matrices of the form(
1 πmb

√
α

0 1

)
, b ∈ R∗l do not stabilize φ′A.

To prove the first point, for any s ∈ S we have

φ′A(sns−1) = λ[tr(A(sns−1)]

= λ[tr(s−1As)n]

= λ[tr(An)]

= φ′A(n)

where we have used the fact that S centralizes A. For the second

point, write
(

1 f
0 1

)
for some element

(
1 πmf

√
α

0 1

)
and consider the ele-

ment
(

1+πma 0
0 1+πmd

)
in N with a φ′A value of 1. Conjugating gives

(
1 f
0 1

)(
1+πma 0

0 1+πmd

)(
1 −f
0 1

)
=
(

1+πma f(1+πmd)
0 1+πmd

)(
1 −f
0 1

)
=
(

1+πma f(πmd−πma)
0 1+πmd

)
=
(

1+πma π2mf(d−a)
√
α

0 1+πmd

)

Since the character value of the result is not 1, then elements of the form(
1 πmf

√
α

0 1

)
are not in the inertia group (in KmS) of φ′A, and the inertia

group is NS. By Proposition 2.C.1, φ′A extends to to ψ0 on NS = T0.

Then by Clifford theory ψ0 induces to an irreducible character of ψ of

KmS = T , having degree [KmS : NS] = q. Finally, χ = IndUlT ψ will be

an irreducible character of Ul whose degree is q[Ul : T ] = ql−2(q−1)(q+1)
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as in the even case.

Below we summarize our results:

Table 4.2: Degrees From φA Characters
A Matrix Character Degree(

1
2

0

0 − 1
2

)
ql−1(q + 1)(

0 σ
1 0

)
ql−1(q − 1)(

0 πβ
1 0

)
ql−2(q − 1)(q + 1)

4.I Extensions: Counting the Characters not

Coming From Ul−1

In this section, we generalize each A to A′, such that φA and φ′A have the

same inertia group, and lead to characters in Irr(Ul) of the same degree. One

sees that if A′ = aI + bA where a ∈ Rl, b ∈ R∗l , then φA and φA′ will have

the same inertia groups, and the characters of Ul arising from them will have

the same degree, and will be equally numerous. From Proposition 4.E.5, we

consider only non-conjugate A′ matrices. Our assumption is that we know the

character degrees and the number of them for the group Ul−1, the base case

being given in [E]. Now we can state the following:

Theorem 4.I.1 The number of irreducible characters (and their degrees) of

Ul not coming from Ul−1 are as follows:

Proof. If u is a unit in Rl,α, then from equations 4.6 and 4.7, it is clear that

the inertia groups of φA and φuA are the same. It is also clear that φA and
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Table 4.3: Character Numbers
degree of character number of characters of this degree

ql−1(q + 1) 1
2
q2l−3(q − 1)2(q + 1)

ql−1(q − 1) 1
2
q2l−3(q − 1)(q + 1)2

ql−2(q − 1)(q + 1) q2l−2(q + 1)

φI+A will have the same inertia group. Therefore we generalize the A matrices

follows:

1. l = 2m

The schematic for each A matrix is

Km
φA

ext−→T
ψ

ind−→Ul
χ

In order to count the number of non-conjugate characters on the Km

subgroups, we will need definition of φA:

φA[I + πmB] = λ[tr(πmAB)]

(a) For A = (
1
2

0

0 − 1
2

), A′ = xI + bA, where x ∈ Rl, b ∈ R∗l . Because

of the πm in the definition of φA, there are qm choices for x, and

qm−1(q−1) choices for b. The only matrix of this type conjugate to

xI + bA is xI − bA. Therefore the number of non-conjugate A′ is:

1

2
qmqm−1(q − 1) =

1

2
ql−1(q − 1)

.

In order to count the number of characters of Ul that arise from

these matrices, we multiply the number of non-conjugate matrices
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by the number of extensions from Km to T , which is the index of

Km in T : |Sm|= |R×m,α|= |Lm|·|R×m|= ql−2(q2− 1). As a result, the

total number of characters of Ul arising from this case is

1

2
q2l−3(q − 1)2(q + 1)

(b) For A = ( 0 σ
1 0 ), where σ is a square unit of Rl, let A′ = xI + bA,

where x ∈ Rl, and b ∈ R∗l . We claim that b is superfluous and that

we get all non-conjugate A′ matrices by varying x and σ. To see

this, note that for any unit b ∈ Rl, there is some x ∈ Rl,α such that

xx = b. Now

( x 0
0 y )( 0 bσ

b 0 )( x
−1 0
0 y−1 ) = ( 0 σ

1 0 )

= (
0 xxbσ
b
xx

0 )

= ( 0 b2σ
1 0 )

= ( 0 σ′
1 0 )

where σ′ is a square. Therefore we count non-conjugate characters

by varying only x and σ; there are qm choices for the former, and

1
2
qm−1(q − 1) choices for σ. Since no distinct A′ matrices of this

form are conjugate, the number of non-conjugate characters is

1

2
qmqm−1(q − 1) =

1

2
ql−1(q − 1)

The number of extensions of φ′A, to T , is |T |/|Km|= |Lm|·|Lm| or:
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(qm−1(q + 1))(qm−1(q + 1)) = ql−2(q + 1)2

Therefore the total number of characters of degree ql−1(q − 1) is:

1

2
q2l−3(q − 1)(q + 1)2

(c) For A = ( 0 πβ
1 0 ) to xI + bA with x ∈ Rl, β ∈ Rl,. We do not

use b in front of A by the same argument used for the previous

matrix; instead we vary β. There are qm choices for x and qm−1

choices for β. No distinct matrices of this form are conjugate, thus

we have qm−1qm = ql−1 non conjugate characters. The number

of extensions to T for each is |T |/|Km|= ql−1(q + 1), so the total

number of characters of degree ql−2(q2 − 1) is q2l−2(q + 1).

The sum of the squares of the degrees of the characters we have found

so far is:

q4l−6(q − 1)(q + 1)(q3 − 1)

The definition of φA on Km+1 is

φA[I + πm+1B] = λ[tr(πm+1AB)]

2. l = 2m+ 1

(a) A = (
1
2

0

0 − 1
2

).

The schematic is
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Km+1
φA

ext−→N
φ′A

ext−→T0
ψ0

ind−→T
ψ

ind−→Ul
χ

A′ = xI + bA, with x ∈ Rl, b ∈ R∗l . There are qm choices for

x and qm−1(q − 1) choices for b. Since the matrices xI ± bA are

conjugate, there are 1
2
qmqm−1(q− 1) or 1

2
ql−2(q− 1) non -conjugate

characters on Km+1. We extended each of these to N , getting q2

characters for each of the non-conjugate characters on Km+1. Thus

there are 1
2
ql(q − 1) non-conjugate characters on N . Each of these

extends, in turn, to T0 = NS and the number of such extensions is

|T0|/|N |= ql−3(q − 1)(q + 1). Thus we get

1

2
q2l−3(q − 1)2(q + 1)

irreducible characters of Ul having degree ql−1(q + 1).

(b) A = ( 0 σ
1 0 ).

The schematic

Km+1
φA

ext−→Nm+1
φ′A

ext−→H
φ′′A

ind−→Nm
ψ0

ext−→KmS
ψ

ind−→Ul
χ

A′ = xI +A with x ∈ Rl, and σ a square unit in Rl. There are qm

choices for x, and 1
2
qm−1(q − 1) choices for σ, giving 1

2
ql−2(q − 1)

non-conjugate characters on Km+1. The number of extensions to

Nm+1 is

[Nm+1 : Km+1] =
q3l−3(q + 1)

q2l−2
= ql−1(q + 1)
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for a total of 1
2
q2l−3(q−1)(q+1) non-conjugate characters on Nm+1.

There are q extensions from Nm+1 to H, but these can be ignored

in the character count, because ψ0 is induced from φ′′A on H, and

we have shown that ψ0 = 0 on H − Nm+1. Finally, the number of

extensions from Nm to KmS is [KmS : Nm] = (q + 1), resulting in

a total of 1
2
q2l−3(q − 1)(q + 1)2 distinct irreducible characters of Ul

having degree ql−1(q − 1).

(c) For A = ( 0 πβ
1 0 ).

The schematic

Km+1
φA

ext−→N
φ′A

ext−→T0
ψ0

ind−→T
ψ

ind−→Ul
χ

We extend to φ′A in one step, and merely count the number of

conjugate characters on N =
(

1+πma πm+1b
πmc 1+πmd

)
we can define for n ∈

N as φ′A(n) = λ[trA(n)]. This means for A′ = xI +A that we have

qm+1 choices for x and qm choices for β. Hence there are qm+1qm =

ql non-conjugate characters in N . The number of extensions for

each is |NS|/|N |= ql−2(q + 1). In all then, we get

q2l−2(q + 1)

irreducible characters of Ul of degree ql−2(q − 1)(q + 1).

The numbers of characters in Ul of each degree are the same as in the

even case, so the sum of squares without the contribution from Ul−1 will

be

q4l−6(q − 1)(q + 1)(q3 − 1)
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4.J Lifting Characters From Ul−1

From theorem 17.3 [JL], in any finite group G with normal subgroup H, there

is a 1 to 1 correspondence between the irreducible characters of G/H and the

irreducible characters of G having H in the kernel. The natural projection

map φ : Ul → Ul−1) modulo πl−1 shows that Ul−1 ∼= Ul/Kl−1.

We now find the sum of the squares of those characters lifted from Ul−1 ∼=

Ul/Kl−1; these are precisely the characters of Ul that have Kl−1 in their kernel.

If φ is such a character, and ψ is any irreducible character of Ul having degree

1, then ψφ ∈ Irr(Ul). Therefore we must find the number of distinct irreducible

characters of the form ψφ. Note: in what follows we will identify the irreducible

characters of Ul having Kl−1 in the kernel with the irreducible characters of

Ul−1.

Proposition 4.J.1 Let Ll and Ll−1 be the linear characters of Ul and Ul−1

respectively, and let C = Irr(Ul−1). The number of distinct irreducible

characters of Ul of the form lψ, where l ∈ Ll, ψ ∈ C is [Ll : Ll−1].

Proof. Let l1, l2 be two elements of Ll that are in different cosets of the factor

group Ll/Ll−1, and suppose that for some ψ ∈ C we have l1ψ = l2ψ. But then

ψ = l−11 l2ψ, which implies that l−11 l2 ∈ Ll−1 which is a contradiction. Thus

the number of distinct cl characters is not less than the index of Ll−1 in Ll.

On the other hand, if l−11 l2 ∈ Ll−1 then l−11 l2ψ = ψ′ ∈ C and l2ψ = l1ψ
′. Thus

each ψ ∈ C produces [Ll : Ll−1] irreducible characters of Ul of the form lc.

Consequently, the contribution of the characters of Ul−1 to the sum of squares

of the degrees of the characters of Ul is |Ul−1|[Ll : Ll−1].
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From this we can find the sum of squares of the characters inflated from Ul−1.

Proposition 4.J.2 The sum of the squares of the irreducible characters of Ul

that are inflated from Ul−1 is q|Ul−1|.

Proof. We claim that the A matrices that lead to linear characters of Ul are

scalar matrices:

If A = ( 1 0
0 1 ) and l = 2m, the inertia group of φA is Ul. We can show that

φA extends to Ul, since applying φA to
(

1+πma1+πma2
√
α πmb

√
α

πmc
√
α 1−πma1+πma2

√
α

)
∈ Km,

gives λ(πm(2a2)). We can show that this is the restriction to Km of a linear

character on Ul: let λ∗ be a character on the multiplicative subgroup of Rl,

chosen so that λ∗(1 + πm(r)) = λ(πmr). Now define the linear character χ

on Ul thus: for all g ∈ Ul, χ(g) = λ∗(det(g)). Then χ restricted to Km gives

λ∗(1 + πm(2a2)) = λ(πm(2a2)). Hence φA extends to its stabilizer Ul and so

leads to a linear character. The same argument applies when l = 2m+ 1. To

show that only scalar A matrices lead to linear characters of Ul, suppose that

A is given, where φA leads, via Clifford theory, to a linear character of Ul.

Then the inertia group of φA must be Ul itself. But we know from equation

4.6 that, modulo πm the A matrix must be in the center of Ul, hence scalar.

The scalar A matrices that lead to linear characters of Ul having Kl−1 in

the kernel will be those scalars having π as a factor. Thus A = ( x 0
0 x ), x ∈ Rm

produces a linear character on Ul and there are qm such A matrices, whereas

A = ( πx 0
0 πx ), x ∈ Rm−1 produces a linear character on Ul with Kl−1 in the

kernel, and there are qm−1 such A matrices. From this we conclude that

[Ll : Ll−1] = q. Thus the sum of the squares of the inflated characters is

q|Ul−1|= q4l−6(q − 1)(q + 1)2
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Adding this to the sum of squares previously determined gives:

q4l−6(q − 1)(q + 1)(q3 − 1) + q4l−6(q − 1)(q + 1)2 = q4l−3(q − 1)(q + 1)2 = |Ul|

It follows that we have found the degrees and numbers of all irreducible char-

acters of Ul.
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4.K Some Calculations of Conjugacy Classes

1. g = ( x 0
0 x )

The number of such class representatives is the number of norm one

elements, or ql−1(q+ 1). Since these elements are in the center of Ul, the

centralizer for each representative will be Ul, so the number of elements

accounted for is ql−1(q + 1).

2. g = ( x 0
0 y ), y 6= x

Note that such an element is conjugate to ( y 0
0 x ). To find the centralizer

let:

( a bc d )( x 0
0 y ) = ( x 0

0 y )( a bc d )

so that b(x−y) = 0 = c(x−y), and since y = (x)−1, we have b(xx−1) =

0 = c(xx − 1). By construction xx − 1 6= 0; thus we consider the cases

where xx− 1 is and is not a unit in Rl.

(a) Let xx − 1 be a unit: There are ql−1(q − 1) units in Rl, and by

considering the kernel of the modulo π map f : Rl → R1, we see

that ql−1 of them are congruent to 1 modulo π. Therefore there are

ql−1(q − 1) − ql−1 = ql−1(q − 2) units that are not congruent to 1

modulo π; thus if xx equals one of these units, then xx − 1 is not

in πRl, and is thus a unit. This gives us 1
2
q2l−2(q − 2)(q + 1) class

representatives with xx−1 a unit. Elements in the centralizer have

the form: ( a 0
0 d ) of which there are q2l−2(q − 1)(q + 1), so that each

class has size q2l−1(q + 1).
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(b) Let π divide xx − 1, so that xx = 1 + πiM , where M is a unit.

There are ql−1−i(q− 1) choices for M , and ql−1(q + 1) choices for x

such that xx = 1 + πiM . This gives us 1
2
q2l−2−i(q − 1)(q + 1) class

representatives. For a fixed i, the centralizer will be all matrices of

the form:

( a πl−ib
πl−ic d

)

The size of the centralizer for fixed i is q2l−2+2i(q−1)(q+ 1) so that

each class has size q2l−1−2i(q + 1).

3. g = ( x yy x ), y 6= 0

Again the centralizer depends on the highest power of π dividing y:

( a bc d )( x yy x ) = ( x yy x )( a bc d )

implies y(b− c) = 0 = y(a− d).

Since xy + xy = 0, we can write y = xπir
√
α where r is a unit in Rl

(note that r = 0 has been counted above.) We now consider two cases:

(a) i = 0: thus y is a unit. We will show that there are q2l−1(q + 1)

such matrices:

We consider the map f : Ul → U1 where Ul is the unitary matrices

over R1,α, U1 is the unitary matrices over R1,α/πR1,α, and under

this map each element in a matrix in Ul is sent to its value modulo

π. The kernel of this surjective map is K1 = ( 1+πx πy
πy 1+πx ), which has

size q2l−2. The matrices that we are counting (in which y is a unit)
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are the pre-images of the matrices in U1 of the form ( x yy x ) where

y 6= 0. These number (q + 1)(q + 1)− (q + 1) = q(q + 1), hence we

are considering q2l−2q(q + 1) = q2l−1(q + 1) matrices. We multiply

by 1/2, because ( x yy x ) and ( x −y
−y x ) are similar, getting 1

2
q2l−1(q+ 1)

class representatives. The centralizer of each representative is the

set of all matrices of the form ( x yy x ), of which there are q2l−2(q+ 1)2

making the size of each class q2l−1(q − 1).

(b) i 6= 0: we can write y = x(πir)
√
α. There are ql−i−1(q − 1) choices

for πir, and since xx + yy = 1 and y = xπir
√
α, we can com-

bine these equations to get xx = (1 − π2ir2α)−1. Thus x must lie

in the pre-image of (1 − π2ir2α)−1 in the norm map, which gives

ql−1(q + 1) choices for x. Furthermore, since 1
2
q2l−2−i(q − 1)(q + 1)

class representatives because ( x yy x ) and ( x −y
−y x ) are similar, there

are 1
2
q2l−2−i(q − 1)(q + 1) class representatives. The centralizer,

for fixed i, of a representative is the set of matrices with form

( a c+π
l−iW

c a+πl−iR
). This set numbers q2l−2−2i(q + 1)2 (Found by consider-

ing the map modulo πl−i from Ul to Ul−i) so that the size of each

class is q2l−1−2i(q − 1).

4. g = ( x πi+1βy

πiy x
) where y is a unit in Rl,α , and β ∈ Rl−i−1 . As in previous

cases, the centralizer depends on i. It is:

( a πβc+π
l−iN

c a+πl−iM
)

where M,N are elements of Rl,α. To see this, we can think of the above

element in the form: I + πrB so that in calculating the size of the
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centralizer we need only be concerned with πrB. From

( a bc d )πi( 0 πβy
y 0 ) = πi( 0 πβy

y 0 )( a bc d )

we get:

πi( by πβaydy πβcy ) = πi( πβcy πβdyay by )

Thus πi(ay − dy) = 0, and πi(by − πβcy) = 0; since y is a unit, we

conclude that d = a+ πl−iM , and b = πβc+ πl−iN .

Under the projection map f : Ul → Ul−i, (which takes the value modulo

πl−i of the matrix entries) restricted to the centralizer subgroup, the

image of f is ( a πβcc a ). The size of this image is q2l−1−2i(q + 1), and

the kernel is Kl−i with size q4i. (These counts use the arguments from

the section on surjectivity). Thus the size of the centralizer for fixed i is

q2l−1+2i(q+1) and the size of each conjugacy class is q2l−2−2i(q−1)q+1).

For a class representative with i fixed we will show that all choices for

y produce conjugate matrices. Recall that y = πixr
√
α where r ∈ Rl−i.

Let i be fixed, and let y1, y2 be units in Rl−i with y2 = ky1 for k a unit in

Rl. Choose z ∈ Rl,α such that zz = k. Then conjugation of ( x πi+1βy1
πiy1 x

)

by ( z 0
0 (z)−1 ) gives ( x πi+1β′ky1

πiky1 x
) = ( x πi+1β′y2

πiy2 x
), where β′ = β(k2)−1.

Therefore for a fixed i, we can only get non-conjugate matrices from our

choices of β and x; there are ql−i−1 choices for β, and ql−1(q+ 1) choices

for x which must satisfy xx + πiyπi+1βy = 1. This forces x to be in a

particular coset of the norm 1 elements, hence the number of choices. In

all, for a fixed i, there are q2l−2−i(q+ 1) conjugacy class representatives.

72



Below we summarize the conjugacy classes:

Table 4.4: Conjugacy Classes of Ul
Type Number(i = 0) Number of classes (i 6= 0) class size

1 - ql−1(q + 1) 1
2 q2l−1(q + 1) q2l−2−i(q + 1) q2l−2−2i

3 1
2
q2l−1(q + 1) 1

2
q2l−2−i(q − 1)(q + 1) q2l−1−2i(q − 1)

4 1
2
q2l−2(q − 2)(q + 1) 1

2
q2l−2−i(q − 1)(q + 1) q2l−1−2i(q + 1)
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Chapter 5

Adjoining
√
π to R/πR

Let Rl be the ring defined in chapter 3; if the modulus is clearly l, we will write

this simply as R. In chapter 4, we adjoined the square root of a unit of R,

while in this chapter we adjoin the square root of π. Since the larger argument

about the degrees of irreducible characters of Ul is inductive, we start with the

base case; that is, we adjoin
√
π to a finite field. By construction, R/πR is

isomorphic to some finite field Fq, where q is a power of an odd prime p; we

will write F for the quotient ring R/πR. We adjoin
√
π to F to get a quadratic

extension Fπ = F[
√
π] = {a+ b

√
π}, a, b ∈ F.

Fπ has |F|2= q2 elements and q(q−1) units (i.e a 6= 0). Define conjugation

in Fπ by (a+ b
√
π) = a − b

√
π, and let the norm map N : F∗π → F∗ be given

by:

N(a+ b
√
π) = (a+ b

√
π)(a+ b

√
π) = a2

Clearly a + b
√
π has norm 1 if and only if a = ±1, therefore Rπ contains

2q elements of norm 1. The image of N is the set of squares in F, so the norm
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map is not surjective, and there might be distinct conjugate linear forms on

the module Fπ × Fπ. In what follows we will use the form whose associated

matrix is
(

0 1
1 0

)
. Denote by U , the 2× 2 unitary matrices over Fπ. The use of(

0 1
1 0

)
as the matrix of the form means that

(
a b
c d

)
over Fπ will be unitary if

and only if:

1. ab+ ab = ac+ ac = 0

2. db+ db = dc+ dc = 0

3. ad+ cb = 1

These conditions make the unitary 2 × 2 matrices quite constrained and

easy to count, for if
(
x y
z w

)
is unitary, then xy + xy = 0 and since at least

one of x, y is a unit, dividing both sides by, say, xx gives ( y
x
) + y

x
= 0, so

y
x

= r
√
π, r ∈ F, and in all cases precisely one of x, y is a unit, while the other

is a multiple of this unit and a pure root. We need consider only two cases:

1. If x = x1 + x2
√
π is a unit, then y

x
= r
√
π =, r ∈ F so

y = (x)r
√
π = (x1 + x2

√
π)r
√
π = (x1)r

√
π

so y is a pure root. Similarly z is a pure root. But then w = 1
x

so we

have:

(
x1+x2

√
π y

√
π

z
√
π (x1−x2

√
π)−1

)
x1, x2, y, z ∈ F and x1 6= 0.
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2. If x is not a unit, then y = y1 + y2
√
π must be a unit, and by the

argument above, x and w must be pure roots, and z = 1
y
, so the unitary

matrix has the form:

(
x
√
π y1+y2

√
π

(y1−y2
√
π)−1 w

√
π

)
x, y1, y2, w ∈ F and y1 6= 0.

In each case we have q3(q− 1) possible matrices, so the size of the unitary

group U is 2q3(q − 1).

5.A Conjugacy Classes

Let H denote the subgroup of U with units on the main diagonal, and non units

on the second diagonal; i.e. H =
{(

x1+x2
√
π y

√
π

z
√
π (x1−x2

√
π)−1

)}
∩ U . Since [U : H] = 2, H is normal and U = H ∪

(
H
(

0 1
1 0

))
. To find

the conjugacy classes of U , we begin with those classes that lie in H. In order

to avoid the use of subscripts where possible, in what follows, x, y, a, b etc. will

represent elements of Rπ, but, for example, y
√
π will represent a non- unit,

with y ∈ F.

5.A.1 Conjugacy Classes in H

1.
(
x 0
0 x

)
Since x is norm 1, there are 2q such class representatives, all in the center

of U , so size of each conjugacy class is 1, accounting for 2q elements of

H.
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2.
(
x y
√
π

0 x

)
, y ∈ F∗. There are (q − 1) choices for y 6= 0 and 2q choices for

the norm 1 element x. Conjugating of
(
x y
√
π

0 x

)
by any diagonal element(

a 0
0 b

)
gives

(
x aay

√
π

0 x

)
where aa is a non zero square in F. Thus the

number of class representatives is:

2q(q − 1)/
(q − 1

2

)
= 4q

The centralizer of these representatives is the set of matrices having the

form
(

a b
√
π

c
√
π a

)
which has order 2q3:

(
a b
c d

)(
x y
√
π

0 x

)
=
(
x y
√
π

0 x

)(
a b
c d

)
(
ax ya1

√
π+bx

cx yc1
√
π+dx

)
=
(
ax+yc1

√
π bx+yd1

√
π

cx dx

)

Thus yc1 = 0 and since y 6= 0 then c1 = 0 which means c is a pure

roots. This implies that a, d are units and b is a pure root. In addition,

ya1 = yd1 so that a1 = d1, and since b, c are pure roots, a, d are norm 1

so ad = 1, we can write a = ±1a2
√
p, d = ±1d2

√
p and ad = 1 implies

that a2 = d2. We have 2q choices for a, and q choices for each of b and

c, hence the class size is 2q3(q−1)
2q3

= q − 1, and we have accounted for

4q(q − 1) elements of H.

3.
(
x 0
0 w

)
, x 6= w

Since w = 1
x

then if, say x were norm 1, xx = 1 implies w = 1
x

=

x. Thus x,w cannot be norm 1. There are q(q − 3) ways of choosing

x = x1 + x2
√
π, since x1 6= 0,±1, and since

(
x 0
0 w

)
is similar to

(
w 0
0 x

)
,
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there are q(q−3)
2

such representatives. The centralizer is the subgroup of

diagonal matrices, which has order q(q − 1), thus the class size is 2q2.

This accounts for q(q−3)
2
· 2q2 = q3(q − 3) elements of H.

4.
(

x y
√
π

z
√
π x

)
, y, z 6= 0, z = e2y, e ∈ F

Note that distinguishing conjugacy classes according to whether the ratio

of y, z is a square or non-square is due to the fact that the image of

the norm map is the set of squares in F. There are 2q(q − 1) q−1
2

class

representatives when the ratio is a square. Conjugating by elements of

H and its complement separately, we get (ignoring the scalar part of(
x y

√
π

z
√
π x

)
)

(
a b

√
π

c
√
π d

)(
0 y

√
π

y
√
π 0

)(
d −b

√
π

−c
√
π a

)
(ad)−1 =

(
0 a21y

√
π

a−2
1 y
√
π 0

)

(
a
√
π b

c d
√
π

)(
0 y

√
π

y
√
π 0

)(
d
√
π −b
−c a

√
π

)
(−bc)−1 =

(
0 b21y

√
π

b−2
1 y
√
π 0

)
Thus upper right entry of the conjugated matrix will be e2y

√
π for every

e ∈ F, so these class representatives will be similar in sets of q−1
2

. There-

fore we have 2q(q−1) class representatives. The centralizer consists first,

of all matrices having the
(

a b
√
π

c
√
π a

)
, since a21 = 1⇔ a ∈ L. Also in the

centralizer are matrices of the form
(
a
√
π b

b d
√
π

)
, since we require b21 = 1.

As a result, the centralizer has order 4q3, the class size is q−1
2

, and we

have accounted for 2q(q − 1) q−1
2

= q(q − 1)2 elements of H in this case.

5.
(

x y
√
π

ey
√
π x

)
, y 6= 0, e /∈ F∗2

Again we can write 2q(q− 1) such elements, and we conjugate as before:

78



(
a b

√
π

c
√
π d

)(
0 y

√
π

ey
√
π 0

)(
d −b

√
π

−c
√
π a

)
(ad)−1 =

(
0 a21y

√
π

a−2
1 ey

√
π 0

)

(
a
√
π b

c d
√
π

)(
0 y

√
π

ey
√
π 0

)(
d
√
π −b
−c a

√
π

)
(−bc)−1 =

(
0 b21ey

√
π

b−2
1 y
√
π 0

)
It is clear that the upper right elements b21ey and a21y will take on all

q − 1 values in F, so that the conjugacy size is q − 1. It is clear from

the above that the centralizer consists only of the matrices of the form(
a b

√
π

c
√
π a

)
, and has size 2q3. This makes the class size q − 1, and we

account for q(q − 1)2 elements of H.

We have accounted for

2q + 4q(q − 1) + q(q − 1)2 + q(q − 1)2 + q3(q − 3) = q3(q − 1)

elements, which is the order of H.

5.A.2 Conjugacy Classes Not in H

1.
(

0 x
y 0

)
Note that yx = 1 implies that yxx = x. There are q(q−1) such matrices,

similar to q−1
2

matrices of the form
(

0 aax
1
aa
y 0

)
, and to another q−1

2
of the

form
(

0 aay
1
aa
x 0

)
. The second set is superfluous however, xxy = x. It

follows that there are q(q − 1)/((q − 1)/2) = 2q class representatives.

The centralizer has order 4q2; to show this, we consider separately, con-

jugation of
(

0 x
y 0

)
by elements that are in H and by those that are not.

(a) Elements in H:

79



(
a b

√
π

c
√
π d

)(
0 x
y 0

)
=
(

0 x
y 0

)(
a b

√
π

c
√
π d

)
(
by1
√
π ax

dy cx1
√
π

)
=
(
cx1
√
π dx

ay by1
√
π

)

Thus a = d, and b = c(x1/y1), and there are 2q2 such elements.

(b) Elements not in H:

(
a
√
π b

c d
√
π

)(
0 x
y 0

)
=
(

0 x
y 0

)(
a
√
π b

c d
√
π

)
(

by ax1
√
π

dy1
√
π cx

)
=
(

cx dx1
√
π

ay1
√
π by

)

Hence a = d, and by = cx ⇒ b
x

= x
b
, so that bb = xx. Hence

there are 2q choices for b (it is in the same pre image of the norm

map as x). Therefore there are 2q2 elements of this form, and the

centralizer has size 4q2.

The class size is 2q3(q − 1)/(4q2) = q(q−1)
2

, and we have accounted

for 2q q(q−1)
2

= q2(q − 1) elements not in H.

2.
(
z
√
π x

y z
√
π

)
, z 6= 0. Note that since this matrix is not trace zero, it’s

conjugacy class is distinct from that of the element above.

It is clear that the centralizer will be the same as that of
(

0 x
y 0

)
, so that

the class size is q(q−1)
2

. There are q(q−1) choices for x and q−1 choices for

z. Since
(
z
√
π x

y z
√
π

)
is similar to

(
z
√
π aax

(aa)−1y z
√
π

)
. This includes the matrix(

z
√
π y

x z
√
π

)
, so there are 2q(q−1) non-similar class representatives. This

accounts for q2(q−1)2 elements, thus we have found all q2(q−1)+q2(q−
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1)2 = q3(q − 1) elements in the complement of H.

.

We summarize the conjugacy classes of U below: (Those in H are above the

double line)

Table 5.1: Conjugacy Classes of U1

Representative Number of Representatives Class Size Elements(
x 0
0 x

)
2q 1 2q(

x 0
0 y

)
q(q−3)

2
2q2 q3(q − 3)(

x y
√
π

0 x

)
4q q − 1 4q(q − 1)(

x y
√
π

z
√
π x

)
, y, z 6= 0, z = e2y, e ∈ F 2q(q − 1) q−1

2
q(q − 1)2(

x y
√
π

ey
√
π x

)
e /∈ F∗2 q(q − 1) q − 1 q(q − 1)2(

0 x
y 0

)
2q q(q−1)

2
q2(q − 1)(

z
√
π x

y z
√
π

)
2q(q − 1) q(q−1)

2
q2(q − 1)2

5.B Generators

It is possible to list all generators of U

1. g1 =
(

1 0√
π 1

)
2. g2 =

(
1
√
π

0 1

)
3. g3 =

(
1+
√
π 0

0 1+
√
π

)
4. g4 =

{(
a 0
0 a−1

)}
, a ∈ F∗p
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5. g5 =
(

0 1
1 0

)
Note: we can get by without g2 = g−15 g1g5, but it is useful for establishing

a standard way of writing the elements of U .

5.C Characters Degrees of U

We find the degrees and numbers of the irreducible characters of U by exploit-

ing the fact that U is a semi-direct product.

Theorem 5.C.1 The degrees of the irreducible characters of U , and the num-

ber of characters of each degree are:

1. 4q characters of degree 1.

2. q(q−3)
2

characters of degree 2.

3. 4q(q − 1) characters of degree q−1
2

.

4. q(q + 3) characters of degree q − 1.

Proof. From [S2] (p62): Let A,H be two subgroups of a group G, with A

normal and abelian, and G = A o H. We can express (and count) all of the

irreducible characters of G in terms of those of A and certain subgroups of H.

There is an H action on {χ}, the set of (linear) characters of A; for all h ∈

H, a ∈ A, let h(χ)(a) = χ(h−1ah). Let {χi} be a set of orbit representatives

of this action, and let Hi be the subgroup of H that stabilizes χi. Denote by

Gi the group A oHi. If ρ is an irreducible character of Hi, we may consider

both χi and ρ to be characters of Gi:
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1. For χ an irreducible character of A, and any ah ∈ AoHi, define χi(ah) =

χi(a).

2. For ρ and irreducible character of Hi, and π the canonical projection

from Gi to Hi, we see that ρ ◦ π is an irreducible character of Gi. For

simplicity, we will also write ρ for this character of Gi.

We induce χi ⊗ ρ to G, to get the character γi,ρ and:

Proposition 5.C.1 γi,ρ is an irreducible character of Gi; if γi,ρ is isomorphic

to γi′,ρ′ then i = i′, and ρ is isomorphic to ρ′, and finally, every irreducible

character of G is isomorphic to some γi,ρ.

Proof. [S2] page 62

To apply this method of finding characters to U , we note that U = K1oD,

where K1 is the set of matrices in U with the form
(

1+x
√
π y

√
π

z
√
π 1+x

√
π

)
, x, y, z ∈ F,

and D = DoJ , where D is the group of diagonal matrices over F in U , that is,

those of the form:
(
b 0
0 b−1

)
, b ∈ F∗, while J is the group of order two generated

by
(

0 1
1 0

)
.

We first examine the irreducible characters K1 and D. Since D is itself a

semi-direct product, it will require the method of Serre.

1. It is easy to see that K1 is isomorphic to three copies of F+, so every

character χ on K1 can be written χ = λ1(x)λ2(y)λ3(z), where each λi

is a character of F+. In what follows, we will always keep to the same

order for these characters, i.e. from left to right the lambdas operate on
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x, y, z. We will denote by λ◦ the trivial character, and we will drop the

subscript if λ is arbitrary in Irr(F+).

2. We have D ∼= D o J ; as D is isomorphic to F∗, it has order q − 1. For

each character of D, we find its stabilizer under the J conjugation action,

as well as the size of its orbit. Let α be a primitive generator of F∗. For

any character χ of D, the stabilizer will be J itself if and only if:

χ
(
b 0
0 b−1

)
= χ

(
b−1 0
0 b

)
This implies that χ

(
b 0
0 b−1

)
must be 1, or − 1. Therefore the characters

with stabilizer J are the trivial character and the character that sends(
b 0
0 b−1

)
to (−1)n, where b = αn. We note that both of these characters

have an orbit size of 1 under the J action, so that when each of these

is tensored with the two characters of J , and the resulting character

induced to D = D o J , we get 4 characters of degree 1.

The remaining q− 3 characters of D have only the trivial subgroup of J

as a stabilizer, since each has the form:

χ
(
b 0
0 b−1

)
= λ(b)

where λ is neither the trivial nor the alternating character on F∗. These

characters have an orbit size of two: χ is conjugate to χ−1. Therefore

these characters will result in q−3
2

characters of D having degree 2.

Now we find the number of degrees of the irreducible characters of U as

well as the number of characters of each degree:
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1. Let χ be the irreducible characters of K1 given by λλ◦λ◦ where the first

λ is arbitrary; note that there are q such characters, and that under the

D action, each is congruent only to itself. This results in 4q irreducible

characters of degree 1, and q(q−3)
2

of degree 2. The degree 1 characters

can easily be made explicit: write an arbitrary element of U as XJ b,

where X ∈ H, J =
(

0 1
1 0

)
, and b = 0 or 1. We have the alternating

character; XJ b → (−1)b, and the determinant character. There are 2q

determinant characters, since the determinant is a norm 1 element, and

there are 2q such elements. Additionally, we have the tensor product of

the determinant character and the alternating character, giving another

2q characters.

2. To get characters of degree q−1
2

, let a ∈ F∗ and χ = λ(a2λ3)λ3. Note

that λ is arbitrary, but λ3 is fixed, so that:

χ
(

1+x
√
π y

√
π

z
√
π 1+x

√
π

)
= λ(x)λ3(a

2y)λ3(z)

Each such character is stabilized by ±I and the two element subgroup

generated by
(

0 a−1

a 0

)
, resulting in characters of U with degree 2(q−1)

4
=

q−1
2

. Each such character lies in an orbit of size q−1
2

, since by conjugation,

we can change λ3 to b2λ3 for any non-zero square b2 ∈ F. This results

in:

4q
q − 1

2
(q − 1)/

q − 1

2
= 4q(q − 1)

characters of degree q−1
2

.
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3. For degree q− 1, consider first χ = λλ2λ
◦; for B =

(
x y

√
π

z
√
π x

)
, we have:

χ
(

1+x
√
π y

√
π

z
√
π 1+x

√
π

)
= λ(x)λ2(y)

The stabilizer of the D action is ±I, having two linear characters, and

resulting in characters of U with degree 2(q−1)
2

= q − 1. Under the D

action, λλ2λ
◦ is congruent to λ(a2λ2)λ

◦, where for a ∈ F, a2λ(y) =

λ(a2y). Thus the orbits of these characters have size q−1
2

; the number of

distinct non-zero squares in F. This gives us:

q(q − 1)/
q − 1

2
(2) = 4q

characters of degree q − 1.

Next consider characters χ of K1 of the form λ(x)(kλ3(y))λ3(z), where

k is a non-square in F. The stabilizer of the D action is ±I, giving

characters on U of degree q − 1, and these characters partition into

equivalence classes of size q − 1. Thus we get:

q
q − 1

2
(q − 1)/(q − 1)(2) = q2 − q

Thus in all we have 4q + q2 − q = q(q + 3) characters on U of degree

q − 1, and we have justified the numbers in table 5.A.2.

Finally, we note that:

1. The sum of squares of the degrees is 2q3(q − 1), the group order.
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2. The number of characters is 11q2+3q
2

, which equals the number of conju-

gacy classes.
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Chapter 6

Adjoining
√
π to R

In chapter 3, we defined a quadratic extension on Rl by adjoining the square

root of a non-square unit of Rl. In the previous chapter we adjoined the root

of a non-invertible element to the quotient R/πR. Here we form a quadratic

extension of Rl itself by adjoining
√
π. We will consider the group of uni-

tary matrices over the ring Rl,π = {a + b
√
π , a, b ∈ Rl}, and exploiting the

arguments from chapter 3 regarding the expression of elements a, b as quasi

polyomials over a fixed transversal T of πRl, we find that the order of Rl,π is

q2l, with q2l−1(q − 1) units, and 2ql norm 1 elements (we are using the same

Hermitian form). From these counts it is clear that the norm map, which takes

a + b
√
π to a2 − πb2, surjects onto the square units of Rl; as a consequence

we cannot claim that all conjugate linear forms are equivalent. In this work,

we will use the same matrix for the form as was used in the
√
α case. Where

there is no possibility of confusion, we will write R and Rπ respectively, for Rl

and Rl,π; where the modulus is not l we will be more precise. Denote by Ul

the group of unitary 2× 2 matrices over Rπ, using the same matrix
(

0 1
1 0

)
for

the form.
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6.A The Order of the Group

From remark 4.C.1, the matrix
(
a b
c d

)
, a, b, c, d ∈ Rl,π is unitary if and only if:

• ac+ ac = bd+ bd = 0

• ab+ ab = cd+ cd = 0

• ad+ cb = 1

It is clear that at least one of a and c must be a unit (and similarly with b

and d). If a is a unit, then from ac+ ac = 0, we divide both sides by aa to get

ac

aa
+
ac

aa
= 0 (6.1)( c

a

)
+
c

a
= 0 (6.2)

Thus c
a

is a pure root, and c = a(r
√
π), r ∈ R. Similarly, since bd+ bd = 0

b = d(s
√
π), s ∈ R. Since we have non-invertible elements on the second

diagonal, d must be a unit, so ad + cb = 1 and this can be written can be

written:

ad+ (a(r
√
π)(d(s

√
π)) = ad(1− πrs) = 1

Thus ad = (1− πrs)−1; we choose any r, s ∈ R and a to be any unit, then

d is determined. Hence there are ql−1(q − 1)q3l = q4l−1(q − 1) such matrices.

If we had assumed that c was a unit rather than a, we would have found

the same number of elements, therefore the order of Ul is 2q4l−1(q − 1). It is

a convenient feature of these unitary matrices that of any two vertically or

horizontally adjacent elements, precisely one is a unit.
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6.B The Abelian K Groups

In section 4.E we defined some abelian subgroups of the unitary group. In this

section, to avoid fractional powers of π, we alter this definition somewhat and

find the order of several important such subgroups.

We define for a positive integer 1 ≤ i < 2l

Ki = {I +
√
π
i
B} ∩ Ul

We index by the power of
√
π instead π in order to avoid fractional powers of

π later on. These subgroups are abelian for i ≥ l, and we give the orders of

the most important:

1. When l = 2m we define characters on Kl = {I + πmB} ∩ Ul. If we

consider a typical element:
(

1+πmM πmN
πmQ 1+πmS

)
, M,N,Q, S ∈ Rπ and note

that the entries on the main diagonal are both units, then by section

6.A, πmN = (1 + πmM)r
√
π. This implies that r has a factor of πm,

therefore πmN can be written πmb
√
π with b ∈ R . Similarly πmQ can

be written πmc
√
π for c ∈ R. In addition, (1 + πmM)(1 + πmS) = 1,

and this implies that S = −M . Therefore we can write elements of Kl

explicitly as

I +
(
πma1+πma2

√
π πmb

√
π

πmc
√
π −πma1+πma2

√
π

)
, a1, a2, b, c ∈ Rl

and the order of Kl is q4m = q2l.

We will also need to consider the group Kl−1 = {I + πm−1
√
πB} ∩ Ul.

We count this subgroup, by writing a typical element explicitly:
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I +
(
πma1+πm−1a2

√
π πm−1b

√
π

πm−1c
√
π πmd1+πm−1d2

√
π

)
, a1, a2, b, c ∈ Rl

thus the order of |Kl−1| is q4m+3 = q2l+3. It is useful to note that Kl−1

is generated by Kl and the following subgroups:

(a) G1 =
{(

1+πm−1f
√
π 0

0 [1−πm−1f
√
π]−1

)}
(b) G2 =

{(
1 0

πm−1f
√
π 1

)}
(c) G3 =

{(
1 πm−1f

√
π

0 1

)}
where f ∈ R.

2. When l = 2m + 1 we define φA on Kl = {I + πm
√
πB}. By the same

analysis used in the even case, a typical element is

I +
(
πm+1a1+πma2

√
π πmb

√
π

πmc
√
π −πm+1a1+πma2

√
π

)
, a1, a2, b, c ∈ Rl

so |Kl| is q4m+3 = q2l+1. We also use the group Kl−1 = {I + πmB}, a

typical element of which is

I +
(
πma1+πma2

√
π πmb

√
π

πmc
√
π πmd1+πmd2

√
π

)
, a1, a2, b, c, d1, d2 ∈ Rl

and |Kl−1| is q4m+4 = q2l+2. The generators of Kl−1 are Kl and the

subgroup

G1 = {
(

1+πmf 0
0 (1+πmf)−1

)}
Since we always consider the different parities of l separately, there is no

possibility of confusion by using the notation G1 again here.
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Table 6.1: Some K Subgroup Orders

degree order

Kl (l = 2m) q2l

Kl−1 (l = 2m) q2l+3

Kl (l = 2m+ 1) q2l+1

Kl−1 (l = 2m+ 1) q2l+2

When l = 2m, for Kl = {I + πmB} B must have the form

(
a1+a2

√
π b

√
π

c
√
π −a1+a2

√
π

)
a1, a2, r, s ∈ Rl

Whereas for l = 2m+ 1, and Kl = {I + πm
√
πB} B has a different form:

(
a1+a2

√
π b

c a1−a2
√
π

)
a1, a2, r, s ∈ Rl

The nature of the B matrices will be important for getting an upper bound

for the inertia groups.

Proposition 6.B.1 Let Pi be the map from unitary matrices over Rl,π to the

unitary matrices over Ri,π, i ≤ l that sends each entry of the domain matrix

to its value modulo πi. Then Pi is surjective.

Proof. The kernel of Pi is the subgroup K2i, and this subgroup has order equal

to the quotient of Ul and Ui. (Note the function P and the group U are indexed

by π, but the K groups are indexed by
√
π.)
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6.C Characters and Inertia Groups

Let λ be a primitive character on R+
l ; we extend λ to to a character to the

additive group of Rl,π by defining λ(a+b
√
π) = λ(a+b) = λ(a)λ(b). For l = 2m

and 2m+ 1, we define φA characters on Kl as follows: for any A ∈ M2×2(Rl,π)

define φA on Kl = {I +
√
π
l
B} ∩ Ul by:

φA(I +
√
π
l
B) = λ[tr(

√
π
l
AB)]

For such a character, whether l is odd or even, we have the following

proposition which establishes an upper bound for T .

Proposition 6.C.1 Let φA be defined as above, and let g ∈ T the inertia

group of φA in Ul. Then

√
π
l+1
Ag =

√
π
l+1
gA (6.3)

Proof. As was the case in the discussion following 4.E.2 we can assume that

A = A since any matrix C ∈ M2×2(Rl,π) will give a character φC that is

equivalent to a character φA where A ∈ M2×2(Rl) so that A = A. In addition,

the proof of Lemma 4.G.1 holds in the case of Rl,π, thus we know that g ∈

T ⇐⇒ g ∈ T .

1. Let l = 2m If g ∈ T , by Proposition 4.G.1 g is also in T and we have

λ[tr(πmAB)] = λ[tr(πm(g−1Ag)B)]

or
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λ[tr[(πm(g−1Ag − A)B]] = 1

Let X = πm(g−1Ag −A) so X has trace zero, and for some x1, x2, y1, y2

etc. in Rl, X =
(
x1+x2

√
π y1+y2

√
π

z1+z2
√
π −x1−x2

√
π

)
, and we have:

λ[tr(XB)] = 1 (6.4)

for all B =
(
a1+a2

√
π b

√
π

c
√
π −a1+a2

√
π

)
a1, a2, r, s ∈ Rl .

Furthermore, since g ∈ T implies g ∈ T and A = A, then we can use X

in place of X in equation 6.4:

λ[trXB] = λ[tr[(πm(g−1Ag − A)B]] = 1,

and in the argument following, we can use X or X as required.

We find an upper bound for the inertia group by exploiting judicious

choices for B, and by using both X and then X in equation 6.4.

Let B =
(

r
2

0

0 − r
2

)
for arbitrary r ∈ Rl in equation 6.4 to get

(
x1+x2

√
π y1+y2

√
π

z1+z2
√
π −x1−x2

√
π

)(
r
2

0

0 − r
2

)
=
(

r
2
(x1+x2

√
π) y1+y2

√
π

z1+z2
√
π − r

2
(−x1−x2

√
π)

)
so that

λ[trXB] = λ[r(x1 + x2
√
π)] = λ[r(x1 + x2)] = 1

which implies that x1 + x2 = 0, since the extension of λ to Rl,π is also

primitive. Keeping B the same and replacing X with X, we get
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λ[r(x1 − x2
√
π)] = λ[r(x1 − x2)] = 1

so that x1 − x2 = 0; combining both results implies that x1 = x2 = 0.

Now letting B =
(

0 r
√
π

0 0

)
with X and then again with X in equation

6.4, we find that

λ[r(πy2 + y1
√
π)] = λ[r(πy2 + y1)] = 1

and

λ[r(−πy2 + y1
√
π)] = λ[r(−πy2 + y1)] = 1

Combining these, we have y1 = πy2 = 0. We get an analgous result for

z1, z2 so that we can write:

X =
(

0 πl−1r
√
π

πl−1s
√
π 0

)
r, s ∈ Rl

thus when l is even, we have
√
πX = 0, or

√
π
l+1
Ag =

√
π
l+1
gA

as claimed.

2. Let l be odd so that for g in the stabilizer of φA

λ[tr(πm
√
π(g−1Ag)B)] = λ[tr(πm

√
πAB)]
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or

λ[tr(πm
√
π(g−1Ag − A)B)] = 1

and X = πm
√
π(g−1Ag−A) which is again trace zero. As in the even case

we have λ[tr(XB)] = 1 for all B =
(
a1+a2

√
π b

c a1−a2
√
π

)
a1, a2, r, s ∈ Rl.

The form of B does not permit B =
(
r 0
0 −r

)
and using B =

(
r 0
0 r

)
gives no information about X. Thus we use B

(
r
√
π 0

0 −r
√
π

)
with first X,

then X in equation 6.4 to get x1 = πx2 = 0. The same process using

B =
(

0 r
0 0

)
with X then X shows that y1 = y2 = 0, and similarly for

zz, z2. Therefore

X =
(
πl−1r

√
π 0

0 πl−1s
√
π

)
r, s ∈ Rl

so that in the odd case we also have
√
πX = 0 and for either parity of l:

√
π
l+1
Ag =

√
π
l+1
gA (6.5)

6.C.1 The Character Degrees

The A matrices that we use will have one of two forms:

1. A =
(

1
2

0

0 − 1
2

)
2. A =

(
0 f
1 0

)
, where A cannot be diagonalized.
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We claim that for all f ∈ Rl, the matrix
(

0 f
1 0

)
over Rl,π cannot be diago-

nalized. Any defined ratio of neighbours (as mentioned in definition 4.F.1) will

be a non-invertible element of Rl,π. This follows from section 6.A. Suppose

that
(

0 f
1 0

)
were diagonalizable, so that for some unitary

(
a b
c d

)
:

(
a b
c d

)(
0 f
1 0

)(
a b
c d

)−1
=
(
b af
d cf

)(
d −b
−c a

) 1

ad− bc

=
(

.... a2f−b2
d2−fc2 ....

) 1

ad− bc

Since a2f − b2 = d2 − fc2 = 0, then f can be written as the square of a

ratio of neighbours, and is therefore a non-unit. As a result b and d must be

non-units, which is impossible since
(
a b
c d

)
is invertible. Thus

(
0 f
1 0

)
cannot

be diagonalized, and we have 3 possibilities for f ∈ Rl: a square unit, a

non-square unit, and a non-unit.

We define φA characters on the abelian K subgroups, with the following A

matrices:

1.
(

1
2

0

0 − 1
2

)
2.
(

0 σ
1 0

)
, σ a non-square in Rl.

3.
(

0 ν
1 0

)
, ν a non-square in Rl.

4.
(

0 πβ
1 0

)
, β any element of Rl−1.

1. The Even Case

Let l = 2m with φA defined on Kl = {I + πmB} ∩ Ul.
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(a) Let A =
(

1
2

0

0 − 1
2

)
, For g =

(
a b
c d

)
∈ T , equation 6.5 implies

πm
√
π
(

1
2

0

0 − 1
2

)(
a b
c d

)
= πm

√
π
(
a b
c d

)(
1
2

0

0 − 1
2

)
πm
√
π
(

a b
−c −d

)
= πm

√
π
(
a −b
c −d

)

Thus πm
√
π b = πm

√
π c = 0, and both b, c have a factor of

πm−1
√
π. Relabelling somewhat, g can be written

(
a πm−1b′

√
π

πm−1c′
√
π d

)
, a, d ∈ Rπ, b, c ∈ R

so that T ≤ Kl−1S where S is the subgroup of diagonal matrices.

To show the reverse inclusion, recall that Kl−1 is generated by Kl

and the subgroups

i. G1 =
{(

1+πm−1f
√
π 0

0 [1−πm−1f
√
π]−1

)}
ii. G2 =

{(
1 0

πm−1f
√
π 1

)}
iii. G3 =

{(
1 πm−1f

√
π

0 1

)}
Conjugation by the diagonal elements of G1 stabilizes the main diag-

onal of elements in Kl, and therefore stabilizes φA. The subgroups

G2 and G3 also stabilize φA: we give the argument for G2. A similar

argument works for G3. Write
(

1 0
c 1

)
for

(
1 0

πm−1f
√
π 1

)
∈ G2 and(

x y
z w

)
for
(

πmx πmy
√
π

πmz
√
π πm(−x)

)
, x ∈ Rl,π, y, z ∈ Rl - this last matrix

is, of course, the πmB in the element I + πmB ∈ Kl.

Conjugating:

98



(
1 0
c 1

)(
x y
z w

)(
1 0
−c 1

)
=
(
x−cy ....
.... w+cy

)
But cy = πm−1f

√
ππmy

√
π = 0, so the main diagonal (and thus

φA) is preserved.

Thus every g ∈ Kl−1 fixes the elements on the main diagonal of

each element of Kl and so stabilizes φA. Hence T = Kl−1S. The

order of T is

|Kl−1||S|
|Kl−1 ∩ S|

=
q2l+3q2l−1(q − 1)

ql+1
= q3l+1(q − 1)

We cannot extend φA directly to T using 2.C.1, so we interpose

subgroups between Km and Kl−1S; the schematic is:

Kl
φA

ext−→N
φ′A

ext−→N
ψ0

S
ind−→Kl−1S

ψ

ind−→Ul
χ

where

N =
{(

1+πm−1A πmB
πm−1C 1+πm−1D

)
A,B,C,D ∈ Rπ

}
∩ Ul;

and (as we will show) NS is the inertia group of φA in Kl−1S. N

is generated by Kl and the abelian subgroups

G1 =
{(

1+πm−1f
√
π 0

0 [1−πm−1f
√
π]−1

)}
; G2 =

{(
1 0

πm−1f
√
π 1

)}

with f ∈ R. Both subgroups are contained in Kl−1, hence stabilize

φA which therefore extends to a character on KlG1 by Proposition
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2.C.1. If we assign the trivial character to G2, then it will stabilize

not only φA but also the character on G1:

Write
(
X 0
0 W

)
for
(

1+πm−1f
√
π 0

0 [1−πm−1f
√
π]−1

)
and

(
1 0
c 1

)
for
(

1 0
πm−1f

√
π 1

)
.

Then:

(
1 0
c 1

)(
X 0
0 W

)
( 1 0
−c 1

)
=
(
X 0
cX W

)(
1 0
−c 1

)
=
(

X 0
c(X−W ) W

)

but (X −W ) = (X − 1
(X)−1 ) = XX−1

X
= −π2m−1f2

X
, and if we write

1
X

= x1 + x2
√
π, then we have

c(X−W ) = πm−1c
√
π(−π2m−1f 2(x1+x2

√
π)) = π3m−2c′

√
π, c′ ∈ R

We have two cases here: if m ≥ 2 then 3m − 2 ≥ 2m and the

result of conjugation can be written
(
X 0
0 W

)
so that G2 stabilizes

the character on G1. If l = 2 so that m = 1, then we can write the

conjugation product as

(
1 0

πc′
√
π 1

)(
1+πm−1f

√
π 0

0 [1−πm−1f
√
π]−1

)
since the first factor is in G2 which has been assigned the trivial

character, we see that G2 stabilizes the character on KlG1 therefore

we get the extension to φ′A on (Kl−1G1)G2 = N .

The number of extensions from Kl to KlG1 is q, and there is only
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one extension from KlG1 to N since we have assigned the trivial

character to G2.

Next we can extend φ′A to ψ0 on NS. S will stabilize φ′A since it

stabilizes the character on G1 (both are diagonal), and because it

normalizes G2, which has been assigned the trivial character: write(
x 0
0 y

)
for an element of S and

(
1 0
c 1

)
for an element of G2, then

(
x 0
0 y

)(
1 0
c 1

)(
x−1 0
0 y−1

)
=
(
x 0
cy y

)(
x−1 0
0 y−1

)
=
(

1 0
x−1yc 1

)
=
(

1 0
πm−1f ′

√
π 1

)

Where the last equality follows because c = πm−1f
√
π, and since

x = (y)−1 then x−1y = yy ∈ Rl, so x−1yc = πm−1f ′
√
π, f ′ ∈ Rl.

Thus, by Proposition 2.C.1, we extend to ψ0 on NS. We show now

that the inertia group of ψ0 in Kl−1S is NS itself. The group Kl−1S

is generated by NS and the subgroup G3 =
{(

1 πm−1f
√
π

0 1

)}
, f ∈

R, but G3 does not stabilize the (trivial) character on G2, since

if
(

1 πm−1e
√
π

0 1

)
=
(

1 d
0 1

)
is an element of G3, and

(
1 0

πm−1f
√
π 1

)
=(

1 0
c 1

)
is an element G2, then

(
1 d
0 1

)(
1 0
c 1

)(
1 −d
0 1

)
=
(

1+cd d
c 1

)(
1 −d
0 1

)
=
(

1+cd −fe2
c 1

)
=
(

1+π2m−1ef −π3m−2fe2
√
π

πm−1f
√
π 1−π2m−1ef

)
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If m ≥ 2 so that 3m− 2 ≥ 2m, then the result can be written

(
1 0

πm−1f
√
π 1

)(
1+π2m−1ef 0

0 1−π2m−1ef

)
Since the character value of the second factor is not necessarily 1,

then G3 does not stabilize φ′A. If l = 2 so that m = 1, we can write

the conjugation product as

(
1+πef −πef2

√
π

f
√
π 1−πef

)
Under the natural projection map modulo π, this matrix maps to(

1 0
f
√
π 1

)
, hence the conjugations product is equal to

(
1 0

f
√
π 1

)
(Z)

for some Z ∈ Kl = {I + πB}, and the main diagonal of Z must be

the same as the main diagonal of
(

1+πef −πef2
√
π

f
√
π 1−πef

)
, hence φA(Z) is

not identically 1, and G3 does not stabilize φ′A.

Consequently, we can induce ψ0 to an irreducible character ψ on

T = Kl−1S which will have degree

|NS||G3|
|NS ∩ G3|

= q

Finally, χ = IndUlT ψ is an irreducible character of Ul having degree

q[Ul : T ] = 2ql−1.

The next three A matrices are all of the form A =
(

0 t
1 0

)
, and from

equation 6.5, the inertia group for each φA is contained in the group
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Kl−1S for S the centralizer of A. Since KlS ≤ T , we need to check

the generating subgroups of Kl−1 that are not in Kl. These are: (f

is in R)

i. G1 =
{(

1+πm−1f
√
π 0

0 (1−πm−1f
√
π)−1

)}
ii. G2 =

{(
1 0

πm−1f
√
π 1

)}
iii. G3 =

{(
1 πm−1f

√
π

0 1

)}
For any B =

(
0 t
1 0

)
, we have

φB[I+πm
(
x1+x2

√
π y

√
π

z
√
π −x1+x2

√
π

)
] = λ[πm(tz

√
π+y
√
π)] = λ[πm(tz+y)]

We conjugate I + πm
(
x1+x2

√
π y

√
π

z
√
π −x1+x2

√
π

)
∈ Kl by elements of the

above 3 subgroups, and we are only concerned with the second

diagonal entries of the conjugation products:

i. The subgroup G1 is in the centralizer of Kl, and thus in T : to

see this, take
(
F 0

0 F
−1

)
=
(

1+πm−1f
√
π 0

0 (1−πm−1f
√
π)−1

)
∈ G1note

that FF = 1− π2m−1f 2, and (FF )−1 = 1 + π2m−1f 2. Thus:

(
F 0

0 F
−1

)
πm
(
x1+x2

√
π y

√
π

z
√
π −x1+x2

√
π

)(
F 0

0 F
−1

)−1
= πm

(
(x1+x2

√
π) FFy

√
π

(FF )−1z
√
π (−x1+x2

√
π)

)

The upper right element is:

FF (πmy
√
π) = (1− π2m−1f 2)(πmy

√
π) = πmy

√
π

By similar reasoning, the lower left element is πmz
√
π.
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ii. Checking to see whether or not G2 ≤ T , we write
(

1 0
F 1

)
for(

1 0
πm−1f

√
π 1

)
∈ G2, and

(
x y
z w

)
for πm

(
x1+x2

√
π y

√
π

z
√
π −x1+x2

√
π

)
, so

(
1 0
F 1

)(
x y
z w

)(
1 0
−F 1

)
=
(

x y
Fx+z Fy+w

)(
1 0
−F 1

)
=
(

x−Fy y
Fx+z−F 2y−Fw Fy+w

)

The upper right is preserved, but the lower left is

Fx+ z − F 2y − Fw = πm−1f
√
π(x− w) + z (F 2y is zero)

= πm−1f
√
π(πm(2x1)) + πmz

√
π

= π2m−1(2x1f)
√
π + πmz

√
π

so the lower left element is not fixed. Thus, for the A matrices(
0 σ
1 0

)
and

(
0 ν
1 0

)
, G2 is not in T . On the other hand, for A =(

0 πβ
1 0

)
, the stabilizer of φA does, in fact, include G2 because

when we calculate the character, the πβ entry will vanish the

term π2m−1(2a1f)
√
π.

iii. For G3, we write
(

1 F
0 1

)
for
(

1 πm−1f
√
π

0 1

)
∈ G2, and

(
x y
z w

)
for

πm
(
x1+x2

√
π y

√
π

z
√
π −x1+x2

√
π

)
, so

(
1 F
0 1

)(
x y
z w

)(
1 −F
0 1

)
=
(
x+Fz y+Fw
z w

)(
1 −F
0 1

)
=
(
x−Fy y+F (w−x)
z w−Fz

)
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In writing the upper right entry, we have used FFz = 0. Therefore

the lower left entry is invariant under conjugation by G3, but the

upper right entry is

πmy
√
π + πm−1f

√
π(πm(−2x1)) = πmy

√
π − π2m−12fx1

√
π

Though the lower left entry is preserved, the upper right is not.

Consequently, G3 is not in T for any of the three remaining A ma-

trices. Note that the π in
(

0 πβ
1 0

)
cannot save this subgroup.

Thus we must deal with A =
(

0 πβ
1 0

)
separately, but for A =

(
0 σ
1 0

)
or
(

0 ν
1 0

)
, the inertia group will be Kl+S, where Kl+ is the subgroup

generated by Kl and the subgroup G1. The extension schematic for

these A matrices will be:

Kl
φA

ext−→Kl+
φ′A

ext−→Kl+
φ′′A

S
ind−→ Ul

χ

The first extension above is by Proposition 2.C.1, since G1 is abelian,

and stabilizes φA. The second extension will be justified in the same

way if we can show that S fixes the character on the G1 elements.

Proposition 6.C.2 For A =
(

0 t
1 0

)
=
(

0 σ
1 0

)
or
(

0 ν
1 0

)
and any

s ∈ S and h =
(
F 0
0 (F )−1

)
=
(

1+πm−1f
√
π 0

0 (1−πm−1f
√
π)−1

)
∈ G1, we

have shs−1 = hx where x ∈ Kl such that φ′A(x) = φA(x) = 1.

Hence S stabilizes the character on G1.

Proof. Let s =
(
a bt
b a

)
∈ S be an element of the centralizer of

A. To show that shs−1 = hx, we consider the natural projection
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map P : Ul → Um, a surjective map with kernel Kl. We claim

P (hsh−1) = P (s). Note that FF = 1 − π2mf 2 is congruent to 1

modulo πm.

P
[(

F 0
0 (F )−1

)(
a bt
b a

)(
(F )−1 0

0 (F )

)]
= P

[(
Fa Fbt

(F )−1b (F )−1a

)(
F−1 0
0 (F )

)]
= P

[(
a FFbt

(FF )−1b a

)]
= P

[(
a bt
b a

)]

Thus hsh−1 = xs, x ∈ Kl. To see that φA(x) = 1, note that we

can write h−1x = sh−1s−1. Now we claim the following

• tr(A(hx)) = tr(Ah) + tr(Ax)

• tr(Ashs−1) = tr(h)

The second item above follows immediately because S centralizes A.

For the first we note that for h =
(
F 0
0 (F )−1

)
=
(

1+πm−1f
√
π 0

0 (1−πm−1f
√
π)−1

)
,

and x =
(
X Y
Z W

)
∈ Kl, hx =

(
FX FY
FZ FW

)
. But FY = (1+πm−1f

√
π)(πmy

√
π) =

πmy
√
π, and similarly FZ = πmz

√
π. Since tr(Ah) = 0, the result

follows. Now we can show φA(x) = 1.

tr(Ah−1) + tr(Ax) = tr(A(h−1x)

= tr(Ash−1s−1)

= tr(s−1Ash−1)

= tr(Ah−1)
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hence tr(Ax) = 0 and φA(x) = 1.

Hence we get an extension to T = Kl+S, followed by an induction

to Ul. Now we can find character degrees for the cases A =
(

0 σ
1 0

)
,

and A =
(

0 ν
1 0

)
.

(b) Let A =
(

0 σ
1 0

)
with σ ∈ R a square unit. The inertia group is

Kl+S for S =
(
a cσ
c a

)
. From Proposition 4.D.2, S is isomorphic to

two copies of L, and thus has order 4q2m = 4ql, then |T |= 4q3l. We

can extend φA to ψ on T , so χ = IndUlT ψ is irreducible with degree

[Ul : T ] = ql−1(q−1)
2

.

(c) Let A =
(

0 ν
1 0

)
with ν ∈ R a non-square. T = Kl+S with S =(

a cν
c a

)
. The order of S modulo qm is 2q2m = 2ql; φA extends to ψ

on KlS which induces to χ on Ul of degree [Ul : T ] = ql−1(q − 1).

(d) For A =
(

0 πβ
1 0

)
S =

(
a cπβ
c a

)
the inertia group is generated by

Kl, G1, G2, and S =
(
a cπβ
c a

)
. Once again we will let Kl+ denote

the group generated by Kl and G1. The extensions in this case will

follow this schematic:

Kl
φA

ext−→Kl+
φ′A

ext−→Kl+
φ′′A

G2
ext−→Kl+

ψ

G2S
ind−→ Ul

χ

We have seen that both abelian subgroups G1 and G2 stabilize φA,

so we can extend to φ′A by Proposition 2.C.1. We can also do the

second extension by Proposition 2.C.1, providing that we assign the

trivial character to G2, because: G2 stabilizes φA, and we have seen

in the work for the first A matrix that it will stabilize the character
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on G1 as well. To justify the last extension, we need to show that S

will stabilize the characters on both G1 and G2. In the work for the

first A matrix, we showed that the S group in that case stabilized

the character on G1; the same proof for S =
(
a cπβ
c a

)
works in the

same way. We will use the same ideas to show that S stabilizes the

(trivial) character on G2.

Proposition 6.C.3 Let s ∈ S and let h =
(

1 0
F 1

)
=
(

1 0
πm−1f

√
π 1

)
∈

G2. Then shs−1 = hx, x ∈ Kl with φA(x) = 1.

Proof. Let s =
(
a πβc
c a

)
∈ S be an element of the centralizer of

A. To show that shs−1 = hx, we consider the natural projection

map P : Ul → Um, a surjective map with kernel Kl. We claim

P (hsh−1) = P (s). Note that Fπ = πm−1f
√
π(π) is congruent to 0

modulo πm.

P
[(

1 0
F 1

)(
a πβc
c a

)(
1 0
−F 1

)]
= P

[(
a πβc

aF+c πβcF+a

)(
1 0
−F 1

)]
= P

[(
a−Fπβc πβc
c−πβcF πβcF+a

)]
= P

[(
a πβc
c a

)]

Thus hsh−1 = xs, x ∈ Kl. To see that φA(x) = 1, note that we

can write h−1x = sh−1s−1, and:

• tr(A(hx)) = tr(Ah) + tr(Ax)

• tr(Ashs−1) = tr(h)

The second item above follows immediately because S centralizes
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A. For the first we note that for h =
(

1 0
F 1

)
=
(

1 0
πm−1f

√
π 0

)
, and

x =
(
X Y
Z W

)
∈ Kl, hx =

(
...... Y

FX+Z ......

)
. But

FX+Z = (πm−1f
√
π)(1+πmX)+Z = πm−1f

√
π+π2m−1fX

√
π+Z

,

Note that the second diagonal would be additive here except for

the term π2m−1fX
√
π, but this zero is vanished by the A matrix,

therefore the first point is proved. Now we have:

tr(Ah−1) + tr(Ax) = tr(A(h−1x)

= tr(Ash−1s−1)

= tr(s−1Ash−1)

= tr(Ah−1)

hence tr(Ax) = 0 and φA(x) = 1.

Consequently, we get the extension to ψ, and then an induction to

Ul. To find the order of T = Kl+G2S, we note:

i. |Kl+G2|= q2l+2

ii. |S|= 2q2l

iii. |Kl+G2 ∩ S|= ql+2
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Hence |T |= 2q3l and we can induce to an irreducible character χ of

Ul of degree [Ul : T ] = ql−1(q − 1) .

2. The Odd Case

Let l = 2m+ 1 and φA be defined on Kl = {I + πm
√
πB} ∩ Ul.

(a) Let A =
(

1
2

0

0 − 1
2

)
. By construction, the inertia group T of φA

contains KlS. From equation 6.5, if
(
a b
c d

)
∈ T then

πm+1
(

1
2

0

0 − 1
2

)(
a b
c d

)
= πm+1

(
a b
c d

)(
1
2

0

0 − 1
2

)
πm+1

(
a b
−c −d

)
= πm+1

(
a −b
c −d

)

so πm+1b = πm+1c = 0 and by relabelling somewhat, T is contained

in the subgroup of the form
(

a πmb
πmc d

)
= Kl−1S where S is the

subgroup of diagonal matrices. Thus

KlS ≤ T ≤ Kl−1S

Here we find that the upper bound is achieved. Kl−1 is generated

Kl and the subgroup G1 =
{(

1+πmf 0
0 (1+πmf)−1

)}
f ∈ Rl, which is

diagonal so it stabilizes φA and T = Kl−1S.

We can extend φA to Kl−1S in two steps:

Kl
φA

ext−→Kl−1
φ′A

ext−→Kl−1S
ψ

ind−→Ul
χ
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By Proposition 2.C.1 φA extends to φ′A on Kl−1, and we note that

the number of such extensions is [Kl−1 : Kl] = q. S centralizes

G1 (both subgroups are diagonal), thus φ′A extends to ψ on Kl−1S,

and χ = IndUlT ψ is an irreducible character of Ul of degree |Ul||T | =

2q4l−1(q−1)
q3l(q−1) = 2ql−1.

The remaining A matrices are all of the form
(

0 t
1 0

)
for some t ∈ Rl,

and we claim that for all of them, the inertia group is KlS. In each

case, the inertia group T of φA is bounded thus:

KlS ≤ T ≤ Kl−1S

Recall that Kl−1 is generated by Kl and G1, but we will show that G1

does not stabilize φA, so that T = KlS. To show this we conjugate,

(ignoring the term I)

I+πm
√
π
(
x1+x2

√
π y

z x1−x2
√
π

)
, ∈ Kl by

(
F 0
0 F−1

)
=
(

1+πmf 0
0 (1+πmf)−1

)
∈

G1, getting:

(
F 0
0 F−1

)
πm
√
π
(
x1+x2

√
π y

z x1−x2
√
π

)(
F 0
0 F−1

)−1
= πm

√
π
(
x1+x2

√
π yF 2

z(F 2)−1 x1−x2
√
π

)

Note that F 2 = 1 + πm2f + π2mf 2, so the upper right element in

the conjugations becomes

πmy
√
π(1 + πmE) = πmy

√
π + π2myE

√
π

thus φA is not stabilized. Consequently, for the next three A ma-

111



trices, the inertia group of φA is KlS where S is the centralizer of

A.

(b) Let A =
(

0 σ
1 0

)
where σ is a square unit in R and T = KlS, with S

the set of unitary matrices of the form
(
a cσ
c a

)
. From Proposition

4.D.2, S = L × L. We calculate |T |= |Kl||S|
|Kl∩S|

From section 6.B

|Kl|= q2l+1, and from the form of S, we have |S|= 2ql × 2ql = 4q2l.

An element in the intersection is

A =
(

1+πma
√
π πmcσ

√
π

πmc
√
π 1+πma

√
π

)
, a, c ∈ R

Since there are qm+1 choices for both a and c, then |Kl ∩ S|= ql+1.

As a result |T |= q2l+14q2l

ql+1 = 4q3l. Since S is abelian, φA extends to ψ,

an irreducible degree 1 character of T , and χ = IndUlT is irreducible

of degree [Ul : T ] = 2q4l−3(q−1)
4q3l

= ql−1(q−1)
2

.

(c) Let A =
(

0 ν
1 0

)
with ν ∈ Rl a non-square unit, and T = KlS, where

S is the set of unitary matrices of the form
(
a cν
c a

)
To get the order

of S note that, from section 6.A one of a, c must be a unit, but c

cannot be a unit, for if it were, then we could write a = r
√
π(c) so

that:

aa+ ccν = (r
√
π(c))(r

√
π(c)) + ccν = cc(ν − πr2) = 1

and this implies that ν − πr2 is a square in Rl; a contradiction.

Therefore a must be a unit, and we write c = r
√
π(a) to get:

aa(1− πr2ν) = 1
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Since we have ql choices for r (r ∈ Rl), and 2ql choices for a (it

must come from the pre-image of (1 − πr2ν)−1 in the norm map,

then |S|= 2q2l. An element in the intersection of Kl and S looks

like

(
1+πma

√
π πmcν

√
π

πmc
√
π 1+πma

√
π

)
, a, c ∈ R

Since there are qm+1 choices for each of a, c then |Kl∩S|= ql+1, thus

|T |= q2l+12q2l

ql+1 = 2q3l. Again S is abelian and stabilizes φA, so we

extend the φA to ψ, an irreducible character of T . Then χ = IndUlT ψ

is an irreducible character of Ul with degree [Ul : T ] = ql−1(q − 1).

(d) Let A =
(

0 πβ
1 0

)
where β ∈ Rl−1. T = KlS, where S is the set of

unitary matrices of the form
(
a πβc
c a

)
The orders of S and |Kl ∩ S| are the same as for the previous

matrix, hence |T |= 2q3l, leading to an irreducible character of Ul

having degree ql−1(q − 1).

For reference, we give below the degrees of the characters found for the

various A matrices.

6.C.2 Counting the Characters of the Unitary Group

Our inductive assumptions in this work is that both the character degrees of

Ul−1 and the number of these characters is known, the base case of l = 1 being

given in the previous chapter. Since Ul−1 is isomorphic to the factor group
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Table 6.2: Character Degrees From φA Characters

A matrix degree

A =
(

1
2

0

0 − 1
2

)
2ql−1

A =
(

0 σ
1 0

)
ql−1(q−1)

2

A =
(

0 ν
1 0

)
ql−1(q − 1)

A =
(

0 πβ
1 0

)
ql−1(q − 1)

Ul/Kl−1, we can lift (so to speak), every character of Ul−1 to Ul. Moreover,

the product of each irreducible character from Ul−1 with a linear character of

Ul produces an irreducible character of Ul whose degree is known from the

inductive hypothesis. Denote the linear characters of Ul as Ll, and the linear

characters of Ul−1 as Ll−1.

Proposition For any φ ∈ Irr(Ul−1), the number of distinct irreducible char-

acters of Ul of the form ψφ with ψ ∈ Ll is [Ll : Ll−1].

Proof. The proof used in Proposition 4.J.1 is valid for this case as well.

Proposition |Ll|/|Ll−1|= q

Proof. We can use the proof from Proposition 4.J.2.

Thus Ul−1 will contribute (q)2q4(l−1)−1(q− 1) = 2q4l−4(q− 1) to the sum of

squares of character degrees which we will now calculate.

In order to show that we have found all character degrees of Ul with their

respective numbers, we sum the squares of the degrees of all distinct irreducible

characters of Ul to get the group order. The number of characters of a given

degree will equal the number of non-conjugate φA characters on the abelian
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K subgroup multiplied by the number of extensions to the inertia group. As

a result we will demonstrate the following:

Theorem 6.C.1 The degrees of the irreducible characters of Ul found from

the φA characters on Kl, and their respective numbers are:

Table 6.3: Degrees and Numbers

A matrix degree number

A =
(

1
2

0

0 − 1
2

)
2ql−1 2q4l−4(q − 1)2

A =
(

0 σ
1 0

)
ql−1(q−1)

2
q4l−3(q − 1)3

A =
(

0 ν
1 0

)
ql−1(q − 1) q4l−3(q − 1)3

A =
(

0 πβ
1 0

)
ql−1(q − 1) 4q4l−3(q − 1)2

Proof. 1. The Even Case

Let l = 2m.

We will need to count the number of non-conjugate φA characters; for

all A matrices in the even case, we have

φA[I + πmB] = λ[tr(πmAB)]

thus when enumerating the parameters x, b below, we consider their value

modulo πm.

(a) Let A =
(

1
2

0

0 − 1
2

)
with inertia group Kl−1S, the degree of the irre-

ducible characters of Ul is 2ql−1, A′ = xI + bA, with x ∈ Rl, b ∈ R∗l .

The schematic:
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Kl
φA

ext−→N
φ′A

ext−→N
ψ0

S
ind−→Kl−1S

ψ

ext−→Ul
χ

There are qm choices for x, qm−1(q − 1) choices for b and xI ± bA

are conjugate. Hence the number of non-conjugate forms of A′ is

ql−1(q−1)
2

. The number of extensions from Kl to N is q, and the

number of extensions from N to NS is = ql−2(q − 1). Therefore

there are ql−1(q− 1) extensions in all. The number of characters of

Ul of degree 2ql−1 is

ql−1(q − 1)

2
× ql−1(q − 1) =

q2l−2(q − 1)2

2

Multiplying by the degree squared gives 2p4l−4(p− 1)2 .

The schematic for the next two A matrices is

Kl
φA

ext−→Kl+
φ′A

ext−→Kl+
φ′′A

S
ind−→ Ul

χ

(b) Let A =
(

0 σ
1 0

)
with inertia group Kl+S, and A′ = xI + bA, x ∈

R, b ∈ R∗l . The number of non-conjugate matrices is ql−1(q− 1): to

see this we consider two cases

i. Let b = k2 ∈ R∗l , so that for some x ∈ Rπ, xx = b. Then

(
x 0
0 (x)−1

)(
0 bσ
b 0

)(
x−1 σ
1 x

)
=
(

0 xxbσ
b
xx

0

)
=
(

0 σ′
1 0

)
Thus for all squares bRl, we have bA ∼

(
0 σ′
1 0

)
, for some square

σ′ ∈ Rl.

ii. Let b be any non-square, and let n be some fixed non-square
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(both in R∗l ). We claim that b
(

0 σ
1 0

)
∼ n

(
0 σ′
1 0

)
. For some

x ∈ Rl,α, we have xxb = n, and b
xx
σ = nσ′ for some σ′, a

square in Rl, so that

(
(x)−1 0

0 x

)(
0 σ
b 0

)(
x 0
0 x−1

)
=
(

0 b(xx)−1σ′

bxx 0

)
=
(

0 nσ′
n 0

)
There are qm choices for x, and qm−1(q−1)

2
choices for σ. We multiply

by 2 to account for the b, so that the number of non-conjugate A′

matrices is

qm(2)
qm−1(q − 1)

2
= ql−1(q − 1)

The degree of the irreducible characters of Ul is ql−1(q−1)
2

. The num-

ber of extensions of each φA is [Kl+S : Kl] = 4ql. Multiplying

the numbers of non-conjugates, extensions and the degree squared

gives:

ql−1(q − 1)× 4ql × q2l−2(q − 1)2

4
= q4l−3(q − 1)3

(c) Let A =
(

0 ν
1 0

)
with inertia group Kl+S, the degree of the irre-

ducible characters of Ul is ql−1(q− 1). Again A′ = xI + bA. In this

case we can get all non-conjugate matrices by varying x and ν. If

b is a square, then
(

0 bν
b 0

)
is conjugate to some

(
0 ν′
1 0

)
by the same

argument used for the previous A matrix. If b is a non-square then

bν is a square, so for some x ∈ Rπ, xxbν = 1 thus (let y = x−1)

(
0 y
x 0

)(
0 bν
b 0

)(
0 y−1

x−1 0

)
=
(

0 yyν
xxbν 0

)
=
(

0 ν′
1 0

)
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We have qm choices for x and qm−1(q−1)
2

choices for ν, giving ql−1(q−1)
2

non-conjugate φA′ characters. There are |Kl+1S|
|Kl|

= 2ql extensions

from Kl to Kl+S. Taking the product of these three values gives

ql−1(q − 1)

2
× 2ql × q2l−2(q − 1)2 = q4l−3(q − 1)3

(d) Let A =
(

0 πβ
1 0

)
The schematic is:

Kl
φA

ext−→Kl+
φ′A

ext−→Kl+
φ′′A

G2
ext−→Kl+

ψ

G2S
ind−→ Ul

χ

and A′ = xI + bA. If b1, b2 are squares, then b1A and b2A are

conjugate by the arguments given for previous A matrix. Similarly

if b1, b2 are non squares, then b1A and b2A are conjugate. Hence

there are qm(2)qm−1 = 2ql−1 non-conjugate characters. The inertia

group is Kl+G2S, so the degree of the irreducible characters of Ul

is [Ul : Kl+G2S] = ql−1(q − 1). The number of extensions from Kl

to Kl+ is q, and from Kl+G2 to Kl+G2S, it is is |S|
|Kl+G2∩S|

= 2ql−1.

Hence in all we have 2ql extensions, so the product of characters,

extensions, and degree squared is

2ql−1 × 2ql × q2l−2(q − 1)2 = 4q4l−3(q − 1)2

We sum the four values above, together with the contribution from Ul−1:

2q4l−4(q−1)2+q4l−3(q−1)3+q4l−3(q−1)3+4q4l−3(q−1)2+2q4l−4(q−1) = 2q4l−1(q−1)
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which is the order of Ul, hence for l = 2m we have found the degrees and

numbers of all irreducible characters of the unitary group.

2. The Odd Case

Let A = 2m+ 1.

The Kl characters are

φA[I + πm
√
πB] = λ[tr(πm

√
πAB)]

and a typical element of Kl has the form

I +
(
πm+1e1+πme2

√
π πmf

√
π

πmg
√
π −πm+1e1+πme2

√
π

)
, e1, e2, f, g ∈ Rl

and the precise form of the elements in the bracket will be relevant in

counting the non-conjugate characters for each matrix.

(a) Let A =
(

1
2

0

0 − 1
2

)
with inertia group Kl−1S. The degree of the irre-

ducible characters of Ul is 2ql−1, A′ = xI + bA, and the schematic:

Kl
φA

ext−→Kl−1
φ′A

ext−→Kl−1S
ψ

ind−→Ul
χ

To count the choices for x and b, we note

i. If A =
(
x 0
0 x

)
then the applying φA to the element of Kl above

gives λ(πm(2xa2)), hence x there are qm+1 choices for x.

ii. If A = b
(

1
2

0

0 − 1
b

)
, applying φA gives λ(πm+1(ba1). Since b must

be a unit, there are qm−1(q − 1) choices for b.
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Since the matrices xI±bA are conjugate, there are qm+1 q
m−1(q−1)

2
=

ql−1(q−1)
2

non-conjugate characters on Kl. There are q extensions

from Kl to Kl−1, and ql−2(q−1) from Kl−1 to Kl−1S, giving ql−1(q−

1) extensions in all. Hence the number of characters of Ul of degree

2ql−1 is

ql−1(q − 1)

2
× ql−1(q − 1) =

q2l−2(q − 1)2

2

Multiplying by the degree squared accounts for 2q4l−4(q − 1)2 ele-

ments of Ul.

(b) Let A =
(

0 σ
1 0

)
with inertia group KlS. Applying φA as in the

previous A matrix, we see that there are qm+1 choices for x, and

qm−1(q−1)
2

choices for σ. The argument for grouping squared values

of b together, and non-square values of b together carries through

here, so that the number of non-conjugate A′ = xI + bA is

qm+1(2)
qm−1(q − 1)

2
= ql−1(q − 1)

and the number of extensions of each φA is 4ql−1 = [KlS : Kl].

The degree of the irreducible characters of Ul is ql−1

2
. Multiplying

the numbers of non-conjugates, extensions and the degree squared

gives:

ql−1(q − 1)× 4ql−1 × q2l−2(q − 1)2

4
= q4l−3(q − 1)3

(c) Let A =
(

0 ν
1 0

)
with inertia group KlS, the degree of the irreducible

characters of Ul is ql−1(q − 1). There are qm+1 choices for x, and
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qm−1(q−)
2

choices for ν, and the argument from the even case that

eliminates the effect of b carries through here, so that there are

ql−1(q−1)
2

non-conjugate φA′ characters and [KlS : Kl] = 2ql−1 ex-

tensions from Kl to KlS. Taking the product of these three values

gives

ql−1(q − 1)

2
× 2ql−1 × q2l−2(q − 1)2 = q4l−3(q − 1)3

(d) Let A =
(

0 πβ
1 0

)
with inertia group KlS, the degree of the irre-

ducible characters of Ul is ql−1(q− 1). The argument from the even

case about grouping squared and non-square valued of b applies

here. There are qm+1 choices for x, qm−1 choices for β, and a factor

of 2 for the effect of b. Hence there are

qm+1(2)qm−1 = 2ql

non-conjugate characters. The number of extensions is [KlS : Kl]

or 2ql−1. The product is

2ql × 2ql−1 × q2l−2(q − 1)2 = 4q4l−3(q − 1)2

Summing the four values, and the contribution from Ul−1:

2q4l−4(q−1)2+q4l−3(q−1)3+q4l−3(q−1)3+4q4l−3(q−1)2+2q4l−4(q−1) = 2q4l−1(q−1)

which is |Ul|, hence for l = 2m+ 1 we have found the degrees and numbers
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of all irreducible characters of the unitary group.
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