
1 

 

 

Numerical Simulation of Proppant Transport in Hydraulic 

Fractures 

 

Morteza Roostaei, Alireza Nouri, Vahidoddin Fattahpour, Dave Chan 

Department of Civil and Environmental Engineering, University of Alberta 

Abstract 

A central issue in hydraulic fracturing treatment in petroleum wells is the transport of proppant 

particles by the injection fluid. In this paper, we present an innovative proppant transport model in 

a fixed rectangular- and elliptic-shaped slots. The proposed model is an improvement to the current 

modeling of proppant transport by applying a non-oscillatory numerical scheme which has high 

accuracy everywhere in solution domain, even close to the steep gradients. In addition, inertia, 

fracture wall, and concentration effects on proppant settling along with slurry evolution as a 

function of proppant concentration has been considered. 

This paper introduces the mathematical equations that govern the proppant transport phenomenon 

and discusses special front capturing numerical techniques, boundary conditions, coupling 

between proppant and slurry mass conservation equations and time stepping restrictions required 

for the solution stability. We incorporated published correlations obtained from proppant transport 

laboratory experiments in our numerical model to better capture the physics of the problem. 5th- 

order WENO scheme was used to avoid oscillation and diffusion at the proppant front since 

traditional finite difference discretization was found to be insufficient in solving the hyperbolic 

transport partial differential equations. Results show that the technique used in this study can 

capture the proppant distribution with minimum oscillation and diffusion. 

A series of sensitivity analysis was conducted to explore the legitimacy of these assumptions and 

to provide guidelines that allow more accurate predictions of the proppant and fluid transfer. 

Numerical results are presented to show how proppant distribution is impacted by the injection 

fluid viscosity, density difference between proppant particles and injection fluid, proppant size, 

and fluid flow injection rate. Results of the sensitivity analysis illustrate the significance of 

choosing appropriate viscosity of the injection fluid as small changes in the viscosity may cause 

noticeable effects on the concentration distribution. In addition, we found that variation of 

proppant size and density within a reasonable range have a modest effect on proppant 

concentration distribution.   

Furthermore, we also investigated the amount of gravity driven vertical motion of proppant which 

is driven by density differences (convection) and compare it to a second gravity driven motion 

which is proppant settlement. Both of these two well recognized mechanisms can occur inside a 

fracture during proppant placement, however, the importance of each mechanism as a function of 

proppant injection design parameters is not fully understood. 

Keywords: Frac-Packing, Hydraulic Fracturing, Proppant Transport, Shock Capturing 

Techniques 
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1. Introduction 

In the earliest type of proppant transport model, after discretizing the fracture into vertical sections, 

leak off, concentration increase and proppant’s settling velocity are calculated for each section 

(Daneshy, 1978; Novotny, 1977). Based thereupon in the next step, the amounts of deposited and 

suspended sand concentrations are computed. The final bed shape can also be obtained after the 

injection has stopped. These models need a settling velocity correlation for proppant in relation to 

such parameters as the proppant and injection fluid properties. Novotny (1977) incorporated heat 

transfer between proppant slurry and the formation in this type of modeling. The model is limited 

to planar vertical fractures and important physical issues of the transport problem, such as two-

dimensional flow inside the fracture, cannot be captured. 

Another more general proppant transport modelling category was later introduced that solves the 

partial differential equations (PDEs) for conservation of mass of proppant and slurry and is very 

flexible in the sense that additional physics can be easily incorporated in the simulation (Lavrov, 

2011). As an example of such physics, the fluid and proppant velocity fields have originally been 

assumed to be the same. In other words, it was assumed that no slippage happens between the fluid 

and the proppant and thus no momentum transfers between the carrying fluid and the 

proppantsLater, laboratory experiments showed that proppant and fluid velocities are different in 

both horizontal and vertical directions (Liu, 2006). Empirical correlations have been included in 

the numerical model to account for this effect (Friehauf, 2009).  

Most often, no diffusion of proppant particles is assumed to occur in proppant transport in 

hydraulic fractures. Thus, the front of the proppant concentration profile remains sharp (Adachi et 

al., 2007).  In addition, both proppants and injection fluid are assumed to be incompressible. 

Typically, the lubrication theory approximation (Reynolds equation) is used to describe the 

relationship between slurry velocity and pressure gradient. An essential element of this theory is 

averaging of the field variables, such as the solids volume fraction and the fluid velocity, in the 

direction perpendicular to the fracture walls. For the lubrication theory to be a valid approximation, 

a collection of criteria for development lengths must be satisfied. The discussion of these 

conditions is outside the scope of this work and more details can be found elsewhere (Pearson, 

1994).  

Many modifications have been made in the original models by different researchers to better 

simulate the transport phenomena. Settari et al. (1990) was the first to propose the concept of 

partially decoupled fracture modeling. In his approach, he linked a fracture simulator to a fluid 

flow simulator and mapped the fracture geometry in terms of permeability and porosity onto the 

reservoir simulator grids. Later, several researchers used this approach in their numerical 

simulation of proppant transport. Miranda et al. (2010), Shaoul et al. (2007), and Behr et al. (2006) 

linked a commercial reservoir simulator to a commercial fracture and proppant simulator and used 

the same concept that Settari et al. (1990) had used for frac-pack analysis. Later, other methods 

have been proposed for numerical simulations of proppant transport (Friehauf, 2009; Liu, 2006; 
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Sharma & Gadde, 2005; Gadde et al., 2004; Ouyang, 1994). These new class of simulations can 

be categorized as fully decoupled models in which only the fracture and proppant distribution are 

simulated, without paying attention to the reservoir simulations. Ouyang (1994) proposed an 

adaptive re-meshing technique for the hydraulic fracture simulation that was adopted in a later 

work by Rebeiro (2013) for proppant injection simulations. Friehauf (2009), Liu (2006), and 

Gadde et al. (2004) used PKN fracture geometry and included some of the experimental works in 

the literature related to proppant transport in their numerical model.  

Adachi (2007) in his proppant transport modeling assumed the incompressibility of the proppant 

and the slurry, which is an acceptable assumption for liquid fracturing fluids. Further, he assumed 

that the only mechanism to account for ‘‘slip’’ between the proppant and the carrying fluid is 

gravity-induced settling. This implies that, in the absence of gravity, the proppant and fluid move 

at the same velocity. He did not present the type of settling equation, if any, that was used. In 

addition, in his fracture simulator he employed an analytical integral equation between slot width 

and pressure. 

Another important piece of work has been published by Barrie and Conway (1994; 1995), which 

served as a validation to the commercial proppant simulator GOHFER. The basic theory of 

GOHFER is based on the corrected Stokes equation to consider the effect of proppant 

concentration through an empirical equation of Govier and Aziz (1972). Barrie and Conway 

fracture simulator again uses an integral equation between fracture width and pressure (integral of 

the displacement for the point load over the surface of the fracture) (Al-quraishi et al., 1999; Bayo 

Shokir et al., 2007). 

Mobbs et al. (2001), Unwin et al. (1995), and Hammond (1995) published their simulations with 

the objective of investigating the effect of flow profile on final proppant distribution. They 

considered homogeneous flow (in which proppant particles are uniformly distributed across the 

fracture width) and sheet flow (in which some unspecified, but rapid, process has caused all 

proppant to migrate across the fracture width into a close-packed sheet at the fracture center). They 

assumed constant and elliptical PKN fracture width. They also neglected retardation and did not 

modify Stokes law. They concluded that both settling and convection can occur during the 

treatment and cannot be neglected.     

Probably, the most complete works in proppant transport simulation are the ones published by 

Freihauf (2009), and Gadde (2004). Freihauf (2009) and Gadde (2004) incorporated the 

experimental correlations of proppant retardation and settlement obtained by Liu (2006) in a 

numerical code. The main deficiency of these models is the use of conventional finite difference 

schemes in solving the transport PDEs.  

Another class of modeling of particle transport is based on the concepts of granular kinetic theory 

proposed by Eskin and Miller (2008). They considered steady-state flow of slurry which can be 

considered a significant limitation of the model as extending it to transient flows may make it 

computationally prohibitive for any practical use in a coupled hydraulic fracturing simulation. 

Many of the equations in their model use empirical laws and correlations and are therefore valid 
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only within certain ranges. Leak-off was neglected in the numerical computations (its introduction 

should be straightforward, if needed, though).  

In all published numerical models, the transport and placement of proppant within the fracture is 

usually modeled by representing the slurry as a two-component, interpenetrating continuum. This 

implies that the fluid flow equations (i.e., conservation of mass and conservation of momentum) 

are solved for the slurry, and not for each individual component. In this paper, we follow the same 

procedure and solve the mass balance equation of the proppant and slurry. However, we improve 

the current proppant modeling by capturing more phenomena including correct settlement of 

particles and differential velocity between fluid and particles. Further, we remove numerical 

diffusion, by applying a more accurate numerical technique specially designed for advection 

phenomena.  

2. Mathematical Formulation and Solution Technique  

The governing equations of a proppant transport model are: a) conservation of mass for the 

injection fluid, which yields the pressure distribution, b) conservation of mass for the solid 

proppants which yields the proppant concentration distribution during the simulation, c) 

momentum equations which for the case of flow between parallel plates leads to the cubic law that 

is a relation between pressure gradient and fluid velocity, and d) proppant settling velocity or the 

terminal velocity of the proppant particles inside the fracture. The main output of this kind of 

modelling is the distribution of the proppant that is given by its volumetric concentration (defined 

as the volume of the proppant over the volume of the slurry). 

In our simulations, we have neglected flocculation and slumping of the particles and we assumed 

uniform concentration across the width of the fracture (slot). The latter assumption avoids 

unnecessary complications arising from large aspect ratio of elements in the numerical model or 

high running time of a model with large number of elements.  Therefore, a 2D modeling of the 

problem seems sufficient.  

In addition, for the binary system of proppant flow, Taylor dispersion, which consists of diffusion 

associated with the molecular movement, turbulent flow and temperature gradient (Bird et al., 

1976) can be neglected. The most obvious consequence of these assumptions is that this moving 

boundary problem consists of a sharp proppant front (without any diffusion ahead) which needs 

special numerical techniques.  

The Finite Volume Method (FVM) technique which utilized to minimizes numerical dispersion 

that occurs in traditional Finite Difference (FD) schemes. A 5th order WENO scheme was adopted 

which unlike traditional FD schemes or flux limiters methods, gives non-oscillatory, high order 

accuracy solution both anywhere the solution is smooth (away from proppant front) and near 

discontinuities (proppant front).     

2.1 Mass Balance Equations  

Conservation of mass equations for slurry flowing through a constant width slot and the proppant 

that it carries down the slot assuming incompressible fluid and proppant are: 

For injection fluid: 
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𝜕𝑤

𝜕𝑡
+

𝜕

𝜕𝑥
(𝑢𝑠𝑙𝑤) +

𝜕

𝜕𝑦
(𝑣𝑠𝑙𝑤) + 𝑞𝑖𝑛𝑗 = 0 

(1) 

For proppant: 

𝜕

𝜕𝑡
(𝑐𝑤) +

𝜕

𝜕𝑥
(𝑢𝑝𝑐𝑤) +

𝜕

𝜕𝑦
(𝑣𝑝𝑐𝑤) + 𝑐𝑞𝑖𝑛𝑗 = 0 

(2) 

 

𝑢𝑠𝑙 = 𝑐𝑢𝑝 + (1 − 𝑐)𝑢𝑓  (3) 

𝑣𝑠𝑙 = 𝑐𝑣𝑝 + (1 − 𝑐)𝑣𝑓 (4) 

where 𝑐 is the volumetric proppant concentration defined as the ratio of proppant volume to slurry 

volume, 𝑢𝑝 and 𝑢𝑓 are horizontal velocities of proppant and fluid and 𝑣𝑝 and 𝑣𝑓 are vertical 

velocities of proppant and fluid.  

Fluid velocity inside a hydraulic fracture for Newtonian fluids is related to the pressure gradient 

(
𝜕𝑝

𝜕𝑥
) inside the fracture. Momentum conservation equation or Navier-Stokes equation describes the 

motion of a fluid as a relationship between flow velocity (or momentum) and pressure. In hydraulic 

fracturing applications, the solution to the Navier-Stokes equation is called cubic law (Economides 

& Nolte, 2000):     

𝑢𝑠𝑙 = −
𝑤2

12𝜇𝑠𝑙

𝜕𝑝

𝜕𝑥
 

(5) 

Similarly, for 𝑦 direction: 

𝑣𝑠𝑙 = −
𝑤2

12𝜇𝑠𝑙

𝜕(𝑝 − 𝜌𝑠𝑙𝑔𝑦)

𝜕𝑦
 

(6) 

where 𝑢𝑠𝑙 and 𝜌𝑠𝑙are the equivalent viscosity and density of the slurry, respectively. By applying 

cubic law, which indeed relates pressure gradient to the velocity field, the number of unknowns 

(𝑐, 𝑝, velocity) becomes the same as the number of equations. If we substitute Eq. (5) and (6) in 

Eq. (1), we obtain: 

𝜕

𝜕𝑥
(

𝑤3

12𝜇𝑠𝑙

𝜕𝑝

𝜕𝑥
) +

𝜕

𝜕𝑦
(

𝑤3

12𝜇𝑠𝑙

𝜕(𝑝 − 𝜌𝑠𝑙𝑔𝑦)

𝜕𝑦
) + 𝑞𝑖𝑛𝑗 =

𝜕𝑤

𝜕𝑡
 

(7) 

The right-hand side of the equation disappears for the case of flow through fixed slots since the 

width is constant. We adopted traditional central finite difference scheme to solve this elliptic PDE 

and obtain the fluid pressures.  

The rheology of the slurry is affected by the proppant concentration. We assumed the increase in 

viscosity can be described by the following expression (Barree & Conway, 1994): 

𝜇 =
𝜇0

(1 −
𝑐

𝑐 ∗
)1.82

 (8) 
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where 𝑐 ∗ is the saturation concentration and 𝜇0 is the initial viscosity of the clean fluid. Saturation 

concentration corresponds to the maximum concentration that can be achieved by random packing 

of regular spheres. At saturation concentration, proppant particles create a pack and behave like 

solid porous medium. Thereafter, only the fluid phase can mobilize through the pack. Saturation 

concentration can be determined experimentally and depends on the type of the proppant and it 

varies between 0.52 (loose packing) and 0.65 (dense packing) (for example see Horri et al., 2011; 

Koos et al., 2012). We assigned a value of 0.6 to this parameter in the simulations.   

3. Numerical Solution Technique  

The complexity of the proppant transport problem comes from solving the hyperbolic PDE of 

proppant transport (Eq. 2).  The solution to hyperbolic PDEs is highly dependent on the specified 

initial conditions. Solution to hyperbolic PDEs simply transports the initial condition within the 

model. On the other hand, it is well known that hyperbolic partial differential equations (PDE) 

accept both smooth as well as discontinuous solutions. A discontinuous solution, also referred to 

as a shock, is characterized by large gradients in the variables such as concentration. Accurate 

numerical simulation of such systems is a challenging task using conventional numerical methods. 

The numerical challenge in the vicinity of large gradients (shocks) is that high order FD schemes 

lead to significant oscillations despite the fact that such schemes result in higher accuracy in 

smooth regions. On the other hand, first-order methods provide non-oscillatory (monotonic) 

solution near the shocks, while giving poorer accuracy in the smooth regions (Leveque, 2004). 

The first proposed successful idea in obtaining a uniformly high order accurate,  yet non-oscillatory 

results was proposed by Harten et al. (1987). The method was named ENO which stands for 

essentially non-Oscillatory. These researchers used Newton divided differences to measure the 

local smoothness of the stencils. Later, WENO schemes (Weighted ENO) were developed based 

on ENO schemes to reduce the computational cost and increase the accuracy order (Liu et al., 

1994, Jiang and Shu, 1996). 

To avoid complications arising from un-split WENO schemes, we utilized dimensional splitting 

method, a type of fractional step method, to solve Eq. 2. Using this method, a multi-dimensional 

PDE with source terms can be split into several 1-dimensional PDEs (depending on the 

dimensionality of the problem) and an ordinary differential equation. In our case, Eq. 2 becomes: 

𝜕(𝑐)

𝜕𝑡
+ 𝑐𝑞𝑖𝑛𝑗 = 0 

(9) 

𝜕𝑐

𝜕𝑡
+

𝜕[𝑢𝑝(𝑥, 𝑦)𝑐(𝑥, 𝑦)]

𝜕𝑥
= 0 

(10) 

𝜕𝑐

𝜕𝑡
+

𝜕[𝑣𝑝(𝑥, 𝑦)𝑐(𝑥, 𝑦)]

𝜕y
= 0 

(11) 

This set of equations is solved by the 5th order WENO scheme combined with the 4th order Runge-

Kutta method. To better explain WENO scheme, we consider Eq. 10 and write it in the following 

form: 

𝜕𝑐

𝜕𝑡
+

𝜕𝑓

𝜕𝑥
= 0 

(12) 
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where:  

𝑓 = 𝑢𝑝(𝑥, 𝑦)𝑐(𝑥, 𝑦) (13) 

Integrating Eq. 12 over the grid cell obtains: 

𝑑𝐶(𝑥𝑖, 𝑡)

𝑑𝑡
= −

1

Δ𝑥𝑖

[𝑓 (𝑥
𝑖+

1
2

, 𝑡) − 𝑓 (𝑥
𝑖−

1
2

, 𝑡)] 
(14) 

where the average value of proppant concentration over a grid block 𝑖  at time 𝑡𝑛 can be expressed 

as: 

𝐶𝑖
𝑛 ≈

1

∆𝑥𝑖

∫ 𝑐(𝑥, 𝑡𝑛)𝑤(𝑥, 𝑡𝑛)𝑑𝑥
𝑥

𝑖+
1
2

𝑥
𝑖−

1
2

 
(15) 

We approximate Eq. 14 by the following conservative scheme: 

𝑑𝐶(𝑥𝑖, 𝑡)

𝑑𝑡
= −

1

Δ𝑥𝑖
[𝑓

𝑖+
1
2

− 𝑓
𝑖−

1
2

] 
(16) 

The function, 𝑓 is a monotone numerical flux. There are many examples of such a flux and here 

we adopted Lax-Friedrichs monotone flux (Leveque, 2004): 

𝑓
𝑖+

1
2

=
1

2
[𝑓(𝑥𝑖) + 𝑓(𝑥𝑖+1) − 𝛼

𝑖+
1
2

(𝑓(𝑥𝑖+1) − 𝑓(𝑥𝑖))] 
(17) 

and 

𝛼
𝑖+

1
2

= 𝑚𝑎𝑥(𝑐𝑖,𝑐𝑖+1)|𝑓′| (18) 

Eq. 16 is solved by applying the 4thorder Runge-Kutta method in which 𝐶𝑖
𝑛 will be obtained by 

WENO method. WENO starts by finding a polynomial 𝑝𝑖(𝑥), of degree at most 𝑘 − 1, based on 

cell averages 𝐶𝑖(𝑥), such that it is a 𝑘𝑡ℎ order accurate approximation of the unknown function 

𝑐(𝑥): 

𝑝𝑖(𝑥) = 𝑐(𝑥) + 𝑂(∆𝑥𝑘) (19) 

In other words, the unique polynomial 𝑝𝑖(𝑥) has the following property: 

1

∆𝑥𝑖
∫ 𝑝(𝑥, 𝑡𝑛)𝑑𝑥 = 𝐶𝑖

𝑥
𝑖+

1
2

𝑥
𝑖−

1
2

 
(20) 

We use symbol 𝑆(𝑖) to show the stencil based on 𝑟 cells to the right and 𝑠 cells to the left:  

𝑆(𝑖) = {𝐼𝑖−𝑟 , … . , 𝐼𝑖+𝑠} (21) 

and we know that: 

𝑟 + 𝑠 = 𝑘 − 1 (22) 

It can be shown that the 𝑘𝑡ℎ order accurate polynomial that we are looking for can be found by: 
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𝑝𝑖 (𝑥
𝑖+

1
2

) = 𝑐
𝑖+

1
2

= ∑ 𝑏𝑟𝑗𝐶𝑖−𝑟+𝑗

𝑘−1

j=0

 

(23) 

where 𝑏𝑟𝑗 are the constant coefficients of the polynomial. Shu (1997) using the Lagrange form of 

the interpolation polynomial obtained the following expression for non-uniform grids: 

𝑏𝑟𝑗 = ( ∑

∑ ∏ (𝑥
𝑖+

1
2

− 𝑥
𝑖−𝑟+𝑝−

1
2

)𝑘
𝑝=0

𝑝≠𝑚,𝑙

𝑘
𝑙=0
𝑙≠𝑚

∏ (𝑥
𝑖−𝑟+𝑚−

1
2

− 𝑥
𝑖−𝑟+𝑙−

1
2

)𝑘
𝑙=0
𝑙≠𝑚

𝑘

𝑚=𝑗+1

)∆𝑥𝑖−𝑟+𝑗 

(24) 

For a uniform grid, above expression reduces to: 

𝑏𝑟𝑗 = ( ∑

∑ ∏ (𝑟 − 𝑝 + 1)𝑘
𝑝=0

𝑝≠𝑚,𝑙

𝑘
𝑙=0
𝑙≠𝑚

∏ (𝑚 − 𝑙)𝑘
𝑙=0
𝑙≠𝑚

𝑘

𝑚=𝑗+1

) 

(25) 

In solving a hyperbolic PDE, we know that we have the point values of the unknown at the nodes, 

from initial conditions. In WENO method, these nodal values are used to approximate a high order 

accurate derivative of the function. In other words, knowing the point values: 

𝑐𝑖 = 𝑐(𝑥𝑖),      𝑖 = 1, 2, … , 𝑁 (26) 

a numerical flux function should be found based on nodal values:   

�̂�
𝑖+

1
2

= �̂�(𝐶𝑖−𝑟 , 𝐶𝑖−𝑟+1, … , 𝐶𝑖+𝑠),    𝑖 = 0, 1, 2, … , 𝑁 (27) 

such that the flux difference approximates the function derivative to the 𝑘𝑡ℎ order accuracy: 

1

∆𝑥𝑖

(�̂�
𝑖+

1
2

− �̂�
𝑖−

1
2

) = 𝐶′(𝑥𝑖) + 𝑂(∆𝑥𝑘),      𝑖 = 0, 1, 2, … , 𝑁 
(28) 

Again, it can be shown that the coefficients 𝑐𝑟𝑗 defined above can be used to achieve such a 

property: 

�̂�
𝑖+

1
2

= ∑ 𝑏𝑟𝑗𝑐𝑖−𝑟+𝑗

𝑘−1

𝑗=0

 

(29) 

In WENO if, for example, 2𝑘 − 1 cells are used to give 𝑘 stencil candidates, all 𝑘 stencil 

candidates are used to give 2𝑘 − 1 order accuracy. To be more precise, a convex combination of 

all the candidate stencils is used. If we show all the stencil candidates by: 

𝑆𝑟(𝑖) = {𝑥𝑖−𝑟 , … , 𝑥𝑖−𝑟+𝑘},    𝑟 = 0, … , 𝑘 − 1 (30) 

and 𝑘 different numerical fluxes by: 

�̂�
𝑖+

1
2

(𝑟)
= ∑ 𝑏𝑟𝑗𝑐𝑖−𝑟+𝑗

𝑘−1

𝑗=0

 

(31) 
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WENO uses a convex combination of all the candidates as: 

�̂�
𝑖+

1
2

= ∑ 𝜔𝑟�̂�
𝑖+

1
2

(𝑟)

𝑘−1

𝑟=0

 

(32) 

For stability and consistency, weights 𝜔𝑟 should follow below requirements: 

𝜔𝑟 ≥ 𝑜,        ∑ 𝜔𝑟 = 1

𝑘−1

𝑟=0

 

(33) 

The way that the weights, 𝜔𝑟, are defined to create the convex combination is different in smooth 

regions and near discontinuity. In smooth regions the weights are shown by 𝑑𝑟: 

�̂�
𝑖+

1
2

= ∑ 𝑑𝑟�̂�
𝑖+

1
2

(𝑟)

𝑘−1

𝑟=0

 

(34) 

𝑑𝑟 weights are always positive. When a discontinuity exists in the region, the corresponding 

weights 𝜔𝑟 would be zero. Originally, polynomials or rational functions were used to define 

weights since they are computationally efficient: 

𝜔𝑟 =
𝛼𝑟

∑ 𝛼𝑠
𝑘−1
𝑠=0

,     𝑟 = 0, … , 𝑘 − 1 (35) 

with 

𝛼𝑟 =
𝑑𝑟

(𝜀 + 𝛽𝑟)2
 

(36) 

In the above equation  is introduced to avoid denominator from becoming zero. A value of 𝜀 =
10−6  has been suggested for this purpose. In WENO method, the smoothness of each stencil is 

measured through a parameter r which is called smooth indicator. Jiang and Shu, (1996) after 

extensive experiments, proposed following relationship for smooth indicators: 

𝐵𝑟 = ∑ ∫ ∆𝑥2𝑙−1
𝑥

𝑖+
1
2

𝑥
𝑖−

1
2

(
𝜕𝑙𝑝𝑟(𝑥)

𝜕𝑥𝑙
)2𝑑𝑥

𝑘−1

𝑙=1

 

(37) 

4. Convection and Settling of Proppants 

Settling and convection are the two controlling mechanisms in proppant placement. Single particle 

settling velocity in an unbounded medium in Stokes regime (low Reynolds number regime) can 

be expressed as: 

𝑣𝑡 =
𝑔𝑑𝑝

2(𝜌𝑝 − 𝜌𝑓)

18𝜇
 

(38) 

This terminal velocity has been obtained by neglecting the convective term from the Navier-Stokes 

equation. In creeping flow regime, since the Reynolds number is very low, no wake is generated 
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at the back of the particle. In this region, an analytical solution to Navier-Stokes equation for the 

drag force 𝐶𝐷 on a sphere can be found (Stokes, 1850, Batchelor, 1972) which leads to Eq. 38. At 

high Reynolds numbers, no analytical solution exists for the flow of fluid past a sphere and 

experimental results possess more value. Different forms of curve fitting for terminal falling 

velocities experimental data has been carried out during almost a hundred of years. Based on 

experimental data of Allen (1900), Wieselsberger (1922), Prandtle and Tietjens (1931), and 

Schiller (1932), a log-log graph of drag coefficient versus Reynolds number has been well 

established. This graph is called “standard drag curve” where 𝐶𝐷 is plotted against Reynolds 

number.  

The relationships between Reynolds number and drag coefficient are inconvenient in giving 

explicit expressions of terminal velocity, since in both of these dimensionless numbers, terminal 

velocity is involved and an iterative procedure is needed. However, the terminal velocity can be 

omitted by defining another dimensionless parameter: 

𝐺𝑎 =
3

4
𝐶𝐷𝑅𝑒2 =

𝑑𝑝
3𝑔𝜌𝑓(𝜌𝑝 − 𝜌𝑓)

𝜇2
 

(39) 

where 𝐺𝑎 is Galileo Number (Clift et al. 1978). It can be seen that Galileo number is independent 

of terminal velocity and can be evaluated from physical properties of the proppant and carrying 

fluid. Therefore, for proppant transport simulations, it is more satisfactory to express Galileo 

number rather than drag coefficient as a function of Reynolds number. We plotted Reynolds 

number as a function of Galileo number, from data in standard drag curve. The settling velocity of 

particles is found by calculating Reynolds number and using Fig. 1. 

 

Figure 1: Reynolds Number vs Galileo Number 
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In addition to inertia, actual settling velocity of proppants inside fracture deviates from single 

terminal velocity due to the presence of fracture wall and other particles, which in turn modify the 

flow field. It is well stablished that when a particle is settling in a liquid, the confining walls around 

the system produce retardation effect on the particle. In other words, terminal settling velocity of 

proppants is known to be lower in a confined liquid compared to the case that no walls are present 

under identical conditions. Moreover, the presence of other particles will change the drag force 

exerted on each particle. The motion of other particles creates a “return flow” of carrying fluid. 

Therefore, terminal velocity should be corrected for the effect of fracture walls and concentration. 

We assumed that these phenomena have a multiplicative effect on terminal velocity: 

𝑣𝑝 = 𝑣𝑖𝑛𝑒𝑟𝑡𝑖𝑎 𝑓(𝑤)𝑓(𝑐) (40) 

where 𝑣𝑖𝑛𝑒𝑟𝑡𝑖𝑎 is found from Fig. 1 based on Reynolds number, 𝑓(𝑤) is accounts for the wall 

effects and 𝑓(𝑐) include the concentration effect. Among all the available experimental wall and 

concentration factors, we selected Miyamura et al. (1981) wall factor and Barree et al. (1994) 

concentration factor: 

𝑓(𝑤) = 𝑅0 + ∑ 𝑅𝑖 (
𝑑𝑝

𝑤
)

𝑖19

𝑖=1

 (41) 

𝑓(𝑐) = 𝑒−5.9𝑐 (42) 

where 𝑅𝑖  are experimental coefficients, 𝑤 is fracture width and 𝑐 is proppant concentration. 

Therefore, the proppant settling velocity can be written as: 

𝑣𝑝 = −
𝑤2

12𝜇𝑠𝑙

𝜕𝑝

𝜕𝑦
+

𝑤2

12𝜇𝑠𝑙

𝜕(𝜌𝑠𝑙𝑔𝑦)

𝜕𝑦
− 𝑣𝑖𝑛𝑒𝑟𝑡𝑖𝑎(𝑅0 + ∑ 𝑅𝑖(

𝑑𝑝

𝑤
)𝑖

19

𝑖=1

)𝑒−5.9𝑐 (43) 

It should be emphasized that the second term in Eq. 43 is convection velocity the topic of which 

will be discussed later.   

Comparing settling and convection velocities (Eq. 38 and second term of Eq. 43), it can be 

concluded that convection is scaled to fracture width while settling is scaled to proppant diameter. 

Since proppant entry requirement states that the fracture width should be at least 4 to 5 times larger 

than the proppant diameter and also convection is related to width to the power of two, while 

settling is related to proppant diameter to the power of two, it is reasonable to expect that 

convection has a much larger effect than settling on proppant placement.  Convective flow can be 

quantified and measured based on fluid rheological properties and local proppant concentration. 

Ratio of the horizontal force to vertical force exerted on unit length of fluid yields a dimensionless 

group called Buoyancy number which is useful in predicting dominance of horizontal or vertical 

flow (Clark and Zhu, 1996): 

𝑁𝐵𝑢 =
12𝜇

∆𝜌. 𝑔. 𝑤3
.
𝑄ℎ

ℎ
 

(44) 

Buoyancy number is the ratio of the axial flow velocity to the typical convection velocity, driven 

by gravity due to density differences. The lower the Buoyancy number, the stronger the convection 

mechanism. This dimensionless parameter can be seen as an indicator of the relative importance 
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of convection and horizontal flow. It can be observed from Eq. 44 that 𝑁𝐵𝑢  is extremely sensitive 

to changes in the width of the fracture.  

5. Algorithm for Coupling Slurry and Proppant Transport Equations 

We designed a coupling algorithm to link the partial differential equations for fluid flow and 

proppant transport. Two variables are important in our coupling: proppant velocity which is a 

direct result of solving fluid flow and slurry mass conservation, and slurry viscosity which is 

adjusted for proppant concentration changes through Eq. 8 (or any of the empirical equations in 

the literature). Fig. 2 shows the coupling scheme for the slurry and proppant mass balance solvers.  

According to the figure, the latest pressure distribution from Eq. 7 is used to calculate the proppant 

velocities needed in solving Eqs. 10 and 11 to obtain the latest concentration. Then the fluid 

rheological properties are updated as a function of this new concentration. Since the proppant 

transport PDE is solved explicitly, we imposed a Courant–Friedrichs–Lewy (CFL) stability 

condition on the time step that assures information travels within one element in each time step.   

To provide a numerical solution for the proppant transport partial differential equation, we applied 

a simple iteration approach. The proppant mass balance partial differential equation that we 

obtained in the previous section is non-linear, meaning that the coefficients of the equation depend 

on the unknown. At each time-step the transport problem is divided into three parts: 

First, we calculate the coefficients of the slurry mass balance equation (Eq. 7) using viscosity of 

the previous time step (at time level 𝑛 − 1) or at the previous iteration level, 𝑘 − 1. We solve for 

the pressure field using the viscosity obtained in the previous time-step (or the initial condition for 

the first time-step); Next, we calculate the vertical and horizontal velocity of the proppant, using 

the pressure field calculated in the previous time-step (Eqs. 5 and 43). Finally, we apply a finite-

volume method to Eqs. 10 and 11 to advect the concentration of proppant. 

We iterate on the solution until convergence is achieved. Fig. 2 shows the coupling between the 

slurry and proppant mass balance solvers. 
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Figure 2: Numerical Algorithm of Solving System of Mass Balance Equations 

6. Numerical Example 

The result of any numerical work should be validated by a comparison with experiments. However, 

there are some restrictions in the published experimental works that prevent such a comparison. 

The main issue is that majority of the available experimental works have employed a non-

Newtonian injection fluid (Clark, 1996; Bayo Shokir, 2007). One of the main assumptions of our 

simulation is that the fluid is Newtonian. Now the major issues that arise when comparing such 

works with our results are:  

1. The most important parameter describing proppant movement in fracture is its settling 

velocity, which is a function of the rheological behavior of the fluid. Non-Newtonian fluids 

present a series of characteristics including plasticity, yield stress and time-dependent 

behavior. In contrast to the extensive literature on settling in Newtonian media, much less 

work has been carried out on the free settling in non-Newtonian fluids. In non-Newtonian 

fluids, settling velocity change due to inertia, wall effect and proppant concentration 

follows complex correlations. The viscosity evolution of slurry will also be more complex. 

All the correlations applied in our code for the effect of fracture walls, inertia and 

concentration on proppant settling velocity are specifically proposed for Newtonian fluids. 

Indeed, there is a lack of well-established correlations for other types of fluids.  

2. Even if it is assumed that Newtonian fluids’ settling velocity correlations and corrections 

can be applied to non-Newtonian fluids, the results of experimental work gives a general 
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idea of the shape of the concentration plume at certain times, but they never provide the 

proppant concentration, or the proppant bank build-up is not very clear in them (As an 

example see Clark 1996; Barree and Conway, 1994 and 1995; Liu and Sharma, 2005; Liu 

et al., 2006). This is due to the fact that the exact amount of proppant concentration cannot 

be measured during the tests.  

3. From numerical point of view, the flow of power-law fluids inside fracture follows the 

general form of cubic law (Friehauf and Sharma, 2008): 

𝑞𝑥 = −
𝑛

2𝑛 + 1
𝐾

1
𝑛

𝑤
2𝑛+1

𝑛

2
𝑛+1

𝑛

[(
𝑑𝑝

𝑑𝑥
)

2

+ (
𝑑𝑝

𝑑𝑦
)

2

]
1−𝑛
2𝑛

𝑑𝑝

𝑑𝑥
 

(44) 

In case of Newtonian fluids, since the consistency index (n) is 1, the relationship between 

flow rate and pressure will be linear and accordingly, a linear system of equation needs to 

be solved to obtain pressure field. However, such a complex relation between pressure and 

flow rate in non-Newtonian fluids make the system of equations non-linear and accordingly 

the running time of the simulation will become significantly longer. 

Therefore, we only verified our model by comparing the results of our simulations with 

commercial software COMSOL Multiphysics. 

A synthetic model with realistic parameters was designed for a series of computer simulations to 

investigate the effects of volumetric proppant injection rate, injection fluid density, proppant size, 

carrying fluid viscosity, fracture shape and Buoyancy number on proppant settling and convection 

inside a fixed dimension slot. This section first presents the results of model verification against 

the results of a commercial PDE solver (COMSOL Multiphysics) for rectangular and elliptic shape 

fractures with constant fracture length, width and height. We first describe a base case model 

whose input parameters are used in the sensitivity study simulations except for one parameter 

which is changed at a time. In all cases the fracture is rectangular with a uniform width of 3 mm. 

6.1 Geometry and Boundary Conditions 

For the verification simulation, the model domain is fixed at 5 m by 5 m with 3-mm uniform slot 

aperture. Initially the slot is filled with the injection fluid (no proppant). Fig. 3 shows the domain 

and boundary conditions. The slurry injection was assigned a rate of 1.325 l/s (0.001325 m/s) with 

0.3 proppant concentration at the left boundary (inlet) over the full slot height. Top, bottom, and 

right boundaries were assigned zero proppant flux (solid wall boundary condition) to prevent 

proppant from exiting the model. Fluid was assigned zero pressure at the right boundary and was 

not allowed to exit from the top and bottom boundaries.  
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Figure 3: Model domain and boundary conditions for slurry and proppant transport equations 

6.2 Model Verification   

The model has been verified by comparison with the simulations conducted with COMSOL 

Multiphysics, which is a general purpose software platform, for modeling physics-based problems.  

Figs. 4a and 4c compare the result of pressure field from COMSOL Multiphysics and our 

simulation when no proppant is injected at the left boundary. In this case, both COMSOL 

Multiphysics and our numerical simulator solve only Eq. 7 (slurry mass balance). Results indicate 

a general agreement between the predictions of the two models. In Fig. 4e, we compare the 

pressure profile along the cross section shown in Fig. 4a. The good match that is observed between 

these simulations results from the fact that traditional numerical schemes give accurate results 

when dealing with elliptic partial differential equations (Eq. 7).  

Figs. 4b and 4d show the concentration contour plot after 20 seconds from the start of proppant 

injection for both the current computer code and COMSOL, respectively. Fig. 4f shows the 

concentration profile across the line shown in Fig. 4b.   

A comparison between Figs. 4b and 4d indicates that the travel distances of proppant front for both 

simulations are the same at approximately 2 m from the left boundary. However, COMSOL 

simulation shows more numerical diffusion at the proppant front, while the results of our numerical 

technique indicate a sharper front and less numerical diffusion. According to Eq. 2, there is no 

second order space derivative in proppant transport equation. Even order derivatives indicate 

diffusion and, therefore, a suitable numerical technique in solving this type of problems is the one 

that results in minimum diffusion. According to Fig. 4f, COMSOL Multiphysics gives more 

gradual change in concentration gradient compared to our simulation. We can see how traditional 

numerical schemes fail close to shock fronts when dealing with hyperbolic partial differential 

equations. 



16 

 

 

The second difference is the oscillatory nature of the solution technique in COMSOL as can be 

seen in Fig. 4f. The oscillation originates from the fact that all traditional numerical techniques 

with orders higher than one generate oscillations in places with large gradients. This limitation 

does not exist in our numerical simulation as shown in Figs. 4d and 4e. 

 

  

(a) (b) 

 
 

(c) (d) 
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(e) (f) 

Figure 4: Pressure and Concentration Distribution of COMSOL Multiphysics and presented model at 20 

seconds 

6.3 Base Case Model 

Table 1 shows the input parameters of the base case model. The simulation continued until the 

entire slot was filled with proppant. 

Table 1: Input parameters for the base model 

Fluid Flow Rate (lit/sec) 1.325 

Proppant Diameter (mm) 0.200 

Proppant Density (kg/m3) 2,600 

Fluid Viscosity (Pa sec) 0.4 

Saturation Concentration* 0.6 

*This parameter was kept constant for all simulations. 

Fig. 5 shows the concentration maps at different times during the injection as predicted by the 

numerical transport model. The amount of particle concentration is indicated by the colour change 

in the contour plots. Figs. 5a and 5b show the proppant front continues to extend with no change 

in concentration as the slurry travels through the length of the model. The Buoyance number of 

the base case according to Eq. 44 is 3.00 and therefore, due to much higher proppant horizontal 

velocity relative to its vertical velocity in the specified condition of the simulation, little settlement 

is observed at the bottom of the slot before the proppant front reaches the right boundary. However, 

Figs. 5c-5f show a higher proppant concentration at the bottom of the slot, indicating the formation 

of a sediment bed.  

A proppant bank is also created at the discharge part of the model when the front reaches the right 

boundary (Figs. 5e-5f). The bank grows with time in an unsymmetrical manner due to proppant 
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settlement. The proppant concentration increases to the saturation concentration after the proppant 

reaches the right boundary. We set the numerical proppant flux entering the element to zero when 

its proppant concentration reaches the saturation level.  

 

  

(a) (b) 

  

(c) (d) 
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(e) (f) 

Figure 5: Concentration maps for the base model at different injection times 

6.4 Effect of Volumetric Flow Rate 

Fig. 6 shows proppant volume fraction contour plots at 8 seconds of injection for different 

volumetric injection rates of 1.3, 5.3, 10.6 and 15.9 lit/sec (720, 2,880, 5,760 and 8,640 bbl/day, 

respectively). The buoyancy number, 𝑁𝐵𝑢 is increasing by increasing the flow rate. This means 

flow-rate increase favors horizontal flow. Buoyancy number for different volumetric injection 

rates of 1.3, 5.3, 10.6 and 15.9 lit/sec is 3, 12, 24, and 36 respectively. Obviously, the slot fills up 

faster at higher injection rates.  

  

(a) (b) 
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(c) (d) 

Figure 6: Concentration map for injecting proppant with different volumetric flow rates of a) 1.325, b) 5.3, c) 

10.6 and d) 15.9 lit/sec after 8 seconds 

Fig. 7 shows the time that is required for the proppant front to reach 4.5 m for different flow rates. 

Obviously, longer injection time is needed for the lower rates. For different volumetric injection 

rates of 1.3, 5.3, 10.6 and 15.9 lit/sec, this time is 46, 12, 6 and 4 seconds, respectively. The amount 

of settling is indicated by the creation of a higher concentration bed at the bottom of the slot, which 

is insignificant in all cases except for the lowest flow rate, as shown in Fig. 7a. This is mainly due 

to the fact that the horizontal proppant velocity for high-rate injections is one order of magnitude 

larger than vertical proppant velocity. If in some situations bed concentration reaches to saturation 

concentration, the created proppant bank alters the area available for fluid flow in the fracture and 

may cause a blockage at the fracture entrance and possibly lead to premature termination of the 

fracturing operation. 

It should be noted that while the amount of settling is indicated by the size of the bed at the bottom 

of the fracture or the size of the region with clear fluid at the top of the fracture, the amount of 

convection can be recognized by the slope of the iso-concentration contours. The less this slope, 

the more the convection. Convection occurs because the heavier proppant slurry tend to fall to the 

bottom of the fracture and the low-viscosity particle-free fluid flows more easily at the top. 
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(a) (b) 

  

(c) (d) 

Figure 7: Concentration map for injecting proppant with different volumetric flow rates of a) 1.3, b) 5.3, c) 

10.6 and d) 15.9 lit/sec after a) 46, b) 12, c) 6 and d) 4 seconds 

Figs. 8a and 8b depict the proppant front, i.e. injection concentration of 0.3, for different flow rates 

during the injection. Solid lines show proppant front advancement before it reaches the right 

boundary of the model. Dashed lines show 0.6 concentration (saturation concentration front), 

which seems to be steeper for higher flow rates due to less convection flow at higher horizontal 

velocities. For the least flow rate case, a stronger convective transport is indicated by a smaller 

slope of the concentration contours. As expected, the slot is filled up faster for injection flow rates. 
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(a) q = 1.3 lit/sec 

 

(b) q = 5.3 lit/sec 

Figure 8: Proppant fronts at different injection rates. Solid lines show the proppant front before reaching 

the right boundary of the model. Dashed lines show the proppant front after reaching the right boundary. 
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(a) q = 10.6 lit/sec 

 

(b) q = 15.9 lit/sec 

Figure 9: Proppant fronts at different injection rates. Solid lines show the proppant front before reaching 

the right boundary of the model. Dashed lines show the proppant front after reaching the right boundary. 

In conclusion, it can be stated that flow rate has a strong impact on both settling and convection. 

Higher flow rate decreases settling and convection at the same time due to the fact that by 

increasing injection rate, viscous force overrides gravity force more and more. This in turn lead to 

proppant placement efficiency improvement. In the design applications, applying higher injection 
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rate can also create wider fracture and ease proppant entry. However, higher injection rate does 

not necessarily yield better proppant placement when height growth is expected. In this situation, 

a shorter propped length might be obtained. 

6.5 Effect of Proppant Density 

We applied four different proppant densities of 2100, 2600, 3100 and 3600 kg/m3. Fig. 10 shows 

the concentration contours at 40 seconds of injection. Clearly, settlement velocity increases for 

heavier proppants. As it is shown in the figures, a thin layer of proppant is formed at the bottom 

of the slot, before the front reaches the right boundary. For the selected input parameters in these 

simulations, changing the density of the proppant did not alter the proppant distribution 

significantly. This can be attributed to the relatively high viscosity of the injection fluid in these 

numerical exercises.    

  

(a) (b) 

  

(c) (d) 

Figure 10: Concentration profile for different proppant densities of a) 2,100, b) 2,600, c) 3,100 and d) 3,600 

kg/m3 after 40 seconds of injection 
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6.6 Effect of Proppant Size 

We applied different proppant diameters of 0.1, 0.6, 1.5 and 2.36 millimetres. These sizes are 

chosen based on the real proppant diameter range. It should be mentioned that in real case, the 

mobility of the proppants rapidly decreases when the fracture width is of the same order of 

magnitude as the proppant diameter. The fracture width should be 4 to 5 order of magnitude bigger 

than the particle density for effective placement. However, we have neglected this fact here since 

our focus is to observe the settling characteristics of the particles. This effect can be accounted for 

by simply imposing a minimum fracture width required for free proppant circulation, in the 

numerical code. Fig. 11 shows the proppant concentration profiles after 40 seconds of injection. 

Increasing proppant diameter has the same but stronger effect as increasing proppant density and 

causes more settlement by increasing the vertical velocity component of proppants. This is 

predictable since according to Eq. 38, proppant settling velocity is proportional to the square of 

the particle diameter, while it is only proportional to the density to the power of one.  

  

(a) (b) 

  

(c) (d) 

Figure 11: Concentration Maps for Different Proppant Diameters; a) 0.2 b) 1 and c) 2 mm, After 40 seconds 

of injection 
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6.7 Effect of Injection Fluid Viscosity 

Figs. 12 and 13 show proppant volume fraction contour plots at 50 and 65 seconds of injection for 

four different fluid viscosities of 0.05, 0.1, 0.4 and 1 Pa Sec. For small values of viscosity, 

settlement is very strong, resulting in a buildup of particles at the bottom of the slot. It can be 

observed from these figures that at lower viscosities, concentration has reached the saturation value 

in a large portion of the slot height. This can cause premature termination of fracturing treatment 

since the carrying capacity of the injecting fluid reduces by reducing viscosity. Another issue with 

having low viscosity injection fluids is the creation of narrow fractures. If the width of the fracture 

is comparable to proppant diameter, the proppant transport can be altered significantly due to extra 

drag forces exerted on the proppants by the fracture walls.   

  

(a) (b) 

  

(c) (d) 

Figure 12: Concentration maps for different injection fluid viscosities; a) 0.01, b) 0.1, c)0.4 and d) 1 Pa.Sec, 

after 50 seconds of injection 
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(a) (b) 

  

(c) (d) 

Figure 13: Concentration maps for different injection fluid viscosities; a) 0.01, b) 0.1, c) 0.4 and d) 1 Pa.Sec, 

after 65 seconds of injection 

The Buoyancy number for the different simulated cases, as the viscosity increases are 0.375, 0.75, 

3, and 7.5, displaying better carrying capacity for higher viscosity fluids. Based on the size of the 

bed at the bottom of the slot, settling is greatly enhanced in low viscosity fluids, while the slope 

of the concentration front in Fig. 13 shows convection is reduced in high viscosity fluids. 

Obviously, poor proppant placement should be expected specially when a long hydraulic fracture 

is created and a low viscosity fluid is used. Overall, viscosity is strongly effecting both settling 

and convection. 

6.8 Elliptical Slot 

The results presented so far related to the case of rectangular slot with uniform width of 3 mm 

along the entire fracture height. In this section, we change the width of the slot from rectangular 
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to elliptical to investigate the effect of fracture shape on proppant distribution. The width of the 

fracture here is calculated from: 

𝑤 = 𝑤𝑐𝑒𝑛𝑡𝑟𝑒[1 − (
2𝑦

ℎ
)2]0.5 

(45) 

where 𝑤𝑐𝑒𝑛𝑡𝑟𝑒 is the maximum width of the slot in the middle (5 mm), h is the height of the model 

(5 m), and y is the vertical axis with the coordinate origin placed at the middle of the fracture.  

Fig. 14 shows the concentration map for the elliptic slot at different injection times. It is interesting 

that the concentration distribution is greatly different compared to the rectangular case. The reason 

is that for elliptical slots, horizontal slurry velocity is calculated from Eq. 46 (Nordgren, 1972) 

instead of Eq. 5:  

𝑢𝑠𝑙 = −
𝜋𝑤2

64𝜇

𝜕𝑝

𝜕𝑥
 

(46) 

Obviously, proppant particles travel faster in the middle part of the slot, where the width is the 

greatest and offers least resistance to flow. In addition, at the top and bottom of the model the 

width is less than particle diameter. Therefore, both top and bottom of the slot are not covered by 

proppants. In real situations where there is leak off of injection fluid to formation, proppant will 

have some tendency to move towards the edges of the fracture. Therefore, leakoff reduces the 

tendency for proppant packing in the center part of the elliptic fracture to some extent. 
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(a) (b) 

  

(c) (d) 

  

(e) (f) 

 Figure 14: Simulation Result of Presented Model for Elliptic Slot 
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6.9 Buoyancy Number 

As the proppants are injected inside the fracture, the density of the carrying fluid starts to increase, 

generating a density gradient along the fracture. This density gradient, even in its moderate 

amount, can generate large-scale fluid movement which dominates the particle settling in most 

field scale conditions. This complex phenomenon causes vertical segregation of suspensions of 

different density.  

To confirm the effectiveness of Buoyancy number in predicting dominance of gravity over viscous 

forces, several simulation examples were carried out and the results are presented in this section. 

In the previous simulations, it was evident that as the Buoyancy number was increased, the 

downward flow tendency of the slurry to the bottom of the slot decreased and a more symmetrical 

proppant distribution were obtained. To better verify this, two simulations were conducted in 

which Buoyancy number was set to 0.1 and 1. Fig. 15 shows the concentration distribution for 

abovementioned Buoyancy number at times that the front has advanced 2 m. As shown in Fig. 15, 

the lower slope of the concentration front indicates higher convection. At the same time, higher 

convection means more lateral advancement of concentration front at the bottom of the fracture. 

Even at Buoyancy number of 1 the tendency of the injected slurry to go to the bottom of the slot 

is not diminished. Simulations at higher Buoyancy number results in an increase in the symmetry 

of the concentration distribution. That is because a more uniform flow into the slot is expected 

when 𝑁𝐵𝑢 is higher. 

  

(a) (b) 

Figure 15: Effect of Buoyancy number on Convective Flow: a)  

NBu=0.1, b) NBu=1 

It is interesting to note that the shape of concentration front depends only upon the value of 

Buoyancy number and not on a particular input parameter. In a series of simulations, two 

parameters from equation 4.7 were changed in a way that the value of Buoyancy number was kept 

constant. Fig. 16 shows the simulation results when concentration front has reached 3 m of the 

model domain and density-width, flow rate-density, flow rate-viscosity, flow rate-width, density-

viscosity and width-viscosity are changed in each case.  
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a) w=0.0032 m, =1600/8 kg/m3 b) q=0.0035 m3/s, =16005 kg/m3 

  

c) q=0.0032 m3/s, =0.4/2 Pa.s d) q=0.0038 m3/s, w=0.0032 m 

  

e) =0.45 Pa.s, =16005 kg/m3 f) =0.48 Pa.s, w=0.0032 m 

Figure 16: Constant Buoyancy Number and Similarity of Concentration Plume 
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The general shape of all the concentration fronts are the same. The size of the concentration plume 

might vary a bit since it is difficult to capture the time at which identical sizes are obtained. The 

amount of settling is different in some cases and that is due to the fact that Buoyancy number is 

not a measure of the settling. In addition, since the velocity field is different for different 

simulations, the time at which concentration front reaches a certain point is also different. 

In real placement designs, it is assumed that proppants are uniformly distributed inside the fracture. 

However, strong gravity driven motions can cause this distribution uniformity to be lost over the 

total or part of the fracture height. Production from the upper section of the payzone can be 

dramatically reduced if proppants did not extend vertically through the fracture height and instead 

misplaced at the bottom of the fracture. 

7. Discussion of Results 

During proppant injection, vertical motion of the proppants affects the final distribution and can 

lead to creation of a proppant bed at the bottom of the fracture. The concentration of proppants 

inside the bank can reach its maximum value which is the saturation concentration. If the bank 

covers a major portion of the fracture height, it can block further proppant injection leading to 

premature termination of the proppant injection. The amount of vertical motion of proppants 

depends on the volumetric injection rate, suspending fluid viscosity, proppant density and proppant 

size. Overall, these parameters impact the concentration distribution by changing proppant velocity 

fields. Low suspending fluid viscosity, high proppant density, large proppant sizes and low 

injection rate can enhance the proppant settlement.  

According to our simulations, the viscosity of the carrying fluid is the most important parameter 

in controlling lateral transport dominance over settling. Among other factors, density of the 

particles has a small impact on the final distribution of the proppants.  

Based on the proppant distribution for elliptic slots, we can conclude that fracture shape can affect 

slurry convection and settlement. Convection was stronger than settlement in the cases we 

attempted since no bed was created in our simulations. 

In field-scale fracture designs, the fluid velocity will be affected by several other variables such as 

fluid leak off, non-uniform proppant size distribution or non-spherical particles. Although we 

neglected these factors, our modelling results can still be used to improve treatment designs. For 

example, we can obtain an estimate of the flow rate which will disperse proppants more uniformly 

over the fracture height, without creating a bed at the bottom. Similarly, a low pump rate in the 

order of leak off rate will confine the particles at the bottom of the fracture rendering an ineffective 

frac-packing operation. 

8. Conclusion 

We have numerically simulated proppant transport inside slots by solving equations of motion of 

slurry and proppants. We assumed incompressible and Newtonian fluid and an isothermal system. 

We accounted for the change of the viscosity of the slurry due to the change of proppant 

concentration. An effective numerical technique was used to capture the proppant front more 

precisely and with minimum oscillation and diffusion. In this numerical scheme, WENO scheme 

of finite volume was employed to approximate the solution of the hyperbolic transport partial 
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differential equation. We used dimensional splitting technique to reduce the running time and 

complexity of solving hyperbolic partial differential equations.  

We investigated the effects of injection rate, proppant density, proppant size and injection fluid 

viscosity on proppant placement. These parameters change the final proppant concentration 

distribution since they control particle settlements. Some of the conclusions from the sensitivity 

analysis presented in this paper include: 

 The model simulated proppant bank creation at the bottom of the fracture during the 

treatment time. 

 The fracture fills up faster at higher injection rates with less proppant settlement.  

 Viscosity of the carrying fluid has the strongest effect on the amount of proppant 

settlement.  

 Within practical ranges, parameters such as proppant size and density only have a modest 

effect on proppant settlement.  

As of now, there is a significant uncertainty in the effect of physical proppant and fluid parameters 

on the final proppant distribution. The numerical model presented here enhances our understanding 

of the relationship between fluid and proppant properties and the final proppant distribution that 

determines the conductivity of the propped fracture. The outcome is improved design and 

implementation of the fracpack operation and reduced uncertainty in the fracpack performance. 
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Nomenclature 

c = Volumetric Concentration of Proppants 

c* = Saturation Concentration 

dp = Proppant Diameter 

f(c) = Concentration Factor 

f(w) = Wall Factor 

𝑓 = Numerical Flux Function 

g = Acceleration due to Gravity 

h = Height of the Model 

NBu Buoyancy Number 

p = Pressure 

Qh Horizontal Flow rate 
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qinj = Injection Flow Rate 

t = Time  

u = Horizontal Velocity 

uf = Fluid Horizontal Velocity 

up = Proppant Horizontal Velocity 

usl = Slurry Horizontal Velocity 

v = Vertical Velocity 

vf = Fluid Vertical Velocity 

vinertia = Corrected Settling Velocity of Proppants for Inertia  

vp = Proppant Vertical Velocity 

vsl = Slurry Vertical Velocity 

vset = Settling Velocity 

vt = Terminal Velocity 

w = Fracture Width 

wcentre = Maximum Width of elliptic slot 

x = Horizontal Coordinate 

y = Vertical Coordinate 

x Gridcells Size 

μ = Viscosity 

μ0 = Initial Viscosity 

μsl = Slurry Viscosity 

ρ = Density 

ρp = Proppant Density 

ρf = Fluid Density 

ρsl = Slurry Density 
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