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Abstract 

Due to the limited energy resource in the network nodes, lifetime is a considerable issue 

in wireless sensor networks. When the network is randomly deployed, network lifetime 

exhibits a stochastic behaviour which may be strengthened by a random traffic generation 

scheme. This dissertation mainly deals with the lifetime study of such networks where a 

probabilistic approach is proposed to model the network lifetime. First, we perform the 

study for non-clustered networks and propose an optimal node distribution to prolong the 

network lifetime. Then, the analysis is extended to clustered networks resulting in a con­

dition which determines whether clustering in the network is beneficial or not. Our results 

on the lifetime study are helpful in the network design step to adjust the network parame­

ters appropriately. Moreover, we investigate the traffic load distribution over the nodes in 

a randomly deployed linear network. The outcome of this traffic study specifies where the 

network hot spot is located. 
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Chapter 1 

Introduction 

Wireless sensor network (WSN) is an emerging technology used in data collection applica­

tions. A WSN consists of a set of tiny and usually battery-powered devices, called sensors. 

Sensors are in charge of collecting useful data from the field, performing essential data pro­

cessing and forwarding the processed data toward a central data station, named sink. To 

make the desired network job done, all sensing, computing and communicating abilities 

have to be combined in a single sensor. Therefore, WSN technology has opened a new era 

not only in the field of data communications, dealing with designing proper data transmis­

sion schemes, but also in the electronic technologies to compact all the necessary features 

in a single minute device. 

Although WSNs are still in their infancy, they have broken their way through and found 

several applications in reality. Performing remote monitoring with a low data sampling 

frequency is a potential application of WSNs. The remote data monitoring ability looks 

more desirable when the monitored environment is harsh and even not accessible to deploy 

the network manually. In this case, the network can be deployed in an ad hoc way (for 

example dropping the sensors from an aircraft) over the area and then sensors form the 

network and configure themselves. 

ZebraNet [1] and Great Duck Island [2] projects are two practical examples where 

WSNs have been utilized to help the scientist in habitat monitoring and wildlife studies. 

WSNs also are applicable to surveillance and intrusion detection applications [3], Another 

application of the WSNs can be found in road traffic monitoring [4]. Here, just a few prac­

tical cases are pointed out, but new applications emerge everyday [5]. 

Despite the limited capabilities of individual sensors, through collaboration, they can 

give the network the ability to accomplish more sophisticated tasks in an efficient manner. 

The cooperation may form in the routing scenario, media access control (MAC) level, data 
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aggregation and compression schemes, etc. Notably, due to the fundamental differences 

between a WSN and a conventional wireless network, which mainly arise from the sensors 

limited power resource and the ad hoc topology of the network, the common transmission 

solutions used in ordinary wireless networks may not directly be applicable to WSNs. 

Energy constraint of the network nodes is counted as one of the main issue that distin­

guishes WSNs from conventional wireless networks. Since data receiving, processing and 

transmitting all consume energy, the sensor battery can support the sensor to operate for a 

limited time which is called the sensor lifetime. Death of the nodes in turn defects the net­

work functionality and the network cannot operate desirably. The time duration over which 

the network can operate satisfyingly is called the network lifetime which is an important 

concept in WSNs. A more formal definition of the lifetime, which is adopted in this work, 

will be provided later on. 

It is often desirable to increase the network lifetime for cost-benefit purposes. One pos­

sible solution to extend the network lifetime is manual battery replacement. This approach, 

however, may not be always possible, for example in hostile situations. Another solution 

is to use a rechargeable battery mechanism (e.g. solar battery) to provide the required sen­

sor power. This solution needs more sophisticated sensors and increases the network cost 

significantly. 

Furthermore, to decrease the effect of limited power on the network functionality, it is 

required to efficiently design the sensors hardware and network protocols in a way that the 

energy consumption rate is optimized. For instance, Mica Mote [6] and Intel Mote [7] are 

two types of motes suitably designed for WSN applications (Figure 1.1). These devices 

are built such that while the necessary sensing, communication and computing abilities are 

embedded in them, the size, cost and power usage are kept low as well. 

In addition to the hardware architecture, network protocol design also matters and in­

fluences energy conservation in the network. To design the appropriate network protocol, 

it is necessary to compromise between different factors (such as data rate, network delay, 

data throughput, network coverage and connectivity) to efficiently adjust the energy deple­

tion rate in the network and as a consequence, increase the network lifetime. Designing an 

energy efficient MAC protocol is a promising approach to save energy [8, 9]. An effective 

technique that MAC scheme might apply is sleep scheduling mechanism which tries to turn 

off the unnecessary sensors in the network [10]. Applying this technique is feasible when 

the density of the deployed nodes is more than the density required to have an acceptable 

coverage over the area. The extra nodes substitute for the dead/sleeping nodes to keep the 
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network performance at the desired level. 

Designing an efficient routing scheme is also another way for energy conservation, e.g. 

[11, 12]. Basically, an energy efficient routing algorithm tries to balance the energy con­

sumption in the network and prevent the early death of nodes. A general review on the 

routing schemes for WSNs can be found in [13]. 

In addition, taking a cross layer design approach is common in order to decrease the 

energy consumption in the network [14]. In a cross layer approach, it is tried to make an 

adjustment between different network layers such that the energy efficiency in the network 

increases. 

Clustering the network has also been considered in the literature to prolong the network 

lifetime [15]. For instance, authors in [16] propose the well-known low-energy adaptive 

clustering hierarchy (LEACH) to improve the energy efficiency in the network. Also, using 

a mobile data collecting center, instead of a fixed station, can result in energy efficiency 

[17]. 

1.1 Thesis Motivation 

Although the abovementioned methods are advantageous in the energy efficiency, they do 

not substantially discuss the achievable network lifetime. This issue becomes more crucial 

when the network is deployed randomly over the area. In this case, the random position of 

the sensors gives the network lifetime a random essence. Recall that the sensors positions 

play an important rule in energy consumption rate. For example, in a single-hop network, 

nodes far from the sink die earlier than the other nodes. In a multi-hop network, however, 

Figure 1.1: Mica mote. 
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the energy consumption rate is higher in the sensors close to the sink. Therefore, analyzing 

and estimating the network lifetime, in addition to the efforts spent on increasing it, seems 

to be necessary. The results of such analysis can be used in the network design step to 

decrease the network implementation cost by adjusting the network parameters and even 

choosing the proper protocols. We delay a detailed literature review on the lifetime studies 

to the following chapter. 

In this thesis, we mostly focus on the lifetime analysis of randomly deployed event-

driven WSNs. In an event-driven WSN, sensors traffic generation is also stochastic which 

in turn intensifies the randomness of the lifetime. Random network deployment is common 

in applications where the network cannot be implemented manually and the sensors have 

been spread over the field without any prepared structure. Despite the practical importance 

of the randomly deployed WSNs, their lifetime has not been thoroughly studied in the 

literature, specifically when the traffic generation in the network is also random or the area 

size and number of nodes are finite. 

Due to the randomness of the network lifetime in a randomly deployed network, the av­

erage value of the consumed energy or expected network lifetime may not precisely reflect 

the network behaviour. Therefore, a stochastic analysis of the network lifetime seems to 

be necessary. Indeed, the stochastic lifetime analysis reveals the reliability of achieving a 

desired lifetime by the network which cannot be found through the average analysis. 

1.2 Thesis Contributions 

Analysis of the lifetime for a randomly deployed event-driven WSN is the main focus of 

this dissertation. For this purpose, we develop a probabilistic analysis to model the network 

behaviour. First, the lifetime of a single sensor is investigated and then the study is extended 

to the network level. The analysis in not limited to a specific network topology and can be 

applied to single-hop, multi-hop and clustered WSNs. 

The following key points distinguish our proposed lifetime analysis from existing re­

sults: 

• The lifetime of a single node is not assumed to be known. This requires a lifetime 

analysis at the sensor level first. 

• While almost all previous lifetime studies focus on time-driven networks, our pro­

posed analysis investigates the lifetime for any arbitrary traffic model, specially event-

driven networks where the traffic generation occurs randomly. 
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• The analysis is applicable to a network with any arbitrary area size and number of 

nodes. This also differentiates our work from some of the previous works which 

study the lifetime in asymptotic situations. 

• For clustered networks, we provide a condition indicating whether clustering is ben­

eficial in terms of the energy efficiency in the network or not. 

The last part of this thesis, deals with the problem of characterizing the traffic dis­

tribution over randomly deployed linear WSNs where the data transmission happens in a 

multi-hop fashion. This analysis is helpful in lifetime study because the energy consump­

tion and consequently the network lifetime depend on the amount of the sensors traffic load. 

Our analysis reveals how the traffic load is diffused over the sensors based on their distance 

from the sink. 

1.3 Thesis Organization 

In the next chapter, we initially describe the system model used in this work. The system 

model includes lifetime definition, MAC protocol, energy consumption model in the sensors 

and data reporting scheme in the network. Then, we proceed with a more detailed review 

over the existing lifetime studies in the literature. The basic assumptions and the applied 

lifetime definition in each work are introduced. This is helpful to clarify our contributions 

in this work. 

Chapter 3 explains the lifetime analysis for both single-hop and multi-hop networks 

when clustering is not applied. It is basically assumed that the network is event-driven 

and the sensors are spread randomly over the network area. The analysis mostly focuses 

on the Poisson packet generation model and uniform sensor distribution, however, it will 

be discussed how the study is extendible to other cases. Based on these assumptions, the 

complementary cumulative distribution function (ccdf) of the network lifetime is derived. 

According to the lifetime ccdf, one can determine the probability of achieving a specific 

lifetime by a network. Moreover, a non-uniform node distribution for multi-hop networks 

is proposed which can reliably guarantee achieving an arbitrary lifetime by the network. 

The lifetime analysis for clustered networks is presented in Chapter 4 where the sensors 

are partitioned to several groups called clusters. A representative node, called cluster head 

(CH), is assigned to each cluster which is in charge of the communication between cluster 

and data sink or other clusters. The random deployment and packet generation model are 

also considered in the analysis. To avoid the early death of the nodes, it is assumed that 
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the CH role dynamically rotates among the cluster nodes. Similar to Chapter 3, ccdf of 

the network lifetime is derived. Notably, it is assumed that intra-cluster transmissions is 

a single-hop scenario but both multi-hop and single-hop cases are studied for inter-cluster 

transmissions. 

Chapter 5 focuses on the traffic load distribution over the nodes within a randomly 

deployed linear WSN. The shortest path technique is assumed for the routing scheme. Then, 

the traffic load is determined for an arbitrary point in the network based on its distance from 

the data sink. The result of the analysis shows that, despite what is widely believed, the 

traffic distribution does not monotonically increase with the inverse of the distance from 

the sink. In fact, at a specific point close to the sink, the traffic load starts to fall. 

The final chapter concludes the thesis and suggests some research directions for further 

studies. 
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Chapter 2 

Background 

In this chapter, we first describe the basic system model. This includes power consumption 

model, traffic generation scheme in the network, MAC protocol and the lifetime definition. 

In addition, a detailed review of the existing work on the lifetime analysis is provided. This 

can clarify the contributions of this work. A separate literature review for the traffic load 

distribution over the network is provided in Chapter 5. 

2.1 System Model 

In the following, we will introduce the system model which is the base of our analysis. We 

defer the description of the clustering technique until Chapter 4. 

2.1.1 Network Model 

In this work, it is assumed that N sensors are deployed randomly over an area denoted by 

C. For clustered networks, C shows the cluster area. Data sink may be located within the 

area or out of it (Figure 2.1). While our proposed analysis is applicable to any arbitrary 

node distribution over C, we consider uniform node distribution to verify our analysis in 

simulations. Also, some known geometrical shapes, such as circle and different polygons, 

are used for network (cluster) area in numerical examples. 

2.1.2 Power Consumption Model 

Sensors consume energy for sensing, receiving, transmitting, data processing and also dur­

ing the idle mode when no data sensing, processing or exchange happens. Data transmis­

sion can be accomplished with a fixed or adjustable power. Utilizing the power adjustment 

mechanism can benefit the energy conservation in the network [18]. 
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Data sink 

Figure 2.1: A randomly deployed network over a circular area. 

In the fixed power scenario, each sensor applies a constant amount of power to perform 

a packet transmission without considering the distance between itself and the transmission 

destination. Although this method needs a simpler radio part in the sensor, it is not energy-

efficient. On the other hand, the adjustable transmission scheme can improve the energy 

efficiency in the sensor but needs a more complicated radio part. The adjustable transmis­

sion scheme can be implemented in two ways: continuous and discrete adjustment. In the 

discrete method, there exist several levels, among which the appropriate transmission power 

is chosen based on the transmission distance and the required signal power at the receiver 

(e.g. Mica Mote [6] and Intel Mote [7]). In the continuous mode, sensors can adjust their 

power within a range and the transmission level is not limited to a set of discrete levels. In 

this thesis, we mostly focus on the continuously adjustable power, however, the analysis is 

easily extendible to the other two cases. 

As proposed in [ 18], the consumed energy for transmitting one packet follows the model 

below 

e(di) = l(etdf + e0) = mdf + c (2.1) 

where I represents the packet length in bits, d{ denotes the transmission distance, a repre­

sents the path loss exponent, et denotes the loss coefficient for transmitting one bit and e0 

is the overhead energy due to the sensing, receiving and processing for the same amount 

of data. Also, k = let and c = le„ represent the loss coefficient and the overhead energy 

for one packet respectively. Usually, a is considered to be 2 for small distances and 4 for 

large distances [16], In Chapter 4, it is assumed that the intra-cluster distances are small 

and inter-cluster distances are large. Hence, similar to [16] we use a — 2 for intra-cluster 

and a = 4 for inter-cluster transmissions. In addition, the idle power, Pidie. which is used 

to keep the radio part on for listening to the channel, is almost fixed and considered in the 



analysis. 

2.1.3 Data Reporting Model in The Network 

There exist three main models for reporting data by sensors in WSNs, namely, event-driven, 

time-driven and query-driven [13]. Based on the network application, data characteristic 

and the type of data inquiry, usually one of these models is adaptable to the sensors traffic 

generation. 

In a time-driven network, sensors periodically monitor the field and send the data pack­

ets toward the sink. This method of data reporting is well-suited to the applications that 

require continuous data monitoring such as temperature control. Event-driven and query-

driven scenarios are used in the time-critical applications where it is required to detect any 

change in the data field as early as possible. While in a query driven network, sensors reply 

back to a data collecting request sent by the sink, sensors in an event-driven network report 

occurrence of an event without waiting for a request from the sink side. Event-driven data 

reporting scheme is the basic model used for the lifetime analysis in Chapters 3 and 4. 

Different models are used to explain the packet transmission in an event-driven network 

among which Poisson model is the most common. When the events occur independently, 

totally random in time and with an equal probability, Poisson distribution can accurately 

model the packet generation in sensors. In this case, if A shows the average rate of packet 

generation, the number of transmitted packets between 0 and T, called M, has a probability 

distribution function (pdf) as follows: 

e"XT(XT)m 

p(M = m) = i — i - m = 0,1,2,... . (2.2) 
m! 

Also, the time duration between two consequent packet transmissions, t, has an exponential 

distribution with mean j , i.e., 

ft(x) = \e~Xxu{x) (2.3) 

where u(x) denotes the unit step function. 

In this work, Poisson distribution is mostly considered to model the traffic generated by 

sensors. 

2.1.4 Lifetime Definition 

Network lifetime is conceptually the time interval over which the network can operate effec­

tively. Thus, a more specific definition of the lifetime is possible only based on the network 

application. Hence, different lifetime definitions are used in the literature. For instance, in 
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the applications where the coverage of the area is more crucial compared to other network 

functionalities (e.g. intrusion detection), the lifetime of the network is denned based on the 

network coverage [19]. Considering the network connectivity as the lifetime criterion is 

also common in the literature [20], In [21], the lifetime of the network is denned based on 

the quality of service in the network access points. 

Another commonly used definition considers the number of dead nodes in the network 

as the lifetime criterion. In some case, the lifetime is over when the first node dies [22, 23]. 

This definition is usually over stringent, because in most of the WSNs the remaining nodes 

can accomplish the task even though a few sensors are dead. An alternative definition is 

based on the percentage of the dead nodes [24, 25]. To this end, the network lifetime, Ti, 

is 

Th = max (t) such that NL>(l-f3)N (2.4) 

where t represents time, Ni is the number of live nodes in the network, (3 shows the thresh­

old ratio for the number of dead nodes, and iV stands for the total number of nodes in the 

network. This definition also includes the lifetime definition where the network lifetime is 

the moment of the first node death. Moreover, since the number of dead nodes can nearly 

reflect the quality of the network coverage and/or connectivity [26], this lifetime definition 

can also be considered as an approximation of the lifetime based on the network coverage 

and/or connectivity. 

2.1.5 MAC protocol 

Owing to the substantial difference of the WSNs with ordinary wireless networks, con­

ventional MAC protocols are not necessarily efficient to be applied in WSNs. Therefore, 

designing customized MAC protocols for WSNs is essential. Generally, the MAC protocols 

used in WSNs can be divided to two categories, called scheduled protocols and contention-

based protocols [27]. 

In a scheduled protocol, each sensor has its own communication channel and it does 

not need to compete with other nodes to obtain the communication resource. Time division 

multiple access (TDMA), frequency division multiple access (FDMA) and code division 

multiple access (CDMA) are the main scheduled MAC techniques. Although the scheduled 

protocols can highly avoid the collision in the network, they suffer from the scalability 

issue. Among the scheduled MAC protocols, TDMA has attracted more attention for WSNs 

applications. This is because TDMA sustains low-duty-cycle operations on sensors and has 

a significant energy efficiency [27]. In this work, it is assumed that sensors utilize the ideal 
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TDMA protocol. To this end, we are able to neglect the collision occurrence and data 

retransmission in the network. 

Contention-based protocols rely on the fact that all sensors may not have data to trans­

mit, and consequently they do not need to occupy the communication resource. Therefore, 

the communication channel can be allocated on demand to the sensors and they should 

compete to gain the access permission. The main benefits of the contention-based proto­

cols are their easy scalability and supporting networks wherein sensors are not fine-grained 

synchronized. As major disadvantages of these protocols, one may refer to their energy 

inefficiency and possible delay in delivering data packets [27]. 

2.2 Related work 

In the following, we review the most important existing work on lifetime analysis of WSNs. 

In [19], the authors find an upper bound on the lifetime of a sensor network where the 

lifetime is defined based on the network coverage and the traffic generation is assumed 

to be time-driven. According to these assumptions and using the convexity of the power 

consumption model in the sensors, the optimal hop length is derived. Using the optimal 

hop length, it is shown that the energy consumption lessens to its minimum value when all 

hops in a routing path have the same length. In addition, the optimal number of hops for 

delivering a packet from the data source to the sink is found. Using the optimal hop length 

and the spatial distribution of the data source, the upper bound of the lifetime is determined 

over several known geometrical shapes such as rectangle or circle sector. Then, a theorem 

is proven showing how the results are extendible to the shapes which can be partitioned to 

simpler known sub-regions that the lifetime was studied for. 

Authors in [28] derive an upper bound on the lifetime of a multiple-sink network where 

the nodes are distributed over a rectangle. It is assumed that sinks are located on the sides 

of the rectangle. To derive the upper bound of the lifetime, the authors apply the result in 

[19] to find the optimal position of the data sinks. Although for a network with 1 or 2 data 

sinks the result can be derived analytically, for the networks with higher number of sinks 

the analysis is very complicated and instead, the authors apply neural network technique to 

choose the optimal sinks position. 

Bounding the network lifetime through optimally assigning the sensors roles in the 

network is studied in [29]. Authors have extended their work in [19] by considering the 

topology of the network and the data aggregation capability of sensors in their analysis. 
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For this purpose, it is assumed that data source is located on a single point and nodes may 

have three main roles in the network: sensing, relaying and aggregating the data. Then, all 

possible data routes from the source to the sink, including non-aggregating and aggregating 

routes, are listed. Having the list of the possible routes in the network, the problem of 

finding the lifetime bound is formulated as a linear programming problem. In addition, 

the situation where a selected set of sensors, not necessarily all of them, are active can be 

accommodated in the proposed method. 

Work reported in [20] investigates the lower bound on the lifetime of a cell-based sta­

tionary ad hoc network where nodes are randomly deployed over a hypercube area which is 

divided to cells. Also, the authors assume that the network traffic is distributed evenly over 

the nodes in the network and the nodes within a cell are routing equivalent. This means that 

by having merely a single node in active mode within a cell, which is called representative 

node, the routing tree is connected. The representative node can forward the data pack­

ets on behalf of the other nodes in the cell. According to the abovementioned points and 

assuming the lifetime based on the network connectivity, an upper bound on the network 

lifetime is derived under the hypothesis of having an almost surely connected network. No­

tably, this lower bound is based on the given lifetime of a single sensor which is assumed 

to be known beforehand. To achieve this bound, the authors have taken advantage of the 

concept of occupancy theory [30] when the size of the network approaches infinity. It is 

also shown through computer simulation that the cooperative cell-based network strategy 

can dramatically prolong the network lifetime. 

Authors in [31] focus on the lifetime analysis for WSNs where the lifetime is denned 

based on maintaining fc-coverage in the network, ^-coverage means that every point in the 

network area is monitored by at least k nodes in the network. Specifically, they assume the 

sensors are randomly deployed over a square with a Poisson distribution and the lifetime 

of a single sensor is known beforehand and is T. To simplify the analysis and remove 

the boundary effects on the sides of the square, the authors adopt torus convention [32]. 

According to the assumed torus convention, the coverage area of the sensors (close to the 

network boundaries) that fall out of the network area, enters the network area from the 

opposite side. According to these assumptions, first the necessary and sufficient condition 

on the network density is derived guaranteeing the complete ^-coverage in the network 

when the network size approaches infinity. In addition, it is proved that by having this 

density over the network, the lifetime of the network is almost surely upper bounded by 

kT when the network area approaches infinity. Moreover, the upper bound of the lifetime, 
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when the goal is partial area coverage, is derived for a finite network (however large enough) 

with a given fixed density. Through computer simulation, it is shown in [31] that the upper 

bound holds even for finite networks. 

An asymptotic study on the lifetime of a randomly deployed network is presented in 

[33]. The authors consider two random models for the network which are based on the per­

colation theory [34]. In the first model, it is assumed that the sensors are located in a grid 

structure, while the second case includes the situation where the nodes are deployed accord­

ing to a two-dimensional Poisson point process. Also, the nodes are connected randomly. 

A single node may fail at a random time which can model the death of nodes in an ad hoc 

network. Based on these assumptions, the network can be modeled as a random graph. To 

this end, authors have applied the Chen-Stein method [35] on the random graph model to 

study the asymptotic distribution of the number of isolated nodes (i.e. nodes which does not 

have any active neighbour) in the network. Then, by assuming a common random lifetime 

distribution for all of the nodes in the network, they derive the moment when the blind spots 

(disconnected points) start to appear in the network. 

In [36], authors analyze the lifetime for a highly dense large-scale cluster-based WSN. 

Sensors are assumed to be uniformly deployed over a disk area and the data sink is located 

at the center of the disk. Clusters have a hexagonal shape and tessellate the network area. 

For each cluster, a cluster head is assigned randomly. In addition, clusters in the network 

are divided to the tiers where the outer network tiers forward their data through the inner 

ones. To simplify the analysis, it is assumed that the traffic load is distributed evenly over 

the sensors within each tier. Moreover, sensors have fixed transmission range. This trans­

mission is chosen such that it guarantees the connectivity of the clusters. Then, the authors 

derive an upper bound on the network lifetime by an asymptotic analysis over the number of 

nodes in the network. In addition, it is shown that applying a hybrid transmission protocol 

in the network, where the data transmission is accomplished in a composition of single-hop 

and multi-hop schemes, leads to the lifetime extension. 

Analysis of the lifetime for a time-driven heterogeneous WSN is studied in [24] where 

it is assumed that the network consists of two different type of sensors. The sensors are 

partitioned to the clusters where the first group of the sensors, which are stronger and have 

more capabilities, are dedicated to being cluster heads. The lifetime of the network is 

defined as the expected lifetime of any arbitrary node in the network. Hence, to estimate 

the network lifetime, authors derive the average energy consumption rate for a sensor based 

on the energy consumption model proposed in [18]. The expected lifetime is easily derived 
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by having the sensors initial energy and the average energy consumption rate. Moreover, 

the optimal number of clusters in the network is found when the overall network energy, 

assigned to both type of sensors, is kept fixed. 

A lifetime analysis for clustered networks is studied in [21]. The lifetime of the network 

has been defined based on the quality of service in the network, meaning the maximum 

tolerable probability of detecting error at the network access point (data sink). The analysis 

does not go to the sensor level and it is assumed that the sensor lifetime follows a known 

probability distribution. More specifically, the authors model the sensor lifetime with one 

of the exponential, uniform, Rayleigh and lognormal distributions. It is also assumed that 

a binary event occurs in the network field which is contaminated with a Gaussian noise. In 

addition to the lifetime analysis, authors also show that partitioning the sensors to a few big 

clusters is a better approach compared to the many small clusters in terms of the network 

lifetime. Also, reclustering (i.e. reconfiguring the sensors in new clusters after the death of 

some nodes in the network) is useful in achieving better network functionality. 
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Chapter 3 

Lifetime Analysis for Non- Clustered 
Networks 

In this chapter, we consider the lifetime analysis for randomly-deployed non-clustered 

WSNs. First, the lifetime of a single-hop network is studied for an arbitrary area shape. 

To verify the analysis, computer simulation is performed for some known shapes such as 

circle or polygons. Also, the lifetime of multi-hop networks are investigated. We provide a 

general framework to model the lifetime of these networks, however, due to the dependance 

of the lifetime over the routing scheme, the network lifetime is studied for a scenario which 

is mostly applicable to dense networks. Moreover, an optimal nodes distribution over the 

network is determined based on the proposed analysis which helps in extending the network 

lifetime. 

3.1 Lifetime Analysis for Single-hop Networks 

To start the analysis, we first consider the lifetime at the sensor level. For this purpose, 

assuming that nodes directly communicate with the sink, the lifetime of each sensor is 

modeled as a random variable. Based on this lifetime analysis at the sensor level, the ccdf 

of the network lifetime is derived. 

It is assumed here that all of the nodes have the same initial energy, .Emit, the same 

packet generation model and distribution over the area. Other cases like nonuniform energy 

distribution or different packet generation models are studied in Section 3.3. We also delay 

sleep scheduling considerations until Section 3.3. 

First, we find the effective energy that each sensor uses only for packet generation and 

transmission. Since Pjdie is fixed, assuming that data packets are transmitted over very short 

time slots, Tthr-Pidie is the idle energy used by each sensor during a desired lifetime period, 
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Tthr- Hence, 

Ei — E\n\t - Tthr-Pidle (3-1) 

is the maximum amount of energy available to each sensor for data sensing and transmitting. 

Now, by denning pi as 
Ei 

Pi = -7J-y (3-2) 

e(di) 

it is clear that the maximum number of packets that sensor i can transmit during Tthr is 

equal to \j>i\. Notice that e(di) is derived using (2.1) 

Lemma 3.1 If a sensor node with initial energy Ejnn is placed in the area C, having the 

position of the sensor, the probability of achieving a lifetime more than a threshold Tthr is 

P f e > T t h r [ ^ = l - 7 ( ^ t h r ) (3.3) 

where j(-, •) denotes the lower incomplete gamma function 

PX 

7(0, a;) = / t ° _ 1 e _ t d t , (3.4) 
Jo 

and r(-) represents the gamma function 

POO 

T(x)= / tx-le-ldt. (3.5) 

Jo 

Proof: The lifetime of sensor i, U, depends on the maximum number of packets that can 

be transmitted by the sensor to the sink. Since the time duration for transmitting a packet 

is very short, it can be neglected in the analysis of the sensor lifetime. Hence, ti can be 

assumed as the summation of time durations between packet transmissions until the last 

packet is sent by the sensor. Thus, 

U = ^2tij (3.6) 

where tij denotes the time duration between transmitting packets j — 1 and j by sensor i, 

and tn is defined as the time when the first packet is transmitted. Since a Poisson model is 

adopted for data packet generation, i^'s obey an exponential distribution indicated in (2.3). 

On the other hand, it is known that sum of independent and identically distributed (i.i.d.) 

exponential random variables has a gamma distribution [37]. It is worthy to note that since 

the node is deployed randomly in the area, the distance between the node and the sink, and 

consequently p;, are random variables. Hence, given pi, the conditional pdf of t, can be 

written as follows: 

/tilPi(x) = A "TTbdT x-°' (3,7) 
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Now 

P(ti>Tthr\Pl) = l - f ^ A ^ 
Jo n\Pi\) 

r(bd) ' 

dx 

(3.8) 

Remark 3.1 Since the fractional part ofpi is usually much smaller than the integer part, 

[pi\ ~ p^ Thus, (3.8) can be rewritten as 

Ffe>r t h r[pO-i-7(Pp (^
t h r ) 0.9) 

• 

For simplicity, we use (3.9) to analyze the network lifetime in the sequel. 

Corollary 3.1 If sensors apply a fixed transmission range, r, 

Pfe>r t h r)^i-7 (^;A : z ;h r ) (3.io) 

where 
Ei 

Pf = -—. (3.11) 
mra + c 

Proof: In this case, all p^s have a deterministic value equal to pf. Therefore, the value of 

P{U > Tthr) ' n (3.9) is unconditional and the proof is completed by replacing pi by pj in 

(3.9). • 

A simple approximation for (3.9) can be found as bellow. 

Remark 3.2 Since ti in (3.6) is a sum of i.i.d. random variables, central limit theorem 

(CLT) [37] indicates that its pdf tends to a Gaussian distribution with mean [piJA""1 and 

variance [pi\X~2. Considering [pj\ wpj, we have 

P(U > Tiht\Pi) = Q f ^ V f f 1 ) ' <3 '12) 
V VPi* ) 

where Q(-) is the ccdfofthe normal distribution defined as follows: 

1 f°° 2 

Q(x) = -== / e'^dx (3.13) 

O 
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To study the lifetime of the network, T^, we consider the lifetime of all the nodes in 

the network which necessitates the knowledge of p; for all of the sensors. When a node 

is deployed randomly over an area, p» is a random variable with pdf fPi(x). In a random 

network deployment, the pj's are usually i.i.d. random variables and consequently have the 

same distribution, fp(x). This distribution depends on the shape of the area, energy dissi­

pation model and the pdf of node distribution over the area. In Appendix, fp(x) is derived 

for some common area shapes assuming a uniform distribution for the node deployment. 

Theorem 3.1 Assuming N equal-energy nodes are distributed independently over the area 

C, the probability that the network achieves Tthr is 

P(TL > Tthr) = Q (VN^—lzJ^j (3.14) 

where 

fl = Ic{1^l{xnx)hv))fp{x)dx' (3-15) 
a = V'M-M2- (3-16) 

Proof: To find the number of nodes that live more than Tthr, we define a Bernoulli 

random variable k indicating the success of achieving the lifetime threshold by sensor i: 

-{i 
With probability equal to Sj, . . . . 

0 With probability equal to 1 — s*. 

The success probability of lit given pu is equal to 

s> = P(U > Tthv\Pi) = 1 - 7 ( P " ^ t h r ) (3.18) 
r(Pi) 

which was derived in Lemma 3.1. The number of live nodes after Tthr can be found by 

defining a new random variable, w, that denotes the number of successes in the Bernoulli 

trials shown by J '̂s. Clearly, w has a binomial distribution, however, since the number 

of nodes in the network is large enough, CUT can be used to accurately approximate the 

distribution of w. Hence 

fw(x) - - ^ l - e x p - ( x ~ ^ ) 2 (3.19) 

where p,w and a\ denote the mean and variance of w. Clearly, 

N 

^ = 5 ^ W * (3-20) 
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where fj,^ is the mean of ^. Also, since the li's are independent random variables 

N 

°l = Y.al (3-21) 

i = l 

where of is the variance of k. To find the values of fiw and <rw, we need to have the un­

conditional mean and variance of lt's using the conditional values. Since Z,'s are Bernoulli 

random variables 

On the other hand, for two random variables x and z, the unconditional mean and variance 

of x can be found using its conditional mean and variance as follows [37]: 

Hx = E[fj,x\z], (3.23) 

^ = £ [ ^ | J + V a r t a | , ] (3.24) 

where E[-\ is the expected value and Var[-] denotes the variance of the random variable. 

Using (3.18), (3.22), (3.23) and (3.24), it can be shown that 

R = E[Si] = J ( i - 7 ( g r f f i r ) ) fpi{x)dx' (3-25) 

a\ = E[Si - s2] + Var[Si] = E[Si] - £72[Sj] = w . - /if.. (3.26) 

Since pj's are i.i.d. random variables with pdf fp(x), we have 

W =v = J(l- 7 ( ^^ t h r ) ) /,(*) ̂  Vi, (3.27) 

CT
2 = a2 = /z - /z2 Vi. (3.28) 

Then, by using (3.20) and (3.21) 

HW = JV/x, <r2 = JVCT2. (3.29) 

The probability of achieving the desired lifetime by the network is equal to the proba­

bility of achieving the lifetime by at least (1 — 0)N nodes. Hence, 

F^ (T t h r ) = P(TL > r t h r ) = P(w > (1 - 0)N) 

= Q (y/NLzIzJL) (3.30) 

where F£ (Tthr) represents the ccdf of the network lifetime. 

Remark 3.3 Using Remark 3.2, /x can also be calculated as 

I ^ I ^ th r — ^^ ~ 

-LQ{Ts7^1)Mx)dx- (33l) 

D 
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3.2 Lifetime Analysis in Multi-hop Networks 

In multi-hop networks, position of the nodes in the network plays an important role in its 

lifetime. In fact, the lifetime of a multi-hop network depends on the distribution of the 

traffic load over the sensors. In randomly deployed networks, where all the nodes start with 

an equal initial energy, nodes which are close to the data sink die earlier. This is because 

they carry the whole network traffic. Therefore, if H is the set of nodes that are in the 

vicinity of the sink and directly communicate with it, we define the lifetime based on the 

ratio of dead nodes within H to \H\ where | • | denotes the cardinality of the set. Since 

sensors are deployed randomly, \H\ is itself a random variable. Notice that the number of 

nodes iV was a known constant in single-hop networks. 

Suppose that the sensors are distributed randomly over a circular area with radius R. 

Assuming the maximum transmission range of r for the sensors, the nodes within a circle 

with radius r centered at the data sink can directly transmit data to the sink. Also, the area 

can be divided into a number of rings (Figure 3.1). The sensors within a ring send their data 

to the sensors within the neighboring inner ring. The number of rings, n, can be found as 

- 1 (3-32) 
r 

where [•] denotes the integer ceiling. To ease the notations, let us assume that R is an 

integer multiple of r. 

Figure 3.1: Rings within a multi-hop network 

Since each ring carries the traffic of all outer rings, the average traffic carried by each 

ring is different and depends on its relative location to the sink. Here, we omit a detailed 

traffic distribution analysis, however, the problem is studied in the literature which will 

be noted in Chapter 5. For simplicity, we illustrate our approach by assuming a uniform 

load within each ring, i.e. the traffic load is distributed evenly over the nodes within a ring 

[36, 38]. In addition, we will briefly discuss the case when the traffic load has an arbitrary 

20 



distribution over the area in Section 3.3. An approximately uniform load distribution can 

be achieved through a load balancing routing scheme or when the network density is high. 

For a uniform load distribution, the average rate of packet transmission by each node in 

ring i is 

K = X ^ Vi = l , 2 , . . . , n , (3.33) 

where Ni is the number of sensors within ring i. Considering the fact that sum of Poisson 

random variables is a Poisson random variable, each sensor in ring i has a traffic model 

obeying the Poisson distribution with mean Â . 

In addition, if one assumes a uniform node deployment, Ni will have a binomial distri­

bution with mean Nqi where 

« - ^ 0.34, 

represents the probability of a sensor being in ring i. Therefore, the time duration between 

two consequent transmissions, t, by a node in ring i have a conditional distribution as 

follows: 

fm(x) = \ie-xXiu(x). (3.35) 

Since the network lifetime is mainly effected by the nodes within the first tier, we just con­

sider the probability of achieving the lifetime threshold by the first ring. Nevertheless, the 

probability of achieving Tthr by other rings can similarly be investigated. As discussed ear­

lier, probability of achieving a lifetime threshold depends on the number of nodes within the 

area. Hence, using Theorem 3.1 and Corollary 3.1, one can find the conditional probability 

of achieving Tthr by the first ring as below: 

where 

P(TLl > TthT\Nx) = Q (jW1
]-JL-Ji\ (3.36) 

^IXl~l{xnIr])Ux)dx- (337) 

and TL1 shows the lifetime of the first network tier. In (3.37), C shows the circular area with 

radius r. Therefore, by removing the condition on Ni in (3.36), we have 
N 

P(TL > T thr) = Y, PPLI > Tthr|Wi = j)P(N! - j) (3.38) 
J ' = l 

where 

P(Ni=j)=[N
j)qi{l-q1)

N-*. (3.39) 
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The given discussion is not restricted to circular areas and can also be applied to other 

area shapes. To this end, we just need to recalculate the value of qi as follows: 

Qi = § • (3.40) 

where Si shows the area of H (nodes that directly communicate with sink) and S is the 

network area. 

3.3 Some Notes 

Here, we provide some discussions on the results of Section 3.1 and Section 3.2 and study 

the effect of MAC protocol, non-identical energy distribution, and other traffic models. 

3.3.1 Effect of MAC Protocol 

Here, a discussion is provided on the sleep scheduling mechanism and how the packet 

transmission rate is effected by MAC protocol. 

Assume that a random sleep scheduling mechanism is applied in which a sensor wakes 

up in each time duration (cycle), Tc, with probability q. The parameter q is determined by 

the MAC protocol. Hence, the number of cycles that a sensors is in active mode, m, has 

a binomial distribution. Although these m cycles might not be successive, owing to the 

memoryless property of exponential distribution, the distribution of transmission instants 

on the time axis is the same as when the transmissions occur over m successive cycles. In 

other words, to analyze the probability of achieving the lifetime of Tthr by each sensor, one 

can study the probability of achieving the active lifetime of mTc. Also, since the transition 

between active and sleep mode consumes energy, the sensor can utilize the amount of 

Ei = Einit - mTcPuik - mEt (3.41) 

for data generation and transmission over mTc, where Et shows the required energy for 

mode transition. Hence, conditioned on m, network achieves the desired lifetime with 

probability of 

P(TL > Tthl\m) = P(TLtB > mTc\m) = Q ( v ^ ' f " ^ (3.42) 

where Tieff shows the effective lifetime of the network and \i is found by replacing Tthr 

in (3.15) with mTc. Thus, the unconditional probability of achieving the lifetime can be 

derived as follows: 

P(L>Tthl) = J2 (M\m{l-q)M-mP{L>T^\m). (3.43) 
m = l ^ m ^ 
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Occurrence of the collision in the network results in an increase in the number of trans­

missions by the sensors and consequently a shorter lifetime. MAC protocols, scheduled or 

contention-based, can drastically reduce the number of collisions in the network. Due to 

the orthogonality of the communication channels in scheduled MAC protocols, e.g. TDMA, 

they are largely collision free and the sensors packet generation rate does not change [27]. 

In a network with contention-based MAC protocols, such as carrier sense multiple ac­

cess (CSMA), transmitted packets experience collision and need to be retransmitted. Here, 

we use a simple model to consider the effect of the collision in the packet generation rate 

of a sensor. If a shows the collision rate of a MAC protocol, which can be derived through 

computer simulation (for example [39]), the effective packet transmission rate by a sensor is 

approximately Ae = (1 + a)\. This effective value can be replaced in the derived formulas 

to modify the analysis in the case of collision occurrence. 

In addition, the effect of the request-to-send (RTS) and clear-to-send (CTS) packets 

on the sensors lifetime can be considered in the proposed analysis. Since transmitting an 

RTS packet and receiving a CTS packet is performed before sending each data packet, the 

number of control packets of each type, RTS or CTS, is equal to the number of data packets 

(or equivalently the number of event occurrence). Also, each sensor usually transmits RTS 

packets within its maximum transmission range in order to prevent the hidden terminal 

problem. Moreover, receiving a CTS packet consumes a fixed amount of energy shown by 

cc. Therefor, (2.1) can be modified as follows to consider the effect of the control packets 

on the lifetime analysis 

e(di) - l{etd° + e„) + lr{etr
a + e0) + cc 

where lr denotes the length of RTS packets. 

3.3.2 Asymptotic Analysis 

Since the lifetime ccdf in (3.14) depends on the number of nodes distributed over the area, 

we can study the effect of the node density on the probability of achieving the lifetime 

threshold. 

One interesting scenario is when N is large. Depending on the sign of a = 1 - (5 - \x, 

two cases can happen. Since Q(-) is a decreasing function, when a > 0, the probability of 

achieving the desired lifetime decreases with N. Using [40], 

1 / 1 \ x2 1 x2 

—==- \ \ - - - \ e—2" < Q(x) < -—^e-1? Vx > 0. (3.44) 
V27TX V x ) yJlTXX 
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It can be seen that the probability of achieving the desired lifetime decreases proportional to 

e~N. When N tends to infinity, this probability tends to Q(oo) — 0. In other words, almost 

surely the desired lifetime, Tthr> cannot be achieved. In a similar manner, when a < 0, the 

network almost surely achieves Tthr-

Another interesting case occurs when one considers the lifetime of the network based 

on the first node death. In this case (5 = jj. Hence, when N —> oo, the sign of a « 1 — /j 

can be used in order to predict the lifetime. For any desired lifetime Tthr > 0, we have 

H = jc (l - 7 ( ^ t h r ) ) fP(x) dx< J fp(x) dx = 1 (3.45) 

and consequently 1 - \i > 0. Therefore, under this stringent definition of the lifetime, 

the probability of achieving the lifetime Tthr approaches 0 (exponentially with N) as N 

increases. 

3.3.3 Other Traffic Models 

In Section 3.1, we considered the case when all the sensors had the same Poisson distri­

bution for their packet generation. Here, we consider two other cases: 1) The average rate 

of packet generation (the parameter of the Poisson distribution) depends on the position of 

the sensor. 2) Packet generation distribution is the same for all sensors, but the pdf is not 

Poisson. 

If the average rate of packet generation, A, varies with the position of the sensor (e.g., 

lifetime analysis of different rings in a multi-hop network, existence of spatial correlation 

between data or data aggregation), we have the mean and variance of /; conditioned on both 

p and A. To derive the unconditional mean and variance of k, we need to calculate 

W|; = n = J J (l - 1 f e ^ p ) fP,x(x, V) dxdy (3.46) 

where fp<\(x, y) denotes the joint pdf of p and A. The analysis remains unchanged other­

wise. 

Theorem 3.1 can be modified to include non-Poisson packet generation distributions. 

Assume that the pdf of the time duration between two packet transmissions follows a dis­

tribution with mean /ij and variance erf. Using CUT, t^ can be accurately approximated 

by a Gaussian distribution with mean pmt and variance pio\. The remainder of the proof 

remains unchanged. 

It is notable that the probability of achieving a lifetime threshold in time-driven net­

works can also be modeled as a special case of the proposed analysis. Since in time-driven 
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networks, the time duration between two consequent transmissions, TJ, is fixed 

U = \jH\Tt. (3.47) 

Hence, the probability of achieving Tthr by a sensor is 

P(ti>Tihr) = P(\pi\>'^-) (3.48) 

which can simply be evaluated from the distribution of pi. Then, studying the network 

lifetime is straightforward. 

3.3.4 Nonuniform Energy Distribution 

Assume that the energy is distributed over the network in a nonuniform way. As a conse­

quence, s/s in (3.18) are not identically distributed. This may also arise when the sensors 

generate packets with different rates (i.e. nonidentical Poisson distributions). In this situa­

tion, w does not have any standard distribution, however, we can still use CUT to approx­

imate the pdf of w with a Gaussian distribution. Here, we give a brief discussion on the 

probability of achieving the lifetime threshold by the network. 

Lemma 3.2 Assume that Zi's (1 < i < m) are m independent random variables such that 
m 

53^=m/Z. (3.49) 
»=i 

where fxZi denotes the mean of z\. Also, Xj's (1 <i < m) are m Bernoulli trials such that 

P{Xi = l) = zi Vi. (3.50) 

Now, ifX denotes the sum ofX^ 's, the variance ofX is maximum when 

l^zi='P Vi = l, . . . , m (3.51) 

Proof: see [41]. • 

Corollary 3.2 For nonidentical distributed s, 's such that 

N N 

MW = J Z w * = Yl£ w = N»> (3-52) 

(3.14) is an upper bound for the probability of achieving the lifetime when 1 — (3 — fj, > 0, 

otherwise it is a lower bound. 

Proof: Since we assumed the identical distribution in the proof of Theorem 3.1, Lemma 

3.2 indicates that ow in (3.29) is the maximum possible variance of w. The proof is com­

pleted considering the decreasing property of Q-function. • 
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3.3.5 Applications 

The results of this work can be used to optimize the network parameters in order to increase 

the lifetime. The adjustable parameters (e.g. sensors energy distribution and node density 

over the area) are related to the desired probability through fi. By taking the derivation of 

F£(Tthr) with respect to fi, we have 

d F £ ( T t h r ) _ 1 l - / ? + M 2 / ? - l ) . - a i = ^ 

d^ 2?r 2 ( > - / j 2 ) t 

From (3.53), it can be shown that despite the choice of /3, F£(Tthr) is always an increasing 

function of fi. In other words, lifetime optimization is equivalent to maximizing /z. Ev­

idently, this fact is consistent with intuition. Since /x is related to the energy distribution 

among the nodes and the node distribution over the area, by optimizing these distributions, 

the network lifetime can be prolonged. An application of our lifetime analysis in the net­

work lifetime extension is provided later. 

3.4 Simulation results 

In this section, we investigate the accuracy of the proposed analysis through computer sim­

ulation. We first study single-hop networks. To investigate the effect of the area shape, 

simulations are performed over different area shapes with the same area size. The effect of 

the number of sensors is also studied. 

We then perform computer simulation to study the lifetime of multi-hop networks. Also, 

the effect of transmission range (and consequently the number of hops) on the lifetime of 

the network is studied. 

3.4.1 Single-hop Networks 

The parameters of model (2.1) depend on the data rate, antenna height, antenna gain, etc. 

Typical values of et and e0 are given in [18]. For a = 4, which we use in our simulations, 

the values of et and e0 are respectively 0.0013 pJ/bit/m4 and 50 nJ/bit for a 1Mbps data 

stream. Here, It is assumed that the packets are 1000 bits long, hence, m —1.3 pJ/m4 and 

c = 50 /iJ. 

We consider 500 sensors that are deployed according to a uniform distribution. The 

packet generation model obeys a Poisson distribution with an average package generation 

rate of 1 packets/time unit. All of the sensors have the same initial energy equal to 11 mJ. 

Also, to investigate the effect of the area shape on the lifetime, the simulations are carried 
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out over circular, hexagonal, square and triangular areas with equal size of 1007rm2. In all 

cases, the sink is located at the center of the area and the desired lifetime is 100 time units. 

The probability of achieving the desired lifetime as a function of f3 is obtained and 

depicted in Figure 3.2. To decrease the final result variance and reach a reasonable confi­

dence interval, the simulations are repeated 10,000 times over each area and the results are 

averaged. As it can be seen, the curves for circular, hexagonal and square areas are very 

close. Since in a triangle, the distance of the sensors to the sink is more nonuniform and it 

has the largest circumcircle compared to the other shapes, triangle has a smaller chance of 

achieving the desired lifetime. 

Circle (Analytical) 
O Circle (Simulation) 

• - - Hexagon (Analytical) 
* Hexagon (Simulation) 

Square (Analytical) 
+ Square (Simulation) 

Triangle (Analytical) 
V Triangle (Simulation) 

0.25 0.3 0.35 
Ratio of dead nodes ((3) 

0.4 0.45 

Figure 3.2: Probability of achieving the lifetime threshold vs. the ratio of dead nodes for 
single-hop networks deployed over different area shapes. 

As discussed earlier, depending on the value of 1—fi—(3 and by increasing the number of 

nodes, it can be almost surely determined whether the network achieves a lifetime threshold 

or not. The effect of the number of sensors on the lifetime is shown in Figure 3.3. The 

lifetime of the network is considered as the moment when 30 percent of the nodes in the 

network die. In the first case, Ei — 11 mJ which results in 1 — (3 — (x > 0. Hence, 
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as discussed in Section 3.3, the desired probability decreases by increasing N which is 

verified by simulation. In the second case, the initial energy is equal to 11.8 mJ which 

causes 1 — (3 — /J, < 0. As shown in Figure 3.3, the probability of achieving the desired 

lifetime is an increasing function of N. 

3.4.2 Multi-hop Networks 

To study the network lifetime in a multi-hop network, it is assumed that 500 nodes are 

deployed uniformly over a circle with radius 100 m. All of the nodes have the same initial 

energy equal to EiB\t = 100 mJ. The parameters in (2.1) are kept the same as before. Since 

the simulation result for the adjustable power is already seen in the previous simulations, 

here, it is assumed that nodes perform the transmission with a fixed transmission range. 

The adjustable transmission range would result in observations similar to that shown for 

single-hop networks. 

A greedy routing algorithm is used to balance the network traffic such that data packets 

are evenly distributed between the nodes within each ring of the network. Considering the 

fact that all of the nodes use a constant transmission power and the traffic is distributed 

identically between the first-ring nodes, all of the nodes within H (the first network ring) 

have approximately similar lifetime. As a consequence, they die in time moments very 

close to each other. Therefore, we can say that the desired probability is not significantly 

effected by the value of j3 (Figure 3.4). 

It is interesting to study the effect of the transmission range and consequently the num­

ber of hops on the lifetime. Figure 3.5 depicts the probability of reaching the lifetime 

threshold vs. the transmission range. The lifetime is considered as the moment when 30% 

of nodes within H are dead. By decreasing r, the number of nodes within H decreases, 

hence, they carry more packets and will die earlier. Therefore, it is expected that the de­

sired probability decreases by reducing r. Indeed, while the nodes far from the sink still 

have enough energy to send packets, the nodes within H cease to function. To overcome 

this drawback, nonuniform energy or node distribution might be applied [42]. 

3.5 Optimum Node Distribution 

Heavy traffic load on the nodes close to the data sink causes the nodes early death in a 

multi-hop network. These nodes consequently form the network bottleneck. To surpass 

this problem, one may assign a higher level of energy to the nodes located in the bottleneck, 

however, this necessitates implementing a heterogeneous network with a different type of 
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Figure 3.3: Probability of achieving the lifetime threshold vs. the number of sensors in a 
single-hop network. 
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Figure 3.4: Probability of achieving the lifetime threshold vs. the ratio of dead nodes in a 
multi-hop network 
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Figure 3.5: Probability of achieving the lifetime threshold vs. the transmission range in a 
multi-hop network 
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nodes. Adjusting the node distribution in a homogeneous network is also another approach 

which we will focus on in the following. 

Our goal is to design a network with minimum number of nodes such that while a 

specified node density is sustained all over the network, the network can achieve a desired 

lifetime Tthr given a reliability value for achieving this lifetime. In fact, the reliability value 

determines how probable is achieving TthT. The specified threshold for the node density 

reflects mainly the level of the area coverage in the network. To this end, lifetime is assumed 

to be over when the density of active nodes in the network drops below the threshold 5t. 

Hence, all of the rings should have the density of at least 5t. As a consequence, ring i will 

remain alive until Tthr if the ratio of the dead nodes in the ring is less than 

ft = »•-<*-»*"• ,,.54) 

which is a function of the number of nodes within ring i, iVj. 

Here, it is assumed that the sensors are spread over a circle with radius R and data sink 

is placed at the center of the area. Nevertheless, the methodology can be applied to other 

area shapes and/or when the sink is not placed at the center which will be discussed later. 

Assuming a fixed transmission range, r, for each node enables us to divide the circle to 

some rings each having a thickness of r (Figure 3.1). The sensors within a ring forward 

their data toward the sink through the neighboring ring. The network desired lifetime is 

Tthr and the sensors are initialized with E\na Joules of energy. 

Here, we assume that the sleep scheduling can adjust the density of active nodes to 

a fixed value during the network operation which is less than the original density of the 

deployed nodes. This helps to conserve the sensors energy and prolong the network lifetime. 

Owing to the use of sleep scheduling, each sensor has an effective packet generation rate 

less than A. If the initial sensor deployment is not very sparse, traffic will be distributed 

equally over the sensors and all of the sensors in ring i generate packets obeying a Poisson 

model with the average rate of 

W- 1 = 1,2, ...,k (3.55) 

where k denotes the number of rings within the network and 5S reflects the node density 

forced by the sleep scheduling over the network. In addition, by considering that inner 

rings forward the traffic of the outer ones, the average traffic rate of each sensor within ring 

i (consists of its own generated traffic and the forwarded traffic of the outer rings) is 

^ " • " ' " ,
J - ' ' - l f l < - U t . (3.56) 
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Now, by using Corollary 3.1, the probability of achieving the lifetime threshold by a 

node within ring i is 

2 % ^ k l . (3.57) 

Therefore, ring i passes Tthr with probability 

P(TLi > T thr) = Q ( v ^ 1 " ^ , " ^ ) (3-58) 

where T^ represents the lifetime of ring i. In addition, 

Now, it can be seen how the lifetime of ring i increases with Ni. From (3.56), it is ap­

parent that increasing JVj decreases the average traffic rate of the sensors in ring i. Hence, 

they send less number of packets and stay alive for a longer time which consequently in­

creases the reliability of achieving the lifetime threshold by ring i. Using (3.56), it is clear 

that the average traffic load is higher in the inner rings which justifies the application of 

nonuniform node distribution. On the other hand, the derivative of (3.58) with respect to j3, 

dP(TL^Tihl) J V ^ p ^ 
dp y 2naf 

is positive, and consequently, P(L, > Tthr) is an increasing function of ft. Therefore, 

increasing the value of iV,, and consequently ft, increases the probability of achieving the 

lifetime threshold. Intuitively, since increasing Ni makes the limit on the ratio of the dead 

nodes looser, it extends the reliability of achieving the lifetime threshold. 

Using the probability of achieving the lifetime by each ring, one can cast the design of 

node distribution as an optimization problem. The goal of this optimization is to find the 

minimum number of nodes required to assure a given reliability for achieving Tthr. The 

number of nodes in each ring has to be adjusted in a way such that probability of achieving 

Tthr by each ring is higher than the given reliability for that ring, /?,;. Hence, the problem 

can be formulated as follows: 

lin S~] Ni subject to 
k 

mm ' 
i= i 

Ni > (2i - l)irr25t i = 1,2, . . . , k, (3.61) 

Q (y/Ni—fc-^ j > Ri t = l ,2 , . . . , fc . (3.62) 

Conditions (3.61) and (3.62) respectively shows the restriction on the minimum number of 

nodes in the ring and the expected lifetime reliability. 
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Assumed sleep scheduling mechanism results in a traffic load which is independent 

of the actual density of nodes, because only the active nodes generate traffic. As a conse­

quence, the traffic loaded by ring i on any inner ring is independent of Ni (its actual number 

of nodes). Therefore, the traffic generated by each ring depends only on the position of the 

ring with respect to the sink. Notice, however, that according to (3.56), the traffic load Â  

depends on Ni (but as discussed not any other Nj,j ^ i). Hence, the number of nodes in 

each ring does not affect the minimum number of nodes needed within other rings. As a 

consequence, the optimization problem can be rewritten as follows: 

Vi min N subject to 

N > (2i - l)nr25t, (3.63) 

Q ( y ^ 1 " ^ " ^ ) > Ri. (3.64) 

First, we need to show that the formulated problem has a feasible solution. As men­

tioned previously, the reliability of achieving Tthr increases with JVj. Increasing the value 

of Ni does not hurt the condition in (3.63) and it still remains satisfied. On the other hand, 

for sufficiently large Ni, both /?, and /J, tend to 1. Thus, 

lim Q (\ZN~i1 ~ A ~ *) = Q(-oo) = 1 (3.65) 
Ni^oo \ Oi J 

which satisfies (3.64), hence, the problem is feasible. 

To find the optimal solution, we know that 

N, = L(2i - l)vr28t\ + 1 (3.66) 

satisfies the condition in (3.63) and if (3.64) holds for this value of Ni, the optimal solution 

is obtained. Otherwise, the optimal solution can be achieved by increasing Ni to the point 

that (3.64) holds. 

Now, the minimum number of sensors within each ring can be easily found. To this 

end, one can show that the optimal number of nodes in ring i, N*, is 

N* = max(L(2i - l)7rr2<5tJ + 1,5) (3.67) 

where S is the smallest integer number satisfying 

IMNi + a%Q-x (Ri) -JWi - (2z - l)nr28t > 0. (3.68) 

The solution of the original problem, N*, which shows the minimum number of sensors 

in the network is therefore 
k 

N* = J2N*- (3-69) 
i= l 
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Remark 3.4 The failure of network rings are independent of each other. On the other hand, 

since (3.63) is the active constraint in the optimization, (3.64) may become satisfied with 

strict inequality for some rings. Therefore, the reliability of achieving a specific lifetime by 

the network with the proposed density, R, can be lower-bounded by 

k 

R>l[Ri. (3.70) 
j = i 

Remark 3.5 Figure 3.6 shows an arbitrary network where the data sink is not positioned 

at the center. Unlike the circular shape, the traffic load on the sensors within a ring is 

not symmetric. Our analysis, however, is still applicable to any sufficient thin sector of a 

circle which is centered on the sink. For any senor within the intersection of the rings and 

the sector, the average traffic load can be determined similar to the approach that we took 

earlier. As a consequence, the optimal density can be obtained for each sector. 

Figure 3.6: An arbitrary network with non-centered sink. 

3.6 Simulation Results 

Assume a network which covers a circular area with radius R = 50 m. Sensors gener­

ate packets with a Poisson model having an average of A = 1 packet/minute. Also, the 

nodes density cannot be less than 0.1 nodes/m2 in order to have satisfying coverage and 

connectivity. The path loss exponent in (2.1) is a = 2. Again, using the power consump­

tion model parameters in [18] and assuming 1000-bit packets, the value of parameters in 

(2.1) are m = 10 nJ/m2 and c = 50/itJ. The sensors have a transmission range of r = 10 

m. Hence, there exist five rings in the network. We are interested in finding the minimum 

number of sensors within each ring. 

Assuming T thr = 9000 time units and the minimum reliability of R — 0.95 for achiev­

ing the lifetime by the rings, the optimum numbers of sensors obtained through the pro­

posed method are AT* = 1117, AT2* = 1077, N£ = 946, JV| = 724 and N£ = 411 when 
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^init = 0.6 J. To study the performance of the designed network, we compare the life­

time of the designed network with the uniform node distribution. To this end, it is assumed 

that N = £ i = i N* = 4275 nodes are distributed uniformly and other parameters are 

kept unchanged. The simulation has been run 1000 times. The probabilities of achieving 

the lifetime threshold by each ring are indicated in Table 3.1. In this table, Ri's are the 

achieved reliability by ring i in the simulations. As it can be seen, uniform distribution can­

not achieve the desired reliability for the inner rings, while it is achievable by our proposed 

node distribution. 

Node Distribution 
Uniform 
Optimum 

Ri 
0 
0.987 

i?2 
0 
0.973 

R3 

0.001 
0.994 

Ri 

1 
1 

Rs 
1 
0.994 

Table 3.1: Comparison between the uniform and optimum distribution. 

We also show that the number of nodes obtained by the proposed algorithm is the min­

imum possible number. For instance, By assuming Nf — 1 = 1116 sensors over the first 

ring, the reliability of achieving the lifetime threshold decreases to R\ — 0.847. The same 

behavior can also be seen in other rings. Hence, no distribution with less nodes can achieve 

the desired lifetime with the given reliability. 

It is also desirable to study the effect of E-m\t on the number of nodes in each ring. It is 

expected that by decreasing Ejnjt, the number of nodes in each ring increases. This increase 

in the number of nodes tries to reduce the average traffic rate in a way that the lifetime of 

each ring can achieve Tthr- As can be seen in Figure 3.7, initially, by decreasing J5jnit> the 

values of N%, N£, 7V4* and Ng do not change. The reason is that, E-m\t is enough to guar­

antee the desired lifetime in each ring. Therefore, the condition on connectivity/coverage, 

i.e. (3.63), is the active constraint in the optimization. But when E-m\t decreases further, 

the existing number cannot bear the traffic load and increasing the number of nodes is un­

avoidable to achieve the desired lifetime. As expected, the change in the number of nodes 

in each ring starts from the inner rings which bear higher traffic load. 

In Figure 3.8, the average traffic rate is depicted versus the value of .Emit- As expected, 

by decreasing the value of Sinn, the number of nodes within each ring increases such that 

the average traffic load on the sensors decreases and the desired lifetime becomes achievable 

by the network. 
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Figure 3.7: Number of nodes within each ring vs. the initial energy. 
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Figure 3.8: The average sensor traffic rate vs. the initial energy. 

38 



Chapter 4 

Lifetime Analysis for Clustered 
Networks 

In this chapter, a lifetime analysis in provided for clustered networks. First, the applied 

model for clustering is introduced. Then, the cluster lifetime will be studied for both 

single-hop and multi-hop networks. Also, a condition will be provided on the efficiency 

of clustered networks indicating whether a clustered network is beneficial in terms of the 

energy efficiency or not. 

4.1 Clustering Model 

Clustering is proposed for WSNs to decrease the energy consumption and ease the network 

management. Usually, the nodes within a cluster send their data to the CH and then CH 

performs necessary processing and aggregation before relaying it toward the data sink. 

Both intra-cluster (sensor to the CH) and inter-cluster (CH to the data sink) transmis­

sions can be carried out in either single-hop or multi-hop fashion [43, 44]. First, we focus 

on the case where all transmissions are in single-hop mode, similar to [16]. Later on, 

the multi-hop mode for inter-cluster transmissions will be discussed. For multi-hop inter-

cluster transmissions, it is assumed that a CH forwards its data toward the sink through 

other CHs, i.e., other nodes are not involved in inter-cluster data communication. 

It is also assumed that the network has a static clustering, meaning that the shape of the 

clusters are fixed during the network operation [45, 46]. While dynamic clustering allows 

for a more flexible network design, its significant overhead to form the clusters is considered 

a serious drawback [16], [43]. For many practical situations, therefore, fix clustering is an 

attractive solution. 

Another important issue in the network clustering is to rotate the CH role among the 
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Figure 4.1: Sensor nodes deployed randomly within a cluster. 

sensor nodes. Since the inter-cluster transmissions consume a vast amount of energy, rotat­

ing the CH role results in the energy consumption balance over all the nodes in the cluster. 

As a consequence, the early death of the nodes is avoided. Here, we assume that the CH 

role rotates among the nodes within a cluster based on a pre-scheduled periodic scenario. 

The pre-scheduled CH assignment reduces/removes the need for the overhead packets [43], 

4.2 Lifetime Analysis for Single-hop Clustered Networks 

In this section, we propose a probabilistic analysis to model the lifetime of a cluster within 

a clustered WSN that employs single-hop transmissions for both intra-cluster and inter-

cluster communications. More specifically, the analysis determines the probability of achiev­

ing a desired lifetime by the cluster when the network parameters (such as the nodes initial 

energy, number of nodes, data generation rate, etc.) are given. 

Here, it is assumed that N nodes, each with initial energy of JE7jnit. are spread indepen­

dently and randomly inside the cluster (Figure 4.6). Also, CH can aggregate I received bits 

to jl bits, where 0 < 7 < 1. The smaller the value of 7, the less number of packets will be 

transmitted toward the sink. In the special case of 7 = 1, no data aggregation is performed. 

We start our analysis by finding the probability of achieving a desired lifetime Tthr by 

a single node. For this purpose, we study the consumed energy by a node after Tthr, called 

Ec. It is clear that a sensor is still alive after T thr if its consumed energy does not exceed 

Emit. The probability of achieving the lifetime threshold by the entire cluster can be found 
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based on the derived probability for a single node. 

Assume that the data sink is located at ss = (xs, ys) and T denotes the time duration 

that a sensor serves as CH in each round. If the desired lifetime is long, 

fc = Tthr ^ (4.1) 
NT _NT_ 

is the number of rounds that the CH role is assigned to a sensor during the desired lifetime. 

The consumed energy by a sensor can be written as Ec = En + -ECH. where En reflects 

the amount of energy depleted for intra-cluster transmissions and EQB. refers to the amount 

of energy that the sensor uses when the CH role is assigned to it. Since the sensors are de­

ployed randomly and the same traffic generation model is assumed for all of them, without 

loss of generality, Ec can be found for sensor 1 located at si = (x\,yi). 

The energy that sensor 1 consumes to send data to sensor i during Tthr, e ,̂ is 

Y^Pij I ( m i l l s i - S i f + ci) i = 2,3 iV (4.2) 

where |] • || denotes the Euclidean distance and Sj = (XJ, yi) represents the position of sensor 

i. Also, mi and c\ are the parameters of transmission model (2.1) when a = 2. In addition, 

Pij represents the number of packets that sensor 1 transmits toward sensor i during the jth 

round that sensor i functions as CH. Assuming a Poisson model with mean A for packet 

generation, pjj's obey Poisson distribution with mean AT. Since sum of Poisson random 

variables is another Poisson random variable, V% — X3J=IP»J r i a s a P° i s s o n distribution 

with mean kXT. The packet generation model has been assumed to be identical for all 

sensors, thus, all Vi's have the same distribution and can be denoted with the same random 

variable Pe. It is notable that by using central limit theorem (CLT), distribution of Ve can 

be accurately approximated with a Gaussian distribution in the case that packet generation 

model is not Poisson. Considering all rounds that sensor 1 does not serve as CH, we have 

En = }2j=2 e3 • 

Since sensor 1 serves as CH for k rounds, the value of ECH can be found as follows: 

£ C H = 7 ( x ; pj) (m 2 i i s i - s *n 4 + c 2) <4-3> 

where Pj is the number of packets generated by all sensors (including sensor 1) during 

the jth round of its operation as CH. Also, rri2 and c<i stand for the value of transmission 

parameters in (2.1) when a — 4. Since Pj is the sum of packets generated by all N sensors 

within the cluster, it has a Poisson distribution as well. Therefore, ^3 = Ylj=i PJ follows 
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a Poisson distribution with mean kNXT. Furthermore, CLT is applicable to accurately 

approximate the distribution of P / s when the packet generation has a distribution rather 

than Poisson. 

The entire consumed energy by a sensor, therefore, is 

N 

Ec = En + Ecu = J2el + E™ • ( 4 4 ) 

Due to the randomness of the packet generation and placement of the nodes over the area, 

Ec is a random variable which needs to be characterized. To this end, we first find the 

distribution of Ec when the position of sensor 1 is given, which is called UcjSl. Then, the 

unconditional value can be derived by averaging Ec\Sl over the position of sensor 1 in the 

cluster. 

In a randomly deployed WSN, positions of sensors are independent of each other. Since 

it is assumed that the sensors packet generation occurs independently as well, e '̂s are inde­

pendent random variables. Apparently, Ecu and e '̂s are also independent, but Ecu does 

not have the same distribution as ej's. Thus, we apply generalized CLT to approximate the 

pdf of Ec in (4.4) with a Gaussian distribution. The accuracy of the approximated Gaussian 

distribution depends on the number of terms in (4.4) (i.e. the number of sensors). There 

usually exist enough nodes in a cluster to have an acceptable approximation. Thus, pdf of 

J5c|Sl can be accurately approximated by a Gaussian distribution with mean 

TV 

where (ie . and /UCHSI represent conditional mean of e7 and £ C H given S\. Assuming 

the same packet generation and placement model for all sensors, e / s are i.i.d. random 

variables. Hence, 

/xSl = {N - l)/iesi + /iCHSl (4.6) 

where /Kes denotes the conditional mean of e, 's. In a similar way, one can arrive at 

al = (N- 1 ) ^ + a2
cnsi (4.7) 

where a2
s and <?Ciisi are conditional variances of ej 's and Ecu respectively. 

To evaluate /iiSl, it is required to find the value of /jes — E [Pez] where E[-] denotes 

the expected value, z — mi||si - s||2 + c\ and s = (x, y) represents an arbitrary point in 

the area referring to the position of a sensor within the cluster. Due to the independence of 
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the nodes placement in the cluster and traffic generation, we have 

HUl = E[Ve]E [z] = kXTE [z]. (4.8) 

One can simplify (4.8) using (4.1) as follows: 

N ~ B N - (4-9) 

Let us denote by C the cluster region and by fx,y(x, y) the distribution of sensors over C. 

Then, 

E[z]= IJ zfx,y(x,y)dxdy. (4.10) 

Using (4.8) and (4.10), the value of /ie, can be derived. In addition, 

a2
esi = E[V2z2} - E2 [Vez] = VAR[Ve]E[z2} + E2[Pe]VAR[z] (4.11) 

where VAR[] denotes the variance of the random variable and 

E[z2} = / / z2fXiY(x, y) dxdy. (4.12) 
J JC 

Since Ve has a Poisson distribution, (4.11) can be rewritten as follows: 

a\ = k\TE[z2} + (k\T)2VAR[z] = ^E{z2} + ( ^ ) ' VAR[*]. (4.13) 

Consequently, <x2
sl can be evaluated using (4.12) and (4.13). 

We now need to find the mean and variance of J^CH- Since the sink position is fixed, 

given si, randomness of the ECH is caused only by <p. Thus 

MCHSI = 7(m2 | |si - ss||
4 + C2)£[«p] (4.14) 

and 

4 H S I = 72(™2||si - ss||
4 + c2)

2VAR[q3]. (4.15) 

Considering that <P is a Poisson random variable, we have 

MCHSl = A;iVAr7(m2||si - ss||
4 + c2) = Arthr7("T.2||s1 - ss\\

4 + c2) 

and 

O-CHSI = fcArAT7
2(m2||Sl - s j 4 + c2)2 = Ar t h r 7

2 (m 2 | |S l - ss | |
4 + c2)2. 

Hence, 

MS1 = 7AT thr(m2 | |Sl - ss||
4 + c2) + {N ~^TthAE[z] (4.16) 
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and 

<rSl = 72AT thr(m2 | |Sl - ss |j
4 + c2)2 + (N-1) t^E[z*} + ^ > J \ A R [ Z ] \ . 

Now, the conditional probability of achieving the lifetime threshold by sensor 1, Ps\Sl, 

is 

PS]S1 = P(EC\S1 < Bi„it). (4.17) 

Since pdf of Ec\Sl can be approximated by a Gaussian distribution, the above probability 

can be evaluated as 

PS\S1 = 1 - Q ( ^ ^ ! i ) • (4-18) 

To continue the analysis, it is necessary to derive the unconditional probability of 

achieving the lifetime threshold by sensor 1, Ps. One can simply find the value of Ps 

by averaging Ps\Sj oversi. Hence, 

Ps= I f {I- Q{Einit ~ Msi))/x1,y1(xi,y1) dXldyi (4.19) 
J Jc °"si 

where fxi,Yi(xi>yi) shows the distribution of x\ and y\ over C. Since node 1 was arbi­

trarily chosen from the set of N nodes within the cluster, Ps represents the probability of 

achieving the lifetime threshold by other nodes of the cluster as well. Notice that in our 

probabilistic analysis, we do not have any information about the position of sensors, hence 

Ps is the same for all sensors. If the locations of the sensors for a network realization is 

provided, considering the randomness of the node position in the analysis is unnecessary. 

This simplifies the analysis to considering the randomness of only traffic generation. 

According to the lifetime definition, it is required to investigate the probability of 

achieving Tthr by at least (1 - /3)N nodes. To this end, we define Bernoulli random vari­

ables 6j's determining whether sensor i can pass Tthr or not. It is clear that the probability 

of success for these Bernoulli random variables is Ps given in (4.19). Sum of 6j's, called 

to, represents the number of alive nodes after Tthr. Since V s obey Bernoulli distribution, 

w has a binomial distribution. Thus, the probability of achieving Tthr by the cluster is 

PL = F((l - P)N < w) = £ r\Pi(l-Pa)
N-* (4.20) 

j=[(l-0)N} + l W 

which can be written as 

Pi = IP, (L(l - P)N\ + l,N-[(l- (3)N\) (4.21) 

where Iz{-, •) is the regularized incomplete beta function [47]. 
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In the above analysis, according to (4.1), it is assumed that all the nodes in the cluster 

serve as CH the same number of times. However, with the death of one node, other sensors 

has to serve as CH more frequently. While this hurts the assumption made in (4.1), it does 

not directly affect the analysis. To see this, assume that the number of alive nodes in an 

arbitrary time during the network operation is N' < N. In this case, each sensor becomes 

CH once after each N' rounds, but it forwards just the traffic of alive nodes. As a result, 

the traffic load of the CH is scaled by ^- and the number of times that a node serves as CH 

is scaled by -^7, keeping the average number of packets transmitted by the CH to the sink 

unchanged. 

Death of nodes in the cluster has an indirect effect on the accuracy of our analysis. 

Usually, the first nodes to die are those farther from the sink. Thus, the effective cluster 

region C would change as nodes die. This influences the equations involving averaging 

over C, e.g., (4.19). Since the alive nodes are located in a smaller sub-area of the cluster 

and closer to the sink, both their inter-cluster and intra-cluster energy usage are less than 

the predictions of our analysis. As a consequence, the predicted lifetime by the analysis 

becomes a pessimistic approximation. This deficiency in the analysis has a minor effect on 

results and is observable only when the cluster is located very close to the sink or when the 

cluster lifetime is very short. In fact, as argued below, in the limit of the distance of the sink 

from the cluster and also in the limit of the lifetime, the analysis becomes exact. 

When the cluster is located very far from the sink, all the sensors have almost the same 

distance to the sink, hence, the same energy usage for inter-cluster transmission. Thus, 

death of nodes occurs totally randomly over the cluster region, keeping C unchanged and 

making our analysis exact. In the limit of the lifetime, the time duration from the death 

of the first node to the death of the cluster is negligible compared to the cluster lifetime. 

Therefore, the time duration over which the analysis is not exact is insignificant compared 

to the time duration over which the analysis is exact. 

The analysis is also applicable to multi-level transmission power models (instead of the 

continuously adjustable transmission power), e.g., Mica Mote [6] and Intel Mote [7]. In 

particular, if all the sensors in the cluster use the same power level for intra-cluster and 

another fixed power-level for inter-cluster transmissions, our analysis provides an exact de­

scription of the cluster lifetime. This is because the location of the nodes does not influence 

the energy consumption and consequently death of nodes occurs randomly over the area. 

Hence, the effective cluster region is not affected by the nodes death. 

Computer simulation presented in Section 5.2 will verify the accuracy of the analysis 
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for various setups. 

4.3 Lifetime Analysis for Multi-hop Networks 

In the previous section, we assumed that CH relays the data packets to the sink directly. 

This is not the case in all clustering protocols and data forwarding from CH to the sink 

may be completed through multi-hop communication [48, 49]. Evidently, the multi-hop 

communication between CH and data sink does not affect the energy consumption for intra-

cluster transmissions among the sensors. Hence, we just need to modify the pdf of Ecu 

accordingly to accommodate the multi-hop inter-cluster transmission. 

Suppose that a routing tree, rooted at the data sink, is resulted from applying a routing 

protocol in the network. We study the lifetime of an arbitrary cluster in this routing tree. 

The tree vertices are CHs and its depth is D which shows the distance of the farthest node 

(based on the number of hops) in this routing tree. Also, a CH is in level i, 1 < i < D, 

of the tree if its shortest path to the sink has i hops. Based on the concept of the routing 

tree, CHs within level i send their data packets to the sink through the CHs in level i — 1. 

Members of level 1 transmit their data directly to the sink. 

To account for the effect of multi-hop transmission in our analysis, it is required to 

consider two key points which influence the analysis in the previous section. Firstly, the 

multi-hop transmission changes the number of packets that a CH has to relay. Indeed, the 

CH should forward all data packets generated by all clusters located in its routing subtree. 

In addition, except the CHs in level 1 that send their data to the fixed data sink, the other 

CHs send their data to the CHs in lower level which do not have a fixed position over the 

time. In other words, CHs in level i, where 1 < i, send data packets to a destination which 

has a random location over the neighboring cluster. 

Assume that Cj is an arbitrary cluster in the mentioned routing tree which is located in 

level i. We study the amount of consumed energy in an arbitrary node in this cluster, called 

ri\ which is located at s\. Moreover, it is assumed that Cj has r*j children at level i + 1 

which send their data to Cj. Also, Cj has Nj nodes and its CH compresses data (from its 

own cluster) with the ratio of 7^. In addition, Cj forwards data to cluster Ck located in level 

i — 1. As mentioned, Cj sends the data to the sink if it is located in level 1. If s' represents 

the position of CH in Ck, the consumed energy for inter-cluster transmissions by n\ is 

7i E pi + E Q i (TO2HSl ~ S'H4 + C2)- (4 '22) 
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In (4.22), Qj denotes the number of packets sent to n\ by CHs of Cj's neighbours in level 

i + 1 and kj represents the number of rounds that a sensor serves as CH in Cj. 

In addition to the randomness of the packet generation, the average consumed energy 

by rii, when it serves as CH, is conditioned on both si and s'. First, one can remove the 

condition on s' by averaging the mean of the consumed energy over Ck as follows: 

MCHS1 = {jjXT^ + J^ElQj}) f f {m2\\si-s'\\A + c2)fxl%Y,{x',y')dx'dy'. (4.23) 

Similarly 

^CHSI = (^XTtia + WAR[Qj])J J (m2\\Sl-S'\\
4+c2)

2fx,,Y,(x\y')dx'dy'. (4.24) 

In (4.23) and (4.24), fx',Y'{x',y') shows the distribution of s' over C&. The remaining 

steps of the analysis are the same as the previous section. It is worthy to note that for CHs 

located in level 1, we have 

MCHSl = (7jATthr + ^2E[Qj]){m2\\si - s,||4 + c2) (4.25) 

t= i 

and 

4 . , = (7,2ATthr + VAR[QJ])(m2||s1 - s j 4 + c2)2. (4.26) 

4.4 Some Remarks 

Remark 4.1 The effect of the idle power consumption can be considered in the analysis. 

Assume that P\&\e shows the idle power consumed to keep the radio part of the sensor 

on when no transmission occurs. Since the transmission time of each packet is very short 

compared to the desired lifetime, one can ignore the effect of the transmission time intervals. 

Thus, a single node can achieve the lifetime when Ec < E-ma — Tthr^idle- To accommodate 

the effect of the idle power in the network, we need to replace Emit with E-m\% — Ithr-Pidie 

in the proposed analysis. 

Remark 4.2 According to the proposed analysis, one can determine whether clustering 

results in energy efficiency or not. To this aim, the average consumed energy by a single 

node in both situations can be studied and used as a measure of energy efficiency. The 

average consumed energy derived in (4.16) depends on the position of the node. To compare 

the energy efficiency of the clustered network with the non-clustered one, the unconditional 

value of the average consumed energy is required which can be obtained by averaging 
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fj,Sl over the position of sensor 1. If Ed represents the average consumed energy by an 

arbitrary node in a non-clustered network where the senors send their data directly to the 

sink, clustered network is more energy-efficient when 

I nSldxidyi < Ed. (4.27) 

The above equation results in the following condition on 7 

< 1 _ (N -1)! IE[z]fxuy1{xi,yi) dxxdyxdxidyi 
N f J(m2\\si -SsW1 + c2)fxuYl{x\,yi) dxidyidxidyi' 

For greater values ofj, the average energy consumption by a single node is higher in the 

clustered network and as a consequence, clustering might not be beneficial. 

Remark 4.3 In the proposed analysis, it is assumed that CH role is evenly assigned to 

the sensors. This method of assigning CH is not necessarily optimal, since it causes the 

farther nodes to the sink to die earlier compared to the nodes which are closer. This ends 

in the loss of coverage in some parts of the network. To balance the energy consumption 

and keep the coverage at an acceptable level all over the cluster, adaptive CH assignment 

may be applied. Assigning CH adoptively tries to equalize the energy consumption over the 

nodes in the cluster and avoids the early death of the farther nodes. However, implementing 

this scheme requires specific routing scenario and requires more overhead packets in the 

network [16]. 

As an instance of adaptive CH assignment, CH role can be designated to the node within 

the cluster which has the highest level of energy. This can ensure that all nodes have approx­

imately the same lifetime and prevents the early loss of coverage in the network. Assigning 

the CH role to the node with maximum energy in the cluster requires all of the nodes to 

be knowledgable about the residual energy of the others. This demands transmitting extra 

packets by a single node to inform the other nodes about its remaining energy. Transmitting 

additional packets causes an increase in the consumed energy by each node. Thus, applying 

the dynamic CH assignment in a network depends on the energy consumption cost. 

Figure 4.2(a) shows the location of the dead nodes in the network when CH rotates 

periodically among the nodes. On the other hand, Figure 4.2(b) depicts the position of 

the dead nodes when the adaptive clustering is applied. As it can be seen, adaptive CH 

assignment distributes the location of the dead nodes over the cluster, therefore, network 

coverage can be preserved. To show the effect of the adaptive CH assignment on balancing 

the energy consumption rate, number of alive nodes versus time is plotted in Figure 4.3 
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when N = 100. This figure demonstrates that the adaptive CH assignment makes the 

lifetime of all sensors almost equal. 

Remark 4.4 Assume that the network is time-driven where sensors generate packet with 

rate A. In this case, the randomness of the traffic generation on the network lifetime is 

removed. Hence, pSl remains unchanged in (4.16), however, erf has to be modified as 

follows: 

< = 72A2Tt
2

hr(m2||Sl - s s f + c2)2 + (N - 1) ( ^ ) 2 (E[z*} + VAR[z}). 

The remaining part of the analysis is the same as event-driven networks. 

4.5 Numerical Results 

In this section, the analysis is verified through computer simulation. It is assumed that each 

sensor generates traffic with a Poisson model having the average A = 1 packets/time unit 

and the transmission from the sensors to CH is single-hop. Also, N = 100, T = 10 time 

units and 7 = 1 except for the setup where the effect of 7 is studied. Having data packets 

with length 100 bits, the loss coefficient in (2.1) is mi = 0.13pJ/m4 when a = 4 and 

7B2 = InJ/m2 for a — 2. Moreover, the overhead energy for each packet is 5/zJ [18]. Here, 

the CH role is assigned to the sensors periodically based on a predetermined schedule. If 

the CH assignment schedule reaches a sensor which is already dead, the dead sensor will 

be removed from the schedule and the next sensor in the list will be assigned as CH. 

Figures 4.4 and 4.5 present the analysis and simulation results for different values of 

Xthr- In these figures, the probability of achieving the desired lifetime is plotted versus 

p. In Figure 4.4, it is assumed that the cluster has a square shape with side length of 

L = 10m and centered at the origin. In addition, the sink is located on (0, —55)m. The 

initial energies for r t h r = 75000, T thr = 150000, T thr = 300000 and T thr = 600000 time 

units are E-mii — 0.875J, E-m\t — 1.75J, E-m\t — 3.5J and E-m\t — 7J respectively. 

Curves show the results of analysis and simulation get closer when Tthr increases which 

is expected based on what discussed in Section 4.2. Also, the gap between the analysis and 

simulation decreases when the probability of achieving the lifetime by a single sensor and 

consequently the cluster lifetime increase. This fact does not depend on the desired lifetime 

and can be seen in all curves. In addition, since the sink is not very close to the cluster 

in this setup, the distance to the sink does not change significantly from one sensor to 
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Figure 4.2: Position of dead nodes in the cluster: (a) Periodic clustering, and (b) Adaptive 
clustering. 
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Figure 4.3: Comparison of the number of alive nodes versus time between periodic and 
adaptive clustering. 
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another. Therefore, all the sensors have similar energy consumption rate and lifetime. As a 

consequence, the effect of the nodes death over the analysis is minor. 

Figure 4.5 represents the probability of achieving the lifetime versus j3 when the sink 

is close to the cluster. It is assumed that the sink is positioned on (0, — 15)m and the initial 

energies are £ i n i t = 6J and £ i n l t = 12J for T thr = 600000, T th r = 1200000 time units. 

Here, due to the higher variance of the distances from the sensors to the sink, the energy 

consumption rate for the sensors is more non-uniform over the cluster. Therefore, the farther 

nodes die early while the closer nodes are still alive. As explained, this reduces energy 

consumption in alive nodes and increases the cluster lifetime. In this case, our analysis 

provides a lower bound of the network lifetime which is shown in Figure 4.5. 

Now, we consider the case when the sensors perform data transmission with discrete 

power levels. It is assumed that the sensors use one low transmission power for the intra-

cluster transmissions and one higher level for the inter-cluster transmissions. The trans­

mission power levels are chosen such that the communication between two nodes for intra-

cluster transmissions and between a node and data sink in inter-cluster transmissions are 

assured. The simulation results are shown in Figure 4.6 where the sensors are deployed over 

the area with the initial energy J3init — 4.75J for Ttrir = 400000 time units and E-m\t = 9.5J 

for Tthr = 800000 time units. Also, the data sink is located on (0,-55)m. As it can be 

seen, the probability of achieving the desired lifetime changes fast from 0 to 1 by a slight 

change in the value of f3. In other words, the network lifetime can be almost accurately 

determined. This is due to the fact that the randomness of the network lifetime drastically 

decreases by using the discrete level transmission which removes sensors location effect on 

the energy consumption. Therefore, the randomness of the lifetime is resulted just by the 

traffic generation model in the network. 

The effect of the data aggregation ratio on the probability of achieving Ttrir is shown 

in Figure 4.7. The desired lifetime is T thr = 50000 time units and /3 — 0.35. In addition, 

the cluster has a square shape with side length of L = 20m and the sink is located on 

(0, —90)m. The initial sensors energy is E\n\t = 0.7J. Evidently, with a fixed initial energy 

in each sensor, the probability of achieving a specific lifetime increases when the sensors 

have higher ability of data compression. A simulation is also performed for a non-clustered 

network when sensors send the data directly to the sink. When the initial energy and the 

size of the area are kept unchanged, the probability of achieving the lifetime by the non-

clustered network is P — 0.08. A clustered network can achieve a higher probability when 

7 is smaller than 0.62. This value of 7 can also be found using (4.28) which verifies the 
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accuracy of the clustering efficiency condition. 

The probability of achieving the lifetime threshold by a cluster in a multi-hop network 

is also studied by computer simulation. For this purpose, it is assumed that the clusters have 

square shape and the inter-cluster transmissions occur between neighboring CHs. Similar 

to the single-hop case, the analysis is more accurate for the longer lifetimes. 

Figure 4.8 shows the probability of achieving the lifetime when the cluster side length 

is L = 50m. The cluster is located on the leaf of the routing tree. The initial energies 

for Tthr = 150000, r t h r = 300000, Tthr = 600000 and Tthr = 1200000 time units are 

Sinit = 2J, 2?injt = 4J, E\n\t — 8J and £jnjt = 16J respectively. The simulation and 

analysis results when the cluster side is L = 10m is shown in Figure 4.9. In this case, the 

initial energies are Einit = 6J and Einii = 12J for Tthr = 600000 and r t h r = 1200000 time 

units. As it can be seen, the analysis is more accurate for the larger cluster size due to the 

more uniform energy consumption rate in the sensors. The interpretation is similar to what 

we discussed for the single-hop networks. 
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Chapter 5 

Characterizing Load Distribution in 
Linear Wireless Sensor Networks 

As mentioned previously, employing routing in a multi-hop network drastically affects the 

traffic load pattern in the network where the nodes close to the sink experience a heavy 

traffic load. This imbalanced pattern is more harmful to ad hoc and sensor networks con­

sidering the limited power resource in the nodes. In these networks, nodes located in the 

vicinity of the sink die much earlier compared to the farther nodes which directly influences 

the network lifetime. Our proposed lifetime analysis for multi-hop networks in Chapter 3 

was based on the assumption of a uniform load distribution over the nodes, however, ap­

plying our approach to the spares networks necessitates having an analytical model for the 

network traffic. In this chapter, we investigate the load distribution over linear network, 

however, extending the analysis to the planar networks is left for a future research activity. 

Characterizing the traffic pattern in sensor and ad hoc networks has been studied in the 

literature e.g., [50, 51, 52], In [50], the authors evaluate the distribution of the traffic load 

in an ad hoc network. The proposed analysis shows that the nodes close to the center of 

a circular ad hoc network carry more traffic compared to the other nodes, and hence, form 

the network bottleneck. In addition, the study is extended to multi-path routing where the 

authors assume the traffic load is uniformly spread over the network. 

Work reported in [51] provides an analytical comparison between the shortest single-

path and multi-path routing in dense ad hoc networks. In their study, the number of routing 

paths is considered where the authors point out that the multi-path and single-path routings 

achieve the same load balance when the number of paths is not very large. 

The authors in [52] develop a Markov model to evaluate the performance of WSNs. 

Although the load distribution issue is not directly addressed in their work, an interesting 

observation is made on the probability of receiving a data unit by a node from its neigh-
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boring nodes. The simulation shows that this probability increases when the distance of the 

receiving node to the sink becomes shorter, however, a drop in the probability occurs when 

the receiving node is very close to the sink. 

In this chapter, we provide an analysis of the traffic load distribution over the network 

nodes in a randomly deployed linear WSN. To this end, it is assumed that the network is 

randomly deployed over a line segment and the shortest path routing is adopted. Then, 

the traffic load distribution is derived based on the distance of the nodes from the data 

sink. We then show that, despite what is widely believed, the traffic load does not increase 

monotonically as the node distance from the sink reduces. In fact, at a specific point close 

to the sink, the traffic load starts to fall. Using our analysis, one can find the position of the 

nodes which carry the highest level of traffic and hence form the network bottleneck. This 

result can be helpful in overcoming the early death of bottleneck nodes by applying proper 

routing schemes, energy distribution or node deployment over the network area. 

5.1 Traffic Load Analysis 

Linear WSNs are easy to implement and can be effectively used for road traffic monitoring 

in urban areas or for breach detection [3]. In this section, we find the traffic distribution 

over the nodes as a function of their distance from the sink for a linear network where the 

network is deployed randomly. 

Here, we assume that N sensors are randomly distributed, with the pdf of f(x), on the 

x axis from x — 0 to x — £. It is also assumed that the sink is located on x = £. In addition, 

it is presumed that a sensor positioned at x, generates traffic with rate X(x). If all sensors 

generate traffic with the same rate, A(x) is a constant. We also denote the transmission range 

of sensors withr (Figure 5.1). All the sensors within the transmission range of a sensor can 

receive its data and may act as an intermediate node to forward the data toward the sink. 

To simplify the analysis, it is assumed that I = nr where n is an integer. Moreover, the 

shortest path routing scheme is adopted where the path with the minimum number of hops 

to the sink is selected [13]. 

t-i—m m mm • — • • • • •—#-# sink 

< • 

t 

Figure 5.1: Linear network model. 
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In the following, we do the analysis in three parts based on the position of node, x. 

The first part is when x G [0, r), the second part is for x G [r, £ — r), and the third part is 

performed for x G [£ — r, £). Dividing the network to these parts is because of the boundary 

effects at the beginning (x — 0) and end (x — £) of the network. 

Assume that a node is located on x, x G [0, r). Let us call this node nx. Since the 

shortest path routing protocol is applied, nx will forward only the traffic of the nodes who 

are farther from the sink compared to nx and have no nodes closer to the sink within their 

transmission range rather than nx. Considering random deployment of the sensors, nx 

relays the traffic of the sensors located in [y, y + dy) ' with a probability p{x,y). Here, 

p(x, y) represents the probability of having no other nodes in the transmission range of the 

nodes in [y, y + dy) which is closer to the sink compared to nx. This is equivalent to having 

no nodes in (x, y + r), thus, all of the nodes of the network except nx have to be located in 

[0, x] U [y + r, £). It can easily be shown that a node is out of (x, y + r) with the probability 

of 

pn(x,y) = l-F(y + r) + F(x) (5.1) 

where F(-) represent the cdf of the node distribution in the network. Since the nodes are 

deployed independently, the probability of having all of the nodes, except nx, out of (x, y + 

r) is 

p(x,y) = p%-\x,y) = (l - F(y + r) + F(x))N~\ (5.2) 

The average number of nodes within [y, y + dy) is 5(y)dy where 5(y) = Nf(y) represents 

the node density at y. Hence, the amount of traffic, which is related to the nodes in [y, y + 

dy) and forwarded by nx, is 

dLf(x) = 5(y)L(y)p(x, y)dy (5.3) 

where L(y) shows the traffic load on a sensor located on y. Therefore, the total amount of 

the relayed traffic through nx is as follows: 

Lj{x)= f dLf[x)= [X6(y)L(y)(l-F(y + r) + F(x))N~1dy (5.4) 
Jo Jo 

where Lj(x) is the traffic on x loaded by its neighbours. The total amount of traffic on nx, 

shown by L(x), is the summation of Lf(x) and the traffic generated by nx itself. Thus, 

L(x)= fX5(y)L(y)(l-F(y + r) + F(x))N-1dy + X(x). (5.5) 
Jo 

'y + dy<x and dy has a very small value. 
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Taking a similar approach, one can easily show that when x e [r,£ — r), the traffic load 

is 

L{x)= I" 5(y)L(y){l-F(y + r) + F(x))N 1dj/ + A(x). (5.6) 
J x—r 

To evaluate the traffic pattern over [£ — r, £), it is necessary to consider that the nodes 

within this interval can directly communicate with the sink and do not forward their traffic 

to any other node. Then, it is straightforward to show 

L{x)= ( " 5(y)L(y){l-F(y + r) + F(x))N-ldy + \(x) (5.7) 
Jx—r 

when x e [£ — r,£). 

Equation (5.5) (and similarly (5.6) and (5.7)) can be solved using analytical or nu­

merical approach. Apparently, a node located on x = 0 does not forward any traffic and 

consequently L(0) — A(0). This point is the initial condition for both of the numeri­

cal and analytical methods. Here, we use the numerical method to solve (5.5), (5.6), and 

(5.7), however, the analytical solution can also be applied based on the Leibniz rule which 

indicates 

d ( fq(-x) 

\jp( 
f(x,t)dt\=f(x,q(x))q(x)-f(x,p(x))p(x) (5.8) 

u-X \ Jp{x) I 

+ / w-f(x,t)dt a<x<b. 
Jp(x) OX 

Using (5.8), successive differentiation of (5.5) will result in a differential equation of order 

N. As mentioned, L(0) = A(0) and l / ^ O ) , L(2)(0), • • • , L^N-^(Q) can easily be found 

using (5.5) where L^(-) shows the ith derivative of £(•). 

5.2 Simulation Results 

Here, it is assumed that the sensors are distributed randomly over a line segment of length 30 

meters. Each sensor has a maximum transmission range of r — 10 meters and the shortest 

path routing protocol is applied. Moreover, all nodes have the same packet generation rate 

of A = 1 packet per time unit. To simulate the load distribution in different random network 

implementations, a Monte Carlo approach is used. First, it is assumed that the sensors are 

spread randomly with a uniform distribution. In this case, it can easily be shown that 

£+x-y-r 
Pn{x,y) = . (5.9) 

Figure 5.2 shows the result for different network densities. When the network density is 

low (N has a small value), the nodes located in the first tier of the network, i.e. [0, r) , may 

63 



not have a neighbour in the second tier and hence need to first send their traffic to another 

node within the first tier. This results in the traffic imbalance even within the nodes in the 

first tier. Apparently, the first-tier nodes close to x — r experience more traffic which can be 

seen in the simulation results. Since increasing the node density results in a higher chance 

of having a neighbour in the second tier for the first-tier nodes, the traffic imbalance lessens 

with increasing the number of nodes in the network. The same explanation is valid for the 

traffic distribution over the nodes within the second tier. Surprisingly, when a sensor gets 

closer to the sink, it experiences a reduction in its traffic load. This drop in the traffic is due 

to the reduction in the sensor receiving range, i.e., the nodes that forward their traffic to the 

under study sensor. The point, where the traffic load drops, gets farther from the sink when 

the node density decreases in the network. 

Figure 5.3 represents the network traffic distribution when the node density is very 

high. In a dense network, each sensor almost surely has a neighbour in the next network 

tier. Thus, the traffic tends to distribute evenly over the nodes within each tier which can be 

seen in Figure 5.3. When the network density approaches infinity, traffic load distribution 

looks like a staircase function. This happens because a node in the network, located on x, 

will have a nighbour on x + r. Hence, by considering a uniform node distribution on the 

line segment, the staircase function is expected for the traffic load distribution. 

Now, we investigate the effect of the node distribution over the traffic pattern. As a 

simple case, it is assumed that the number of sensors does not change compared to the 

uniform distribution, however, they are distributed with a linearly increasing distribution 

over the line segment. Also, a minimum density of Smin is maintained everywhere. This 

density can reflect the level of coverage and/or connectivity in the network [53]. Since the 

nodes within the area close to the sink need to tolerate more traffic in the network, a higher 

amount of density is required in this part. To this end, the minimum density of the nodes 

is assigned to x = 0 and the maximum density to x — L To satisfy the constraint on the 

network density, we need to have Na > 5min- Choosing a = 2 » in Figure 5.4, the value 

of b can be found as follows: 

b=j-a. (5.10) 

to have the total area under pdf equal to 1. For this setup, 

pn(x,y)=,l-y + r
2-

X(2a+b^(x + y + r)). (5.11) 

Figure 5.5 shows the simulation result for linearly increasing and uniform node dis­

tributions in a network with N — 60 nodes. In the linearly increasing distribution, it is 
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Analysis (N=15) 
• Simulation (N=15) 

Analysis (N=30) 
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0 5 10 15 20 25 30 
Position of the node (x) 

Figure 5.2: Traffic load distribution (N = 15, 30, 60). 

65 



10 15 20 
Position of the node (x) 

30 

Figure 5.3: Traffic load distribution (N = 1000). 
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x = 0 

Figure 5.4: Linearly increasing distribution of the nodes over the network. 

assumed that <5mj„ = 10. As it can be seen, the nodes within the sink vicinity experience 

less traffic load compared to the uniform case. Thus, changing the node distribution over 

the network can result in decreasing the load over the bottleneck nodes and in turn increas­

ing the lifetime of the network. Also, notice that the energy consumption in the sensors is 

almost a linear function of their traffic load when they use a constant transmission power. 

Therefore, by distributing the energy over the nodes according to their traffic distribution, 

one can assure that all sensors have almost the same lifetime. 
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• Uniform distribution (N=60) 
Linearly increasing distribution (N=60) 

10 15 20 
Position of the node (x) 

25 30 

Figure 5.5: Comparison between linearly increasing and uniform distributions. 
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Chapter 6 

Conclusions and Future Works 

This chapter summarizes the results of our work presented in this dissertation. Furthermore, 

we will introduce some issues which can be considered for future studies. 

In this work, we studied the lifetime of WSNs where the sensors are deployed randomly 

over the area. Different parameters affecting the lifetime (such as sensors initial energy, 

node density, energy consumption model, shape of the area and the data generation model) 

are included in our analysis. The outcome of our lifetime study may be applied in the 

network design stage for adjusting the network parameters. 

Initially, the lifetime was studied for non-clustered WSNs including both single-hop 

and multi-hop cases. In fact, we derived the ccdf of the network lifetime indicating how 

probable is achieving a desired lifetime by the network. Based on the the developed analysis 

for multi-hop networks, we also proposed an optimal node distribution which guarantees the 

network lifetime with a given reliability. Through computer simulation, the accuracy of the 

proposed analysis and the improvement made by applying the suggested node distribution 

were verified. 

In addition, we extended the analysis to clustered WSNs. The analysis considers data 

aggregating by CH and dynamic CH role rotation among the cluster nodes. Also, we found 

a condition on the efficiency of clustering in the network. More specifically, we showed 

that depending on the data aggregating capability of the sensors, clustered networks may or 

may not outlive non-clustered ones. 

We also provided an analytic description of the traffic over a linear randomly deployed 

WSN. It was shown that the traffic over a node increases when it gets closer to the sink, 

however, a reduction in the traffic load is expected for sensors that are very close to the 

sink. The results are useful to find the proper node distribution that can efficiently spread 

the traffic load over the nodes or for efficient energy distribution across the network. 
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In our study, we adopted TDMA as the MAC protocol which removes the effect of the 

collisions on the lifetime of the network. An extension of the analysis, which we are inter­

ested in, is for the case when the network MAC protocol is contention-based. Extending the 

analysis to the contention-based protocols in turn necessitates an analysis on the collision 

rate and the effect of the collisions on the traffic pattern in the network. To the best of our 

knowledge, analysis of the collision in random networks has not been thoroughly studied 

in the literature and can be considered as a future research direction. 

Furthermore, our analysis on the lifetime of the multi-hop networks relies on the ideal 

balanced traffic load over the network which is mostly achievable in the dense networks. For 

sparse networks, it is essential to first model the traffic load over the network and then apply 

our proposed framework to estimate the network lifetime. Hence, similar to the study of the 

traffic distribution for linear networks, it is desirable to characterize the traffic distribution 

over the planar networks. In addition, the traffic load distribution analysis may result in 

developing a new routing scheme which distributes the traffic load over the nodes evenly 

and tackles the problem of hot spot region in the network. 
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Appendix: Distribution of fp(x) Over 
Different Area Shapes 

The pdf of the network lifetime depends on the distribution of the number of packets, p, that 

nodes can transmit before death. In this appendix, we find the pdf of p over some known 

shapes. The pdf of p over a circular area is required for studying the lifetime of multi-hop 

networks in Section 3.2. The pdf of p over regular polygons is used in simulation results 

and can also be used for studying the lifetime of some clustered networks. 

6.0.1 Network Deployed Over a Circle 

Assume that the nodes are deployed uniformly over a circle with radius R and the sink is 

located at the center. The pdf of the distance between the nodes and sink, d, is 

. , , r u O<X<R .,.. 
Otherwise 

Now, using the energy consumption model (2.1) and Jacobian method for transformation of 

random variables [37], we have the following expression for the pdf of p 

Ux) = { R2kax* 

2-a 
Ej—CX 

kx 
Ej ^ „ ^- Ej 

kR"+c - X < c . (6.2) 
0 Otherwise 

6.0.2 Network Deployed Over a Regular Polygon 

Suppose that the sensors are deployed over a regular polygon having n equal sides with 

length a. Again, we assume that the sink is placed at the center of the area. In this case, it 

can be shown 

{ 2f£ o < x < n 
2irx—2nx cos-1 ^ . „ (f.1\ 

g *- n <x < Rc (6.3) 
0 Otherwise 

where r$ is the radius of the inscribed circle of the polygon, Rc represents the radius of 

the circumcircle of the polygon and S denotes the polygon area. Now, by applying Jacobi 

method and using the relation between d and p, we have 
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