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ABSTRACT

Virtualization nowadays 1s absolutely with no doubt one of the main
trend that technology is moving towards. The majority of engineers
always been working on shorting expenses and having same or even
better level of performance, same applies to virtualization. In order to
improve data centre performance while shorten expenses for an
enterprise infrastructure and multivendor Internet Service Providers,
cloud based services has been announced. Cloud-based applications and
services 1s a big part of our day-to-day activity, but even such a great
mechanism has drawbacks and problems we are intended to look at by
approaching Network Functions Virtualization (NFV).

Still the problem of automation some services in cloud-environment is a
big concern for lots of engineers in that industry those are working on
making the process of providing application services in a more efficient
and convenient way as for provides and for the end users.

In this project we are proud to present a Network Functions
Virtualization (NVF) within Openstack cloud-based Environment is
presented in action. In conjunction with LBaaS, MaaS, FWaaS and not
only our cloud-based environment, will be able to deliver more up-to-
date and reliable services. Physical network implementation with virtual
network components forms the hybrid network topology with all those
services included. In this project we also intended to demonstrate the
way of controlling cloud-based environment in a more efficient way,
thus we had to use Rest API for example to control traffic flow between
tenants inside/outside our environment with Firewall as a Service
(FWaaS) and Load-Balancer as a Service (LBaaS). We are sure that
automation that we achieved will help to understand hybrid network
infrastructure as well as traffic management and tenants deployment
within cloud environment.
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1 INTRODUCTION

Virtualization technologies that exists nowadays changed the way of
datacenter environment deployment as for enterprise or ISP
organizations, moreover testing environment of small datacenter can be
deployed even on one powerful machine. Clusters of servers controlled
by one operating system we call cloud environment. And there are two
main types of it, private and public cloud environments. In both cases
meaning is slightly the same we want our operating system to run
application, the way it was before virtualization came in, but with that
difference that we may want to use clusters of servers, we want to
control it through some cloud operating system and be able to deploy
virtual tenants to run some applications by simple clicking on the web
page. This cloud infrastructure gives us flexibility of service distribution
and centralized support, time consuming to deploy application, higher
throughput with low cost, because now we don’t need to have as many
physical servers as number of applications we want to run, now
hardware is used in more efficient way i.e if some resources from
particular hardware is not fully utilized by your application, then that
capacity might be used for another application without security
vulnerability even on the same physical hardware. As long as there are
numerous virtual machines with operating systems and applications
running on top of it the system must have some communication, that’s
what Network Functions Virtualization is standing for, there is a network
layer with all virtualized network components, such as virtual router,
virtual switch, virtual load-balancer, virtual firewall and etc. Moreover
cloud infrastructure may be used for providing such a services like
Firewall as a Service or Load-Balancer as a Service and not only, more
and more cloud environment is used for backup and recovery and data
storage services, which also involves Layer-3 services in virtualized data
centre environment.

The main part of this project is to deploy Service Orchestration with
Openstack, Implement Tenant Firewall and Load-balance service
orchestration which will be able to control traffic between the cloud and
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physical network infrastructure, both consisting of physical and virtual
network devices. Reachability from throughout the network will be
demonstrated as well as configuration of security features.

In between both networks, physical and virtual we use Brocade Vyatta
vRouter v.5410 as a Router that forwards packets based on OSPF router
protocol and also plays a role of firewall which is controlled via
RESTfull API from the outside of our private network environment.
Oracle’s product VirtualBox is used as a type-2 hypervisor for this
project. For Openstack deployment we used Mirantis Openstack 7.0
distributive. To provide Load-balancer functionality to our hybrid
network environment we used KEMP’s product Virtual LoadMaster with
virtual appliance. firewall rules changes will be made by using curl
application that can send/receive http requests/responds to/from the
WebServer. Network connectivity and reachability will be tested by ping
and traceroute commands. Overall system functionality will be tested
and all outputs will be provided in current report.

OpenStack - Service Orchestration with Openstack
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1.1 SCOPE

In this project we are intended to maintain a hybrid network with using
cloud infrastructure with Firewall and Load Balancer As A Service. We
will deploy tenants in private cloud using Openstack with Kilo
distributive, which was the most stable release by the time of writing this
project report. To provision Firewall rules (Stateful and Stateless) with
Openstack on Vyatta FW and verify tenant separation we are using a
Brocade Vyatta vRouter ver. 5410 in between the cloud and the Internet.
Inside our cloud we use Neutron plugin for Openstack with VLAN
segmentation function, which provides us with network connectivity
inside the cloud environment. Eventually we will have a private network
in the cloud environment as well as another private network in the
physical environment, both network must accessible through vRouter
and have access to the Internet, each server in both private networks are
running simple HTTP service, which is accessible from the outside
private networks via KEMP LoadBalancer, which in our case is a
software Layer-7 Load Balancer, which provides balancing loads
between both HTTP servers, if one server is going to have more
connections then another one, then LB will route the traffic in a way to
stabilize traffic between both Web Servers.

OpenStack - Service Orchestration with Openstack
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2. TERMINOLOGY AND CONCEPTS

2.1 Virtualization

Virtualization is a term that is used to describe the software used for
simulation of hardware existence in order to create virtual computer
system. There are two main types of it, one of them is when we are not
simulating Operating System installed on one physical machine, but
rather using the whole cluster of servers to present as a one powerful
hardware unit with OS, another type is when we run several virtual
machines by simulating separate hardware, whereas actually it runs VMs
on top of OS of hosted physical machine.

The process of virtualization is taking it’s place in a real world, when it
comes for the enterprise to short their IT expenses by running several
application on existent hardware, rather then running basically one
application per physical machine, as it was presented in x86 architecture.
Moreover in x86 architecture we had to run as many servers as
applications we wanted to run, but servers utilization could be as low as
15%, which is unbelievably inefficient, while being most of the time
1dle, whereas now, we can calculate at redistribute server’s hardware
capacity with better utilization, which causes shorten expenses on IT.

OpenStack - Service Orchestration with Openstack
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On the figure below we could find detailed diagram of how traditional
x86 data centres architecture differs in compare with data centres
running under virtualized architecture.

APPR JAPP IAPPY JAPPR JAPP
OSRIOSHIOSOS0S
VM * VM ® VM § VM ® VM
Cloud Operating System APPLICATION

Hypervisor Operating System

Host Operating System Hardware

Hardware

Data Centres Data Centres
with Virtualization architecture with traditional architecture

Figure 1: Data Centres with Virtual & Traditional Architectures
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2.2 Architecture of the Network Virtualization

On the figure below you may find graphical representation of Network
Virtualization. Virtual Networking is realized on application layer, 1.e.
KEMP Virtual Load Balancer is working on layer 4 and layer 7
according to their documentation, which can be also deployed within a
cloud infrastructure, basically firewall in the cloud environment can be
delivered on the same principle, which of course makes whole virtual
network more manageable and flexible.

Router | Switch | Firewall | Load Balancer | Web Server

Cloud Operating System

Hypervisor

Host Operating System

Hardware

Figure 2: Architecture of Network Functions Virtualization
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2.3 Hardware

In our case Hardware might be represented as one physical machine as
well as a cluster of servers.

Interconnected with network and functioning as one organism Clusters
of servers are greatly used for example on ISP side, where it’s really
convenient to have ability of centralized management. Hosted
virtualization architecture on the other hand is rather used for testing
purposes or to have opportunity to run several OSs on one physical
machine. Although both models will work only if hardware in both cases
supports virtualization.

ArPf |arrf |arrY JaPPY |APP
osfjosfjosfjosf]os

VM VM ¥ VM ¥ VM | VM

AppY |app] jappf |APPY japP
osflosflosflost]os
Y VM

VM ¥ VM ¥ VM

Cloud Operating System

Cluster of servers
presented as one machine and running by centralized OS

Operating System

Physical server
running several virtual machines with several OSs
by simulating hardware

Figure 3: Virtualization within physical server and cluster of servers
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2.4 Hypervisor

Hypervisor is the layer within virtualization model that sits in between
OS and Hardware layers and provides such functionality that lets us
running multiple virtual machines on existent physical machine.

There are two types of hypervisors:

Type-1 hypervisor has OS, which runs directly on physical machine and
further is able to run multiple virtual machines from -centralized
managed system.

Type-2 hypervisor runs on top of already existent hosted operating
system and simulates existence of several hardware units for those VM’s
with OSs that they run.

APl |arPl |arr) |arrf JAPP
OS OS oSl 0S OS

VM ¥ VM

Cloud Operating System Cloud Operating System

Microsoft H,pﬁrV

Hypervisor Hypervisor

Oracle VirtualBox
VMware Fusion
VMware Workstation

Host Operating System

Physical Hardware Physical Hardware

Type-1 Type-2

Hypervisor Hypervisor

Figure 4: Data centre architecture with virtualization
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2.5 Virtual Machine

A virtual computer systems is known as “virtual machine” (VM): a
tightly 1solated software container with an operating system and
application inside. Each self-contained VM is completely independent.
Putting multiple VMs on a single computer enables several operating
systems and applications to run on just one physical server, or “host”.

A thin layer of software called a hypervisor decouples the virtual
machines from the host and dynamically allocates computing resources
to each virtual machine as needed.

2.6 Operating System

A system software that controls software and hardware resources
utilization is called Operating System or OS. OS gives basic
functionality that can be used to run Application on top of it.

2.6.1 Hosted Operating System

Hosted OS is a system that carries one or more operating systems by
running one or more virtual machine

2.6.2 Cloud software platfo

Cloud software platform was created for centralized control and
utilization of hardware resources and redistribution those resources
between nodes, such as compute, network, storage, controller and etc.,
that provides cloud system functionality.

There are several vendors that supports Openstack community, of course
there are even more open-sourced projects that focuses on improving
Openstack and Openstack deployment process as well as on upgrading
Openstack distributives supervised by Openstack community.

OpenStack - Service Orchestration with Openstack
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On the diagram below I showed only few, that I personally experienced
in current project. Previously I had to try all of them starting from
Canonical’s product JuJu and MaaS (Metal as a Service) to DevStack
with script deployment to Cookbook distributive of Openstack, but
finally I stopped on Mirantis product. Using all four distributives I was
able to finally bootstrap all the nodes and tenants that would be able
eventually functioning well, but I found that Mirantis with deployment
tool, called FUEL provides more solid distributive and user-friendly
interface for deployment Openstack.

Openstack Distributive
&

Dlair Cloud Deployment tools

Mirantis  Fuel

Cookbook
Vagrant
script

DevStack

Script

etc.

Figure 5: Openstack distributive diagram
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In our scenario we are using Mirantis Opentstak version 7.0 distribution
with an open source tool used for deployment and management of
Openstack called FUEL. FUEL is a software that supports by Openstack
community and provides user friendly GUI interface while at the same
time supporting different Openstack distributions and plugins. The main
purpose of which is to automate the deployment process.

“Fuel brings consumer-grade simplicity to streamline and accelerate the
otherwise time-consuming, often complex, and error-prone process of
deploying various configuration flavors of OpenStack at scale.”

Source:  https://www.mirantis.com/products/mirantis-openstack-software/openstack-deployment-

fuel/

2.7 Application Layer

In the Open Systems Interconnection (OSI) seven-layer model the
application layer is a top layer that provides end-user interface.

2.8 Network Function Virtualizatio

The main idea of NFV 1is to bring network functionality within
virtualization environment. Usually network devices manufactures
provides proprietary software that runs on top of their hardware, the idea
of NFV is to separate software of the network devices from hardware
and put it into virtualized environment and be able to use commodity
hardware instead. There are several benefits of using NFV like Reduce
CapEx and OpEX, where OpEX stands for reducing rack space, power
and cooling requirements of the devices as well as making more
convenient to manage the network services, and Capex stands for
reducing cost by using commodity hardware and supporting easily
expandable model to reduce useless over-provisioning.

OpenStack - Service Orchestration with Openstack
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2.9 Dynamic DNS service

Dynamic DNS service is used simply to bind dynamically changed
public IP address to the fixed domain name. It works by installing
client’s information on router or on client’s application, so each time
client is going online it sends new public IP to the DynDNS server, then
DynDNS binds particular public IP address to the domain name we
assigned to our account.

2.9.1 Dynamic DNS service configuration

Previously I have registered for Dynamic DNS Service using

DynDNS Pro subscription on http://dyn.com. In order to allow external
traffic for my router I had to enable DynDNS service on the router and
forward ports to my services (i.e. port 80 to access RESTfull API of
Brocade Vyatta vRouter).

Cisco DPC3825 DOCSIS 3.0 Data Gateway DPC3825

User Name: cusadmin

Password:

Language Selection English

Log In

Cisco, Cisco Systems, and the Cisco Systems logo are registered trademarks of Cisco Systems, Inc. and/or its affiliates in the U.S. and certain other countries.
© 2012 Cisco Systems, Inc. All rights reserved. © 2012 Broadcom, Inc. All rights reserved.

Figure 6: Cisco Router DPC3825 WEB Access
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Cisco DPC3825 DOCSIS 3.0 Data Gateway DPC3825

Access Applications  pyinistration  Status  Log OFF

Sefup’ Wireless  Secury  pogicons & Gaming

Quick Setup 'Lan Setup "DDNS

DDNS Service

www.DynDNS.org

User Name: adcpdk
Password:  esseessee

Host Name: kupch.dyndns.org
Status: Current IP matches last update, so update is not required. (notsent)

Save Settings

Cancel Changes

Figure 7: Cisco Router DPC3825 DDNS Activation

This option is used to open multiple ports or a range of ports in your router and redirect data
through those ports to a single PC on your network. This feature allows you to enter ports in
various formats including, Port Ranges (100-150), Individual Ports (80, 68, 888), or Mixed (1020-
5000, 689).
Save Settings Don't Save Settings
24—PORT FORWARDING RULES
Ports to Open
Name TCP Schedule
o 80 << Application Name 80 Always B
v
IP Address UDP Inbound Filter
192.168.5.105 << Computer Name 80 Allow A B
Name TCP Schedule
o 443 << Application Name 443 Always B
", <
IP Address UDP Inbound Filter
192.168.5.105 << Computer Name 443 Allow A B

Figure 8: Router Port Forwarding
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3. SOFTWARE AND HARDWARE USED FOR PROJEC

Oracle VirtualBox ver.5.0 is used for this project. VirtualBox is a type-2
hypervisor, which means it runs virtual machines on physical hosted
machine with operating system.

3.2 Openstack Cloud platform

OpenStack is a free software platform that supports by open-source
community and is used for cloud computing, mostly deployed as an
infrastructure-as-a-service (IaaS). As Openstack is a cloud software
platform so everything written under 2.3.2 paragraph is also corresponds
to it.

3.2.1 Mirantis Openstack 7.0

Mirantis Openstack 7.0 1s a vendor supported distributive of Openstack,
which provides support of various plugins and features. It includes
FUEL as a deployment and managing tool to bootstrap Openstack.

3.2.2 Controller node

The Controller Node hosts all OpenStack services needed to orchestrate
virtual machines deployed on the Compute Nodes. In our case it is
managed and deployed through the FUEL software.

3.2.3 Compute node

OpenStack Compute is a service that provides hosting and management
for cloud computing systems. It plays a huge role of an Infrastructure-as-
a-Service (IaaS) system. OpenStack Compute interacts with OpenStack
Identity for authentication, OpenStack Image service for disk and server
images, and OpenStack dashboard (Horizon) for the user and
administrative interface. OpenStack Compute can scale horizontally on
standard hardware, and download images in order to launch instances.

Source: OpenStack Installation Guide for October 30, 2015 kilo Ubuntu 14.04

OpenStack - Service Orchestration with Openstack
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3.2.4 Storage node

OpenStack Block Storage is a piece of software that provides
functionality that needs for centralized management and creation of a
service that deploys storage using a model of a block of devices called
Cinder volumes. Those volumes further is used as a persistent storage to
instances managed by Openstack compute software.

Source: http://searchstorage.techtarget.com/definition/Cinder-OpenStack-Block-Storage,

September 2013
3.2.5 Orchestration module

The Orchestration module provides a template-based orchestration for
describing a cloud application, by running OpenStack API calls to
generate running cloud applications. The software integrates other core
components of OpenStack into a one-file template system. The
templates allows user to create most OpenStack resource types, such as
instances, floating IPs, volumes, security groups and users. It also
provides advanced functionality, such as instance high availability,
instance auto-scaling, and nested stacks.

Source: OpenStack Installation Guide for October 30, 2015 kilo Ubuntu 14.04

3.3 Brocade Vyatta vRoute

The Brocade® Vyatta® 5400 vRouter delivers advanced routing for
physical, virtual, and cloud networking environments. It includes
dynamic routing, Policy-Based Routing (PBR), stateful firewall, VPN
support, and traffic management in a solution optimized for virtualized
environments. All features can be configured through a familiar,
network-centric Command Line Interface (CLI), a Web-based GUI, or
external management systems using the Brocade Vyatta Remote Access
APL

Source: Brocade Vyatta 5400 vRouter data sheet

OpenStack - Service Orchestration with Openstack
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3.4 KEMP Load Master (Load-Balancer)

Kemp Load Master is a Layer 4 and Layer 7 virtual Load Balancer that
manages user traffic and applications, to deliver website integrity for all
sizes of businesses and managed service providers. KEMP products
optimize web infrastructure as defined by high-availability, high-
performance, flexible scalability, ease of management and secure
operations - while streamlining IT costs. LoadMaster simplifies the
management of networked resources, and optimizes and accelerates user
access to diverse servers, content and transaction-based systems.

Source: KEMP LoadMaster Product Overview, Feb 2015
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3.5 Hardware Equipment used in the Project

« MacBook Pro
e D-link DIR-820LA1

« Ethernet Cables with RJ-45 Connectors

Hardware Specifications for MacBook Pro

MacBook Pro
Processor Name: Intel Core i7 Quad Core
Processor Speed: 2.5 GHz

Number of Processors: 1
Total Number of Cores: 4
L2 Cache (per Core): 256 KB

L3 Cache: 6 MB

Memory: 16 GB

Storage (SSD) 256GB

Network Gigabit Ethernet port

Hardware Specifications for tenant-2

name: tenant-2
host name: qp4-X101CH

Asus X101CH
Processor Name: Intel® Atom™ N2600 (Dual Core; 1.6GHz) Processor
Processor Speed: 1.6 GHz

Number of Processors: 1
Total Number of Cores: 2
L2 Cache (per Core): 1 MB

Memory: 2GB
Storage (SSD) 256GB
Network Gigabit Ethernet port

OpenStack - Service Orchestration with Openstack
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4. NETWORK TOPOLOGY DESIGN CONSIDERATIONS

Mirantis with Fuel 7.0 I

| Openstack Environment

private network 172.16.0.0/24
192.168.111.0/24

192.168.95.0/24 I

vmnet

Vyatta vRouter

| Q-“

I Ubuntu Server
14.04

all @ 130 233
R

.100
1
)

105 |} LoadBalanced | Linux Xubuntu 12.04
: interface mac address: 30:85:A9:7A:32:A1
22/223 I
Contol interface
1102 —> LB é |
—_— — — — —1921685.0/24—| — — — — — — — —

1 " Rest API

. .
.. HTTP
“... Request/Respond
Internet ! g

HTTP Client

Figure 9: Network topology for the project
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S. IMPLEMENTING VIRTUAL INFRASTRUCTURE

5.1 Installation and Configuration of VirtualBox 5.0 (Hypervisor)

We chose version 5.0 because as it was the most actual version of Oracle
VirtualBox but the time of writing this report

5.2 Installation and Configuration of Mirantis Openstack 7.0

Installation of Mirantis Openstack started with downloading proper
package of scripts from the official website called vbox-scripts-7.0.zip
and image file for Mirantis Openstack 7.0, then after unpacking we got
folder “virtualbox™ with all necessary scripts to deploy our future cloud
environment.

Mirantis Openstack 7.0 is based on Centos 6.0 operating system, which
next bootstrapping other nodes, like compute, controller and storage.

ZIP

virtualbox vbox-scripts-7.0.zip

Figure 10: vbox-script location

Firstly we had to edit config.sh, as long as we are going to use 8GB
configuration, then our Openstack will try to fit in 8GB RAM
configuration of the hardware resources we have, but I do have more
RAM, so I intend to contribute more memory to compute node, which is
actually starting tenants inside Openstack Cloud Environment and we
need to do that because we want to run tenant-1 with Ubuntu Server
14.04 with HTTP service and also we we need resources to run compute
node with OS itself, so we will change string with content:

OpenStack - Service Orchestration with Openstack
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from: vim_slave_memory mb[2]=2048
to: vim_slave_ memory mb[2]=4096

where:

vm_slave memory mb[2] resides for compute node,
vm_slave memory mb[1] resides for controller node and
vm_slave_ memory mb[3] for block of storage

elif [ " " = "8GB" ]: thel
vm_s lave_memory_default=1024

vm_slave_memory_mb[1]=1536
vm_s lave_memory_mb [2]=4096
vm_s lave_memory_mb [3]=1536

Figure 11: Mirantis Openstack 7.0 config.sh

So we added 2GB of memory to our future compute node, which now
will be able to run more tenants or give more memory to one of those.
So we made our cloud environment fit into 10GB hardware
configuration.

OpenStack - Service Orchestration with Openstack
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Next we have to upload .iso image of the distributive we are intend to
use, in our case Mirantis Openstack 7.0 inside “iso” folder. So the script
will pick it up afterwards when we run launch 8GB.sh which will
initiate start for config.sh to run and will choose 8 GB configuration, that
we previously changed.

iso

README.md MirantisOpenStack-
7.0.iso

Figure 12: ISO location for Openstack

From now we will be able to run launch 8GB.sh from sudo user.After
installation of fuel will be completed we will pointed to FUEL Web GUI
to continue FUEL configuration.

Finally we end up having 4 virtual machines consisting fuel-master VM
running and 3 fuel-slave VMs which FUEL will use to bootstrap
controller, compute and block storage nodes.

64 fuel-master |

=4 Saved
6% fuel-slave-1
4 Saved
o1 fuel-slave-2
= Saved
o fuel-slave-3
[ Saved

Figure 13: VMs in Virtualbox after Fuel installation
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Network configuration of Mirantis Openstack using FUEL:

€« C i (X hitps//10.20.0.2:8443/#cluster/2/network Qv+ ¥ O & Q &
Y$FUEL ECOCEIRIN RELEASES  PLUGINS  SUPPORT @ @ @
for Openstack”

Hor /qp4 / Networks

ap4

=
& 2 Eo e
Dashboard Networks Settings Health Check

Network Settings

Neutron with VLAN segmentation

Public

Start End

1P Range 172.16.02 172.16.0.126
CIDR 172.16.0.0/24
Use VLAN tagging

Gateway 172.16.0.1

start End

Floating IP ranges 172.16.0.130 172.16.0.254
Storage
CIDR 192.168.1.0/24

Use VLAN tagging 102

Management

CIDR 192.168.0.0/24

Use VLAN tagging 101

Neutron L2 Configuration

VLAN ID range

Base MAC address fa:16:3€:00:00:00

Neutron L3 Configuration

Internal network CIDR 192.168.111.0/24

Internal network gateway 192.168.111.1
88.4.4
Guest OS DNS Servers

8.88.8

Network verification performs the following checks:

1. L2 connectivity checks between every node in the
environment.

2. DHCP discover check on all nodes.

3. Packages repo connectivity check from master node.

4. Packages repo connectivity check from slave nodes via public
& admin (PXE) networks.

Verify Networks |~ Cancel Changes | = ‘

Figure 14: Mirantis OpenStack Network Settings
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Where Public addresses are available from outside of openstack,
Neutron L3 Configuration is related to internal network, that tenants
inside of our cloud environment are going to use. Storage and
Management Network configurations are in place for overall
communication between FUEL, controller, block of storage and compute
nodes.

5.2.1 Creating Openstack cloud environment using Mirantis Fuel 7.0

We need to import public key to the FUEL in order to be able to login to
nodes, that FUEL will bootstrap. This key will give us the most secure
way of access to our environment without entering and retrieving any
plain passwords.

Generate SSH Private and Public Key

Dmitriys-MacBook-Pro:~ qp4$ ssh-keygen -t rsa
Generating public/private rsa key pair.
Enter file in which to save the key (/Users/qp4/.ssh/id_rsa): ||

After key generation is completed I can copy the whole public key for
import to FUEL.

Dmitriys-MacBook-Pro:~ gp4$ sudo cat /users/qp4/.ssh/1d_rsa.pub

Password:

ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAACAQDC/0@u9ZUTej@dIdge lWBNP+sROsBtIZC+416Ed@sI1
7ViGrAS5hxuerzbk8pKI8KD1SMEik2T15T/an5+ulHvXarGoALzaladtaTBwRiLuDzZkYZowP1fnEkyq®

re4kCf 13CmqIMd
TUAIT1 1Q6bHYEo0
b0+mb0@ \0dJUUB5
PAjFfs IWNMr3Su

gDI6PKm606AGSBheuZp89NhSBwIHweyIeILswMSDfyDCfrtsoZ5K03XwuK13K+msEmQwfCFYyeFh4AbF
/3rZWXk90GmJ WWnz+/0rUt@tTtnZHEU3QNgDhtORtS5ez fskwHOPLPa3xVHIDQfRK7VFmgqQk3igCEKQ
eT+vseIbHIV9q30v/rIA+oPCZZIhWJIYY8ps7rJoVRqUUgCPTs21FM+edcGnjKMBZZA+Afulj6xn50U8
3w== kupch@ualberta.ca

Dmitriys-MacBook-Pro:~ qp4$ [

OpenStack - Service Orchestration with Openstack
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Importing SSH private key
To do that we have to access our FUEL and in Settings menu choose
Common, then in Public Key field we can paste generated public key.

(X https://172.16.0.1:8443#cluster/2/settings w ¥ 0

Common

OpenStack debug logging
Kernel Debug logging mode provides more information, but requires more disk space.
parameters

Nova quotas

Neutron Quotas are used to limit CPU and memory usage for tenants. Enabling quotas will increase load on the Nova database.

Advanced
Configuration

Hypervisor type

Repositories

KVM

Choose this type of hypervisor if you run OpenStack on hardware

Syslog

Public network

assignment QEMU

Choose this type of hypervisor if you run OpenStack on virtual hosts.

Storage

Host OS DNS Use qcow format for images
Servers For most cases you will want gcow format. If it's disabled, raw image format will be used to run VMs. OpenStack with raw format currently does not support
snapshotting.
Host OS NTP
Servers Resume guests state on host boot
Whether to resume previous guests state when the host reboots. If enabled, this option causes guests assigned to the host to resume their previous state. If the
Public TLS guest was running a restart will be attempted when nova-compute starts. If the guest was not running previously, a restart will not be attempted.

Public Key ssh-rsa Public key(s) to include in authorized_keys on deployed nodes
AAAAB3NzaC1yc2EAAAADAQABAAA

Load Defaults = Cancel Changes

S
MIRANTIS

Figure 15: Mirantis SSH Key Pair import

From now we will be able to access fuel-master node and all fuel-slave
nodes, that fuel will bootstrap using SSH.

A pool of one or more unallocated nodes 1s needed for this operation. To
add to the pool, configure nodes to boot from the network (a.k.a. PXE
booting). Fuel will automatically provision and discover the nodes.

In order to deploy Controller , Compute or Storage node first of all we
must be sure that it boots up using PXE and connected to FUEL
management network, so FUEL will be able to assign IP address using
DHCEP to the node and then deploy OS with the service we will choose.

OpenStack - Service Orchestration with Openstack
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First we have to create Openstack Environment with Kilo distributive
using FUEL deployment tool:

«

C A (X hitps://172.16.0.1:8443/#clusters

{& FUEL AV RELEASES  PLUGINS  SUPPORT
for OpenStack”

Home / Environments

Please change your default admin password as soon as possible

My OpenStack Environments

qp4

Nodes:

CPU (cores):
HDD:

RAM:

. New OpenStack Environment
Operational

Figure 16: Mirantis OpenStack Environment

By clicking on New Openstack Environment, FUEL will start process of
creation of a new environment.
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On the next step we will have to choose the name of our Openstack
Environment and release, in our case Kilo with Ubuntu 14.04 OS
installed.

& C A (X htps://172.16.0.1:8443/#clusters w# O30 6 =

Create a new OpenStack environment

Name and Release Name [ ap4 ]
Compute OpenStack Release { Kilo on Ubuntu 14.04 (2015.1.0-7.0) (default) #]
Networking Setup By default, packages will be fetched from external repositories. Please

make sure your Fuel master node has internet access.
To specify alternate repositories, or to create a local mirror, please
Storage Backends check the Settings tab before deployment.

» . This option will install the OpenStack Kilo packages using Ubuntu as a
Additional Services base operating system. With high availability features built in, you are
getting a robust, enterprise-grade OpenStack deployment.

Finish

Cancel 4= Prev

Figure 16: OpenStack name and release configuration

On the next step we choose type of hypervisor we are going to use, in
our case we are using VirtualBox with QEMU hypervisor type.

Create a new OpenStack environment

Name and Release KvM
Choose this type of hypervisor if you run OpenStack on hardware

Choose this type of hypervisor if you run OpenStack on virtual hosts
Networking Setup ‘

vCenter

Choose this option if you have a vCenter environment with ESXi servers to be used as
Storage Backends hypervisors

Additional Services

Finish

Cancel 4 Prev

Figure 17: OpenStack compute node configuration
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As long as we are going to use Neutron with VLAN segmentation for
internal network we will leave option Neutron with VLAN segmentation
chosen and will click next.

Create a new OpenStack environment

Name and Release Legacy Networking (nova-network) requires vCenter to be a selected compute option.

Choose the private (guest) network configuration. The choice you make here cannot be changed after
Compute you finish the wizard. More information see the Mirantis OpenStack Planning Guide for Network
Topology

Networking Setup ®) Neutron with VLAN segmentation

The networking equipment must be configured for VLAN segmentation. This option supports

Storage Backends up to 4095 networks.
Neutron with tunneling segmentation

Additional Services By default VXLAN tunnels will be used (can be changed to GRE via Fuel CLI).The networking
equipment must support VXLAN segmentation. This option supports millions of tenant data
networks.

Finish

(DEPRECATED) Legacy Networking (nova-network)

This option is only available if you use VMware vCenter. Note that OpenStack is moving to
deprecate nova-network in upcoming releases.

Cancel 4= Prev

Figure 18: OpenStack network configuration

The rest settings we left as a default and by clicking create button FUEL
will start process of creation Openstack Environment with the
parameters we chose.

Create a new OpenStack environment

Your environment is now ready for deployment! After clicking on the Create button,
you can select Deploy Changes or make additional configuration choices in the Fuel

Environments console.
Compute

Networking Setup
Storage Backends

Additional Services

Cancel 4= Prev

Figure 19: OpenStack create configuration
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5.2.2 Controller, Compute, Storage nodes deployment

Now we can add our nodes to the environment if those won’t be detected
automatically

B Y ”e = o
& & 2 o
Settings Logs Health Check

L

Dashboard Nodes Networks

Welcome to New OpenStack Environment

You must add at least one node to your environment in order to deploy. See the User Guide for more information on how to assign roles to nodes and add them to an
environment.

4+ Add nodes

Figure 20: Openstack environment created

After node will be started in VirtualBox and will boot up from the PXE

and will get the image to load from FUEL we should be able to find it in
our FUEL GUI with status discovered.

elOEO: ethl NIC Link is Up 1000 Mbps Full Duplex, Flow Control: RX
IPuvb: ADDRCONF (NETDEV_CHANGE): ethl: link becomes ready

[ ]
Bringing up interface ethZ: IPuvb: ADDRCONF (NETDEV_UP): ethZ: link is not ready
adding ULAN © to HW filter on device ethZ
el10OO: ethZ NIC Link is Up 1000 Mbps Full Duplex, Flow Control: RX
IPuv6: ADDRCONF (NETDEU_CHANGE): ethZ2: link becomes ready

ounting filesystems:
etrigger failed udev events
Generating 3SSHZ RSA host key:
Generating SSH1 RSA host key:
Generating SSHZ DSA host key:
btarting sshd:
Gtarting crond:
mtpdate: Synchronizing with time server:
tarting ntpd:
hutting down mcollective:
[Gtarting mcollective:

ent03 release 6.6 (Final)
Kernel 3.10.55-1.el16.mos5.xB6_64 on an xB6_b64

bhootstrap login: _
BO@S @ "im{l@ 3 Lets ,
Figure 21: Compute node bootstrap process
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From now we can rename the node and assign role, i.e. Compute

Assign Roles

| Controller
The Controller initiates orchestration activities and provides an external API. Other components like Glance (image storage), Keystone (identity management), Horizon (OpenStack dashboard)
and Nova-Scheduler are installed on the controller as well.
Compute A

A Compute node creates, manages, and terminates virtual machine instances.

Storage - Cinder

Cinder provides scheduling of block storage resources, typically delivered over iSCSI and other compatible backend storage systems. Block storage can be used for database storage,
expandable file systems, or to provide a server with access to raw block level devices.

Storage - Ceph OSD A

Ceph storage can be configured to provide storage for block volumes (Cinder), images (Glance) and ephemeral instance storage (Nova). It can also provide object storage through the S3 and
Swift API (See settings to enable each).

Telemetry - MongoDB A
A feature-complete and recommended database for storage of metering data from OpenStack Telemetry (Ceilometer).
Operating System

Install base Operating System without additional packages and configuration.

Discovered (1) V| Select Al
v R (70:70) DISCOVERED CPU:0(1) HDD: 8.0 GB RAM: 2.0 GB o
CONTROLLER

Figure 22: Assigning roles to the nodes allocated in FUEL

Same operations we repeat to deploy Block of Storage (Cinder) and
Controller nodes.
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After applying changes we should we should have all three nodes ready
to be deployed with the following parameters.

(X https://172.16.0.1:8443#cluster/2/nodes w* ¥ 0

q p4 (3 nodes)
& [y 2 L

Dashboard Nodes Networks Settings Health Check

= | & iy Q Configure Disks | Configure Interfaces <+ Add Nodes

Sort By Roles ¥

Select All

Controller (1) Select All

Controller (5b:ae) oo
OFFLINE | Remove CPU: 1 (1) HDD: 192.0 GB RAM: 1.5GB {_JF

Compute (1) Select All

COMPUTE (43:14) oFfLINE [Remove CPU:1 (1) HDD: 192.0 GB RAM: 3.9.GB {F

Storage - Cinder (1) Select All

Storage (1b:ac] iy
g ( ) OFFLINE ' Remove CPU: 1 (1) HDD: 192.0 GB RAM: 1.5 GB %{_J*

Figure 23: Nodes that are ready for deployment
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Controller node in our case has the following parameters:

I~ 2 |

Controller (5b:ae)

Manufacturer: VirtualBox

(o — — | ) MAC Address: 08:00:27:a1:5b:ae
g e — FQDN: node-6.domain.tld
Hostname: node-6

System VirtualBox +
CPU 1 x 2.49 GHz +
Memory 1.5 GB total +
Disks 3 drives, 192.0 GB total +
Interfaces 3 x 1.0 Gbps +

Disk Configuration = Interface Configuration Cancel

—

Figure 24: Controller node parameters
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As long as we assigned 4096MB to fuel-slavel VM, now we need to

COMPUTE (43:14)

Manufacturer: VirtualBox

MAC Address: 08:00:27:29:43:14
g FQDN: node-4.domain.tld
Hostname: node-4

System VirtualBox

CPU 1 x2.49 GHz

Memory 3.9 GB total

Disks 3 drives, 192.0 GB total

Interfaces 3 x 1.0 Gbps

Disk Configuration Interface Configuration Cancel

assign Compute role for particular node. Form now this node’s compute
resources will be used to deploy tenants inside Openstack environment.

Figure 25: Compute node parameters
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For Storage service we will use 3-rd fuel-slave node with 192GB storage
capacity.

i1 Settings I logs 1 Healln CnecK | —

Storage (1b:ac)
Manufacturer: VirtualBox
‘Jo —— | MAC Address: 08:00:27:dc:1b:ac
% e — FQDN: node-5.domain.tld
L — — | )
Hostname: node-5
System VirtualBox o
CPU 1 x 2.49 GHz +
Memory 1.5 GB total +
Disks 3 drives, 192.0 GB total +
Interfaces 3 x 1.0 Gbps +
Disk Configuration  Interface Configuration Cancel

P ——— |

Figure 26: Storage node parameters
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Finally when all our nodes detected and all roles assigned we are ready
to click “Deploy Changes” button on top, so FUEL will execute process
of Openstack Environment deployment.

Dashboard Nodes

Lt

Settings

5
"‘m
]

Health Check

List of Changes:
Added 1 node.

environments.

Ready to Deploy?

&% Deploy Changes Discard Changes

Please note our recommendations:

At least 3 Controller nodes are recommended for Highly Available (HA) environments. Deployments with less than 3 Controller nodes are not recommended for production

It is recommended to have at least 1 of Compute nodes (0 selected currently).
It is recommended to have at least 1 of Storage - Cinder nodes (0 selected currently).

It is recommended to verify network settings before deployment. For more information please visit the Networks tab.

Dashboard

Current task: Deploying...

2

Health Check

Figure 27: Openstack Deployment process
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During deployment we can observe Logs in case we may need to

troubleshoot.

INFO --

INFO -- :

INFO -- :

INFO --

INFO -- :

INFO -- :

: API URL is https

API URL is https

Found admin node

: Found admin node

://10.20.0.2:8443/api

://10.20.0.2:8443/api

IP address in kernel cmdline:

IP address in kernel cmdline:

Could not get url from configuration file: No

o .
® 8 = & =] hd
Dashboard Nodes Networks Settings Logs Health Check
Logs
Logs Node Source Min. level
Other servers v CONTROLLER (70:7¢ § messages s INFO
Date Level Message
2016-03-07 19:56:20 NOTICE nailgun-agent: at depth 0 - 18: self signed certificate
2016-03-07 19:56:20 NOTICE nailgun-agent: at depth 0 - 18: self signed certificate
2016-03-07 19:56:18 NOTICE nailgun-agent: I, [2016-03-07T19:56:18.210299 #1687]
2016-03-07 19:56:18 NOTICE nailgun-agent: I, [2016-03-07T19:56:18.210299 #1687]
2016-03-07 19:56:18 NOTICE nailgun-agent: I, [2016-03-07T19:56:18.196051 #1687]
0.2
2016-03-07 19:56:18 NOTICE nailgun-agent: I, [2016-03-07T19:56:18.196051 #1687]
0.2
2016-03-07 19:56:18 NOTICE nailgun-agent: I, [2016-03-07T19:56:18.195610 #1687]
le or directory - /etc/nailgun-agent/config.yaml, trying other ways..
2016-03-07 19:56:18 NOTICE nailgun-agent: I, [2016-03-07T19:56:18.195610 #1687]

Could not get url from configuration file: No
le or directory - /etc/nailgun-agent/config.yaml, trying other ways..

Figure 28: Openstack deployment Logs
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Finally we should get fully operational Openstack Environment
manageable using FUEL. On the figure below it also shows resources
we are using on our Openstack Environment and nodes we are
controlling.

qp4

Nodes:
CPU (cores):
HDD:

Operational

Figure 29: Deployed Openstack Environment
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From now we can use controller IP address in order to access Openstack
WEB GUI.

X htps://172.16.0.3/horizon/auth/login/ w# ¥ O3

openstack

Log In

User Name

Password

Figure 30: Openstack WEB GUI Access

« C i (X https://172.16.0.3/horizon/admin/ #0306 =
B openstack & admin ~ & admin+
Projct - Overview

Admin ~

Usage Summary

System ~

owniew  Select a period of time to query its usage:

Hypervisors From: = 2016-03-01 To: | 2016-03-07 m The date should be in YYYY-mm-dd format.

Host Aggregates Active Instances: 1 Active RAM: 512MB This Period's VCPU-Hours: 331.92 This Period's GB-Hours: 4119.72 This Period's RAM-Hours: 421859.16

Instances Usage & Download GSV Summary
Volumes Project Name VCPUs Disk RAM VCPU Hours @ Disk GB Hours @ Memory MB Hours @
Flavors admin 1 5GB 512MB 331.92 4119.72 421859.16
Images Displaying 1 item
Networks
Routers
Defaults

Metadata Definitions

System Information

Identity v

Figure 31: Openstack Usage summary Overview
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5.3 Openstack Environment Configuration

Creating ssh private/public key

In compute Access & security we need to create SSH Key Pair that we
will use later to access instance.

We create a new SSH Key Pair, named “opkey” that we will download
and will use to access our instance, later on we will be able to choose
which SSH Key Pair will be installed automatically during instance
deployment process and on which instance.

€ — C A (X hitps://172.16.0.3/horizon/project/access_and_security/

Create Key Pair

Key Pair Name *
opkey Description:

Key pairs are ssh credentials which are injected into
images when they are launched. Creating a new key pair
registers the public key and downloads the private key (a
.pem file).

Protect and use the key as you would any normal ssh
private key.

Cancel Create Key Pair

Figure 32: SSH Key Pair creation
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Creating correct flavor for future tenants

By default Openstack might already have typical flavours that we may
use in order to deploy our tenants, but we decided to create the one that
is going of fit better to our requirements in order to run Ubuntu Server
14.04 with HTTP Service on top of it.

To do that we have to go to Admin Console and choose Flavor >> Create
Flavor with the following parameters:

Flavor Information * Flavor Access

Name Edit the flavor details. Flavors define the sizes for RAM,

UBUNTU-conf disk, number of cores, and other resources. Flavors are
selected when users deploy instances.

VCPUs *

1

RAM (MB) *

512 °

Root Disk (GB) *

5

Ephemeral Disk (GB) *

0

Swap Disk (MB) *

512

Cancel Save

Figure 33: Openstack Flavor creation
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Allocating Floating IPs

Floating IPs are really important in Openstack Cloud Environment when
it comes to access internal tenants from the outside, it basically creates
NAT rule and assigns particular floating IP from floating IP available list
to the tenant you wish.

To allocate Floating IP address from the pool we have to go to Compute
Console >> Access & Security >> Floating IPs tab >> Allocate Floating
IP

Pool that is used has been pre-configured by FUEL, we could change it
in config.sh file as well as we have changed VM RAM size previously.

€& - C A (X htps://172.16.0.3/horizon/project/access_and_security/

Allocate Floating IP

Pool *
ext_net .| Description:

Allocate a floating IP from a given floating IP pool.

Project Quotas
Floating IP (3)

Cancel Allocate IP

Figure 34: Openstack Floating IP Allocation
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5.3.1 Setting up network topology

Network topology installed according to project requirements, with one
instance tenant-1 inside private network, which connects to the router
which has a connection to external network. Subnets for both networks
has been defined in Network tab of FUEL WEB GUI.

& C A | (X hitps://172.16.0.3/horizon/project/network_topology/

3 openstack admin +
project - Network Topology
Compute M $#2Small | 28 Normal
Network ~

Network Topology

Networks
Router
Object Store v
Instance

Admin v
Identity v

pomiau—ayeaud

@ v2/009keLL
¥2/0'LLE'89LC6 L

Figure 35: Network Topology inside Openstack Environment
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5.3.2 Setting up firewall rules inside Openstack

Firewall rules, that applies to Openstack Environment is defined under
Compute >> Access & Security >> Security groups >> Manage Rules

tab.

Capstone Project Report

€« C A | (X hitps://172.16.0.3/horizon/project/access_and_security/security_groups/c1524a03-703f-4bfe-9a1d-5b5f0e893 148/

‘\L*#‘VOE

Compute ~ 5b5r08893l48)

Overview

Instances

Volumes

Images

Access & Security

Network v
Object Store v
Orchestration N4
Admin v
Identity v

Direction

Ingress

Egress

Egress

Ingress

Egress

Ingress

Egress

Ingress

Ingress

Ingress

Ingress

Ingress

Displaying 12 items

Ether Type

1Pv4.

1Pv4

IPv6

IPv6

1Pv4.

1Pv4

1Pv4.

1Pv4.

1Pv4.

1Pv4.

1Pv4.

1Pv4.

IP Protocol

Any

Any

ICMP

ICMP

ICMP

ICMP

Port Range

22 (SSH)

80 (HTTP)

6080

6081

Remote IP Prefix

0.0.0.0/0

/0

192.168.95.0/24

172.16.0.0/16

172.16.0.0/16

192.168.95.0/24

0.0.0.0/0

0.0.0.0/0

0.0.0.0/0

0.0.0.0/0

Remote Security Group

default
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Figure 36: Firewall settings for Openstack Environment
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Then we have to click on “Add Rule” button and specify protocol/port
for which we are creating rule and IP address of the subnet that we are
permitting or restricting. The list of all rules is attached above. For
example to have an access to http service of our tenant tenant-1 we had
to create permit rule, so router will be able to forward packets from
external network to any tenant of internal network and vice-versa.

Add Rule
Rule *
HTTP .| Description:
Rules define which traffic is allowed to instances
Remote * @ assigned to the security group. A security group rule
consists of three main parts:
CIDR v

Rule: You can specify the desired rule template or use
CIDR© custom rules, the options are Custom TCP Rule, Custom
UDP Rule, or Custom ICMP Rule.

0.0.0.0/0
Open Port/Port Range: For TCP and UDP rules you may

choose to open either a single port or a range of ports.
Selecting the "Port Range" option will provide you with
space to provide both the starting and ending ports for
the range. For ICMP rules you instead specify an ICMP
type and code in the spaces provided.

Remote: You must specify the source of the traffic to be
allowed via this rule. You may do so either in the form of
an IP address block (CIDR) or via a source group
(Security Group). Selecting a security group as the
source will allow any other instance in that security group
access to any other instance via this rule.

Figure 37: Adding Firewall rule for HTTP access
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5.3.3 Heat Orchestration

Using Heat Orchestration module gives us ability to automate process of
tenant deployment. In the Stack we can create template that further will
be used to deploy tenants. According to our Template, Heat
Orchestration module will run script that will use script version:
2015-04-30, which is going to start an instance with vm_test name,
using ml.small flavor, image:TEST VM (cirros image that I have
uploaded previously), also SSH Key Pair that will be imported can be
defined here, in our case opkey, and our tenant will be connected to the
network with Network ID 61bb4f77-2091-454a-b943-d6657a721909,
which is ID of private networkl, to which we want to connect our
tenant.

« C i (X https://172.16.0.3/horizon/project/stacks/stack/1a6ec494-a709-42b6-950c-00fddca0968f/ W 4‘7‘ v 0 =
B8 openstack S admin ~ & admin ~
Project . Stack Details: stack
Compute v Check Stack ~ +
Network v Topology Overvie W Resources Events Template
Object Store

Stack Template

Orchestration ~

description: Simple template to deploy a single compute instance
Stacks heat_template_version: '2015-04-30"
resources:
Resource Types m_test:
properties:
Admin v flavor: ml.small
image: TestwM
Identity @ key_name: opkey
n,

- {network: 61bb4f77-2091-454a-b943-d6657a721909}
type: 0S::Nova::Server

Figure 38: Heat orchestration Template
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5.4 Creating tenant-1

In order to create a tenant we may either use Heat Orchestration
template, manually using Openstack WEB GUI. On the previous figure I
have showed how to use Heat Orchestration to create tenant, below you
can see how I have created tenant-1 using Openstack WEB GUI.

First we have to go to Compute >> Images, choose the image we want to
use for OS on our instance, in our case “UBUNTU”, which stands for
Ubuntu Server 14.04, that I have previously imported using “Create
Image” button and then “Launch Instance”.

yo=x06 =

& admin ~

€« C fi | (X https://172.16.0.3/horizon/project/images/ 2o

28 openstack

& admin v

Project

Compute

Overview

Instances

Volumes

Images

Access & Security

Images

Image Name

UBUNTU
vrouter

VRouter_iso

Displaying 3 items

Type

Image

Image

# Project (3) | ® Shared with Me (0) = g Public (4)

Status Protected Format Size

Active Yes No Qcowz 247.0 MB

Active Yes No VDI 807.0 MB

Active Yes No IS0 266.0 MB

+ Create Image

Actions

Launch Instance

Launch Instance

Launch Instance

Network
Object Store

Orchestration

Admin

Identity

Figure 39: Deploying tenant-1 Instance
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The next step will be to configure parameters for the instance, such as
name, flavour and boot image.

Launch Instance

Details * Access & Security Networking * Post-Creation Advanced Options

Availability Zone Specify the details for launching an instance.

nova

<

The chart below shows the resources used by this

project in relation to the project's quotas.

Instance Name * .
Flavor Details

UBUNTU
UBUNTU-conf
Name
Flavor * @ VCPUs 1
UBUNTU-conf =
v Root Disk S
Some flavors not meeting minimum image requirements 0GB
have been disabled. Ephemeral Disk
. 5GB
Instance Count * @ Total Disk
’ RAM 512 MB

Instance Boot Source * @ Project Limits

Boot from image

<

Number of Instances

Image Name *

Number of VCPUs
UBUNTU (247.0 MB)

<>

Total RAM

Figure 40: Setting up the details for the Instance
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After we set up the details we might want to specify the SSH Key Pair
that we previously created, so it will be imported on the stage of instance
deployment automatically.

Launch Instance

Details * Access & Security Networking * Post-Creation Advanced Options
Key Pair
y et Control access to your instance via key pairs, security
opkey Al 4 groups, and other mechanisms.
Security Groups ©@
default

Figure 41: Choosing SSH Key Pair for the Instance
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Assigning NIC

Then we assigning network interface to the instance and specifying to
which network it will be connected.

Launch Instance

Details * Access & Security Networking * Post-Creation Advanced Options
Selected networks Choose network from Available networks to Selected
networks by push button or drag and drop, you may
mmvate_networm b 01 e e change NIC order by drag and drop as well.
v
d6657a721909)

Available networks

g ext_net (siddsns-0ase-4049-aagc-cefdbsaron7)

Figure 42: Assigning NIC to the Instance

Manage Floating IP Associations

IP Address *
IP Add *
g il Select the IP address you wish to associate with the
172.16.0.131 Al 4 selected instance or port.

Port to be associated *

comp1: 192.168.111.17

<>

Figure 43: Assigning floating IP to the Instance
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Checking connectivity to the external network

In order to access tenant-1 we are using ssh with the following
command:

ssh —i opkey.pem ubuntu@l72.16.0.131

Then we are pinging public IP address: 8.8.8.8, which resides for Google
Public DNS IP address according to Google’s developer Guide:

https://developers.google.com/speed/public-dns/docs/
using#important before you_start

® ® Downloads — ubuntu@comp1: ~ — ssh -i opkey.pem ubuntu@172.16.0.131 —...

System load: 1.5 Memory usage: 9% Processes: 51
Usage of /: 18.3% of 4.89GB  Swap usage: 0% Users logged in: 0@

Graph this data and manage this system at:
https://landscape.canonical.com/

Get cloud support with Ubuntu Advantage Cloud Guest:
http://www.ubuntu.com/business/services/cloud

46 packages can be updated.
@ updates are security updates.

Last login: Fri Feb 19 15:56:42 2016 from 172.16.0.254
ubuntu@compl:~$ ping 8.8.8.8

PING 8.8.8.8 (8.8.8.8) 56(84) bytes of data.

64 bytes from 8.8.8.8: icmp_seq=1 tt1=59 time=87.3 ms
64 bytes from 8.8.8.8: icmp_seq=2 tt1=59 time=83.5 ms
64 bytes from 8.8.8.8: icmp_seq=3 tt1=59 time=76.0 ms
~C

—-—— 8.8.8.8 ping statistics ——

3 packets transmitted, 3 received, 0% packet loss, time 2004ms
rtt min/avg/max/mdev = 76.098/82.339/87.381/4.695 ms
ubuntu@compl:~$ [

o 00 @

Figure 44: Pinging public DNS from tenant-1

As we can see it’s been successfully pinged, thus we know that we have
access to the Internet from the private network of Openstack.
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5.5 Deployment of Brocade Vyatta 5400 vRouter

B root.
y to partition a drive automatically
Y rartition it : f
lave already setup your partitions, you may

‘artition (AutosUnionsFParted.
I found the following drives on your system:
zda 2147HEB

Install the image on? [sdal:_

This will roy all da
Continue? 1 [Mol:

How hig of & root partition should I create? (1000ME - 2147HMB) [2147]1MB:

dizabled for 5§ minutes
]
REeO®@ @ 0" {3Q 0 Lefte

Figure 45: Brocade Vyatta vRouter s Installation initiation
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Then after installation system asks to change default password for user
“vyatta”:

I found the following drives on Jour system:
=da 2147MB

Install the image on? [sda]l:

This will d = data on
Continue? ( ) ‘es

How big of & root partition should I create? (1000MEBE - 2147HMB) [2147]1MB:

~ 5 minutes
> ]

ord for adminis
DPd fDP '
_j C

Which drive should GRUB modify the boot partition on? [sdal:

setting up grub: OK

ORONNANN_N U IGYCNT: 3 3

Figure 46: Brocade Vyatta vRouter s Installation

After GRUB boot loader installed deployment of Vyatta vRouter v5400
Virtual Appliance is finished.
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5.5.1 Configuration of vRouter

vyatta@vyatta:~$ show configuration
firewall {
all-ping enable
broadcast-ping disable
config-trap disable
ipvb-receive-redirects disable
ipvb-src-route disable
ip-src-route disable
log-martians enable
name network_firewall {
default-action drop
rule 100 {
action accept
description allow_icmp
destination {
address 192.168.111.17
}

protocol icmp
source A
address 192.168.95.100
}
}

rule 200 {
action accept
description from_host
destination {
address 192.168.95.0/24
¥

source {
address 0.0.0.0/0
}

}
}
receive-redirects disable
send-redirects enable
source-validation disable
state-policy {

established {

action accept

by
related {

action accept
}

}

syn—-cookies enable

OpenStack - Service Orchestration with Openstack
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interfaces {
ethernet etho {
address dhcp
duplex auto
hw-id 08:00:27:4d:3f:d7
smp_affinity auto
speed auto
}
ethernet ethl {
address 172.16.0.253/24
duplex auto
firewall {
in {
name network_firewall
}

out {
name network_firewall
¥
}

hw—id 08:00:27:cb:f6:b6
smp_affinity auto
speed auto

¥

ethernet eth2 {
address 192.168.95.1/24
duplex auto
hw-id 08:00:27:c7:10:9b
smp_affinity auto
speed auto

¥

loopback lo {
address 1.1.1.1/24

}
}
nat {
source A

rule 1 {
log disable
outbound-interface eth2
protocol all
source {
address 172.16.0.0/24
}

translation {
address masquerade
¥
b

rule 2 {

OpenStack - Service Orchestration with Openstack
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log disable
outbound-interface ethl
protocol all
source {

address 192.168.95.0/24
}

translation {
address masquerade

}
}
rule 3 {
outbound-interface eth2
source {
address 192.168.111.17
}
translation {
address masquerade
}
}
}
}
protocols {
ospf {
area 0.0.0.0 {
network 192.168.95.0/24
network 172.16.0.0/24
}
¥
static {
route 192.168.111.0/24 {
next—hop 172.16.0.130 {
}
}
¥
}
service {

dhcp-server {
disabled false
shared-network—name pool2 {
authoritative disable
subnet 192.168.95.0/24 {
default-router 192.168.95.1
lease 86400
start 192.168.95.100 {
stop 192.168.95.200
}

static-mapping pc2 {
ip—address 192.168.95.100

OpenStack - Service Orchestration with Openstack
Implement Tenant Firewall and Load-balance service orchestration



Capstone Project Report

mac—address 30:85:A9:7A:32:A1

¥
¥
b
¥
https {
http-redirect enable
b
ssh {
port 22
¥
b
system {
host-name vyatta
login {
user vyatta {
authentication {
encrypted—password sskskskskkskskskskskkkkskok
level admin
}
}
syslog {
global {
facility all {
level notice
¥
facility protocols {
level debug
¥
b
user all {
facility all {
level emerg
}
b
b
time-zone GMT
b

vyatta@vyatta:~$

OpenStack - Service Orchestration with Openstack
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5.5.2 Enabling REST API on vRouter

To enable Restfull API access we need to initiate this command on
vRouter:

set service https

after service has been enabled we checked it by accessing router’s via
Web GUI, so we can check all the settings we made through Web GUI

X https://172.16.0.253/Vyatta2/vya_main.html

Hostname: vyatta | Logged in as: vyatta | logout

© VYATTA.
A Brocade® Company
Dashboard

on Intel 64bit on KVM Uptime: 14h 39m System Time: 19 Feb 2016 19:22 GMT
Resource Usage A Interfaces ¥ R
cPU™ | % | » Name  Description IP Address Status In Out
: o
. 5 eth0 ™ 192.168.5.105/24 (dhcp) [ ]
Memory ¥: [l  12% of 482.95 MB R
Disk: | NaN% | ethl ™ 172.16.0.253/24
1GFD
eth2 ™ 192.168.95.1/24
System Information ~ A 1GFD
Domain name ¥ : none o~ 127.0.0.1/8 » o
DNS servers ¥ : 192.168.5.1 via dhcp eth0... 3 YD)
Bootvia : disk
Images ¥ : 1
Routing ~ A Security ¥ A
Name  Status Name  Status
OSPF~  RID: 1.1.1.1, Areas: 1, Networks: 2, Adjacencies: 0 » Firewall ¥ = State-Policy: Enabled, Rule-sets: 1/1 in use »
Static Route ¥ = Routes configured: 2, Routes in use: 0 » NAT~  SNAT Rules: 3 »
Services ¥ A Management ¥ 2
Name  Status Name  Status
DHCP server ¥ | Total pool size: 100, Total leased: 2 » Login ¥ | CLI users: 1/1 connected »
SSH~  Connected sessions: 1, Listen-addresses: all:22 »
High Availability ¥ R Syslog ¥ | Enabled syslog targets: global, user »

Name  Status

»

Traffic Policy ¥
Name | Status

Figure 47: Accessing Vyatta vRouter s Web GUI
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5.6 Tenant-2 Netwok Configuration

Hardware: Asus X101CH

Downloads — qp4@qp4-X101CH: ~ — ssh 192.168.95.100 — 80x26

ubuntu@compt... ® gp4@qgp4-X101... vyatta@vyatta:... gpd@userv: ~...

+ |

Dmitriys-MacBook-Pro:Downloads qp4$ ssh 192.168.95.100
qp4@192.168.95.100's password:
Welcome to Ubuntu 14.04.3 LTS (GNU/Linux 3.16.0-57-generic 1i686)

* Documentation: https://help.ubuntu.com/

139 packages can be updated.
@ updates are security updates.

Last login: Sun Feb 28 12:07:34 2016 from 192.168.95.1
qp4@qp4-X101CH:~$ ifconfig

etho

lo

Link encap:Ethernet HWaddr 30:85:a9:7a:32:al

inet addr:192.168.95.100 Bcast:192.168.95.255 Mask:255.255.255.0
inet6 addr: feB80::3285:a9ff:fe7a:32al1l/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1

RX packets:3510 errors:0 dropped:@ overruns:@ frame:0

TX packets:3100 errors:@ dropped:® overruns:® carrier:13
collisions:® txqueuelen:1000

RX bytes:297684 (297.6 KB) TX bytes:361427 (361.4 KB)

Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

inet6 addr: ::1/128 Scope:Host

UP LOOPBACK RUNNING MTU:65536 Metric:1

RX packets:1640 errors:@ dropped:@ overruns:@ frame:0
TX packets:1640 errors:® dropped:@ overruns:® carrier:0

Figure 48: tenant-2 Network Configuration
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5.7. Deploying KEMP Load Master virtual appliance

First we had to download KEMP LoadMaster virtual appliance from the
official website

€« C fn ’[1 kemptechnologies.com/ca/vim-download)/

4 Free & Easy Ways To Try A LoadMaster

Hardware Virtual Bare Metal

Virtual load balancer trial

MORE RESOURCES Select your hypervisor *

Trial Download ‘ GEO - Oracle VirtualBox v ‘

Load Balancing Videos Please select your country, then click agree *

Product Documentation ( )
‘ Canada v ‘

Product Data Sheets

| agree to the End User Licence Agreement terms
Customer Success Stories

White Papers & Technical
Articles Download

Product Reviews

Ask an Engineer

Figure 49: Downloading KEMP Load Master
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Then we followed the steps below to install and activate your 30 Day No
Obligation Trial Download

Step 1) Import the image into your virtualization environment.

Step 2) To activate your LoadMaster you will need a KEMP ID. Which
we had to create because initially we didn’t have a KEMP ID.

Then we had to import LoadMaster-VLM-7.1-32a-88-Oracle-
VirtualBox.ova file into our VirtualBox Environment and choose
parameters for our Virtual Machine:

@ VirtualBox ME[® Machine Window Help

@ @® Import Appliance... |
{:} EZE,:S Export Appliance... $BE
Virtual Media Manager... 8D
New  Settings =
Appliance to import Appliance settings
VirtualBox currently supports importing appliances saved in the Open These are the virtual machines contained in the appliance and the
Virtualization Format (OVF). To continue, select the file to import suggested settings of the imported VirtualBox machines. You can
below. change many of the properties shown by double-clicking on the

items and disable others using the check boxes below.
/Users/qp4/Downloads/LBaaS/Free-VLM-Oracle-VirtualBox.ova = [

[ Description Configuration

Virtual System 1

% Name LoadMaster-VLM-7.1-...
Q é Product LoadMaster VLM

'; Product-URL http://www.kemptech...
( % Vendor KEMP Technologies, Inc
(= M hitn:/Asaaa kemntach

Reinitialize the MAC address of all network cards

Expert Mode Go Back Continue Cancel Restore Defaults Go Back M Cancel

Figure 50: Importing KEMP Load Master virtual appliance

OpenStack - Service Orchestration with Openstack
Implement Tenant Firewall and Load-balance service orchestration



Capstone Project Report

KEMP Virtual Appliance Configuration

In order to have KEMP VLM reachable on particular IP address we are
going to configure static IP address on the interface. Configurator starts
up right after we logged into the system using command line interface.

ipsec_setup: Starting Openswan IPsec U2.6.42,/K3.10.71...

ipsec_setup: no default routes detected

ipsec_setup: could not open include filename: ’'ronednetsipsec.d-ipsec.=.conf’ (t
ried and )

[Starting final checks done

CREREE R R

it Your Appliance has finished booting.

it Serial Number:

it IP address of Appliance is 192.168.1.101

it Default Username -/ Password: bal ~» 1fourall

it Point your browser at https:/-192.168.1.101 to configure your Appliance.
UREREEE R R RS sRE R0 00

aster Resource Control: runlevel 2 has been reached
LoadMaster from KEMP Technologies

(c) 2002-2016 KEMP Technologies

ersion 7.1-3Za-88

1b100 login:

Figure 51: KEMP CLI GUI

On the figure below we can see that the system 1s asking us to provide IP
address for the virtual appliance.

Load Master configuration

Please input the IP address of the Appliance.

[192.168.95.102/24

<Cancel>

B&E 3O B et

Figure 52: KEMP VLM IP address configuration
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On the figure below we had to provide default gateway and DNS server
addresses.

Default Gateway

>

Name Server IP Addresses

Figure 53: KEMP VLM default gateway and dos address set up

after we have configured IP address and default gateway and DNS the
system gives us a message that we now can continue from WEB GUI.

Network Configured

Figure 54: KEMP System status
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5.7.1 Configuring LoadBalancer

In order to use KEMP Load Balancer product we had to activate it.
Firstly we will have to select a License Method we choose offline
licensing because we still have to configure the system itself. Then we
have to click on link, which says: “Click here to obtain your license”

l X https://192.168.95.102

»
Licensing

License Required To Continue

Please select License Method to proceed: (offline Licensin 4

Offline Licensing

Cannot contact Online Licensing server. Please check the network

conflguration. All fields marked * are mandatory
Click here to obtain your License \]1e6qu—665yu—eak3g—4\/\ Access Code *
Access Code: 1e6qu-665yu-bak3g-xw93g ﬂ Order ID (Optlonal)
*
. S— \]kupch@ualberta.ca KEMP ID
. *
o [eoreceeee Password

Clear ] Submit ] Help I

Copyright ©® 2002-2016 KEMP Technologies, Inc.

Figure 55: KEMP Load Master activation request page

Then we will be referred to the kemp website to submit our personal info
and access code in order to obtain a new license for the product. On the
next step we will get an e-mail with confirmation including the license
key.

The licensing process has finished successfully
An email containing the license has been sent to the address associated with your KEMP account

Figure 56: KEMP Licensing process
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Then we can paste new license key into our virtual appliance:

(X hitps://192.168.95.102
»
Licensing

License Required To Continue

Please select License Method to proceed:

Cannot contact Online Licensing server. Please check the network
configuration.

Click here to obtain your license

Access Code: 1e6qu-665yu-bak3g-xw93g

hzFPfUCIVanLbimPU8mgj6NN-2BBa3PgD7pJBp9shNT-j03ILAEbJQUWAPIRF
hRhankQVb+QiDgYwvtdsjA4QEcKdKaHzN8nSI+ke5F+okhcYG-
kBBRqk4B+CX
hrpecpXdSYn9h+sNkj2m840-n+RNyswuPva-VdeZQBIAoVKZp27f7vDU2Ps5g
hDtwex6fYVeFOP5XuUU+uQofdlo2teKeaCH47beJb5bFugeNvMv80SifgiNNX
hFzJNxx53khVUY30kbxAr2+PWcuelyFIrGiJ7Cxww4iABbCEsPUP8xfaaVTYk
hbvbHWIPnpcOWINSph5gTDxhRISch71wZf590bfNU40XpE63DUSWGslIdb2Y

License: |9
Icense: | pUIObRECPIDAGECHfoSNBUHBAZHWKAGIBYCF+YgssivIZpTOPoUOCGbVHS | MMM AR

hSerYgnhhOQELJ24GJNasIZmHOOTeSxrNxmt5qghs1gOoWsWyjjUhEKB2MTe
9

h8bERMsVoDxqQd+mbt+ZjoYjK156JmZGrGbLaftFrFrAYr4zsX2c22UqJN-RMQ
cdyZMTIXaHuwnDF6kkBvcNhx2LBEHVUItKreWrni+5xPJsP8S06KKQk++
+

end|

Show Debug Options

2

Figure 57: KEMP License Key installation

Then we got a message that license has been successfully activated till
March 21st 2016:

€« C i (X httpsy//192.168.95.102 DI

KEM P Trial License Installed

Home

A Trial License has been installed on this machine.
WARNING:

This appliance is licensed until midnight, March 21 2016 It may cease functioning after this date if a permanent license has not yet been installed.

Figure 58: KEMP License installed
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After setting up a new password for KEMP we got finally into System
Status page.

G ) "@https://192.168.95.102

LoadMaster
KEM P System Status

Home

» Virtual Services IP address 192.168.95.102
Serial Number 1035544
» Global Balancing
Boot Time Thu Feb 18 22:48:47 UTC 2016

¥ Statistics LoadMaster Version 7.1-32a-88
Real Servers License UUID: b56bfe21-e496-45bc-84c8-6¢675ab1c02f
Activation date: Fri Feb 19 05:51:45 UTC 2016
» Rules & Checking Licensed until: March 21 2016
Support Level: Evaluation + WAF
» Certificates Support Until: Sun Feb 19 05:00:00 UTC 2017

License Type: VLM-5000 ESP GEO

» System Configuration License Status: Single Temp

Appliance Model: VLM-5000G+ ‘Upgrade =

CPU Load 0%
TPS Total O (SSL 0)
WAF Stats Total handled: 0 Incidents: 0

NetLoad Mbits/sec
eth0 0.0
ethl 0.0

Download Root Cert

Copyright © 2002-2016 KEMP Technologies, Inc.

Figure 59: KEMP System status
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KEMP Virtual Service configuration

€« C i (X https://192.168.95.102 XNR¥ODO =

LoadMaster &abal Vers:7.1-32a-88 (VirtualBox)
KEMP Properties of VIP tcp/192.168.95.222:80 (Id:1) 11:15:45 AM

Home

~ Virtual Services
»Add New Properties for tcp/192.168.95.222:80 (Id:1) - Operating at Layer 7

»Manage Templates

»Manage SSO Basic Properties
» Global Balancing Alternate Address [192.168.95.223 Set Alternate Address
Service Type
» Statistics

Activate or Deactivate Service

Real Servers Standard Options

» Rules & Checking Transparency [
Subnet Originating Requests
Extra Ports
» System Configuration Persistence Options Mode: Super HTTP! D
Timeout:(1 Minute %)
Scheduling Method (roundrobin %)

Idle Connection Timeout

Use Address for Server NAT

Quality of Service (_Normal-Service :

¥ Certificates

SSL Properties

SSL Acceleration Enabled: "

Advanced Properties

Content Switching Disabled

HTTP Selection Rules
HTTP Header Modifications
Port Following Follow: (_No VIP Selected s
Enable Caching
Enable Compression [
Detect Malicious Requests
Enable Multiple Connect [
Add Header to Request :
Add HTTP Headers
Not Available Redirection Handling  Error Code: B
DefaultGateway | |
Alternate Default Gateway |
Service Specific Access Control

WAF Options

Web Application Firewall Enabled:

ESP Options

Enable ESP

Real Servers Add New ...
Real Server Check Parameters (_TCP Connection Only +) Checked Port || TSI

Enhanced Options: 0

IId IP Address Port Forwarding method Weight Limit Status Operation
4 192.168.95.100 80 nat 1000 0 Enabled

192.168.111.17 80 nat 1000 0 Enabled Modify

Figure 60: KEMP Virtual Service configuration

Settings we made to configure virtual interface:

Alternate address is optional and used to give secondary IP for
basically the same virtual interface

Service type we chose is HTTP/HTTPS because that’s the service we
are going to use on WebServer side, that’s a service that we will care
about while implementing load balancing
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Persistence Method we chose for this project is Super HTTP and is
used to choose a logic of load balancing process. Super HTTP method is
recommended by LoadMaster to be used with HTTP service that we are
actually working on within our project. The way it works is by creating
fingerprint of the client’s browser, after user already used one browser to
access the Web Site, so loadMaster will bind Real Server to the user’s
browser, and will forward a packet from/to that Real Server from/to that
user’s browser afterwards.

Timeout for persistence method we chose has a value of 900, that is a
time which system keeps in memory information about persistence
method to the particular client’s browser.

NAT: The Use Address for Server NAT option allows us to hide the Real
Servers IP address and use the one we used for Virtual Service as a
source IP address instead.

Add real servers to the our configuration using their IP addresses and
port numbers actually binds our virtual ip address to the real HTTP
Servers in our topology. So the traffic will be load balanced between real
Web Servers.

Source 61: KEMP Load Master Documentation, Feb 2015
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Finally after whole configuration we made we got this page that says
that our Real Servers a reachable and that Virtual IP and Backup Virtual
[P addresses are up and running.

« C A X https://192.168.95.102 P ¥ 0=
LoadMaster abal Vers:7.1-32a-88 (VirtualBox)
KEMP Virtual Services 06:06:57 AM
Hom
~ Virtual Services
> Add New Virtual IP Address Prot Name Layer Certificate Installed Status Real Servers Operation
o e
> Manage SSO
> WAF Settings
* Global Balancing
Virtual IP Address Prot Name Layer Certificate Installed Status Real Servers
192.168.95.222:80 tcp virtserv L7 172.16.0.131
® up 192.168.95.100

192.168.95.223

Figure 62: KEMP LoadMaster - Virtual services page

5.8. Checking overall connectivity

First step to check reachability of our Brocade Vyatta vRouter from the
Internet I have decided to use my personal server with Ubuntu Server
14.04 located in Kazakhstan. For remote access I used vnc connection:

© @ Remote Desktop - VNC

Address:
vnc://gp4.zapto.org:5900

Open

Figure 63: Remote Machine vic access
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On the figure below we can see how I have checked Public IP address of
my external http client using command: wget http://ipinfo.io/ip -qO -

which gave me IP: 5.34.29.19 as my public IP address

Terminal

(> gp4@userv: ~
: qp4@userv:~$ wget http://ipinfo.io/ip -qO0 -

5.34.29.19

— qp4@userv:~$ |:|
o |

Figure 64: Remote Machine access

To prove that I have logged in on the same machine from my laptop I
have established SSH session and performed the same command:
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On the Figure below we can clearly see that IP address allocated by SSH
while adding key to the list of known hosts is exactly the same as from
public web service from http://ipinfo.io

Also date shown here displays as current Date, time and
time zone: ALMT which states for the city of Almaty, Kazakhstan

@ Terminal Shell Edit View Window Help
[ NON |
ubuntu@comp1: ~ — -bash

Last login: Tue Feb 23 ©07:39:14 on ttys@e5
sDmitriys-MacBook-Pro:Downloads qp4$ ssh qp4.zapto.ora
|Warning: Permanently added the ECDSA host key forlIP address '5.34.29.19' lto the list of known hosts.

qp4@qp4.zapto.org's password:
| Welcome to Ubuntu 14.04.2 LTS (GNU/Linux 3.16.0-38-generic x86_64)

Downloads — gp4@userv: ~ -

qp4@qp4-X101CH: ~ — -bash ...loads — vyatta@vyatta: ~ — -bash ...

| % Documentation: https://help.ubuntu.com/

Mon Feb 29 00:28:17 ALMT 2016

System information as of

System load: 0.44 Memory usage: 1% Processes: 106

Usage of /: 86.9% of 101.90GB Swap usage: 0% Users logged in:
=> / is using 86.9% of 101.90GB

Graph this data and manage this system at:
https://landscape.canonical.com/

| 366 packages can be updated.
1 190 updates are security updates.

LLast _login: Tue Feb 23 00:57:21 2016 from s0106503955630748.ed.shawcable.net

gp4@userv:~$ wget http://ipinfo.io/ip -q0 -
5.34.29.19

] gp4@userv:~$ I
. ~ ________________

Figure 65: Remote Machine access via SSH
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According to WhatsMyIPaddress.com at that time IP address: 5.34.29.19
has been activated at Almaty city, Kazakhstan. Also you can see, date on
the figure below is exactly the same as on the figure above

( Ouwmbia Hapywerna kordi: X | 7) What Is My IP Address? 1P - x Y

X [ whatismyipaddress.com W =

fé@ aus
(Q‘;.) iiPAcress  How you connect to the world

6. Trace Email

R T —

{0 1oc ation and origin of an email you
recei

Lxd
Introducing...
The
Learning Center
S VPN Comparison Your Resource for
y Vo TEEOMPEERR 2gion-Aman ooio Helpful Information
Featuring IPv6
Your IPv4 Address |s: nown'? Hide your IP details [ Go |
4 |
5.34-29.19 ng—l Clickfo
2, mare detail:
oy T2 gt
Your IP Details: T
Balykchy )
o “§
ISP: 2DAY Telecom LLP CC o T
Services: None Detected " s Earc

City: Almaty
Region: Almaty Qalasy
Country: Kazakhstan

More About This IP

B2 B e
Don't want this known? Hide vour I[P details

200mi # l

—— -
* ] 200km e Q@
asytad oTaMW?‘“_"-— =1 Clickfor

Boryl
° /'3 mare details

9 4iliig 4
@

.......

- U
" Q XN
i 3 AL
. m",‘,mm&,,z ©2016 MapQuest Some data ©2016 Natural Earth’

ind 42

Figure 66: Verifying public IP address of the External http client

And 1 got the same respond, that means I am logged in on the same
external machine.
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6. LAB EXPERIMENT DEMO WITH RESULTS

6.1 Configuring Firewall rules using REST API

from the outside http client

Before firewall rule 100 has been changed, tenant-1 was reachable from
tenant-2 and vice versa, our intention is to change rule 100 from the
outside of our network so tenant-2 and tenant-1 will be not reachable for
each other.

First we would like to check reachability from both tenants:

from tenant-1:

® ® Downloads — ubuntu@comp1: ~ — ssh -i opkey.pem ubuntu@172.16.0.131 —...
ubuntu@compt... qp4@qp4-X101... vyatta@vyatta:... qpd@userv: ~... 4

inet addr:192.168.111.17 Bcast:192.168.111.255 Mask:255.255.255.0
inet6 addr: fe80::f816:3eff:fe76:4093/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1

RX packets:40324 errors:@ dropped:® overruns:@ frame:0

TX packets:30868 errors:0 dropped:® overruns:@ carrier:0
collisions:@ txqueuelen:1000

RX bytes:6091271 (6.0 MB) TX bytes:3782150 (3.7 MB)

lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
inet6 addr: ::1/128 Scope:Host
UP LOOPBACK RUNNING MTU:65536 Metric:1
RX packets:@ errors:@ dropped:® overruns:@ frame:®
TX packets:0 errors:® dropped:@ overruns:0® carrier:0
collisions:® txqueuelen:0
RX bytes:@ (0.0 B) TX bytes:® (0.0 B)

ubuntu@compl:~$ ping 192.168.95.100

PING 192.168.95.100 (192.168.95.100) 56(84) bytes of data.

64 bytes from 192.168.95.100: icmp_seq=1 tt1=59 time=2.21 ms
64 bytes from 192.168.95.100: icmp_seq=2 tt1=59 time=2.46 ms
~C

-—— 192.168.95.100 ping statistics —-—-

2 packets transmitted, 2 received, 0% packet loss, time 1002ms
rtt min/avg/max/mdev = 2.216/2.340/2.465/0.133 ms
ubuntu@compl:~$ [

Figure 67: Checking tenant-2 reachability from tenant-1
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And from tenant-2:

[ NON | Downloads — qp4@qp4-X101CH: ~ — ssh 192.168.95.100 — 80x26

ubuntu@compt... ® gp4@gp4-X101... vyatta@vyatta:... qpd@userv: ~...

inet addr:192.168.95.100 Bcast:192.168.95.255 Mask:255.255.255.0
inet6 addr: fe80::3285:a9ff:fe7a:32al/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1

RX packets:3510 errors:® dropped:® overruns:® frame:0

TX packets:3100 errors:@ dropped:@ overruns:@ carrier:13
collisions:@ txqueuelen:1000

RX bytes:297684 (297.6 KB) TX bytes:361427 (361.4 KB)

lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
inet6 addr: ::1/128 Scope:Host
UP LOOPBACK RUNNING MTU:65536 Metric:1
RX packets:1640 errors:0 dropped:® overruns:® frame:0
TX packets:1640 errors:Q dropped:® overruns:Q carrier:0
collisions:@ txqueuelen:@
RX bytes:135697 (135.6 KB) TX bytes:135697 (135.6 KB)

qp4@qp4-X101CH:~$ ping 192.168.111.17

PING 192.168.111.17 (192.168.111.17) 56(84) bytes of data.

64 bytes from 192.168.111.17: icmp_seq=1 tt1=62 time=4.65 ms
64 bytes from 192.168.111.17: icmp_seq=2 ttl=62 time=2.12 ms
~C

-—— 192.168.111.17 ping statistics ———

2 packets transmitted, 2 received, 0% packet loss, time 1002ms
rtt min/avg/max/mdev = 2.120/3.387/4.655/1.268 ms
qp4@qp4-X101CH:~$ ping 192.168.111.17.

Figure 68: Checking tenant-1 reachability from tenant-2
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HTTP Client in this case will be my personal server located in Almaty
city, Kazakhstan with computer name ‘“userv”. To access our vRouter
using RESTfull API we need to have public address reachable from the
Internet, in our case because Public IP is always may be changed we are
using DynamicDNS host name, which we have configured previously.

In order to access vRouter configuration mode from the outside we will
have to first send HTTP request to start the session on vRouter by the

following command on http client:

curl -k -s -i -u vyatta:vyatta -H '"content-length:

0" -H "Accept:

application/json" -X POST https.//kupch.dyndns.org/rest/conf

@® ® Downloads — gp4@userv: ~ — ssh gp4.zapto.org — 80x26
ubuntu@compl... ap4@qp4-X101... vyatta@vyatta:... gp4@userv: ~... -+
Usage of /: 86.9% of 101.90GB Users logged in: 1
Memory usage: 60% IP address for p2pl: 192.168.7.178

Swap usage: 0%
=> / 1is using 86.9% of 101.90GB

Graph this data and manage this system at:
https://landscape.canonical.com/

366 packages can be updated.
190 updates are security updates.

Last login: Mon Feb 29 01:10:04 2016 from s0106503955630748.ed.shawcable.net
gp4@userv:~$ curl -k -s -i -u vyatta:vyatta -H "content-length:0" -H "Accept: ap

plication/json" -X POST https://kupch.dyndns.org/rest/conf
HTTP/1.1 201 Created

Content-Type: application/json

Location: rest/conf/221E2BB065458408
Vyatta-Specification-Version: 0.3

Cache-Control: no-cache

Transfer-Encoding: chunked

Date: Fri, 19 Feb 2016 20:36:05 GMT

Server: lighttpd/1.4.28

gp4@userv:~$ [

Figure 69: Restfull API query/respond to vRouter
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Then we will need to get session ID:

curl -k -s -i -u vyatta:vyatta -H '"content-length:0" -H "Accept:
application/json" -X GET https.//kupch.dyndns.org/rest/conf

. ® Downloads — gp4@userv: ~ — ssh gp4.zapto.org — 80x26
ubuntu@compt... qp4@qp4-X101... vyatta@vyatta:... qpd@userv: ~... +

gp4@userv:~$ curl -k -s -i -u vyatta:vyatta -H "content-length:0" -H "Accept: ap
plication/json" -X GET https://kupch.dyndns.org/rest/conf

HTTP/1.1 200 OK

Content-Type: application/json

Vyatta-Specification-Version: 0.3

Cache-Control: no-cache

Content-Length: 226

Date: Fri, 19 Feb 2016 20:36:27 GMT

Server: lighttpd/1.4.28

{
"session": [
{
"id": "221E2BB065458408",
"username": "vyatta",
"description": "",
"started": "1455914165",
"modified": "false",
"updated": "1455914165"
}
I,
Ilmessagell: n n
}

gp4@userv:~$ [

Figure 70: Restfull API session ID query/respond to vRouter
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After we got session ID (221E2BB065458408 ) now we can use it in
order to initiate a command on vRouter i.e change firewall rule 100, in
order to drop icmp traffic from address tenant-2( ip: 92.168.95.100) to
tenant-1 (ip: 192.168.111.17)

curl -k -s -i -u vyatta:vyatta -H '"content-length:0" -H "Accept:
application/json" -X PUT https://kupch.dvndns.org/rest/conf/

221E2BB065458408/set/firewall/name/network_firewall/rule/100/
action/drop

® @® Downloads — qp4@userv: ~ — ssh qp4.zapto.org — 80x26
ubuntu@comp1... qp4@qp4-X101... vyatta@vyatta:... gp4@useryv: ~... aF
{
"session": [
{
"id": "221E2BB065458408",
"username": "vyatta",
"description": "",
"started": "1455914165",
"modified": "false",
"updated": "1455914165"
}
1,
Ilmessagell: n n

}

gp4@userv:~$ curl -k -s -i -u vyatta:vyatta -H "content-length:0" -H "Accept: ap
plication/json" -X PUT https://kupch.dyndns.org/rest/conf/221E2BB065458408/set/f
irewall/name/network_firewall/rule/100/action/drop

HTTP/1.1 200 OK

Content-Type: application/json

Vyatta-Specification-Version: 0.3

Cache-Control: no-cache

Transfer-Encoding: chunked

Date: Fri, 19 Feb 2016 20:41:08 GMT

Server: lighttpd/1.4.28

gp4@userv:~$ [

Figure 71: RESTfull API Firewall rule action set up on vRouter
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Then we have to commit our changes, so router will actually activate
changes we made for firewall rule 100:

curl -k -s -i -u vyatta:vyatta -H '"content-length:0" -H "Accept:
application/json" -X POST https://kupch.dyndns.org/rest/conf/
221E2BB065458408/commit

® © Downloads — gp4@userv: ~ — ssh qp4.zapto.org — 80x26
ubuntu@compt... qp4@qgp4-X101... vyatta@vyatta:... gp4@userv: ~... = ||

plication/json" -X PUT https://kupch.dyndns.org/rest/conf/221E2BB065458408/set/f
irewall/name/network_firewall/rule/100/action/drop

HTTP/1.1 200 OK

Content-Type: application/json

Vyatta-Specification-Version: 0.3

Cache-Control: no-cache

Transfer-Encoding: chunked

Date: Fri, 19 Feb 2016 20:41:08 GMT

Server: lighttpd/1.4.28

gp4@userv:~$ curl -k -s -i -u vyatta:vyatta -H "content-length:0" -H "Accept: ap
plication/json" -X POST https://kupch.dyndns.org/rest/conf/221E2BB065458408/comm
it

HTTP/1.1 200 OK

Content-Type: application/json

Vyatta-Specification-Version: 0.3

Cache-Control: no-cache

Content-Length: 21

Date: Fri, 19 Feb 2016 20:41:30 GMT

Server: lighttpd/1.4.28

{

Ilmessagell. n n

}
gpd@userv:~$ [

Figure 72: RESTfull API commit firewall changes on vRouter
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Now we have to test our changes by pinging tenant-1 from tenant-2:

@® Downloads — qp4@qp4-X101CH: ~ — ssh 192.168.95.100 — 80x26

ubuntu@compf... gp4@qgp4-X101... vyatta@vyatta:... gp4@userv: ~... -
RX bytes:297684 (297.6 KB) TX bytes:361427 (361.4 KB)

lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
inet6 addr: ::1/128 Scope:Host
UP LOOPBACK RUNNING MTU:65536 Metric:1
RX packets:1640 errors:® dropped:® overruns:® frame:0
TX packets:1640 errors:® dropped:® overruns:0Q carrier:0
collisions:@ txqueuelen: 0@
RX bytes:135697 (135.6 KB) TX bytes:135697 (135.6 KB)

qp4@qp4-X101CH:~$%$ ping 192.168.111.17

PING 192.168.111.17 (192.168.111.17) 56(84) bytes of data.

64 bytes from 192.168.111.17: icmp_seq=1 ttl=62 time=4.65 ms
64 bytes from 192.168.111.17: icmp_seq=2 ttl=62 time=2.12 ms
~C

—-—— 192.168.111.17 ping statistics ——-

2 packets transmitted, 2 received, 0% packet loss, time 1002ms
rtt min/avg/max/mdev = 2.120/3.387/4.655/1.268 ms
qp4@qp4-X101CH:~$ ping 192.168.111.17

PING 192.168.111.17 (192.168.111.17) 56(84) bytes of data.

~C

-—— 192.168.111.17 ping statistics —-—-

8 packets transmitted, @ received, 100% packet loss, time 7041ms

qp4@qp4-X101CH:~$ [

Figure 73: Checking reachability btw tenants

Apparently we got 100% packet loss, because now firewall is dropping
all ICMP packets coming from ip:192.168.95.100 to 1p:192.168.111.17

Now we would like to get everything back, so both tenants will be
reachable from each other, thus we can use same session ID, because
router has never been rebooted yet, and still have all sessions active.
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First we have to set rule 100 for action:accept in order to permit
forwarding ICMP traffic from ip:192.168.95.100 to ip:192.168.111.17
Secondly we commit changes.

curl -k -s -i -u vyatta:vyatta -H '"content-length:0" -H "Accept:
application/json" -X PUT https://kupch.dyndns.org/rest/conf/
221E2BB065458408/set/firewall/name/network_firewall/rule/100/

action/accept

curl -k -s -i -u vyatta:vyatta -H '"content-length:0" -H "Accept:
application/json" -X POST https://kupch.dyndns.org/rest/conf/
221E2BB065458408/commit

| ® @® Downloads — gp4@userv: ~ — ssh qp4.zapto.org — 80x26

; ® ubuntu@compl... qp4@qgp4-X101... ... vyatta@vyatta:... qp4@userv: ~... aF

ll[gp4@userv:~$ curl -k -s -i -u vyatta:vyatta -H "content-length:0" -H "Accept: ap
plication/json" -X PUT https://kupch.dyndns.org/rest/conf/221E2BB065458408/set/f
irewall/name/network_firewall/rule/100/action/accept

HTTP/1.1 200 OK

Content-Type: application/json

Vyatta-Specification-Version: 0.3

Cache-Control: no-cache

Transfer-Encoding: chunked

Date: Fri, 19 Feb 2016 20:42:35 GMT

Server: lighttpd/1.4.28

gp4@userv:~$ curl -k -s -i -u vyatta:vyatta -H "content-length:0" -H "Accept: ap
plication/json" -X POST https://kupch.dyndns.org/rest/conf/221E2BB065458408/comm
it

HTTP/1.1 200 OK

Content-Type: application/json

Vyatta-Specification-Version: 0.3

Cache-Control: no-cache

Content-Length: 21

Date: Fri, 19 Feb 2016 20:42:41 GMT

Server: lighttpd/1.4.28

{
"message":

}

Figure 74: RESTfull API applying changes on vRouter
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6.2 Checking connectivity between tenant-1 and tenant-2

From now on ICMP traffic is permitted and we can have a look on our
statistics, which says, that there is 40% packet loss, it’s because before
we committed changes, router was dropping ICMP traffic from tenant-2
to tenant-2, but after we committed changes, ping command started
working, thus 31 packets out of 51 has been eventually received
correctly and 20 has been dropped at the beginning, when rule100 was
set to action:drop.

ubuntu@comp?...

Downloads — qp4@qp4-X101CH: ~ — ssh 192.168.95.100 — 80x 39

qp4@qp4-X101... vyatta@vyatta:... qp4@userv: ~... a4

qp4@gqp4-X101CH:~$ ping 192.168.111.17
PING 192.168.111.17 (192.168.111.17) 56(84) bytes of data.
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52 packets transmitted, 31 received, 40% packet loss, time 51172ms

rtt min/avg/max/mdev = 1.670/2.124/3.386/0.402 ms
qp4@qp4-X101CH:~$ [

Figure 75: connectivity between tenant-1 and tenant-2
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6.3 Installing HTTP Server application on both Servers

To install HTTP service on both servers I executed this command in
terminal of both servers:

sudo apt-get install apache2

gp4@gqp4-X101CH:~$ sudo apt-get install apache2

[sudo] password for qp4:

Reading package lists... Done

Building dependency tree

Reading state information... Done

The following packages were automatically installed and are no longer required:
augeas-lenses firefox-locale-ru libaugeas® libbonobo2-0 libbonobo2-common
libbonoboui2-@ libbonoboui2-common 1libgaill8 libgnome2-@ libgnome2-bin
libgnome2-common libgnomecanvas2-0 libgnomecanvas2-common libgnomeui-0
libgnomeui-common libgnomevfs2-@ libgnomevfs2-common libgtk-vnc-1.0-0
libgvnc-1.0-0 libidl-common 1libid1® libnetcfl liborbit-2-@ liborbit2
libvirt® libxm12-utils linux-headers-3.16.0-30
linux-headers-3.16.0-30-generic linux-image-3.16.0-30-generic
linux-image-extra-3.16.0-30-generic python-gnome2 python-gtk-vnc
python-1libvirt python-pycurl python-pyorbit python-urlgrabber virtinst

Use 'apt-get autoremove' to remove them.

Suggested packages:
apache2-doc apache2-suexec-pristine apache2-suexec-custom apache2-utils

The following NEW packages will be installed:
apache2

@ upgraded, 1 newly installed, @ to remove and 151 not upgraded.

Need to get @ B/87.5 kB of archives.

After this operation, 474 kB of additional disk space will be used.

WARNING: The following packages cannot be authenticated!
apache2

Install these packages without verification? [y/N] y

Selecting previously unselected package apache2.

(Reading database ... 249694 files and directories currently installed.)

Preparing to unpack .../apache2_2.4.7-1ubuntu4.9_1i386.deb ...

Unpacking apache2 (2.4.7-1ubuntu4.9) ...

Processing triggers for ureadahead (0.100.0-16)

ureadahead will be reprofiled on next reboot

Processing triggers for ufw (0.34~rc-Qubuntu2) ...

Processing triggers for man-db (2.6.7.1-1ubuntul) ...

Setting up apache2 (2.4.7-lubuntu4.9) ...

* Restarting web server apache2

AHO0558: apache2: Could not reliably determine the server's fully qualified doma

in name, using 127.0.1.1. Set the 'ServerName' directive globally to suppress th

is message

Figure 76: HTTP Service installation on both tenants
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After that I have changed default index.html page for both servers, so we
know which server responded on out http request.

1. we use this command in order to rename default index.html page to
index.html.bak just in case for backup:

sudo mv /var/www/html/index.html /var/www/html/index.html.bak

2. then we create our new index.html using following command:

sudo nano /var/www/html/index.html

with the following content for tenant-2

® @ Downloads — qp4@qgp4-X101CH: ~ — ssh 192.168.95.100 — 75x22

ubuntu@... qp4@qp... vyatta@... qp4@us... -bash +
GNU nano 2.2.6 File: /var/www/html/index.html

B!DOCTYPE html>

<htm1>

<body>

+ <hl>comp-2</hl>
<p> Server's IP Address: 192.168.95.100</p>
<p>Comp-2 server is running</p>
<p id="demo"></p>
<script>
document.getElementById("demo").innerHTML = Date();
</script>

</body>
</html>

Af Get Help gt} WriteOut g Read Filegd{ Prev Pagegld Cut Text gl Cur Pos
pd Exit g8l Justify gl Where Is g Next Pageglll UnCut Texgl] To Spell

Figure 77: HTTP Service configuration on tenants-2
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and with the following content for tenant-1

. © Downloads — ubuntu@comp1: ~ — ssh -i opkey.pem ubuntu@172.16.0.1...

ubuntu@... ap4@gp... vyatta@... gp4@us... -bash -+
GNU nano 2.2.6 File: /var/www/html/index.html

<!DOCTYPE html>

<html>

<body>

<hl>comp-1</hl>

<p>Server's IP Address: 192.168.111.17</p>
<p>Comp-1 server is running</p>

<p id="demo"></p>

<script>

document.getElementById("demo").innerHTML = Date();
</script>

</body>
</html>

[ Read 17 lines ]
At Get Help gl WriteOut @il Read Filegdf Prev Pagegld Cut Text gl Cur Pos
d Exit a8l Justify @] Where Is gl Next Pagegll] UnCut Texgy] To Spell

Figure 78: HTTP Service configuration on tenants-1

This string returns current time on the server:

<script>
document.getElementById('demo").innerHTML = Date();
</script>
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6.4 Enabling LoadBalancer LB interfaces

@ Chrome File Edit View History Bookmarks People Window Help AP H L @ = = 58%%>r FriFeb19 10:47AM Q  [6) =
® O ® Muuex ([BHorx ( [Nex (@MAx ( Blinsix ( S Tryix ( [Q17:x { Dt x ( @Tre x ( FlFac x ( Daer x { f*Co x { ghtt x { B€Loa x ( Mntt x / b7 x { Wuicix ( [ises x \( | Awvrpuii |
- C' i (X https://192.168.95.102 % * § O =

abal Vers:7.1-32a-88 (VirtualBox)

LoadMaster
KEMP Statistics 07:08:36 AM

Home
~ Viruat sevices o st senrs Vit sevies | [ Comecions ] e L s | Pt
Add N
»Aadiew Name RS-IP Status Total Last 5 Mins 30 Mins 1 Hour Active Current Rate [%  Conns/sec
 View/Modify Services Conns 60 Sec Conns Conns/sec
» Manage Templates 1s 19216895100 o 0 0 o 0 0 0 o
> Manage S5O
2 19216811117 o 0 0 0 0 0 0 0

> WAF Settings

~ Global Balancing 2 System Total Conns 0 o o [ o o 0 /sec

Figure 79: Functioning Real Servers on KEMP VLM

Both Real WebServers are up and running

6.5 Verification LB functionality from http client

I used Firefox and Safari browsers in order to access the same ip
address, but eventually my 2 requests has been load-balanced and
redistributed between 2 Web Servers, thus | got different content on the

same address, from 2 browsers even from one http client.

@ Firefox File Edit View History Bookmarks Tools Window Help AQ B L ) @« = E 100%E3 MonFeb22 4:26PM Q (A =
< (¢]
Mirantis | Thank You! 192.168.95.223 192.168.111.17 192.168.95.100 (16100:192.168.95.10... round robin - Googl... Round Robin Load B... load balancing web... How to configure KE..  +
comp-2

Server's IP Address: 192.168.95.100
Comp-2 server is running

Mon Feb 22 2016 16:26:39 GMT-0700 (MST)

Y

o http://192.168.95.223/ x \ +

Server's IP Address: 192.168.111.17
Comp-1 server is running

Mon Feb 22 2016 16:26:43 GMT-0700 (MST)

Figure 80: Verification LB functionality from http client
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7 SUMMARY AND CONCLUSION

In this project we achieved all the results we intended to get as the
output. Load-balancing on the edge of cloud infrastructure and physical
network, which can be replaced with physical datacenter, has been
realized using KEMP Virtual Load balancer and Brocade’s virtual
Router product called Vyatta vRouter. Firewall rules has been managed
by the http client located in the Internet using REST API.

Deployment and functionality of private cloud infrastructure has been
demonstrated as well as implementation of Network Functions
Virtualization (NFV) components, which made actual virtual network
possible. Although NFV made a role of the bridge between physical and
virtualized network areas. This hybrid network model can be further
used in Enterprise data centres for example by ISP which can on top of it
manage multiple services distribution as for inside users and or for
public.

Management and deployment of this whole mechanism became so
convenient and as simple as one click in the web browser. Instance
deployment in the cloud environment has been realized by using Heat
component for Openstack, which provides orchestration service. This
service gives user the ability to deploy and configure instance with just
one click. Using orchestration template, Heat component further runs all
the necessary steps, while not granting user all the rights for our cloud
environment administration we still give enough authority to deliver
reasonable service with all the possible security still in place. Further
user may use our services for various application deployment. Before it
wasn’t a case because ISP for example couldn’t delegate such rights to
the user as of a security risk existence. For example if user would have
such an access to the higher level then he/she could bring everything
down so easy, so there is a security risk for the provider’s size, that’s
why we needed an actual IT specialist on provider’s side, that we trust

and who could get carry that level of responsibility and who has that
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level of education that gives him enough knowledge to administer such a
service for us, with automated services on the other hand, like
orchestration component for Openstack now users can do that without
having a real chance of bringing the providers infrastructure down, then
there 1s no need in IT specialist that you need to deploy an instance in
the cloud, thus for example ISP can save some financial resources, and
spend those in a more efficient way by investing in the cloud
environment deployment and support. In modern data centres we may
find several benefits for IT Specialists, such as flexibility and
manageability by using virtualization centralized control, short time for
deployment projects became extremely crucial in our fast-paced day-to-
day reality. Our system should be able to expand really fast, when
scalability and expenses still matters a lot, this is where virtualization is
helping us not only achieve those goals but even decrease overall
environmental consumption. Better throughput plus better resource
utilization made virtual model even more competitive, so we cannot
imagine modern data centre activity without it.
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