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Abstract

This thesis is concerned with the development of three novel equalization techniques for
DMT systems employing critically decimated filterbanks, namely, the Integer-Delay Equal-
ization, One-Tap Interpolation Equalization and Multi-Tap Interpolation Equalization tech-
niques. Based on the investigation of various DMT systems and equalization techniques,
this thesis focuses on the analysis of the dominant effect of channel delay in DMT systems.
The proposed equalization techniques equalize the channel (integer or fractional) delay by
combining one or multiple polyphase components of the analysis filter output, leading to
high Signal-to-Noise Ratios (SNRs) (for example, about 15 dB higher than the output com-
biner technique) while requiring a small number of equalizer taps. Tradeoff can be made
between various equalization parameters, leading to high computational flexibility. Two
suboptimal solutions are also proposed to simplify the equalizer training with a small loss

in the system output SNR.
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Chapter 1

Introduction

Wireline communication is the most widely used communication technology all over the
world. Originally, twisted-pair copper line was the only media for wireline communication.
With the increasing requirement of fast Internet access and real-time multimedia communi-
cation, more and more new media, such as coaxial cables and optical fibres, were employed
in wireline communication. However, the twisted-pair copper line is not obsolete. Various
new techniques make the twisted-pair copper line suitable for high speed digital communi-
cation. Usually, these techniques are referred to as various Digital Subscriber Lines (xDSL)
[14].

An important modulation/demodulation technique family widely used in xDSL appli-
cations is the Discrete Multitone (DMT) modulation/demodulation technique which is a
multicarrier modulation technique employing multirate filterbanks to do modulation and
demodulation. DMT techniques can be used not only in xDSL applications but also in
other communication applications such as cable TV communications or even wireless com-
munications [24] [31].

A major issue in DMT systems is the channel equalization. Based on the investigation
of various DMT systems and equalization techniques, this thesis focuses on the analysis of

the channel delay effect in DMT systems, and proposes three novel equalization techniques.

1.1 Background

Although wireless communication was first used in the world in ancient time when a person
communicated with other person by shouting, wireline communication has been the most
widely used and the most important communication method since the invention of telephone
in 1876. Nowadays, the telephone network is available almost everywhere people live, and is

the largest communication network in the world. Originally, it was designed only for voice



communication, as called Plain Old Telephone Services (POTS) today. However, the POTS
system has also been used for various types of data communications such as facsimile, audio
and video communications, and Internet applications. It has partly been, and in the near
future, will be totally incorporated into the Internet network with the trend involving the
convergence of telecommunications and computing [40].

The increasing requirement of various data communications makes the POTS system
necessary to be used for broadband communications. The backbone of the telephone net-
work has been (mostly, if not completely) replaced with optical fiber, which is the highest
bit-rate wireline communication media today. However, the so-called “last one mile” of the
telephone network, which refers to the telephone line between the end user and the nearest
central office, is still using the twisted-pair copper line. It is not economical to upgrade ev-
ery “last one mile” to the optical fiber. Therefore, the reuse of existing twisted-pair copper
line for high speed data communications presents a feasible and relatively cheaper way to
solve the “last one mile” problem.

The voice modem is the first commercial device to transfer bitstreams through the
twisted-pair copper line. Its speed varies from ordinary 300 bit per second (bps) to today’s
56k bps. The main standards of voice modems made by International Telecommunication

Union (ITU) are listed! in Table 1.1.

| Standard | Bit Rate (bps) |

V.21 300

V.22 1200

V.22 bis 2400

V.27 ter 4800/2400

V.32 9600

V.32 bis 14400

V.34 33600

V.90 56000 (downstream)
33600 (upstream)

V.92 56000 (downstream)
48000 (upstream)

Table 1.1: Voice modem standards

In POTS system, the frequency band of the twisted-pair copper line used for voice
communication (called voice-frequency-band) is from 0 to 4k Hz. The voice-frequency-band
now is standardized as a channel of 8k Hz sampling rate and 8 bits/sample, i.e. 64k bps.

The voice modem also uses the same voice-frequency-band for data communications (this is

'Data are obtained from http://www.itu.int



why people cannot use voice modems at the same time when making phone calls). Because
usually 1 bit in each sample is used for error detection, the highest bit-rate of the voice
modem is 56k bps [50].

The voice-frequency-band is only 4k Hz wide. However, the whole frequency bandwidth
of the twisted-pair copper line that suitable for data communication can be much higher
(for example, up to 1.1M Hz for Asymmetric Digital Subscriber Line (ADSL)). Therefore,
the frequency spectrum higher than 4k Hz can be exploited for data communications.

The Integrated Services Digital Network (ISDN) [50] is the first technology to utilize
the unused bandwidth of the twisted-pair copper line for data communications. It provides
several 64k bps bearer channels? (B channels) for voice and data communications3, and one
16k or 64k bps data channel (D channel) for signalling and call set-up information. There
are two user-network interfaces of ISDN. One is the Basic Rate Interface (BRI) while the
other one is the Primary Rate Interface (PRI). Table 1.2 gives some specifications of these

two interfaces for comparison.

| User-Network Interface | Channels | Bit Rate (bit/s) |
BRI 2B+D (D channel is 16k bps) | 144k
PRI (T1 in North America) | 23B+D (D channel is 64k bps) | 1536k
PRI (E1 in Europe) 30B+D (D channel is 64k bps) | 1984k

Table 1.2: ISDN user-network interfaces

Cable Internet is a Internet access service provided by cable TV companies. It uses a
cable modem to provide high bit-rate transmission. A splitter is needed in the cable modem
to split the digital data from analog television signals. The cable modem can provide 27—
56M bps digital transmission [10]. However, usually each communication channel (coaxial
cable) between the cable TV company and the end users is shared by a group of cable
Internet subscribers. Therefore, the actual transmission bit-rate depends on the number of
users sharing the same cable.

In recent years, xDSL technologies have been used for high bit-rate transmission over
twisted-pair copper line. The transmission bit-rate depends highly on the distance between
the central office and the end user. Therefore, these technologies are used mainly to solve

the “last one mile” bottleneck. The downstream? bit-rate of a xDSL system is higher than

2The definition of a bearer channel is that “an ISDN communication channel that bears or carries voice,
circuit, or packet conversations” [15].

30ne B channel occupies the voice-frequency-band and can be used for telephone communications if
needed.

4Downstream and upstream are defined in the next section.



T1 (1.5M bps) and will be up to 52M bps in the future [51]. Because of the star network
structure of the Public Switched Telephone Network (PSTN) between the central office and
the end users, each communication channel is exclusively used by a single user. Nowadays,
with xDSL technologies, the twisted-pair copper line is capable of fast Internet access and

multimedia applications such as full motion video and Video-on-Demand.

1.2 Digital Subscriber Lines

xDSL applications use higher frequency band of the twisted-pair copper line for data com-
munications and leave the lower frequency band for use by POTS and/or ISDN. The fre-
quency band used by xDSL applications can be divided into two parts [20], namely, the
upstream and downstream channels. The downstream refers to the bitstream transmitted
from the central office to the end user while the upstream refers to the bitstream trans-
mitted from the end user to the central office. Because the Internet applications usually
transmit much more information in downstream than that in upstream (i.e. for Internet ap-
plications, downloading is more dominant than uploading), the downstream usually requires
much higher bit-rate than the upstream. An illustration of the frequency band allocation is
shown in Figure 1.1. In this figure, two approaches can be used to create the upstream and
the downstream signals. The Frequency Division Multiplexing (FDM) approach (Figure
1.1a) assigns different bands to the upstream and the downstream signals. On the other
hand, by using Echo Cancellation approach (Figure 1.1b), the upstream band overlaps with
the downstream band, and local echo cancellation techniques are needed to separate the
upstream and the downstream signals. In both cases, normally a splitter has to be used to

separate the POTS/ISDN channels from xDSL channels.

POTS  Upstream Downstream POTS  Upstream Downstream
Frequency 1M Hz Frequency 1M Hz
a) Frequency Division Multiplexing b) Echo Cancellation

Figure 1.1: Frequency band allocation for xDSL applications

There are several types of xDSL techniques. Some of them® as shown in Table 1.3 are:

*Data are obtained from http://www.dslforum.org



SDSL (Symmetric DSL or Single line DSL), HDSL (High bit-rate DSL), ADSL (Asymmetri-
cal DSL), G.Lite (the simplified ADSL without using splitters), and VDSL (Very-high-speed
DSL), where VDSL is still under development.

| Name | Bit-rate (bps) | Mode | Media |
SDSL 128k-2.32M Symmetric 1 pair
HDSL 1.544M (T1) Symmetric 2 pairs (T1)
2.3M (E1) 3 pairs (E1)
ADSL 1.5M-6M (Downstream) Asymmetric 1 pair
16k—640k (Upstream)
G.Lite 1.5M (Downstream) Asymmetric 1 pair
500k (Upstream)
VDSL 13M-55M (Downstream) Asymmetric 1 pair
1.6M—6M (Upstream)

Table 1.3: xDSL techniques

As mentioned above, the bit-rate of a xDSL system varies in accordance with the distance
between the central office and the end user. As an example, Table 1.4 shows the relationship

between the bit-rate and the distance in ADSL systems.

| Bit-rate | Distance (ft) [ Distance (km) |
1.544 Mbps 18,000 5.5
2.048 Mbps 16,000 4.8
6.312 Mbps 12,000 3.7
8.448 Mbps 9,000 2.7

Table 1.4: Relationship between the bit-rate and distance between the central office and
the end user for ADSL systems

In xDSL applications, various modulation/demodulation techniques are used to obtain
high transmission bit-rates. Most of these techniques are Multicarrier Modulation (MCM)
techniques. For example, the conventional DMT technique has been selected by ANSI and
ITU as the standard modulation/demodulation technique for ADSL applications [4]. In the
next section, some important concepts of MCM techniques are discussed as the foundation

for the coming chapters.

1.3 Multicarrier Modulation

1.3.1 Structure of Multicarrier Modulation

MCM technique is a type of orthogonal FDM technique that transmits data “by dividing

it into several interleaved bit streams, and using these to modulate several carriers” [7]. It



divides the communication channel into several orthogonal subchannels by using a set of
carriers, and transmits bitstreams through these subchannels in parallel. The block diagram

of general MCM systems is shown in Figure 1.2.

Bit stream | Serial-to- | 4 o o
—  Parallel : Encoder : Modulator :
Converter N To ghmnel
> S >
a) MCM transmitter
--- Equalizers may be here
: v
v (N _" !
Parallel
From channel . . arallel-to-| it stream
— Demodulator : Decoder : Serial |[—
_ Converter

b) MCM Receiver
Figure 1.2: Block diagram of general MCM systems

At the transmitter, the serial input bitstream is parsed into several subchannels by using
a Serial-to-Parallel (S/P) converter. Then, an encoder is used to group the bitstream in
each subchannel into bit blocks and encode these bit blocks into symbols (as explained
later). After that, the generated symbols are modulated into different subchannels by
using a modulator, and eventually summed together and sent through the channel. At the
receiver, the received symbols are demodulated by using the demodulator. Equalizers may
be used before or after the demodulator to compensate for the channel distortion to obtain
the recovered symbols. After demodulation and equalization, the recovered symbols are
decoded into parallel bitstreams by using a decoder. Then, after Parallel-to-Serial (P/S)

conversion, the serial input bitstream is recovered at the system output.

1.3.2 Communication Channel

An ideal communication channel is a distortionless and noiseless channel such that its output
signal is exactly the same as its input signal. In discrete-domain, the impulse response c(n)

of an ideal channel can be written as

c(n) = dé(n), (1.1)



where 6(n) is defined as

5(n)é{1’ n=0, (1.2)

0, otherwise.
However, in practical situations, the channel is non-ideal and may introduce distortion and
noise into the transmitted signal. Usually, the channel noise is assumed to be additiveS. In
this case, an actual (noisy) channel can be represented by a noiseless channel’ C(z) with a

noise input e(n), as shown in Figure 1.3.

e(n)
o(n) y(n)
— ) —#——

Figure 1.3: Channel model

By assuming that the channel noise is an Additive White Gaussian Noise (AWGN) (28],
i.e. additive noise with uniformly distributed Power Spectral Density (PSD), C. E. Shannon
[48] gave an upper-bound for the system capacity in bps (called Shannon system capacity)
as

b = BW log,(1 + SNR), (1.3)

where BW represents the channel bandwidth, and SNR represents the channel Signal-to-
Noise Ratio (SNR). Eqn (1.3) can also be written in bit per symbol as

b=logy(1+ SNR). (1.4)

Usually in xDSL systems, the Shannon system capacity cannot be reached because of
the existence of multitudes of non-Gaussian noise components in the twisted-pair copper
line channel, such as the Near-End Crosstalk (NEXT), Far-End Crosstalk (FEXT) [8], and

narrow-band noise (for example, radio frequency interferences).

1.3.3 Receiver Biases and Signal-to-Noise Ratio

In Communication system, the SNR is often used to measure the system performance.
Depending on two different receiver settings, there are two types of SNRs: the biased SNR
and the unbiased SNR [13]. Figure 1.4 illustrates the two receiver settings.

5This is true when the channel input is decorrelated with the channel noise and the power of the channel
input is larger than that of the channel noise. When the channel noise is not additive, the communication
channel model has to be changed, for example, using the multiplicative noise model or distributive noise
model.

"(C(z) represents the z-transform of the channel impulse response c(n).



Figure 1.4: Biased receiver and unbiased receiver

In this figure, the output of the biased receiver is

y(n) = a(z(n) +u(n)) , (1.5)

where « is a positive constant, and u(n) are the summation of noise and interference com-
ponents contained in y(n). This receiver is called as “biased” because the system input
component az(n) contained in the receiver output y(n) is not equal to z(n). In this case,
the output SNR is the biased SNR in accordance with

2
E [j2(n)P] 52

z (1.6)

SNRg £ = ;
B[la(m) -y lof o+ 1 - o’ o2

where 02 and o2 represent the autocorrelation of z(n) and u(n), respectively.
On the other hand, the unbiased receiver (the dashed box in Figure 1.4) is the biased

receiver cascaded by a scaler —é The output of the unbiased receiver can be written as

(n) = z(n) + 4(n), (1.7

where 4(n) are the summation of noise and interference components contained in §(n).
Therefore, the system input component contained in the receiver output g(n) is equal to
z(n). In this case, the output SNR is the unbiased SNR in accordance with

R & E [2(n))’] .

E [la(n) - §(n)?]

where 02 represents the autocorrelation of %(n). It can be proved [13] that the biased SNR

: (1.8)

bl

and the unbiased SNR have the relationship as

SNRg = SNRy + 1. (1.9)



1.3.4 PAM/QAM Encoding and Water-Filling Strategy

In the MCM system, the encoder is used to convert binary inputs into symbols. In each
subchannel, different number of bits are grouped into blocks and then converted into symbols
using Pulse-Amplitude Modulation (PAM) or Quadrature Amplitude Modulation (QAM)
encoding. Therefore, each symbol belongs to a fixed finite set of values (or collectively called
a constellation) [53]. These values may be real numbers in PAM constellation or complex

numbers in GQAM constellation. Examples of PAM and QAM constellations are given in

Figure 1.5.
T o o
> O G O—» >
o o
2-bit PAM 2-bit QAM
or 4-PAM or 4-QAM

Figure 1.5: Constellation examples

In MCM systems, the number of bits allocated into each subchannel depends on the
SNR of the corresponding subchannel. The bit allocation strategy is called as “water-filling
strategy” [53]. Suppose the channel C(z) can be fully equalized by using an equalizer
1/C(z). Then, the noise PSD at the equalizer output (the effective noise PSD) becomes
See(e?)

Sul®) = o

(1.10)

where w represents the real frequency variable, and See(e'?), Syq(e/%), and C(e’) represent
the noise PSD at the equalizer input, the noise PSD at the equalizer output, and the
frequency response of the channel, respectively. By using the water-filling strategy, the
optimal input power distribution is

A — Syq(€?), when this > 0,

i (1.11)
0, otherwise,

Spz(e9?) = {

where ) is a constant. The graphical illustration is shown in Figure 1.6, which looks like a
bowl filling of water.

Eqn (1.11) means that in the channel frequency region where Syq(€/?) > X, no bit should
be allocated, in the channel frequency region where S;;(e/“) > 0 but small, small number
of bits should be allocated, and in the channel frequency region where Sy, (€’*) > 0 is large,
a large number of bits should be allocated. With this strategy, the system capacity can be

maximized.
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Figure 1.6: Illustration of water-filling strategy

1.3.5 Matched Filter Bound

If the channel noise is AWGN, from Eqns (1.10) and (1.11), one can conclude that the
upper-bound of the system capacity is determined by the channel frequency response. In
this case, the upper-bound of the system capacity is called as Matched Filter Bound (MFB).

Suppose the number of subchannels in a MCM system is M. When M is large, the
frequency response of each subchannel can be approximated by a constant magnitude and a

linear phase response. In this case, together with the assumption of AWGN channel noise,

the MFB of the i-th subchannel (i =0, ..., M — 1) is defined as

o
SNRurs,; 2 %— , (1.12)

€
where € ;, €¢, and C; represent the PSD of the input of the i-th subchannel, the PSD of
the noise, and the approximated magnitude response of the i-th subchannel, respectively.

Then, the Shannon system capacity becomes

M-1 M-1
b= bm= ) logy(l+SNRyrs,)
m=0 m=0
M-1 o (1.13)
Ee
m=0

Usually, the margins of coding gain and SNR gap have to be considered. Then, the Shannon
system capacity becomes

M-1
b= logy(1 + 103NRmare.i) (1.14)
m=0

where SNRyarg s is conventionally defined in dB as

SNRumarg.,i(AB) £ SNRyvrB,i(dB) + 7:(dB) — 1, (dB) — I,(dB), (1.15)
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with 7.(dB), ¥,(dB), and I',(dB) representing the coding gain, noise margin, and SNR gap
in dB, respectively. Note that by replacing SNRymrg ;(dB) in Eqn (1.15) with the actual
SNR of the i-th subchannel, Eqn (1.14) can also be used to calculate the actual system
capacity. Moreover, after determining the system capacity b, the transmission bit-rate (in

bps) is obtained as

bfs

BitRate =
itRate 7R

(1.16)

where f, represents the sampling frequency.

1.4 Problem Statement and Thesis Overview

The MFB discussed above corresponds to the case that only one symbol in each subchan-
nel is transmitted. In practical situations, because the channel is non-ideal, interferences
exist in system output when a series of symbols are transmitted®. To eliminate the inter-
ferences and recover the input symbols at the system output, channel equalization has to
be employed to compensate for the channel distortion. In this thesis, various DMT sys-
tems and equalization techniques are investigated. Based on the investigation, the thesis
mainly focuses on the study of the relationship between the channel phase response and
the decimator used in DMT system. In light of the effect of channel delay, this thesis
proposes three new equalization methods, namely, integer-delay equalization (resulting in
relatively low SNR but having no additional equalization cost, suitable for binary or low
bit-rate communication cases), one-tap interpolation equalization (resulting in moderate
SNR with low equalization cost, suitable for moderate bit-rate communication cases), and
multi-tap interpolation equalization (the generalization of the former two equalization tech-
niques, resulting high SNR with relatively small equalization cost, suitable for high bit-rate
communication cases). Moreover, tradeoff between various equalization parameters is al-
lowed in the multi-tap interpolation equalization, leading to high computational flexibility.
In addition, a significant simplification in the equalizer training can be achieved through
constraining the search for the optimal solution to within the channel lower and upper
group-delay bounds within each subchannel.

Chapter 2 is concerned with the investigation of various DMT systems. The general
filterbank-based DMT system is introduced together with its properties. The optimal or-
thonormal DMT system is discussed, which gives a theoretical upper-bound for optimal

DMT system design. Four commonly used DMT systems are also discussed, namely, the

8A detailed explanation of interferences is given in Section 2.3.3.
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conventional DMT, zipper DMT, Discrete Wavelet Multitone (DWMT), and Filtered Mul-
titone (FMT) systems.

Chapter 3 gives an investigation of various equalization techniques. Three equalization
techniques that are widely used in various DMT systems are discussed in detail, namely,
time-domain equalization, per tone equalization, and the output combiner.

In Chapter 4, the effect of channel phase response and the relationship between the
channel delay and decimators are studied. The dominant role of the channel delay in output
distortion is placed in evidence. Moreover, in filterbank-based DMT systems, the channel
delay exhibits a periodic-like property, and can be represented by its principal-value. When
channel delay mismatches the time synchronization of the decimator, symbols that contain
important information about the system input are discarded by the decimator. In light of
this, the integer-delay equalization technique for DMT systems using critically decimated
filterbanks is proposed, which uses one of the M polyphase components of the analysis filter
output as the recovered symbols. This equalization technique is suitable for the low bit-rate
cases with no additional cost.

In Chapter 5, the study of the effect of channel delay is extended to the non-integer
quantity case. In this case, no polyphase components of the analysis filter output can be used
as the recovered symbols. However, some polyphase components of the analysis filter output
still contain important information that can be used for equalization. With this study, the
one-tap interpolation equalization technique for DMT systems using critically decimated
filterbanks is proposed, which combines two carefully selected polyphase components of the
analysis filter output to recover the system input. By using this equalization technique,
moderate system output SNR can be obtained with significantly low equalization cost. In
addition, a suboptimal solution is also proposed to simplify the equalizer training with a
small loss in the system output SNR.

Chapter 6 proposes the multi-tap interpolation equalization technique as the general-
ization of the integer-delay equalization and one-tap interpolation equalization techniques.
The multi-tap interpolation equalization technique can obtain high system output SNR
with a small number of equalizer taps. It also has high computational flexibility because
it permits a tradeoff between various equalization parameters. A further simplification for
equalizer training is also proposed towards the end of the chapter. This simplification is
proven (c.f. Appendix C) to be the generalization of the per tone equalization technique.

Chapter 7 presents general conclusions of this thesis, including the main contributions

and the future work.
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Chapter 2

Discrete Multitone Modulations

Originally, the name “DMT” was used for the special technique invented by Amati Corp.
However, nowadays in the field of wireline communication, it is extended to name any type
of multirate filterbank transmultiplexers (as a kind of technique, Amati’s DMT system can
be interpreted as a special type of multirate filterbank transmultiplexers, which will be
explained later.) Followed by this trend, therefore, in the remainder of this thesis, the name
“DMT?” is referred to the set of multirate filterbank transmultiplexers and the one invented
by Amati Corp. is called “the conventional DMT".

In this chapter, the conventional DMT system is investigated first. Then, followed by
the concepts and investigation of the general multirate filterbank-based DMT systems, three
other most important DMT systems will be investigated, which are: zipper DMT, DWMT,
and FMT.

2.1 Conventional DMT System

The conventional Discrete Multitone (DMT) modulation/demodulation technique [12] is
the standard technique adopted by ANSI and ITU for ADSL [4] applications while it is also
widely used in xDSL applications, permitting high bit-rate transmissions over commonly
used twisted-pair copper lines. DMT and its variation are currently candidates of the future

Very-high-speed Digital Subscriber Line (VDSL) standard.

2.1.1 Modulation and Demodulation Procedure

The conventional DMT system uses the Inverse Discrete Fourier Transform (IDFT) and
the Discrete Fourier Transform (DFT) for modulation and demodulation, respectively, to
efficiently use the communication channel. It divides the channel into several orthogonal

subchannels using IDFT and DFT, and allocates proper number of bits into each subchannel
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