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Abstract 

 

Determining the optical fluence from any source in highly scattering tissue can be a time 

consuming process. Previous methods have either been shown to be costly in terms of time, or 

produce erroneous results. Herein, the Matrix Method is proposed. This method attempts to use 

matrices to propagate the radiance through a highly scattering medium, returning the fluence 

distribution. This method is compared to the gold standard in photon transport, the Monte Carlo 

Method. The isotropic point source and the pencil beam simulations are used as tests. It is shown 

that the results from Matrix Method are similar to Monte Carlo far from the source, and that the 

times required for it to run are short. As well, no stochastic errors common to Monte Carlo are 

present in the Matrix Method.  
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Chapter 1 

 

Introduction 

This study was conducted to design, develop and evaluate a novel method of predicting 

the fluence distribution from a light source incident or within anisotropic scattering media. 

Methods which can be used with multiple types of sources, address multiple directions, yield low 

standard errors in the results and short simulation time is important in several fields. These 

include Photodynamic therapy dosimetry [1, 2], imaging inverse problems [3, 4] and sensing of 

optical properties [5, 6]. This thesis will focus on human tissue as a medium with red and near-

infrared (NIR) light as the source wavelengths. The projects scope involves analyzing current 

methods of light propagation in turbid media, developing the theoretical foundations for the 

novel method, and comparing its results and computational efficiency to Monte Carlo. 
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1.1 Light Transport in Turbid Media 

Light transport in turbid media is a field of research which involves analyzing the fluence 

from a light source within or impingent upon a scattering media [7]. Tissues are media which 

scatter light to a high degree whenever it attempts to propagate through it [8]. Modelling the light 

distribution within these tissues is critical as it would allow for the improved efficiency of dose 

delivery for brachytherapy and other related treatments [9]. One of the major reasons for the high 

degree of scattering comes from the internal structure of the cell. 

1.2 The Cell 

When photons scatter, the photon changes its direction due to an elastic collision with 

some object or molecule within a medium [10]. The cell has a number of different organelles 

within it (Fig. 1.1), however only some of these contribute to photon scattering. The organelles 

which significantly contribute to photon scattering are the mitochondria and the cell nucleus 

[11]. The main reason these two organelles contribute is they are large relative to other 

organelles. 

Other organelles, such as ribosomes, endoplasmic reticulum and centrioles, simply aren’t 

big enough to induce the significant proportion of scattering which is seen with the mitochondria 

and nucleus. Although higher energy particles (i.e. electrons) can be scattered by these smaller 

organelles – yielding higher resolution [12], this thesis will focus on photons from the red and 

NIR range. Photons are not only scattered by tissue, they are also absorbed within it. Some of the 

largest absorbers of red and NIR light in human tissue include melanin, oxy- and 

deoxyhemoglobin [13]. As photons are absorbed, their energy is converted to heat [14]. 
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Figure 1.1. The animal cell with labeled organelles [15]. 
 
 

1.3 Mie Scattering Theory 

The theory behind why a cell nucleus and mitochondria can scatter these photons, while 

other organelles cannot, has been developed in Mie scattering theory. Mie scattering theory 

predicts that an object’s scattering efficiency can be related to a size parameter (eq. 1-1) [16, 17].  

 
𝑆𝑖𝑧𝑒 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 =  

2𝜋𝑛𝑟

𝜆
 (1-1) 

The size parameter depends on the radius of the object 𝑟, the index of refraction of the 

medium 𝑛, and the wavelength of the incident light source 𝜆. The scattering efficiency is the ratio 

of the effective scattering cross section to the object’s geometric cross section. It is very low 

when the radius of the object is smaller than the photon’s wavelength (Fig. 1.2). As the object’s 

radius increases, the scattering efficiency dramatically increases, and eventually levels off at a 

value of 2 (Fig. 1.2). 
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Figure 1.3. The optical window in biological tissue [21]. 
 
 

Here, hemoglobin is shown to absorb photons with wavelengths less than 600 nm, while 

water absorbs photons with wavelengths greater than 1050 nm. As such, an optical window 

exists between 650 nm and 900 nm where photons can penetrate through tissue [21 – 23]. The 

significant interest in this photon range is due to the optical window. 

1.5 Project Motivation 

Although the forward problem has been well examined (Chapter 2), the inverse problem 

of determining tissue parameters has not. Currently, this is found using the inverse of a Jacobian 

Matrix [24]. This inverse is ill-conditioned however, with small errors leading to large 

deviations. A simulation method with very small errors would be useful in the inverse problem. 
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1.6 Thesis Overview 

This thesis is written to evaluate a novel method which uses convolution masks and 

matrices to model photon propagation in highly scattering tissue. Chapter 2 focusses on the 

background of light propagation in anisotropic scattering media and encompasses a literature 

review of the field. It includes an explanation of the parameters used in fluence modelling and a 

summary of other modelling methods. Briefly, the main methods are Diffusion Theory and 

Monte Carlo. Diffusion Theory changes anisotropic scattering to isotropic scattering, simplifying 

the computations but being inaccurate near sources. Monte Carlo uses photon packets to 

stochastically model fluence. It is accurate near sources but has large standard errors far away. 

Hybrids of these two have been made, which decrease computation time and increase accuracy.  

In Chapter 3, the Matrix Method is developed from fundamentals and its process is 

explained. The Matrix Method calculates photon propagation as an ensemble of all photons in 

each iteration. By combining them as one set, it is expected that no stochastic issues common to 

Monte Carlo should be present. The Matrix Method includes direction with all of its calculation 

by using the radiance. This is in contrast to Diffusion Theory, which calculates the fluence 

directly. Chapter 4 shows the results of two different 2D simulations, one of a pencil beam 

source in an index-matched semi-infinite turbid media while the other an isotropic point source 

in an infinite turbid media. Both of these media are not infinite due to memory limitations, and 

so are anisotropic turbid media within an index matched non-scattering highly absorbing ambient 

media. The results are then compared and contrasted with Monte Carlo in the same conditions. 
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Chapter 2 

 

Background and Literature Review 

The field of light transport in turbid media has been examined by numerous authors, with 

many different types of simulations being developed to accurately predict the fluence distribution 

from a source. The nomenclature, commonly used equations and expressions will be listed and 

discussed. More common terms, including fluence (𝐽 𝑚2⁄ ), radiance (𝑊 (𝑚2 ∙ 𝑠𝑟⁄ )), anisotropy, 

scattering and absorption coefficient (𝑐𝑚−1) will be defined. In this field there are several methods 

which are much more common in current literature, and they will be examined and discussed. 

These methods include the Monte Carlo Method (MC), the Diffusion Approximation and Green’s 

Function, the Hybrid version of Monte Carlo and Diffusion Theory, the Radiative Transport 

Equation and Discrete Ordinance. 
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2.1 Introduction to Light Propagation in Scattering Media 

Light propagation in anisotropically scattering media has been a research field which has 

had significant interest in the last several years [56 – 91]. Although simulation methods may differ 

fundamentally, each method relies on a series of fundamental facts associated with light transport. 

These facts form the basis for the field of light propagation in scattering tissue. 

2.2 Definitions 

2.2.1 Fluence Rate and Fluence 

Fluence rate (𝑊 𝑚2⁄ ) is “the energy flow per unit area per unit time, regardless of the flow 

direction” [25]. In this thesis, the term energy from the definition of fluence rate will refer to the 

photons’ energy. An absorbing substance will absorb photons regardless of their direction [26], so 

the fluence rate can be used to determine the absorbance. 

 𝐹𝑙𝑢𝑒𝑛𝑐𝑒 𝑟𝑎𝑡𝑒 =  Φ(𝑟, 𝑡)         (𝑊 𝑚2⁄ ) (2-1) 

Here, 𝑟 denotes position and 𝑡 denotes time. One can derive the fluence (𝐽 𝑚2⁄ ) from the 

fluence rate. Fluence is “the time-integrated fluence rate” [25]. It is the total energy per unit area. 

Fluence is the value calculated by each simulation – it’s also directionless. It depends solely on 

the total number of photons which arrive at a location. 

 
𝐹𝑙𝑢𝑒𝑛𝑐𝑒 = 𝐹(𝑟) =  ∫ Φ(𝑟, 𝑡)

∞

−∞

 𝑑𝑡         (𝐽 𝑚2⁄ ) (2-2) 
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2.2.4 Scattering Coefficient 

Similar to the absorption coefficient, the scattering coefficient (𝑐𝑚−1) is “the probability 

of a photon scattering in a medium per unit path length” [28]. In tissue, a photon is likely to scatter 

many times prior to being absorbed [8], making it an important coefficient.  

 𝑆𝑐𝑎𝑡𝑡𝑒𝑟𝑖𝑛𝑔 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 = 𝜇𝑠         (𝑐𝑚−1) (2-6) 

2.2.5 Extinction Coefficient 

Typically the scattering and absorption coefficients are combined. This value, the 

extinction coefficient (𝑐𝑚−1), represents the probability of a photon either being absorbed or 

scattered in a medium per unit path length [28].  

 𝐸𝑥𝑡𝑖𝑛𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 = 𝜇𝑡 =  𝜇𝑠 + 𝜇𝑎         (𝑐𝑚−1) (2-7) 

Its inverse is the mean free path (𝑐𝑚) between interaction events for the photons [28]  

 
𝑙𝑡 =

1

𝜇𝑡

         (𝑐𝑚) (2-8) 

2.2.6 Anisotropic Scattering  

Although the scattering coefficient is important in determining the likelihood of scattering, 

it gives no insight into how a photon scatters. It has been shown that the Henyey-Greenstein 

probability distribution can model the change in a photon’s propagation after scattering [30]. Other 

distributions, like δ-Eddington, can also be used to model photon scattering [31]. 
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𝑃𝐻𝐺(𝜃) =  

1

2
 

(1 − 𝑔2) sin 𝜃

(1 + 𝑔2 − 2𝑔 cos 𝜃)3/2
 (2-9) 

Here, the angle 𝜃 represents the angular deflection due to the photon’s scattering. 

Scattering can occur isotropically or anisotropically [32]. The coefficient 𝑔 is the anisotropy, 

described in section 2.2.7. 

The δ-Eddington distribution involves separating the scattered photons into two groups, 

one which is forward projected and another which can is scattered isotropically or in a linearly 

anisotropic manner [31, 33]. The weighing factor 𝑓 is between 0 and 1 [31], and represents the 

fraction of photons which are forward projected. This linear anisotropic scattering δ-Eddington 

distribution is shown in equation 2-10 [33] 

 
𝑃𝛿−𝐸(𝜃) =  (

1

4𝜋
) [2𝑓𝛿(𝜃) + (1 − 𝑓)(1 + 3𝑔 cos 𝜃)] sin 𝜃 (2-10) 

The isotropically scattering δ-Eddington distribution is shown in equation 2-11 [33]. 

 
𝑃𝛿−𝐸(𝜃) =  (

1

4𝜋
) [2𝑓𝛿(𝜃) + (1 − 𝑓)] sin 𝜃 

(2-11) 

2.2.7 Anisotropy  

The anisotropy 𝑔 gives the probability distribution its characteristic shape. Here, 𝑔 is 

“defined as 〈cos 𝜃〉, has a value between -1 and 1” [32]. If g is equal to zero, scattering is isotropic 

[32]. Other research shows setting 𝑔 to be 0.9 is appropriate in biological tissues, as it models a 

very forward directed probability distribution [32].  
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2.2.8 Transport Scattering Coefficient  

Although the scattering coefficient has been defined, another value allows the anisotropy 

to be addressed without using a distribution (i.e. isotropically). Here, the “transport scattering 

coefficient” (𝑐𝑚−1) is defined as [34] 

 𝜇𝑠
′ =  𝜇𝑠(1 − 𝑔)         (𝑐𝑚−1) (2-12) 

From this the “transport interaction coefficient” (𝑐𝑚−1) is [34] 

 𝜇𝑡
′ =  𝜇𝑎 +  𝜇𝑠

′          (𝑐𝑚−1) (2-13) 

 With the transport mean free path (𝑐𝑚) as the inverse of the transport interaction 

coefficient [34] 

 
𝑙𝑡

′ =
1

𝜇𝑡
′          (𝑐𝑚) (2-14) 

2.3 Radiative Transfer Equation 

The analytical way to model photon transport in anisotropically scattering media is through 

the radiative transfer equation (RTE) [25]. Here, several contributions, including conservation of 

energy, are taken into account [35]. These contributions include the beam’s divergence, energy 

loss due to absorption and scattering, other photons scattered from one direction into the same 

direction as the beam as well as the initial source of photons. The RTE (eq. 2-15) is a complex 

equation and is derived elsewhere [35].  
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 𝜕𝐿(𝑟, �̂�, 𝑡)

𝑐 𝜕𝑡
= −�̂� ∙ ∇𝐿(𝑟, �̂�, 𝑡) − 𝜇𝑡𝐿(𝑟, �̂�, 𝑡) 

+ 𝜇𝑠 ∫ 𝐿(𝑟, �̂�′, 𝑡)𝑃(�̂�′ ∙ �̂�)𝑑Ω′
 

4𝜋

+ 𝑆(𝑟, �̂�, 𝑡) 

(2-15) 

The term 𝑃(�̂�′ ∙ �̂�)  (𝑠𝑟−1) represents the probability that a photon propagating in any 

direction �̂�′ scatters into direction �̂� [35]. The integral surrounding it accounts for all initial 

propagation directions �̂�′. The divergence of the radiance into or out of the solid angle element is 

accounted for with the gradient. The source term in the RTE is 𝑆(𝑟, �̂�, 𝑡). 

2.4 Diffusion Theory 

The RTE is very difficult to solve, and so other techniques and simplifications have been 

introduced. One of these simplifications is the diffusion approximation. Here, after enough 

scattering has occurred the radiance is assumed to be nearly isotropic [28]. This assumption is 

expected to hold in high scattering mediums (𝜇𝑠
′   >> µa) [28]. 

2.4.1 Diffusion Equation 

By making this assumption it can be shown that the RTE can be rearranged such that the 

expression depends on fluence rate (𝑊 𝑚2⁄ ) instead of radiance (𝑊 (𝑚2 ∙ 𝑠𝑟⁄ )). A full derivation 

can be found in other literature [34, 35], yielding the diffusion equation (eq. 2-16) [34] 

 𝜕Φ(𝑟, 𝑡)

𝑐 𝜕𝑡
+ 𝜇𝑎Φ(𝑟, 𝑡) − ∇ ∙ [𝐷∇Φ(𝑟, 𝑡)] = S(𝑟, 𝑡) (2-16) 
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Where the source is assumed to be isotropic and D is the diffusion coefficient (𝑐𝑚), given 

by [34] 

 
𝐷 =  

1

3(𝜇𝑎 + 𝜇𝑠
′ )

         (𝑐𝑚) (2-17) 

In the case where the diffusion coefficient represents a homogeneous medium (i.e. its space 

invariant) one can further simplify the diffusion equation [34], resulting in 

 𝜕Φ(𝑟, 𝑡)

𝑐 𝜕𝑡
+ 𝜇𝑎Φ(𝑟, 𝑡) −  𝐷∇2Φ(𝑟, 𝑡) = S(𝑟, 𝑡) (2-18) 

One of the key features of the diffusion equation is that it depends on the combination of 

𝜇𝑠 and 𝑔, but not on either of them individually. This is the similarity relation [34], which means 

the medium can be treated as an isotropically scattering medium with scattering coefficient 𝜇𝑠
′ . 

The diffusion equation can be evaluated using techniques such as finite element and finite 

difference time domain [36]. It also has only four degrees of freedom, being position and time, 

making it simpler to evaluate than the RTE, which has 6 [34]. 

2.5 Methods for Light Propagation in Tissue 

Many different methods have been developed attempting to evaluate the fluence within 

anisotropic scattering tissue. Each of them has benefits and drawbacks, and they will be outlined 

in sections 2.6 to 2.13. This section of the chapter will begin with solving the initial radiative 

transfer equation. 
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2.6 Solving the Full Radiative Transfer Equation 

This is a method which is rarely used, mainly due to its complexity. The RTE has 6 degrees 

of freedom, which are position (x, y and z), time (t), and direction (θ, φ) [34]. In this case, only 

very simple problems can be solved [37 – 39]. As an example, the case involving a time-

independent response of a non-scattering media yields a new differential equation 

  �̂� ∙ ∇𝐿(𝑟, �̂�) = −𝜇𝑎𝐿(𝑟, �̂�)  + 𝑆(𝑟, �̂�) (2-19) 

 Which is considerably simpler to solve. Here, depending on the source term, techniques of 

partial differential equations can be used to solve the simplified equation.  

 In recent work [40], the radiative transfer equation has been solved for the case of the semi-

infinite medium. Here, the authors separated the problem into three sections, involving the 

ballistic, homogeneous and particular portions. 

2.7 Diffusion Approximation and Green’s Function  

Outside of very simple situations the RTE is difficult to solve without numerical methods. 

One common exception occurs when the diffusion approximation can be used. Depending on the 

source term, analytical solutions may exist. With an infinitely short-pulsed point source S(𝑟, 𝑡) =

 δ(𝑟, 𝑡), the solution is [34]  

 
Φ(𝑟, 𝑡) =  

𝑐

(4𝜋𝐷𝑐𝑡)3/2
𝑒(−

𝑟2

4𝐷𝑐𝑡− 𝜇𝑎𝑐𝑡)          (𝑊 𝑚2⁄ ) (2-20) 

 In the case of a time-independent point source S(𝑟) =  δ(𝑟), [34] 
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Φ(𝑟) =  

1

4𝜋𝐷𝑟
𝑒

(−√3𝜇𝑎(𝜇𝑎+𝜇𝑠
′)  𝑟)

          (𝑊 𝑚2⁄ ) (2-21) 

 Each of these two equations are the impulse response within an infinite homogenous 

scattering medium. An impulse response is also referred to as a Green function [34]. The benefit 

of modeling an impulse response is it can be used to model other sources by convolving the results 

of the impulse response so it matches the other source. 

It can be shown that only a minor change occurs when translating the source terms to a 

new location 𝑟′ and initial time 𝑡′. The expression for the impulse responses are simply change 

from being dependent on 𝑟 and 𝑡 to |𝑟 − 𝑟′| and (𝑡 − 𝑡′) [34]. Essentially the solution stays 

constant, regardless of where the source or the detector are located. This is the principle of 

reciprocity [34]. 

 The diffusion equation has the strength of determining analytical answers to problems in 

homogeneous medium. It can also be used to create differential equations when boundary 

conditions are available, and these equations can be solved with numerical means. One weakness 

of diffusion is that it requires the radiance to be isotropic after a number of scattering events [34]. 

This is not the case near the initial source, as the number of scattering events near to it is typically 

small. As such, it is accurate further away from the source than closer to it [34]. 

 There have been recent attempts to address the errors from diffusion theory near the point 

of entry of a pencil beam incident on a semi-infinite turbid media. Vitkin et. al. [41] derived the 

phase function corrected diffusion approximation, which changes the anisotropic scattering into a 

delta-isotropic part and an anisotropic part. Substituting this into the RTE yields two terms, and 

their superposition was shown to yield results comparable to Monte Carlo. 
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 The phase function corrected diffusion approximation was built upon by RJ Zemp [42]. 

Here, the author extended the solution found by Vitkin et. al. to include obliquely incident pencil 

beams. Simulations were able to show strong agreement in low absorption media with both 

normally incident and oblique incident pencil beams.  

 The diffusion approximation is typically used with other methods. They are more accurate 

closer to the source and boundaries, but take considerably longer to do computations far from a 

source – one example would be Monte Carlo simulations [43]. Both the RTE and diffusion 

approximation are normally too difficult to solve analytically, but computational methods exist to 

find solutions.  

2.8 Computational Methods for RTE and Diffusion 

 In simulations where the mediums are complex, it is nearly impossible to generate an 

analytical solution to the RTE or the diffusion approximation. To solve these, techniques for 

solving partial differential equations will be used. Common techniques include the finite difference 

time domain and the finite element methods [36]. Each of these methods solve the differential 

equation within a medium. The finite difference time domain method is a technique that uses the 

Taylor series expansion around a point to replace a derivative [44]. Examining a function 𝑓(𝑥), 

one can find its value at (𝑥𝑜 + ∆𝑥) by generating a Taylor expansion around 𝑥𝑜. 

 
𝑓(𝑥𝑜 + ∆𝑥) = 𝑓(𝑥𝑜) + ∆𝑥𝑓′(𝑥𝑜) +

(∆𝑥)2

2
𝑓′′(𝑥𝑜)

+  
(∆𝑥)3

3!
 𝑓′′′(𝑥𝑜) + ⋯ 

(2-22) 
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Figure 2.2. Examples of a finite element represented with a triangle. The values within the triangle can be represented 
by the sum of the values at each node, scaled by a factor proportional to their distance from a point of interest [45]. 
 
 

And similarly the value around (𝑥𝑜 − ∆𝑥) can be found. Subtracting them and solving for 

the first order derivative yields eq. 2-23. The error is proportional to the size of ∆𝑥. ∆𝑥 can be set 

to be very small, minimizing the error. These points are uniformly spaced through the medium. 

 
𝑓′(𝑥𝑜) =

(𝑓(𝑥𝑜 + ∆𝑥) − 𝑓(𝑥𝑜 − ∆𝑥))

2∆𝑥
+  

(∆𝑥)2

3!
 𝑓′′′(𝑥𝑜) + ⋯ (2-23) 

 
𝑓′(𝑥𝑜) =

(𝑓(𝑥𝑜 + ∆𝑥) − 𝑓(𝑥𝑜 − ∆𝑥))

2∆𝑥
+  𝑂(∆𝑥2) 

(2-24) 

Finite element differs from finite difference time domain in that the results within any 

element are calculated by the values at the nodes [46]. These nodes outline the boundary of the 

elements, can be placed anywhere within a medium and their values are found by solving a system 

of equations based on the governing equations [47]. The finite element method has been examined 

in several articles [48 – 52]. Other ways have been introduced to solve the RTE, which can include 

replacing the terms within the RTE by expanding them with spherical harmonics, as described in 

section 2.9. 
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2.9 P3 Approximations 

 The radiance and the source terms are expanded using spherical harmonics, as shown in 

eq. 2-25 and eq. 2-26. 𝑌𝑙𝑚(�̂�) are the spherical harmonics while Φ𝑙𝑚 and σ𝑙𝑚 are the moments of 

the radiance and the source distributions, respectively [53, 54]. 

 

𝐿(𝑟, �̂�, 𝑡) = ∑ ∑ (
2𝑙 + 1

4𝜋
)

1
2

Φ𝑙𝑚(𝑟, 𝑡) 𝑌𝑙𝑚(�̂�)

𝑙

𝑚=−𝑙

𝑁

𝑙=0

 (2-25) 

 

𝑆(𝑟, �̂�, 𝑡) = ∑ ∑ (
2𝑙 + 1

4𝜋
)

1
2

σ𝑙𝑚(𝑟, 𝑡) 𝑌𝑙𝑚(�̂�)

𝑙

𝑚=−𝑙

𝑁

𝑙=0

 
(2-26) 

 Equations 2-25 and 2-26 outline the PN approximation, where the radiance and the source 

are calculated with N levels. In the P3 approximations, the levels are truncated to 𝑙 = 3 which 

reduces the number of calculations significantly. After truncation, equations 2-25 and 2-26 can be 

substituted back into the RTE, and, depending on the medium, the resulting expression can be 

reduced to a simple equation [53].  

An example of the P3 approximation can be found in D. J. Dickey, et. al. [55]. Here, the 

authors extended some of their previous work with the P3 approximation to incorporate it with 

spherical geometry. Although the plane wave geometry had been solved, it was shown to be 

impractical for clinical use. An Intralipid/methylene blue phantom was used to test the 

modification, and the results were shown to be reproducible. 
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2.10 Monte Carlo 

 MC is a very common technique in the field of anisotropic scattering, due to its capacity to 

handle a wide array of applications and its programming simplicity [56 – 72]. Although MC does 

not have an official definition, a simplified version relating to the field of light scattering can be 

made [73]. Here, MC is a modelling method which uses random variables to simulate multiple 

photon trajectories. These trajectories are then combined, generating a final result [73]. 

 MC simulations can be used for a wide variety of different types light propagation 

experiments, common examples being the isotropic point source and the pencil beam. The 

isotropic point source is modeled as a point source in a scattering homogeneous medium [71]. 

Simulations with MC have been expanded to include inhomogeneous mediums, however that is 

outside of the scope of this thesis, and so will only be mentioned. The pencil beam is a case where 

a beam of photons is incident on a scattering media [72], here perpendicularly to the edge. In each 

case the source can be represented as a delta function. This means that the medium’s response (i.e. 

final fluence) can be interpreted as the impulse responses or Green’s functions [34].  

2.10.1 Monte Carlo Method 

MC, as it applies to photon transport, differs from the other methods in how the solution is 

found. While methods like Diffusion use the RTE, MC examines the propagation of photon 

packets as they pass through a medium [72]. As MC methods of photon propagation have been 

extensively published [56 – 72], this section will simply seek to give an overview of the main 

feature [32, 73]. For MC simulations, the term photon and photons packets will be used 

interchangeably with one another.  
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MC simulations of photon transport begin by defining the photon with a number of 

parameters. These include, but are not limited to location, direction, weight and step size [32]. The 

location, direction and step size are recorded to determine where the photon will undergo its next 

scattering and absorption event. The weight is used to measure how much of the photon will be 

absorbed upon arrival. 

The step size is the distance the photon packet will travel prior to undergoing a scattering 

and absorption event. It is determined by generating a pseudorandom number ε (uniformly 

distributed between 0 and 1) and using an equation based on the free path [32]. 

 
𝑠 = −

ln 휀

𝜇𝑡

           (𝑐𝑚) (2-27) 

In the case where the step size takes a photon to a section with a different index of 

refraction, the photon arrives at the boundary, the step size is reduced by the distance traveled, and 

it then undergoes reflection or refraction at that point [74]. The photon is redirected based on these 

principles, and continues until it reaches another boundary or has traveled the remaining step size 

[74]. 

Once the photon has traveled the step size, the photon undergoes a scattering and 

absorption event [32]. For absorption, the photon’s weight (i.e. photon packet’s energy) is reduced 

by a fraction proportional to the photons current weight [32]. This proportion is recorded and the 

new weight is saved. These values are later used to determine the fluence. 

 
𝑊𝑛𝑒𝑤 = 𝑊𝑜𝑙𝑑 −

𝜇𝑎

𝜇𝑡

𝑊𝑜𝑙𝑑 (2-28) 
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Once the absorption has been calculated, the photon undergoes the scattering portion of the 

event. Here, another pseudorandom number ε (uniformly distributed between 0 and 1) is used in 

conjunction with the Henyey-Greenstein probability distribution [32]. This distribution will be 

discussed in more depth in Chapter 3. The probability distribution is arranged such that the cosine 

of the angle can be generated, with the desired probability density function, 

 

cos 𝜃 = {

1

2𝑔
[1 + 𝑔2 − (

1 − 𝑔2

1 − 𝑔 + 2𝑔휀
)

2

]       𝑖𝑓 𝑔 ≠ 0

2휀 − 1                                                     𝑖𝑓 𝑔 = 0

        (2-29) 

 As the photon propagates through the medium and undergoes many events the weight 

begins to decrease. Eventually the weight reaches a value where the information yielded by further 

propagating the photon is negligible. Here a roulette method is used to determine whether the 

photon should be propagated further [32]. 

 Once the photon passes below a threshold weight they are subjected to a pseudorandom 

number test [32]. Here, photons which pass have their weights increased – those that don’t are 

terminated. The weight increase is inversely proportional to the chance that the photon will 

terminate, allowing conservation of energy to be respected [32]. Once all the photons have 

propagated, the absorption can be converted into fluence. The fluence is [74] 

 
𝐹[𝑥, 𝑦, 𝑧] =  

𝐴[𝑥, 𝑦, 𝑧]

𝜇𝑎

 (2-30) 

 It is also important to scale the fluence by the number of photons used. 





24 
 

Once all of the photons have been transmitted, numerical techniques can be used to 

determine the fluence from the resulting point sources. This method combines the accuracy of MC 

with the speed of Diffusion to produce its results, leading to accurate results which are typically 

100 times faster than MC alone [43]. 

2.12 Discrete Ordinates 

 Discrete Ordinates is a method of solving the RTE by discretizing it over a specified 

number of solid angles [81 – 91]. It was originally introduced by Chandrasekhar [92], and unlike 

the other previously listed methods, Discrete Ordinates has found more recent use solving the time 

independent RTE in the field of heat transfer [81 – 88]. It is used here as it does lead to solutions 

of the RTE, and some of the ideas for how it solves the RTE can be applied to photon transport.  

Blackbody radiation is typically used as a source, with number of solid angle segments 

being either 24 from S4, or 96 from the LC11 quadrature scheme [82 – 88]. Although some authors 

have attempted to use this method with photon transport [89 – 91], it is not common. Typical 

solutions use the divergence theorem and discretize the surface of the elements. 

 In Discrete Ordinates the medium is first discretized into small pixels or voxels. The solid 

angle segments at these locations are also discretized. From the RTE, the scattering term becomes 

 

 𝜇𝑠 ∫ 𝐿(𝑟, �̂�′)𝑃(�̂�′ ∙ �̂�)𝑑Ω′
 

4𝜋

 →  𝜇𝑠 ∑ 𝐿(𝑟, �̂�𝑖
′)𝑃(�̂�𝑖

′ ∙ �̂�𝑘)

𝑁

𝑖 = 1

   (2-31) 

 Each other term in the RTE would then be solved for the direction �̂�𝑘, and solving the RTE 

involves iteratively solving each solid angle segment independently. 
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Chapter 3 

 

Matrix Method Theory 

The Matrix Method (MM) was developed by combining concepts from several light 

propagation techniques with the expectation of increasing the overall efficiency of these 

simulations. The main goal of this method, as well as the proposed process for simulating within 

a 2D homogeneous medium, is described within this chapter. The founding concepts are 

introduced as a repeating two step matrix multiplication, with each individual matrix examined 

and discussed. Due to computational complexity MM is re-imagined as the implementation of a 

series of convolution masks. The overall process will be analyzed in terms of its computational 

requirements and memory requirements.  
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3.1 How the Matrix Method is Equivalent to Monte Carlo 

In Monte Carlo (MC), as photon packets are projected throughout a medium, they 

undergo a scattering and absorption event. The fraction which is absorbed is then stored [32]. 

This stochastic method determines the fluence (𝐽 𝑚2⁄ ) by projecting the photon packets one at a 

time, with each photon packet undergoing multiple scattering and absorption events prior to the 

release of the next one [73]. To obtain the fluence with small deviations in the results between 

one location and another many photon packets must be used. The number of photon packets 

varies depending upon the simulation, however 104 to 108 is a commonly cited range [73]. 

MM does away with photon packets by discretizing the radiance (𝑊 𝑚2⁄ ∙ 𝑠𝑟) around the 

center of a pixel. The radiance subtended within these solid angle segments is then projected 

throughout the medium. After projection, it undergoes a scattering and absorption event. This is 

modeled by a reduction in the radiance throughout each pixel and each solid angle, followed by a 

redirection of the scattered radiance. These iterations are repeated until the remaining radiance is 

insignificant relative to the recorded fluence. Energy is conserved as the projection step does not 

reduce the radiance. It is only reduced in the scattering step. 

3.2 Matrix Method Fundamentals 

3.2.1 Grid Creation 

 In MM, a grid is constructed representing the media where the fluence is to be 

determined. In 2D simulations, the grid is composed of pixels which can be any shape or size. In 

this thesis, the pixels are square and each will have the same dimensions.  
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Figure 3.1. Examples of photon scattering in a typical simulation using a) MC and b) MM. The blue arrows 
represent inward photons while the red arrows represent scattered photons.  
Figure 3.2. The discrete representation of the radiance with 8 different solid angle segments, each 45 degrees wide. 
 

Using pixels with the same size and orientation allows one to use convolution in the 

projection step, which will be discussed later in this chapter. As a note to the reader, convolution 

can be done on any grid where the base elements are the same shape and orientated the same. 

3.2.2 Approximations 

In order to increase the overall efficiency of light propagation, several approximations are 

made. One of these approximations is that all of the scattering events occurring within a pixel 

occur at its center (Fig. 3.1). These scattering events are represented by redirecting the 

radiance (𝑊 𝑚2⁄ ∙ 𝑠𝑟). At the center of the pixel, the radiance is separated into J solid angles (Fig. 

3.2). Each of these directions represents a solid angle segment of the radiance. Allocating 

scattering to the center of the pixel greatly reduces the total number of calculations. 

A second approximation comes from Beer’s Law (eq. 3-2), which is discussed in section 

3.5 and 3.8. In MC, the theoretical maximum distance a photon can travel between scattering 

events is infinite [32]. Here, MM uses the same distribution (a rearrangement based on Beer’s 

Law) up to a threshold fraction of intensity, where it’s capped (i.e. further values are set to zero). 

Figure 3.2 Figure 3.1 b) Figure 3.1 a) 
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Figure 3.3. A pictorial representation of the propagation of radiance from pixel I, solid angle segment L to pixel F, 
solid angle segment K using the propagation matrix element 𝑝𝑖𝑓𝑙𝑘 . 
Figure 3.4. The radiance (𝑊 𝑚2⁄ ∙ 𝑠𝑟) column vector 𝑏{𝑗𝑖}

 , used in the projection step. It is sorted such that the index 
of each element is given by 𝑖 + 𝑀 ∗ (𝑗 − 1), where 𝑖 is the pixel and 𝑗 is the solid angle segment.  
 
 

The fraction of remaining intensity (cap) is expected to be less than 10-4. This particular 

approximation allows the simulation to maintain a high degree of accuracy while removing 

insignificant and unnecessary computations. By making these approximations, a new series of 

tools can be used. Instead of using two pseudorandom values, matrices with pre-calculated 

values are used. One matrix models the scattering effect while the other propagates the radiance. 

3.3 Projection Step of Matrix Method 

 3.3.1 Radiance 

 MM uses matrices to simulate the progression of the radiance as it propagates throughout 

the medium. The matrix operates on a vector 𝑏{𝑗𝑖}
 , which is used to represent the radiance of 

each and every solid angle segment within the medium. 𝑏{𝑗𝑖}
  is a column vector of size 𝐽𝑀 where 

each element represents the radiance within a pixel 𝑖 and solid angle segment 𝑗.  

Pixel I 

Solid Angle L 

Solid Angle K 
Figure 3.3 

Pixels 1 … M 

Solid Angles 
1 … J 

Figure 3.4 

𝑝𝑖𝑓
𝑙𝑘 
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Figure 3.5. The projection matrix with M pixels and J solid angle segments. 

 
 

𝐽 represents the total number of solid angle segments within a pixel and 𝑀 is the total 

number of pixels in a medium. 𝑏{𝑗𝑖}
  uses two values for its index, and the values are arranged 

such that index {𝑗𝑖} corresponds to entry 𝑖 + 𝑀 ∗ (𝑗 − 1). Figure 3.4 shows an example column. 

 3.3.2 Projection Matrix 

 The matrix  𝑃   (Fig. 3.5) is used to simulate the propagation of photons between 

scattering events. In the projection matrix, each element 𝑝𝑖𝑓𝑙𝑘 corresponds to the fraction of the 

radiance propagating from the solid angle segment 𝑙 within pixel 𝑖 to solid angle segment 𝑘 

within pixel 𝑓 (Fig. 3.3). This matrix has a size of 𝑀2𝐽2. In a simulation using 501 x 501 pixels 

with 60 solid angle segments, the matrix would represent nearly 227 trillion values. This is 

impractical, and some analysis must be done to compress its size to a realistic value. By re-

examining MC, photons do not change direction prior to undergoing a scattering event. The 

projection matrix can assume that radiance doesn’t propagate into different solid angle segments.  
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Figure 3.6. The projection matrix accounting for no propagation to different solid angle segments. 
 
 

 𝑃 =  𝑑𝑖𝑎𝑔(p1, p2, . . . , pJ) (3-1) 

This changes the number of non-zero elements to a maximum of 𝑀2𝐽, or approximately 

3.8 trillion values. Sub matrices 𝑝1, 𝑝2, ..., 𝑝𝐽, as seen in figure 3.6, can be used as the 

foundation of the matrix 𝑃. The elements 𝑝𝑖𝑓𝑙𝑘 can now be represented by  𝑝𝑖𝑓𝑘 , as the solid angle 

segment will not change from the initial to the final pixel. 

3.3.3 Projection Elements Derivation 

The elements within 𝑃 are determined by two factors – the distance from the initial pixel 

and the extinction coefficient along this path. The distance comes from Beer’s Law (eq. 3-2), 

where the amount transmitted (𝑇) a distance 𝑑 in a homogeneous section with initial intensity 𝐼0 

(𝑊 𝑚2⁄ ) is [28] 

 𝑇 = 𝐼(𝑑) =  𝐼0𝑒
−𝜇𝑡𝑑 (3-2) 
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The scattering over the entire solid angle segment from each of these additional rays is 

added to the matrix element. To account for this, a linear interpolation factor (Fig. 3.7) is used. 

This will be represented by a weighing function 𝑤(𝜃, 𝜃𝑗), and is defined (eq. 3-6) 

 

𝑤(𝜃, 𝜃𝑗) =

{
 
 
 

 
 
 1 −

(𝜃𝑗 − 𝜃)

(𝜃𝑗 − 𝜃𝑗−1)
, 𝜃𝑗−1 ≤  𝜃 ≤ 𝜃𝑗
 
 

       
(𝜃 − 𝜃𝑗)

(𝜃𝑗+1 − 𝜃𝑗)
, 𝜃𝑗 ≤ 𝜃 ≤ 𝜃𝑗+1
 
 

                    0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (3-6) 

The scattering contribution along 𝜃 due to a single solid angle segment 𝑗 is given by 

 
𝑅𝑆(𝜃) |𝑗 = 𝑤(𝜃, 𝜃𝑗) 𝑅0(𝜃𝑗) 𝑒

(−𝜇𝑡∗𝑑𝑖→𝑓)  
𝜇𝑠
𝜇𝑡
 (1 − 𝑒−𝜇𝑡𝑑(𝜃)) (3-7) 

The factor 𝑑(𝜃) represents the path length through a pixel along angle 𝜃, 𝑑𝑖→𝑓  is the path 

length to pixel 𝑓 from pixel 𝑖 along angle 𝜃, and 𝑅0(𝜃𝑗)  (𝑊 𝑚2⁄ ∙ 𝑠𝑟) is the value of the 

discretized radiance within solid angle segment 𝑗 from the initial pixel.  

The total fraction of the radiance scattered at any angle 𝜃 uses both the solid angle 

segments greater than and less than the angle itself. Assuming that 𝜃𝑗+1 > 𝜃 > 𝜃𝑗 , the total 

scattering contribution along a given path length 𝑑(𝜃) is 

 𝑅𝑆(𝜃) = [𝑅0(𝜃𝐽)𝑤(𝜃, 𝜃𝐽) + 𝑅0(𝜃𝐽+1)𝑤(𝜃, 𝜃𝐽+1)] 

× 𝑒(−𝜇𝑡∗𝑑𝑖→𝑓)  
𝜇𝑠
𝜇𝑡
 (1 − 𝑒−𝜇𝑡𝑑(𝜃)) 

(3-8) 
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Figure 3.8. An example of a green ray projected through a medium and through a specific pixel. Rays 1 and 2 – 
black, centered at 𝜃1 and 𝜃2 – are the boundaries of the solid angle segment. For the destination pixel, 
𝑟𝑖 , 𝑟𝑓(𝜃), and 𝑑(𝜃) are illustrated. Here, one can see the angular span for each value of 𝑝𝑖𝑓𝑘  will change, depending 
on the pixel. In the red pixel, although the solid angle segment spans from 𝜃1 to 𝜃2, the span from 𝜃1 to 𝜃𝑖 is used. 
𝜃𝑖  is the angle which intersects the upper left corner, and is outlined as a single dotted red ray. 
 

With an inhomogeneous medium, one can still use Beer’s Law (eq. 3-2). Using 𝑟𝑖, 𝑟𝑓(𝜃),

𝜇𝑡(𝑙) (𝑐𝑚
−1), the location along the pixels’ edge and the extinction coefficient, Beer’s Law 

yields  

 
𝐼0(𝜃) = 𝐼 𝑒

( −∫ 𝜇𝑡(𝑙) 𝑑𝑙
𝑟𝑓(𝜃)

𝑟𝑖
 )
         (𝑊 𝑚2⁄ ) (3-9) 

With these results 𝑝𝑖𝑓𝑘  can be evaluated. As these values represent the fraction of the 

radiance which is projected into a final pixel 𝑓 from initial pixel 𝑖 within solid angle segment 𝑘, 

they can be calculated by using an integral over the entire range of the solid angle segment.  

The final piece to this integral involves accounting for the case in which the range of the 

solid angle segment extends beyond the boundaries of the pixel. This can be accounted for with a 

simple adjustment to the integral range.  

𝒓𝒇  (𝜽) 
2 𝜽𝒊 

𝒅(𝜽) 

 

1 

𝒓𝒊 
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The integral becomes 

 
𝑝𝑖𝑓
𝑘 = ∫ 𝑤(𝜃, 𝜃𝑘) 

𝜃𝑓

𝜃𝑖

𝑒
( −∫ 𝜇𝑡(𝑙) 𝑑𝑙 )

𝑟𝑓(𝜃)

𝑟𝑖  
𝜇𝑠
𝜇𝑡
(1 − 𝑒−𝜇𝑡𝑑(𝜃))𝑑𝜃 (3-10) 

With 𝜃𝑖 and 𝜃𝑓 representing the range of angles which enter the pixel within the solid 

angle segment. These are either the minimum and maximum angles within the solid angle 

segment or the angles which coincide with the corners of the pixel (Fig. 3.8).  

3.4 Limit Analysis of Projection Elements  

3.4.1 Scattering Limit Analysis 

It is important to confirm that this expression evaluates to known results in specific 

circumstances. When the limit of the pixel size approaches zero, it is expected that the fraction of 

the radiance scattered within the pixel also approaches zero.  

To take the limit as the pixel size approaches zero involves taking two separate steps. The 

first step condenses the angle range to a central value, while the second step involves the limit as 

the path length approaching zero. 

In the first step, condensing the angle range to the angle passing through the center of the 

pixel occurs, yielding 

 
𝑝𝑖𝑓
𝑘 (𝜃𝑐) =  𝑤(𝜃𝑐, 𝜃𝑘)𝑒

( −∫ 𝜇𝑡(𝑙) 𝑑𝑙 )
𝑟𝑓(𝜃𝑐)

𝑟𝑖  
𝜇𝑠
𝜇𝑡
(1 − 𝑒−𝜇𝑡𝑑(𝜃𝑐)) (3-11) 
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Upon inspection this is simply a coefficient multiplied by a term dependent upon the 

length of a beam crossing through the pixel. The coefficient is  

 
𝐶 =  𝑤(𝜃𝑐, 𝜃𝑘)

𝜇𝑠
𝜇𝑡
𝑒
−∫ 𝜇𝑡(𝑙)𝑑𝑙

𝑟𝑓(𝜃𝑐)

𝑟𝑖  (3-12) 

The second step involves taking the limit as the length of the beam within the pixel 

approaches zero. This is represented as 

 lim
𝑑(𝜃𝑐) →0

𝑝𝑖𝑓
𝑘 (𝜃𝑐) (3-13) 

Evaluating this expression yields 

                 lim
𝑑(𝜃𝑐) →0

(𝑝𝑖𝑓
𝑘 (𝜃𝑐))  = lim

𝑑(𝜃𝑐) →0
 𝐶 (1 − 𝑒−𝜇𝑡𝑑(𝜃𝑐)) 

                                                      = lim
𝑑(𝜃𝑐) →0

 𝐶 (1 − (1 − 𝜇𝑡𝑑(𝜃𝑐))) 

                              = 𝜇𝑡 𝐶 lim
𝑑(𝜃𝑐) →0

 ( 𝑑(𝜃𝑐) ) 

                                                               =    0 

Which is the expected result for the values of 𝑝𝑖𝑓𝑘 . In the event that there is no area or path 

where scattering can occur, the amount of scattering must be zero.  

Another limit test involves determining what fraction of the radiance is projected to the 

pixel, as the pixel size approaches zero. In this case the projection term should evaluate to Beer’s 

Law (eq. 3-2). 
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3.4.2 Projection Limit Analysis 

The transmission to the center of the pixel (𝑡𝑖𝑓𝑘 ) will be used instead of 𝑝𝑖𝑓𝑘 .. The 

expression uses 

 𝑇 = 𝑒−𝜇𝑡𝑑(𝜃𝑐)/2 (3-14) 

This modifies the expression for 𝑝𝑖𝑓𝑘  to 

 
𝑡𝑖𝑓
𝑘 (𝜃𝑐) =  𝑤(𝜃𝑐, 𝜃𝑘)𝑒

−∫ 𝜇𝑡(𝑙)𝑑𝑙
𝑟𝑓(𝜃𝑐)

𝑟𝑖  (𝑒−𝜇𝑡𝑑(𝜃𝑐)/2) (3-15) 

Before this analysis is continued, it is useful to mathematically define 𝑟𝑓𝑐. Here,  

 𝑟𝑓𝑐 = 𝑟𝑓(𝜃𝑐) + 𝑑(𝜃𝑐)/2 (3-16) 

with 𝑟𝑓𝑐 as the location of the center of the pixel (Fig. 3.8). Simplifying yields 

 
𝑡𝑖𝑓
𝑘 (𝜃𝑐) =  𝑤(𝜃𝑐, 𝜃𝑘)𝑒

−∫ 𝜇𝑡(𝑙)𝑑𝑙
𝑟𝑓𝑐
𝑟𝑖  (3-17) 

Taking the limit as the length goes to zero yields Beer’s Law with the weighing factor. 

 
lim

𝑑(𝜃𝑐) →0
(𝑡𝑖𝑓
𝑘 (𝜃𝑐))  = 𝑤(𝜃𝑐, 𝜃𝑘)𝑒

−∫ 𝜇𝑡(𝑙)𝑑𝑙
𝑟𝑓𝑐
𝑟𝑖  (3-18) 

These tests demonstrate that the expression for  𝑡𝑖𝑓𝑘  yields the classical results when the 

pixel it projects to has no area.  
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Figure 3.9. An example of the projection step acting on 𝑏{𝑗𝑖}

 . The index r is used as an indicator. 

 

3.5 Reducing the Number of Coefficients due to Beer’s Law 

Beer’s Law (eq. 3-2) introduces a concept which allows the number of elements in 𝑃 to 

be further reduced. Due to the high number of scattering events occurring in tissue, the photons 

will only propagate to nearby pixels before undergoing a scattering event. Assuming a value of 

100 cm-1 for the scattering coefficient, only a fraction (10-10) of the radiance has not yet scattered 

when projected 2.5 mm. If the values for 𝑝𝑖𝑓𝑘  past this distance are set to zero, the memory 

needed for the projection matrix can be further reduced with little impact on the final results.  

Each sub matrix was assumed to use 𝑀2 elements. By changing the number of non-zero 

entries in each row to 100, this reduces the number of stored elements to 100𝑀 per sub matrix. 

Using a 501 x 501 grid with 60 solid angle segment segments would now only use slightly over 3 

gigabytes of memory. The projection step (Fig. 3.9) is the matrix multiplication (eq. 3-19) 

 𝑃  𝑏{𝑗𝑖}
𝑟 = 𝑏{𝑗𝑖}

𝑟+1 (3-19) 
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Figure 3.10. This is the radiance column vector 𝑏{𝑖𝑗}

 , used in the scattering step.  It is sorted such that the index of 
each element is given by 𝑗 + 𝐽 ∗ (𝑖 − 1), where 𝑖 is the pixel and 𝑗 is the solid angle segment. 
 
 

In figure 3.9, the projection matrix is operating on the radiance vector. As can be seen, 

the radiance is changed to a new value due to the projection operation. Index r does not represent 

a complete iteration; it is only used as an index for the projection step of the cycle.  

3.6 Scattering Step of Matrix Method 

The scattering step of MM uses a low number of calculations, which leads to a higher 

performance per iteration. As previously mentioned, the scattering step can be simulated by 

matrix multiplication. The scattering matrix 𝑆 simulates the scattering operation within every 

pixel. Every element in 𝑆{𝑗𝑖} represents the fraction of the radiance within solid angle segment 𝑖 

that is scattered into solid angle segment 𝑗. By rearranging the column vector 𝑏{𝑗𝑖}
  to  𝑏{𝑖𝑗}

  (Fig. 

3.10), the scattering matrix can be written in the form of a block diagonal matrix operating on 

individual pixels (Fig. 3.12).  
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Figure 3.11. The (blue) PDF and (red) modified PDF of the Henyey-Greenstein function. 
 
 

The matrix 𝑇 is used to represent the reordering operation from column vector 𝑏{𝑗𝑖}
  

to 𝑏{𝑖𝑗}
 . The column vector, after matrix multiplication with 𝑇, represents a list of solid angle 

segments within their respective pixels. Its inverse 𝑇−1 can return the column vector 𝑏{𝑗𝑖}
 . 

 𝑇  𝑏{𝑗𝑖} = 𝑏{𝑖𝑗} (3-20) 

The reordering operator 𝑇 is used to structure the radiance vector in a way to benefit 

subsequent scattering operations. In practice this is done by simple element reordering rather 

than matrix multiplication but the matrix operator provides a convenient notation for analysis. 

3.6.1 Scattering Matrix Elements 

 The values within the scattering matrix must be determined. From MC, the Henyey-

Greenstein function (HG) is a commonly used probability density function (PDF) which 

determines the direction of the photon packet after a scattering event (eq. 3-21) [95]. 
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𝑃𝐻𝐺(𝜃) =  

1

2
 

(1 − 𝑔2)|sin 𝜃|

(1 + 𝑔2 − 2𝑔 cos 𝜃)3/2
 (3-21) 

 where 𝑔 is the anisotropy and 𝜃 is the deflection a photon packet undergoes.  

HG was originally developed to address galactic scattering [96], but is currently finding 

use in the field of biomedical optics [56 – 72]. It is a phenomenological phase function used with 

practical success and is attractive compared to Mie scattering phase functions owing to its 

simplicity. The entries of the scattering matrix use the fraction of the photons which are scattered 

over the whole range of the solid angle segment, not just the value at the solid angle segments’ 

center. To find these values, the PDF is scaled by the weighting factor at each angle, and the 

results are summed. Then they are scaled such that the sum of these values is one. To illustrate 

the differences between HG and the modified PDF, they are plotted in figure 3.11. The modified 

PDF is plotted with 60 points. 

To determine the entries of the scattering matrix, the modified PDF needs to be 

discretized. The discretized values of the modified PDF represent the fraction of photons which 

will be scattered into that direction. By recording the values in the modified PDF corresponding 

to the center of the solid angle segments, the overall scattering effect can be simulated. These 

value become the entries of the scattering matrix 𝑆{𝑗𝑖}. 

An interesting feature of the scattering matrix comes from the following fact. The 

probability of a photon scattering by any given angle is independent of its initial direction. 

Extending this fact to encompass radiance, it can be stated that the fraction of the radiance 

subtended within any given solid angle segment which scatters by any specific angle will scatter 

by that same angle regardless of its initial solid angle segment. 
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Figure 3.12. The scattering matrix which operates on 𝑏{𝑖𝑗}

 . 
 
 

This gives rise to a particular type of matrix: circulant. The circulant matrix has an 

interesting and beneficial property. Multiplication by a circulant matrix is the same as a discrete 

circular convolution [97]. This feature can be used to improve the overall computational 

efficiency of scattering in MM. As each scattering matrix value solely depends on the anisotropy, 

this enhancement can be used in homogeneous and inhomogeneous systems, and it can operate 

with different boundary conditions. 

Any pixels with the same value for anisotropy can use the same scattering matrix to 

simulate scattering. The operation for scattering can be evaluated in 𝑀𝐽2 calculations. It should 

be noted that this is only for one scattering event and not for the combined scattering and 

projections steps.  

In the case when the Fourier transform has been implemented, the number of calculations 

reduces to 𝑀𝐽𝑙𝑛(𝐽). This Fourier estimate does not include the computational time transitioning 

to and from the Fourier domain. 
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Figure 3.13. Transition from a typical sub matrix to one which is only dependent on distance. 
 
 

3.7 Overall Matrix Equation 

The overall final matrix multiplication completing one cycle in MM is 

 𝑏𝑖+1 = 𝑇−1𝑆𝑇𝑃 𝑏𝑖 (3-22) 

with 𝑖 + 1 representing the next iteration in values of the radiance vector 𝑏{𝑗𝑖}. Although 

in some applications matrix multiplication is feasible, most are simply too complicated, and 

become impossible due to the large amount of memory needed. For example, in a medium 

represented with 501 x 501 pixel elements and 60 solid angle segments the 𝑃 matrix alone uses 

over 6 gigabytes of memory, and this is for a 2D problem. 3D systems clearly need more 

analysis to make this a feasible method. Further simplifications are discussed in section 3.8. 

3.8 Toeplitz Matrices 

The projection step of MM currently uses a matrix which, in most applications, would 

simply be too large. This is especially true in 3D simulations. Unfortunately, 𝑃 uses the smallest 

amount of memory it can without further simplifications. In the case of homogeneous conditions, 

another simplification can be applied. For homogeneous conditions  𝑝𝑖𝑓𝑘  can be rewritten as 

 
𝑝𝑖𝑓
𝑘 = 

𝜇𝑠
𝜇𝑡
𝑒−𝜇𝑡|𝑟𝑓−𝑟𝑖|∫ 𝑤(𝜃, 𝜃𝑘)

𝜃𝑘+1

𝜃𝑘−1

 (1 − 𝑒−𝜇𝑡𝑑(𝜃))𝑑𝜃 (3-23) 
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Figure 3.14. Projection sub matrix within a homogeneous medium. This is an example of a Toeplitz matrix.  Each 
row only has non-zero values in the entries ranging from 𝑝−tk  to 𝑝 tk. These values represent the threshold where any 
radiance propagating past it can be considered negligible to the simulation. 
 
 

Eq. 3-23 depends on the distance between the initial pixel and the edge of the final pixel 

closest to the initial pixel. There is also a factor associated with the distance through to the other 

side of the pixel. This is significantly different the previous expression for 𝑝𝑖𝑓𝑘  (eq. 3-10), which 

also depended on the specific path to the pixel.  

The main benefit is that for any entry 𝑝𝑖𝑓𝑘 , as long as it projects the radiance within a 

homogeneous section and the solid angle segment does not change, the entry 𝑝𝑖𝑓𝑘  will not change. 

This holds true as long as the difference between 𝑓 and 𝑖 does not change. 

The projection sub matrices can now be relabeled as Toeplitz matrices. The Toeplitz 

matrix is similar to the circulant matrix in that rows are repeated; however in Toeplitz matrices 

these values are not wrapped around [98]. For the projection sub matrix the entries representing 

the projection to pixels past the threshold range can be set to zero. 

This is a significant development as Toeplitz matrices are simply a way to represent 

convolution through matrix multiplication [98]. The projection step can be re-defined with 

convolution. By using convolution, the number of entries required for projection can be reduced 

from 50𝑀 per sub matrix to 50 entries per convolution mask, with one convolution mask per 

solid angle segment. This development allows MM to be feasible. 



44 
 

Threshold Intensity Distance (cm) Number of Pixels Total Mask Size 

10-5 0.1151 23 47 x 47 

10-8 0.1842 37 75 x 75 

10-10 0.2303 46 93 x 93 

 
Table 3.1. Sizes of the convolution mask determined by using an extinction coefficient of 100 cm-1 and a grid with 
square elements of size of 50 µm by 50 µm. The threshold intensity is the ratio of final intensity to initial intensity. 
 
 

3.9 Projection with Convolution 

The convolution masks used in MM are much smaller than 𝑀2. Their size is determined 

by setting a minimum threshold value for the projected radiance. Using Beer’s Law (eq. 3-2), the 

distance a ray would travel before reaching a threshold value can be evaluated. As the pixel size 

is known, the number of pixels which that ray would enter can be determined. As rays are 

projected in every direction and begin at a center pixel, the size of the masks is simply twice the 

number of pixels used for one ray, with one more to account for the center pixel (Table 3.1).  

Each value within the convolution masks represents the fraction of radiance which 

undergoes scattering and absorption within that pixel. As these masks are designed to be used in 

a homogeneous medium, equation 3-23 can be used to determine the values within the masks. 

In practice, it is more computationally efficient to use a ray tracing subroutine to 

determine the coefficients for these masks. This subroutine generates equally spaced rays and 

evaluates the fraction of these rays’ which scatters or absorbs radiance within a given pixel. By 

repeating this process for each solid angle, the convolution masks required for the simulation can 

be constructed. Each masks has a size of 𝐾 𝑥 𝐾 and has non-zero values corresponding to the 

values from the projection sub matrix of 𝑝−tk  to 𝑝tk. 
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3.11.1 Index-Matched Boundaries 

 With boundary points, there are two situations that need to be considered. The first 

involves an index-matched boundary. Here, the only steps are determining which pixels the 

boundary points receive their radiance from and where that radiance is projected to. Once this is 

done, a ray tracing program using Beer’s Law (eq. 3-2) can be developed to determine the 

transfer coefficients for moving the radiance to and from these boundary points. These 

coefficients can be built into a matrix – or in some cases a mask – to improve its efficiency. 

3.11.2 Index-Mismatched Boundaries 

 The second situation involves index-mismatched boundaries. Although the same initial 

setup from index-matched boundaries is used, one additional step is required to addresses 

reflection and refraction. A reflection and refraction matrix (RR) is created to address the index 

mismatch. Unlike scattering where each pixel with the same anisotropy can use the same matrix, 

RR matrices change for each boundary point that has a different slope or different index 

mismatch. The RRs are built directly from the Fresnel equations (eq. 3-25 & 26) [100] – 

reflectance is reflectivity squared.  

 
𝑅𝑆 = |

𝑛1 cos 𝜃𝑖 − 𝑛2 cos 𝜃𝑡
𝑛1 cos 𝜃𝑖 + 𝑛2 cos 𝜃𝑡

|
2

 (3-25) 

 
𝑅𝑃 = |

𝑛1 cos 𝜃𝑡 − 𝑛2 cos 𝜃𝑖
𝑛1 cos 𝜃𝑡 + 𝑛2 cos 𝜃𝑖

|
2

 (3-26) 

𝑛1 and 𝑛2 are the indexes of refraction of the incident and second medium, while 𝜃𝑖 and 

𝜃𝑡 are the incident and transmitted angles, respectively. 
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The average of these two equations is used to determine the fraction of the radiance 

which is reflected. Conservation of energy then allows the fraction transmitted to be calculated, 

as no absorbance occurs at a single point (section 3.4.1).  

The solid angle segments where these fractions are either transmitted or reflected can be 

determined using two equations, Snell’s Law and the Law of Reflection (eq. 3-27 & 28) [100] 

 𝑛1 sin 𝜃𝑖𝑛𝑐 = 𝑛2 sin 𝜃𝑡𝑟𝑎𝑛𝑠 (3-27) 

 𝜃𝑖𝑛𝑐 = 𝜃𝑟𝑒𝑓𝑙 (3-28) 

These equations depend only on the relative index of refraction and the angle of 

incidence from the projecting solid angle segment. This is a critical development as a series of 

small matrices (size 𝐽2) can be developed to simulate the reflection and transmission at boundary 

points. If these matrices are created during the initial step, it is important to note that they will be 

sparse due to the physics involved. Another option would be to simply have the program 

generate these values as needed, if memory is an issue. 

3.12 Addressing Boundaries in Pencil Beam and Point Source 

 As the issue of boundaries arises in both the point source and the pencil beam simulations 

of this thesis, it seems necessary to explain in detail how they are addressed. The infinite medium 

and semi-infinite medium cannot be calculated with MM simply due to memory limitations, and 

so turbid media within a non-scattering ambient medium are used as models. To address the 

boundaries between the scattering and non-scattering media, after each projection operation the 

radiance outside of the scattering media are set to zero. This ensures this radiance does not 

scatter back into the turbid media. Note: This applies to index-matched boundary conditions. 
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 Although not yet implemented, if the boundaries were index mismatched then the point 

system seen in figure 3.16 could be used. This would entail projecting the radiance to the 

boundary, using the RR matrices to determine the reflected magnitude, and re-transmitting the 

reflected portion back into the turbid media. The transmitted portion would be set to zero to 

ensure the ambient radiance would not scatter back into the medium. As the boundaries are 

planar, only one RR matrix would be needed. The angle which the radiance is reflected to can be 

found using eq. 3-28.  

3.13 Memory 

 One of the major differences between MM and MC is the significant increase in memory 

MM requires. The memory requirement for MM comes from several main factors, being the 

grid, the number of solid angles, and the size of the convolution masks. The memory from the 

scattering matrix and the convolution masks are insignificant in a homogeneous medium. There 

are 𝑀𝐽 radiance values, with each value represented as a floating point number using 8 bytes.  

This comes to 120 MB for a 501 x 501 grid with 60 solid angle segments. In a 3D 

medium with dimensions of 501 x 501 x 501, the memory needed increases to 60 GB. In 2D this 

is a trivial issue; however for 3D systems the memory requirements can be very cumbersome. 

It should be noted additional time is required as each operation which either accesses or 

returns a value from memory takes a considerably longer when there are significantly more 

values. In future applications, 3D systems are expected to be simulated using parallel processing 

and cloud computing techniques. As this simulation method can compute a result by segmenting 

the radiance, these methods will reduce the computational load from memory access operations. 
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3.14 Computational Complexity 

In order to determine how MM would compare to other techniques the computational 

complexity must be examined. Multiplication operations will be counted to determine the overall 

complexity. Other operations, such as accessing memory and addition, will not be included.  

As MM is an iterative method, the focus of this section will only address the iterative 

section, being the projection, scattering and absorption steps. Absorption only uses one 

multiplication for every pixel, and so will not be included in the overall analysis. The first step 

which will be analyzed is the scattering step. 

3.14.1 Scattering Operation 

As previously mentioned, the scattering operation uses a  𝐽2 matrix to simulate the 

scattering effect. Here, each element 𝑆 represents the fraction of the radiance scattered from an 

initial solid angle segment 𝑖 to a final solid angle segment 𝑗. 

Each scattering operation uses 𝐽2 operations. As there are 𝑀 pixels, there are 𝑂(𝑀𝐽2)  

operations. In the case when the Fourier Transform is used, the total number of operations is 

reduced to 𝑂(𝑀𝐽 ln(𝐽)) per iteration. 

3.14.2 Projection Operation 

 A convolution mask (with a size of 𝐾 𝑥 𝐾) is used to project the radiance around the 

medium. Combined with each solid angle segment, the total number of operations in this step 

is 𝑂(𝑀𝐽𝐾2) operations. In the event that sparse masks can be used for the convolution, and 
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assuming there is a mean of 𝑊 non-zero elements within these masks, the number of operations 

reduces to 𝑂(𝑀𝐽𝑊). For example, if 𝑊 is 100, 𝑊 is proportional to 𝐾, which is smaller than 𝐾2. 

3.14.3 Overall Operations  

 The overall complexity of MM, assuming sparse masks and one iteration, would be 

 𝑂(𝑀𝐽𝑊 +  𝑀𝐽2)  (3-29) 

In the event that the Fourier Transform is used, it number of operations reduces to  

 𝑂(𝑀𝐽𝑊 +  𝑀𝐽𝑙𝑛(𝐽))  (3-30) 

Using a grid of 501 x 501 pixels, with 60 solid angle segments, convolution masks that 

are 51 x 51 pixels in size with 100 non-zero elements, the number of operations needed for this 

approach is approximately 2.41 gigaflops, or 1.57 gigaflops with Fourier, per iteration. A 

processor operating at 20 GFLOPS should be able to simulate 2,000 iterations in 241 seconds. In 

the frequency domain, it is expected that this time can be reduced to 157 seconds. These 

calculations assume a perfectly optimized simulation software, with no time required for 

accessing data values or re-arranging them. 

3.15 Potential for Error Reduction 

 One of the main advantages offered by MM over MC is that there is little to no standard 

error in the results. Another advantage involves the speed increase offered by MM when there 

are many locations to be calculated. This can actually be illustrated mathematically by examining 

the errors associated with the results of both MM and MC. To find this, the final fluence from 

each simulation will be determined. 
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3.15.1 Fluence Analysis 

The final fluence from these simulations is the sum of the fraction of photons which 

scatter within the pixel, scaled by their respective weight loss. These sums are scaled by the 

absorption coefficient. This gives, for any pixel 𝑖, the fluence 

 
𝐹[𝑖] =  

𝐴[𝑖]

𝜇𝑎
         (𝐽/𝑚2) (3-31) 

With 𝐴[𝑖] as the absorbance in each pixel and the absorption coefficient 𝜇𝑎 (𝑐𝑚−1). The 

absorbance is calculated differently for each method. In MM, the absorbance is calculated on a 

per iteration basis. The absorbance for MM can be rewritten as, separating out the weight drop. 

 

𝐴𝑀𝑀[𝑖] =  ∑ 𝑤𝑖𝑡𝑒𝑟 [ ∑ 𝑅𝑎𝑑𝑖𝑎𝑛𝑐𝑒𝑖𝑡𝑒𝑟[𝑖, 𝑗]

𝐽𝑚𝑎𝑥

𝑗=1

]

∞

𝑖𝑡𝑒𝑟 =1

 (3-32) 

The weight drop is represented as 𝑤𝑖𝑡𝑒𝑟. MC absorbance is given by 

 
𝐴𝑀𝐶[𝑖] =  ∑ 𝐴𝑝ℎ𝑡[𝑖, 𝑤]

∞

𝑝ℎ𝑡 =1

 (3-33) 

With 𝑤 representing the weight drop of the photon. As the photons can be represented on 

a per weight iteration (i.e. all photon packets which lose the same weight are one group), this 

sum can be represented as the sum of the absorbance per weight group per photon, yielding 

 

𝐴𝑀𝐶[𝑖] =  ∑ 𝑤𝑖𝑡𝑒𝑟 [ ∑ 𝑁𝑝ℎ𝑡[𝑖, 𝑖𝑡𝑒𝑟]

∞

𝑝ℎ𝑡 =1

]

∞

𝑖𝑡𝑒𝑟=1

 (3-34) 
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3.15.2 Time & Error Analysis 

In eq. 3-34 the absorbance has been changed to a multiplication between the sum of the 

number of photons which scatter within a medium and the corresponding weight drop. This has 

been summed over all of the weight drops that occur. Comparing eq. 3-34 to eq. 3-32 leads to the 

conclusion that the difference between the simulation time of MC and MM involves the time 

required to calculate the radiance and the number of photons per iteration. The theoretical 

calculations required to determine the radiance for MM were shown in eq. 3-29. For MC, this 

required time will be discussed.  

For MC, each photon is expected to take the same amount of time per scattering and 

absorption event. This is dependent on the time for each part of the procedure in MC. The total 

number of photons which are needed depends on the desired accuracy. As MC depends on 

random sampling, there’s a standard error associated with its results. Each pixel would need to 

have enough samples to accurately predict the fluence.  

To compare the errors from both of these methods, there is a true value for the 

absorbance, which is assumed to be the absorbance after infinitely many photons packets have 

been used. As this is obviously impractical, the absorbance recorded by MC has an intrinsic error 

due to a lack of samples. The absorbance from one of these weight iterations to pixel 𝑎 is 

 
𝐴[𝑎,𝑖𝑡𝑒𝑟] = ∑ 𝑁𝑝ℎ𝑡[𝑖, 𝑖𝑡𝑒𝑟 − 1] ∗ 𝑝(𝑖 → 𝑎)

∞

𝑝ℎ𝑡 =1

 (3-35) 

with 𝑝(𝑖 → 𝑎) as the probability that a photon from pixel 𝑖 undergoes scattering and 

absorption within pixel 𝑎. The value of the probability changes depending on the distance and 
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the direction of the initial photon. The lack of samples typically leads to errors in pixels far from 

the source, as both the number of photons remaining with low weights and the probability of 

those pixels reaching the distant pixels is small. 

For MM, it is also impossible to conduct infinitely many iterations, however MM reaches 

a point when increasing the number of iterations has no effective impact on the final results, 

simply due to the decrease in the remaining radiance.  

The total error from MM (𝜀𝑀𝑀) can be represented by a double summation involving 

each pixel within the medium, with the errors involving each projection and scattering event. 

 

𝜀𝑀𝑀 = ∑ ∑ 𝐸𝑟𝑟𝑜𝑟[𝑖, 𝑖𝑡𝑒𝑟]

𝑝𝑖𝑥𝑒𝑙𝑠

𝑖=1

∞

𝑖𝑡𝑒𝑟=1

 (3-36) 

For MC, the errors are assumed to be from the standard error 𝑆𝐸𝑀𝐶 . The standard error 

decreases proportionally to the square root of the number of samples taken [100]. If 100 times 

more samples are used, the standard deviation decreases by 10 fold. 

 

𝑆𝐸𝑀𝐶 = ∑ ∑ |
𝑠[𝑖, 𝑝ℎ𝑡]

√𝑛[𝑖]
|

𝑝𝑖𝑥𝑒𝑙𝑠

𝑖=1

∞

𝑝ℎ𝑡=𝑀𝐶+1

 (3-37) 

Both of these errors depend on the number of pixels which are present. This is important 

as the number of operations in MM is proportional to the number of pixels, whereas the number 

of operations for MC is proportional to the square of the number of photons needed per pixel 

measured. For simulations with a small number of pixels, MC is considerably better. When there 

are a large number of pixels, or there are many pixels depending on large amounts of small 

weight photon packets, MM is superior. 
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3.15.3 Error Comparison 

 MM can be understood as calculating the result of launching all photons as one ensemble 

into a medium. MM operates similar to MC, except that there is no standard error issues due to 

sampling. Without the random sampling components, there is no variance issues in the results of 

any simulation. If there are errors, it will be from the approximations made to derive the method. 

These will appear as systematic errors, which may be addressed with future modifications. 

3.16 Overall Block Diagram 

 To best convey MM, a series of block diagrams have been constructed to illustrate a 

possible process for the method. The values and equations used in the diagram assume an 

environment consistent with the medium seen in this thesis. This block diagram will be divided 

into four parts, being Declare Variables (Fig. 3.17), Create Projection Masks (Fig. 3.18), 

Creating Scattering Matrix (Fig. 3.19) and Radiance Propagation (Fig. 3.20).  
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Figure 3.17. Block diagram for Declare Variables section. 
 
 
 
 
 
 

 

Declare Variables 

Number of Iterations (> 2000) 

Absorption Coefficient (µa) 

Scattering Coefficient (µs) 

Extinction Coefficient (µt) 

Anisotropy (g) 

Transport mean free path (𝑙𝑡
′ ) 

Set dimensions of each pixel (< ½ 𝑙𝑡
′ ) 

Total solid angle segments (Jmax) 

Initialize system radiance 

(Examples in Appendix) 
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Figure 3.18. Block diagram for Create Projection Masks section. 
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Figure 3.19. Block diagram for Create Scattering Matrix section. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.20. Block diagram for Radiance Propagation section. 
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Chapter 4 

 

Matrix Method Results 

 Matrix Method (MM) is expected to show an increase in the overall computational 

efficiency in calculating light propagation compared to Monte Carlo (MC). It is also expected to 

greatly reduce the statistical variability in simulated results compared to MC. To confirm these 

hypotheses two classical light propagation simulations will be done using MC and MM. These 

are the isotropic point source in an infinite turbid media and the pencil beam in a semi-infinite 

turbid media. With each simulation two metrics of error analysis will be used, being Mean 

Square Error (MSE) and Mean Absolute Percent Error (MAPE). The results of these tests and 

their errors will be discussed. Methods to reduce the error in each of these steps will also be 

illustrated. A table of times measured for MC and MM simulations will be included.  
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4.1 Introduction 

 The two main simulations within this thesis are the isotropic point source in an infinite 

turbid media and the pencil beam in a semi-infinite turbid media. To compare these two 

simulations with their MC counterparts several tests will be done to evaluate the efficiency of 

MM. The first tests will involve analyzing the error between these two methods. Both MSE and 

MAPE will be used for the error analysis. MSE is used as its results can show the error between 

larger values, while MAPE is used to show the differences between smaller values. 

4.1.1 Mean Square Error 

 The error will be analyzed in terms of the MSE between the fluence of MM and MC. The 

MSE in these cases will be evaluated by using the following equation [102] 

 
𝑀𝑆𝐸 =  

1

𝑛
 ∑(𝑀𝑀𝑖 − 𝑀𝐶𝑖)

2

𝑛

𝑖=1

 (4-1) 

 An average of MC results will be used as the true values for the MSE (represented 

by 𝑀𝐶𝑖), 𝑀𝑀𝑖  will represent the values from the MM where the n different pixels in the medium 

will be compared. The iterations of the MM create a fluence distribution, and each iteration is 

then compared to the final values from the MC simulation. This will generate an estimate for 

how many iterations are necessary to effectively calculate the larger values within a medium. If 

this number if small, it is possible that other methods which increase the efficiency and speed of 

MC can also be applied to further reduce the computation time (i.e. GPU). In future simulations 

(not included here), if an analytical solution exists it will be used instead of MC as the true 

values. One example is with the isotropic point source in an infinite turbid media (eq. 2-21). 
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4.1.2 Mean Absolute Percent Error 

As many of the results of these simulations will have a wide range of values which differ 

by several orders of magnitude, it is expected that the errors from MSE will be biased towards 

certain values in the simulation. These are the values associated with the locations closest to the 

source, as they will be the largest. To examine the values further from the source another less 

commonly used means of error analysis will be used. This is MAPE [102] (eq. 4-2) 

 
𝑀𝐴𝑃𝐸 =  

100 %

𝑛
 ∑ |

𝑀𝑀𝑖 − 𝑀𝐶𝑖

𝑀𝐶𝑖
|

𝑛

𝑖=1

 (4-2) 

The variables for MAPE are identical to those used in MSE. This error definition can be 

used so long as there are no pixels with a fluence of zero from MC. 

4.1.3 Time Analysis 

The overall efficiency isn't just determined by the differences between values. It is also 

determined by the time it takes to complete each simulation to reach an adequate level of 

accuracy. Comparing MM to MC means estimating the number of photons (or additional 

computational time) needed to reduce the stochastic error from MC to less than the expected bias 

from MM.  

With the isotropic point source and pencil beam simulations, 108 photon packets for MC 

will be compared to 3000 iterations for MM. The number of iterations for MM was determined 

experimentally while the number of photons is from the upper limit of current literature [73].  
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Figure 4.1. The Mean Square Error between the modified HG function and it’s linearly interpolated version. 
 
 

4.1.4 Simulation Parameters 

 In each simulation there are several parameters which are kept constant. The absorption 

coefficient 𝜇𝑎 is set to 0.1 cm−1, the scattering coefficient 𝜇𝑠 is 100 cm−1 and the anisotropy 

factor g is 0.9. These are common in biological tissue [28, 32]. 

The pixels are kept to the same size regardless of the simulation. In order to avoid 

cytoplasmic heterogeneities (different values for the extinction coefficient throughout the cell) 

the pixels must be larger than the cell, but small enough so as to minimize any errors associated 

with MM approximations. The pixel size was set to 40 μm x 40 μm.  

Since media can be infinitely large, it seems practical to limit the size of the simulations 

to those within a small range. The vast majority of the photons will be absorbed in a couple 

centimeters of the initial source. The total size of the media in every simulation was set 

to 2 cm x 2 cm. 
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Figure 4.2. The modified HG function and it’s linearly interpolated version over 360o. Insert ranges from -15o to 15o. 
 
 

In MC, the point source initially uses 12,500,000 photon packets, which is then averaged 

so the results effectively use 100,000,000 photon packets. The pencil beam uses 50,000,000 

photon packets, and can also use averaging to bring the effective total to 100,000,000. This is 

accomplished through symmetry. The sizes of the masks in MM are determined by the ratio of 

the initial to final intensity along a single line. Here, that ratio is set to 5 x10−5, leading to masks 

which are 51 x 51 pixels. 

Each simulation will undergo 3000 iterations before the fluence will be finalized. The 

initial radiance (𝑊 𝑚2 ∙ 𝑠𝑟⁄ ) in the isotropic point source and initial intensity (𝑊 𝑚2⁄ ) in the 

pencil beam simulation is set to a value of 1, so as to make these results simpler to analyze and 

compare. The simulation software MATLAB 2013b is used to run the programs. These 

simulations are run on an Intel core i7 970 processor with 24 gigabytes of RAM using a 64-bit 

Windows 7 operating system. For both MC and MM, multithreading options will be used for 

each and every simulation as the relative accuracy of these methods is analyzed. 
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Due to the fact that methods for parallel processing are likely to change over time, the 

time measurements will serve for commentary only. The time measurements are expected to 

show a significant difference between MC and MM. 

4.1.5 Number of Solid Angle Segments 

The number of solid angle segments is determined by error analysis. Figure 4.1 shows the 

error between the modified HG function and the linearly interpolated function generated using 

these points. Here, the minimum error within the first 120 points occurs with 59 solid angle 

segments (Error of 1.491 x 10-2 %). 60 solid angle segments is preferred, however, as it allows 

for backscattering to be considered with only a slightly larger error (1.492 x 10-2 %).  

198 solid angle segments must be used for the error to be less than 1.491 x 10-2 %. With 

198 solid angle segments, the simulation time would increase by 7 fold. Even if the Fourier 

method is applied, this would still lead to an increase of a factor of 3.4. This considerable 

increase in simulation time, however, does not lead to an increase in the accuracy.  

Less than 20 solid angle segments will not be considered as the percent errors would 

increase. Aliasing would occur, which are errors due to a lack of solid angle segments. Aliasing 

errors would cause an incorrect radiance distribution after every scattering iteration. More than 

720 segments were not considered, as the increase in computational time would have little to no 

effect on reducing the error. Therefore, the number of solid angle segments will be 60. 

Figure 4.2 is an image of the modified HG phase function and the linearly interpolated 

version with 60 points. The range from -15o to 15o has been magnified to show the more 

significant values. As can be seen, there is little difference between the two functions.  



65 
 

 
 
Figure 4.3. The fluence (𝐽 𝑚2⁄ ) distribution result of the MC simulation with the isotropic point source in an infinite 
turbid media. Results are in logarithmic (base 10) scale. 
 
 

4.2 2D Isotropic Point Source Results 

4.2.1 Monte Carlo Results 

In the MC simulation the grid was capped at a size of 501 by 501 elements, with the 

center of the grid as the initial point source. The results after 100,000,000 photons packets were 

used can be seen in figure 4.3. This is the control, or gold standard, to which the MM simulations 

will be compared to. The rounding effect near to the boundaries is due to the termination of 

photon propagation once they leave the grid. Boundary pixels can be used to mediate this effect. 
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Figure 4.4. The fluence distributions from MM involving an isotropic point source in an infinite turbid media. These 
are displayed logarithmically (base 10) to ease comparisons. From top left to bottom right we have 100, 200, 300 
and 400 iterations. The axes outline the distances of the medium, in cm. 
 
 

4.2.2 Matrix Method Results 

In this simulation a single isotropic point source is placed at the center of a 501 by 501 

grid. Here, the initial radiance (𝑊 𝑚2 ∙ 𝑠𝑟⁄ ) is set to a value of 1, which is evenly divided 

between each of the solid angle segments. The fluence (𝐽 𝑚2⁄ ) after 100, 200, 300 and 400 

iterations can be seen in figure 4.4. Each of these images displays an expansion of the fluence as 

the iterations progress.  
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Figure 4.5. The fluence distributions from MM involving an isotropic point source in an infinite turbid media. These 
are displayed logarithmically (base 10) to ease comparisons. From top left to bottom right we have 500, 1000, 2000 
and 3000 iterations. The axes outline the distances of the medium, in cm. 
 
 

Figure 4.5 displays the images for the expansion of the fluence (𝐽 𝑚2⁄ ) after 500, 1000, 

2000 and 3000 iterations.  After 1000 iterations there are only small changes in the overall 

fluence, which are attributed to the significant decrease in the remaining radiance. The radiance 

is reduced by both absorption in each iteration and by the fraction which leaves the medium. 

There are also noticeable differences between the center of the image and the edges. This is due 

to the boundary effects. Beyond the boundary the radiance is simply set to zero. If pixels near a 

boundary are required, a larger field of view can be used if the central results are taken. 
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Figure 4.6. Numbered cross sections used in analysis. The axes outline the distance, in cm. 
 
  

Traditionally, MC is known for simulating the isotropic point source in an infinite 

medium. However, as MM is a grid based method there are limits to the amount of memory 

available which can be used. This means the MM will only simulate the isotropic point source 

within a finite medium. 

Examining the results, one can see that the values closer to the source term reach their 

final values faster than those further away. This is expected as the amount of energy which is 

available in the medium slowly decreases after each iteration. The simulations from both MC 

and MM seem comparable, however this will be confirmed with cross sectional analysis and 

error analysis. 

4.2.3 Cross Section Results 

Here, four main cross sections will assessed (Fig. 4.6). Firstly, the central axis which 

crosses the source term. Secondly, the diagonal axis crossing the central source. Thirdly is the 

vertical line midway between the source and the edge. Fourthly is the edge of the medium. 
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Figure 4.7. The vertical cross section of the fluence through the source term. Blue is MM and green is MC. The 
upper plot represents the entire range, while the lower plot is the region within 1 mm of source term. 
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Figure 4.8. The diagonal cross section of the fluence through the source term. Blue is MM and green is MC. The 
upper plot represents the entire range, while the lower plot is the region within 1 mm of source term. 
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Figure 4.9. The cross section midway between the source and the edge. Blue is MM and green is MC. The upper 
plot represents the entire range, while the lower plot is the region within 1 mm of the cross sections’ center. 
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Figure 4.10. The cross section of the edge of the medium. Blue is MM and green is MC. The upper plot represents 
the entire range, while the lower plot is the region within 1 mm of the cross sections’ center. 
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The vertical central axis is shown in figure 4.7. From the first figure the two methods 

show a highly similar fluence. They each have a high central peak corresponding to the pixel 

with the source term, followed afterwards by a sharp decline. The rate of this decline rapidly 

decreases in amplitude, reaching close to zero after the fluence is 0.5 mm away from the source. 

The boundary effects occurring 1 cm away from the source term cause identical effects with both 

methods. This leads to the conclusion that extra boundary pixels would effectively address any 

boundary issues within the medium in both simulations. 

These results can also be verified with the diagonal cross section (Fig. 4.8). Here the 

same overall shapes from figure 4.7 can be easily seen. The most significant difference between 

these two plots involves the points nearest to the source term. Along the diagonal the values are 

slightly more accurate than across the vertical axis. The boundary effects can be seen too, with 

both MC and MM experiencing the same impact. 

In the case of the final two cross sections (Fig. 4.9 and Fig. 4.10) the striking difference 

as compared to the other two cross sections involves the accuracy near the center of the plots. 

Here, both MM and MC seem to come to the same results. MC still shows random errors at these 

distances, while MM has no random effects whatsoever.  

4.2.4 MAPE & MSE Results 

The cross section analysis allows us to see some of the values within the medium. 

However, the only way to be certain of the results is to use both MSE and MAPE as means of 

determining the overall error. These were calculated during the simulation, and are plotted in 

figure 4.11. 
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Figure 4.11. MSE (blue) and MAPE (green) of the MM isotropic point source simulation with respect to MC. The 
insert ranges from 1000 to 3000 iterations. 
 
 

Both the MSE and the MAPE show a sharp decrease as the number of iterations grow. 

This decrease is steady for MSE until 1378 iterations, where it reaches a minimum value of 

22.84. The MSE then slightly increases, reaching 27.60 after 3000 iterations. This trend is 

similar to the trend seen with MAPE. MAPE reaches a minimum value of 0.7062 % after 1957 

iterations, then it increases to 0.7946% after 3000 iterations. 

MSE was used to illustrate the accuracy of the values closest to the source. It decreases 

by 1024 fold over the course of the simulation. This is strong evidence that the results MM 

produces near the source are comparable to those from MC. 

This evidence is enhanced by the results of MAPE. Here the error decreases by 126 fold 

during simulation. As MAPE reflects the results further from the source, this decrease implies 

the results further from the source may be comparable as well. MSE and MAPE increase after 

reaching minimums since MC has few photons remaining after 1,700 absorption and scattering 

events. Using more photons in MC would prevent the increases seen in MSE and MAPE.  

0

1

2

3

4x 104

Iteration

M
ea

n 
S

qu
ar

e 
E

rr
or

0 500 1000 1500 2000 2500 30000

25

50

75

100

M
A

P
E

 (%
)

20

30

40

50

1000 1500 2000 2500 3000
0

0.5

1

1.5

2



75 
 

 
 
Figure 4.12. The absolute percent error in the isotropic point source between MM and MC. 
 
 

4.2.5 MAPE Plots 

To better understand which the pixels have the most significant impacts on MAPE and 

MSE, the absolute percent error is shown (Fig. 4.12). Two locations mainly contribute to the 

magnitude of these errors. They are in the corners and near the source. In the corners, less 

photons scatter here during MC simulations. Errors there are likely due to a lack of samples, 

leading to an increase in the standard error. To determine if these errors are due to MC, errors of 

less than 2% will be removed (Fig. 4.13), and a scale from 2% to 4 %, and from 4 % to 6 % will 

be included. Errors larger than 6% will appear white. 
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Figure 4.13. The absolute percent error in the isotropic point source between MM and MC. Errors larger than 2% are 
shown. A scale beginning at 2 % (black) to 4 % (red) and to 6 % (white) is included for better contrast. 
 
 

A significant number of the corner errors have been removed. As the errors there sparsely 

populate the corner, any further errors in the corners are expected from a lack of photons 

reaching this region. Figure 4.10 helps confirm this as the standard error from MC can be easily 

seen. The significant errors which are assumed to be affiliated with MM are the clover (red) and 

the cross (white) (Fig. 4.13). Errors in this region are critical for MM as other methods (i.e. 

Diffusion Theory) can be used to predict fluence far from a source term. To confirm that these 

errors are affiliated with MM, the pencil beam source will be simulated. If these errors are 

affiliated with MM, it is likely that they will be present in the pencil beam simulation as well. 
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Figure 4.14. The fluence (𝐽 𝑚2⁄ ) distribution result of the MC simulation results of MC simulation of a pencil beam 
incident on a surface of a semi-infinite turbid media. Results are in logarithmic (base 10) scale. 
 
 

4.3 2D Pencil Beam Results 

4.3.1 Monte Carlo Results 

In the MC simulation the grid was again capped at a size of 501 by 501 elements, with 

the center of the bottom edge as the initial source. The results with 100,000,000 photons packets 

are shown in figure 4.14. As with the isotropic point source, this is the control to which the MM 

simulations will be compared to. 
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Figure 4.15. The fluence distributions from MM involving a pencil beam source incident to a semi-infinite turbid 
media. These are displayed logarithmically (base 10) to ease comparisons. From top left to bottom right we have 
100, 200, 300 and 400 iterations. The axes outline the distances of the medium, in cm. 
 
 

4.3.2 Matrix Method Results 

Here, a pencil beam of light is sent through a medium across its center. The initial 

intensity that is sent into the medium was set to a value of 1. The spread across the central axis in 

accordance with Beer’s Law. The fluence after 100, 200, 300 and 400 iterations can be seen in 

figure 4.15. As with the isotropic point source, each of these images displays an expansion of the 

fluence as the iterations progress.  
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Figure 4.16. The fluence distributions from MM involving a Pencil beam source incident to a semi-infinite turbid 
media. These are displayed logarithmically (base 10) to ease comparisons. From top left to bottom right we have 
500, 1000, 2000 and 3000 iterations. The axes outline the distances of the medium, in cm. 
 
 

Figure 4.16 displays the images for the expansion of the fluence after 500, 1000, 2000 

and 3000 iterations.  After 1000 iterations there are still significant changes in the overall 

fluence, which can be attributed to the increased distance which the radiance must propagate to 

reach the upper edge. Although the radiance near the lower boundary is stable after 2000 

iterations, it is likely that there may be small errors close to the upper boundary due to a lack of 

iterations. However, when the total number of iterations was increased to 10,000, no significant 

difference could be seen in these values. 
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Figure 4.17. Numbered cross sections used in analysis. The axes show the distance, in cm. 
 
  

Similar to the situation with the isotropic point source, MM can only simulate the pencil 

beam within a finite medium. Examining the results, one can see that the values closer to the 

source term reach their final values faster than those further away. It, however, takes 

considerably longer than in the isotropic point source. The extra distance to the upper boundary, 

as well as virtually no distance to the lower boundary, accounts for this extra time. It would take 

longer for the larger radiance values to reach the upper pixels, and more iterations are needed for 

the pixels closer to the lower boundary since a large fraction of the radiance is set to zero as it 

leaves the lower boundary. Both cross sectional analysis and error analysis will be used to further 

examine the accuracy. 

4.3.3 Cross Section Results 

Here, six main cross sections will assessed (Fig. 4.17). Firstly the central axis which 

crosses the source term. Secondly the diagonal crossing the source. Thirdly is the center 

horizontal axis. Fourthly, fifthly and sixthly are the lower, side and upper borders, respectively. 
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Figure 4.18. The cross section along the center of the medium, through the source. Blue is MM and green is MC. 
The upper plot shows the entire range, while the lower plot shows the region up to 2 mm from the source. 
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Figure 4.19. The cross section along the 45o diagonal through the source to the edge. Blue is MM and green is MC. 
The upper plot shows the entire range, while the lower plot shows the region up to 2 mm from the source. 
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Figure 4.20. Horizontal cross section midway between the source and the upper edge. Blue is MM and green is MC. 
The upper plot shows the entire range, while the lower plot shows the region within 1 mm of the center.  
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Figure 4.21. The bottom edge. Blue is MM and green is MC. The upper plot shows the entire range, while the lower 
plot shows the region within 1 mm of the center.  
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Figure 4.22. The side edge. Blue is MM and green is MC. The upper plot shows the entire range, while the lower 
plot shows the region within 1 mm of the largest value along this edge. 
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Figure 4.23. The upper edge. Blue is MM and green is MC. The upper plot shows the entire range, while the lower 
plot shows the region within 1 mm of the largest value along this edge. 
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The cross section along the center of the medium is shown in figure 4.18. Here it can be 

easily seen that the two methods reach values which are highly comparable to one another. The 

incident location has the highest value, at which point it undergoes a sharp decline. This is 

followed by a slow decrease, until the boundary effects near the upper edge take effect. As with 

the case of the isotropic point source, the boundary effects are identical in both methods. The 

same conclusion with regards to a need for extra boundary points can be applied here as well.  

These results can also be verified with the diagonal cross section (Fig. 4.19). Here the 

same overall shapes from figure 4.18 can be easily seen. The most significant difference between 

these two plots involves the points near the source term, just after the sharp decline. Here MM 

has a slightly larger value than MC. In contrast with the isotropic point source, the diagonal 

values are slightly less accurate than what was seen in figure 4.18. The boundary effects are 

visible as well, with both MC and MM experiencing the same effect. Figure 4.21 demonstrates 

the deviation after the initial sharp peak. 

The horizontal cross section midway between the source and the upper edge (Fig. 4.20) 

shows fluence values for MC which are slightly larger than MM, although there is still a 

significant randomness with the MC fluence. The upper edge (Fig. 4.23) outlines a similar 

situation, with a much larger standard error. It is likely that even though 100,000,000 photon 

packets were simulated, remaining errors from MC would still increases the errors measured by 

MSE and MAPE. In figure 4.22, the standard errors seem to increase as the distance from the 

source increases. This is expected as more photon packets absorption events would occur closer 

to the source than further from it. As with the isotropic point source, MC still shows standard 

error issues at these distances, while MM has no randomness effects whatsoever.  
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Figure 4.24. MSE (blue) and MAPE (green) of the MM pencil beam simulation.  
 
 

4.3.4 MAPE & MSE Results 

As with the isotropic point source, both MSE and MAPE as will be used to determine the 

overall error (Fig. 4.24). Both MSE and MAPE decrease as the number of iterations grow. This 

decrease is steady for MSE, where once 3000 iterations have passed it reaches its minimum 

value of 4.897. MAPE reaches a minimum value of 1.873 % after 3000 iterations. The MSE 

decreases by 1931 fold over the course of the simulation. This shows that, similar to the isotropic 

point source, the results MM produces near the source are likely highly comparable to those from 

MC. 

MAPE decreases by 53 fold during simulation. This is considerably smaller than what 

was seen from MSE. As MAPE reflects the results further from the source, this decrease implies 

the results further from the source are not as accurate. Also, there is no increase in MSE or 

MAPE. The standard error in the results of MC may be larger than expected.  
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Figure 4.25. The absolute percent error in the pencil beam simulation in a semi-infinite turbid media between MM 
and MC. 
 
 

4.3.5 MAPE Plots 

The absolute percent error is plotted in figure 4.25. Here, the white pixels have an error 

of less than 1%. Unlike with the isotropic point source, a significant portion of the pixels 

contribute to MAPE. There are two main regions, being near the source and further away from 

the source. Due to the distance, less photons will undergo a scattering and absorption event 1 cm 

above the source. Errors here are likely due to a lack of samples, increasing the standard error. 

To show they are due to MC, errors of less than 2% will be removed (Fig. 4.26), and a scale from 

2% to 4 %, and from 4 % to 6 % will be included. Errors larger than 6% will appear white. 
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Figure 4.26. The absolute percent error in the isotropic point source between MM and MC. Errors larger than 2% are 
shown. A scale beginning at 2 % (black) to 4 % (red) and to 6 % (white) is included for better contrast. 
 
 

As is seen, some of the errors close to the edges and greater than 1 cm away from the 

source term are still present. It is likely that these errors are still from MC, not MM. In fact, 

figures 4.20, 4.22 and 4.23 show that the significant differences between these values are mainly 

from random errors due to MC. As these are standard error related issues, they will not be further 

discussed. The errors which are assumed to be affiliated with MM are the bow tie like shape near 

the source (Fig. 4.25). This bow tie error is similar in nature to the errors seen from the isotropic 

point source (i.e. the clover and the cross). As these errors are present with both simulations, 

these errors must be due to MM. 
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4.4 Possible Matrix Method Errors 

MSE and MAPE show that the primary errors between MM and MC were associated 

with values that are close to the source, far from the source, and near the boundaries. As stated 

previously, 100 million photon packets from MC did not generate enough samples to accurately 

predict the fluence near the boundaries or far from the source. The errors near the source, though, 

do have enough samples to accurately predict the fluence. The errors here are primarily from 

MM. 

Any errors from MM must be due to the approximations associated with MM. From 

MM’s derivation, there are three main approximations. These are the use of small masks to 

project the radiance, the use of the interpolated scattering values for the scattering step and the 

approximation that all scattering occurs at the center of the pixel. One other source of errors 

could be due to an increase in the total number of iterations which were done with MM over MC. 

First the errors themselves will be examined by cross sectional analysis. This will help 

understand how the errors are generated. Each of the possible error sources will then be 

examined, and the likelihood of errors associated with the source term will be discussed. 

4.4.1 Bottom Boundary Cross Section per Iteration 

From the MAPE plots (Fig. 4.25 and 4.26), the main source of errors near the source are 

directly along the lower boundary. To determine when these errors occur, the percent error of the 

cross sections along the bottom boundary after each iteration in MM will be calculated. The 

results of these calculations for the pencil beam simulation are in figure 4.27. As these errors 

stem from the same source, only the percent error, not MSE, is shown. 
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Figure 4.27. Pencil Beam. Horizontal cross section of the lower boundary for several iterations. The upper plot 
shows the percent error after the (cyan) first, (red) second, (green) third and (blue) fourth iteration. The lower plot 
shows the percent error after the (blue) fourth, (green) fifth, (red) tenth, (cyan) fifteenth and (black) 3000th iteration. 
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 The percent error calculations show that there are significant errors produced in the first 

few iterations of MM. These errors also seem to stabilize over time, as evidenced by the final 

percent error calculation after 3000 iterations. An error in the approximations which would cause 

significant deviations during the first several iterations is most suspect. Errors which need many 

iterations to occur are likely irrelevant to the source errors.  

4.4.2 Small Masks 

The size of the convolution masks would primarily affect values which are further away 

from the source. Increasing it would first lead to longer simulation times, with more accurate 

results farther away from the source. As the errors with MM are primarily located within the 

vicinity of the source, it is highly unlikely that this approximation is of any concern. 

4.4.3 Number of Solid Angle Segments 

From the error analysis of the solid angle segments, there is less than 0.15% error 

between the values from the modified Henyey-Greenstein and the interpolated form. Any errors 

here would take many iterations before becoming significant.  

4.4.4 Number of Iterations 

This is the least likely issue as the MM values deviate significantly from the MC values 

after only a few iterations. This error is expected to have little to no effect on pixels which are 

near the source terms. 
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Figure 4.28. The location of mean absorbance and scattering within a pixel from (blue) a linear model and (green) 
Beer’s Law. The location of mean absorbance and scattering using weighted average was found to be 20 µm with 
linear and 18.7 µm with Beer’s Law within a pixel 20 µm long. 
 
 

4.4.5 Scattering Location 

The approximation which allows convolution to be used involves assuming the photons 

scatter at the center of the pixel. Errors which may occur with this approximation were assumed 

to either average out with incoming radiance from multiple directions or be negligible due to 

small pixel size. Either of these errors would be the most likely cause of errors near the source.  

Seen in figure 4.28, the mean location of absorbance is at the center of the pixel using a 

linear absorption model. With Beer’s Law, this mean location shifts away from the center. This 

shift would only occur near the source locations as the source generates a significant bias in the 

direction of the incoming radiance. These locations were found as follows. For both models, the 
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In the linear absorption model, the equation which is used to determine absorption is 

given by 

 𝐼 =  𝐼𝑜 (1 − 𝜇𝑡𝑑)        (𝑊 𝑚2⁄ ) (4-3) 

With 𝑑 as the distance and 𝜇𝑡 is the extinction coefficient (100.1 𝑐𝑚−1). In the Beer’s 

Law absorption model, the equation which is used is given by 

 𝐼 =  𝐼𝑜 𝑒(−𝜇𝑡𝑑)         (𝑊 𝑚2⁄ ) (4-4) 

Using these two equations, the amount absorbed within each section can be found. With 

these values, a weighted average can be used to determine the location of mean absorbance.  

The weighted average is given by, where 𝑥𝑠𝑒𝑐𝑡𝑖𝑜𝑛 is the distance to the center of that 

section and 𝐴(𝑠𝑒𝑐𝑡𝑖𝑜𝑛) is the fraction of the intensity absorbed at that section. 

 
�̅� =  

∑ 𝐴(𝑠𝑒𝑐𝑡𝑖𝑜𝑛) ∗ 𝑥𝑠𝑒𝑐𝑡𝑖𝑜𝑛
1000
𝑠𝑒𝑐𝑡𝑖𝑜𝑛=1

∑ 𝐴(𝑠𝑒𝑐𝑡𝑖𝑜𝑛)1000
𝑠𝑒𝑐𝑡𝑖𝑜𝑛=1

         (𝜇𝑚) (4-5) 

 

4.4.6 Multiple Direction Averaging 

In order for the assumption of all scattering occurring at the center of the pixel to be 

valid, no significant biases in the magnitude of the radiance projected to the pixel from any 

particular direction can be present. This does not need to hold true for any single iteration, but 

must hold true over the entire simulation. Any significant biases in the direction of the incoming 

radiance would lead to deviations in the location of mean scattering. 
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4.4.7 Pixel Size 

The size of the pixels can affect several parameters. These include the fraction of 

radiance 𝑊 (𝑚2 ∙ 𝑠𝑟) ⁄ projected from other pixels which will scatter within the pixel as well as 

the portion of radiance which scatters within the same pixel multiple times. MM first calculates 

the portion of radiance which scatters within the same pixel which it was projected from. This 

portion is added to the radiance which is projected from other nearby pixels that will scatter 

within this pixel.  

Although the fraction which scatters within the same pixel may be small for pixels far 

from the source, it represents a substantial portion of the radiance for pixels near to the source. 

The portion of radiance can be represented by 𝑝𝑖𝑖
𝑘 , and equation 3-11 can be used to evaluate it. 

Using the values within this thesis, the fraction which scatters within its initial pixel evaluates 

approximately ~ 20 %. 

These radiance values can cause errors as the location of mean scattering within the 

original pixel. Where it is assumed that all of the radiance can be projected from the center of the 

pixel, the radiance which has already scattered within this pixel actually projects a significant 

distance from the center, leading to errors. 

Figure 4.29 allows for a glimpse into the errors which arise due to this bias. The mean 

location where the radiance which has scattered within this same pixel would project from is 

outlined by the red line in pixel 3. Propagating this radiance as though it came from the center 

would lead to errors for two reasons. First, it would decrease the radiance emitted from the pixel, 

and secondly increase the fraction which scatters and absorbs for a second time within the pixel.  
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Figure 4.29. Above is 1) initial projection of radiance, 2) propagation of radiance from center pixel, 3) location of 
mean scattering from this propagation (red line) and 4) projection of radiance from red line. In MM this radiance is 
propagated from the center as opposed to the location of mean scattering (red line). 
 
 

To mitigate these effects, one could develop a secondary set of convolution masks which 

can accurately correct for this bias in the radiance. Another way would be to simply scale this 

radiance so it can be project as though it were from the center of the pixel. After this scaling, 

subtracting out the excessive absorbance must occur.  

4.4.9 Diagonal Pixels 

Sections 4.4.5 to 4.4.8 outline the main sources of errors in pixels close to the source 

terms. If they were only dependent on their distance from the source, these errors would form 

circles around the source. Instead, a clover and a cross are seen from the isotropic point source, 
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and a bow tie from the pencil beam. The diagonals in these simulations have smaller errors than 

the pixels along the horizontal and vertical axes. Since the two factors mentioned above would 

still have an effect on the diagonals, why are the diagonals more accurate? 

This is explained by taking the location of mean scattering and absorption errors and 

errors from radiance scattering within the same pixels which it had projected from into 

consideration. The incoming radiance does not cross a single side, but travels through a corner.  

Scattering within this pixel would occur closer to the pixel’s center, significantly 

reducing the impact of the source term. This is due to the fact that the location of mean scattering 

and absorption is closer to the center. As such, the difference in the fraction absorbed and 

scattered from projecting the radiance as though all of it came from the center of the pixel can be 

reduced. The errors here are further reduced as there would be an equivalent reduction in the bias 

from the source pixel. 

4.5 Clover, Bow Tie and Cross Discussion 

As the different potential sources of errors have been discussed, the focus will now turn 

to what causes the errors in the clover, bow tie and cross. The clover and bow tie likely have the 

same source of errors. They appear differently due to the initial ballistic projection of the pencil 

beam.  

The lower error values from the clover are due to the propagation of erroneous radiance 

values from the cross. The scattering term spreads this error from the cross across to the other 

solid angle segments, which eventually leads to a series of smaller errors over a much broader 

range.  
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 Isotropic Point Source Pencil Beam 

 
Matrix Method (3000 Iterations) 

 
37 minutes and 53 seconds 37 minutes and 46 seconds 

 
Monte Carlo (108 photon packets) 

 

19 hours, 30 minutes and 
23 seconds 

27 hours, 39 minutes and 
10 seconds 

 
 
Table 4.1. Sample times taken for the simulations to run. Here, the programs were both written so they could benefit 
from MATLAB parallel processing toolbox, which can use multiple processors to run simulations. 
 
 

This spread is also the main reason behind the size of the bow tie. To solve these errors, 

the cross must be addressed first. The errors from the cross come from two sources. These are 

the propagation of radiance which scattered within the same pixel it projected from, and the pixel 

size.  

To test to see if correcting for these factors leads to a reduction in the error, a source 

correction factor will be included in the simulation. This source correction factor will entail 

using a scaling factor to scale the radiance scattered within the same pixel it originated from so it 

can be projected as though it were from the center of the pixel. Then, the excess absorbed 

radiance will be simply be subtracted out. 

4.5.1 Point Source: Source Correction Factor 

The isotropic point source simulation is re-run, this time including the above factor. The 

final MSE changed from 27.6 to 8.277 while the final MAPE changed from 0.795 % to 1.226 %. 

The large decrease in MSE is from the increased accuracy in the source terms, while the increase 

in MAPE can only be addressed using convolution masks specifically designed to propagate 

radiance which previously scattered within the same pixel it projected from. 
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4.6 Time Analysis 

The reason why the increase in memory MM requires is acceptable is MM conducts the 

simulation faster than MC. To show this holds true for simulations with a large number of pixels, 

the time required for several simulations will be shown in table 4-1.  

4.6.1 Simulation Time 

The simulations for MM take approximately 1 minute and 15 seconds to run 100 

iterations. This is substantially larger than the theoretically calculated time of 9.4 seconds. The 

difference is mainly due to programing elements, accessing memory values and rearranging the 

radiance between the projection and scattering phases of the simulation. As well, other programs 

are running with MATLAB, so the processors were not solely dedicated to the simulations. 

Table 4-1 also shows the significant differences between the times required to calculate 

the four simulations. MM takes approximately the same amount of time for each simulation 

since it is dependent on the grid used. Here the grids are the same, meaning the calculations 

should, and do, take the same amount of time. MC takes two different times to run these 

simulations due to two factors.  

The first one involves the pencil beam simulation using 50,000,000 photon packets, while 

the isotropic point source uses 12,500,000 photon packets to operate. Averaging brings the 

effective total to 100,000,000 photon packets for both simulations. The second factor is the 

distance of the source to the edge of the medium. As the source in the pencil beam simulation is 

on the boundary, a significant fraction of the photon packets will exit the medium with a high 

fraction of weight remaining. This terminates them early. 
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What is astonishing is the difference in times for both methods. It is almost 31 times 

faster to calculate the isotropic point source with MM than MC. With the pencil beam, it is 

around 44 times faster to evaluate. Not only that, but there are no standard error issues with the 

results of MM as compared to MC. This implies that to match the accuracy of MM, even more 

photon packets would be needed for MC. 
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Chapter 5 

 

Conclusions 

This thesis illustrates a novel modeling approach to determining the fluence from a source 

within or striking a scattering media. The theoretical background behind the Matrix Method was 

developed, and several tests involving the pencil beam in a semi-infinite turbid media and the 

isotropic point source in an infinite turbid media were conducted to evaluate the novel methods 

efficiency, benefits and drawbacks. These factors were compared to the gold standard method, 

Monte Carlo. Here, it was shown that the original method generated many results within 4% of the 

values of MC. This held true as long as the values were far from the source. Near the source, the 

errors increased due to pixel sizes and second order radiance effects. Using correction factors 

reduced some of these errors. 
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5.1 Chapter Summary 

Chapter 1 explores the basic concepts behind scattering in tissue. Here, scattering occurs 

do to interactions with organelles and other objects within the tissue [28]. These interactions are 

dependent on the ratio between the wavelength of the electromagnetic radiation, the cross section 

of the objects with which it interacts, and the index of refraction of the medium and the object 

[10]. Tissue, however, has an effective window in the NIR range which allows photons to penetrate 

through [16-18]. How it penetrates through, and how to model the fluence, is a field of research. 

Methods of modeling fluence have been proposed in the past. Chapter 2 defines the factors 

associated with light modeling, including fluence and radiance. Other methods which have been 

shown to model fluence are discussed. Notably, Monte Carlo is described and used as the gold 

standard to compare the topic of this thesis, the Matrix Method. 

The Matrix Method is a technique which calculates the radiance propagation to determine 

the fluence. It is conceived from discrete ordinates, a method proposed by Chandrasekhar [92]. 

Chapter 3 goes into great detail over how the radiance can be divided into solid angle segments, 

and how these segments can be propagated through a medium with the use of two matrices. These 

matrices can be redeveloped as convolution operations, which greatly reduces the computational 

requirements of the method into smaller more useful operations.  

The theory may be useful, however without confirmation it is simply conjecture. Chapter 

4 examines two common simulations to compare the results from the Matrix Method and Monte 

Carlo. Several details were noticed. No random errors were present in the Matrix Method, and its 

results were close to the values from Monte Carlo far from the source, but not near the source. 

These errors stemmed from two sources, being the pixel size and second order radiance. 
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A second simulation was also conducted, correcting for some of the errors. The MSE 

changed from 27.6 to 8.28 while MAPE changed from 0.7946 % to 1.226 %.  As these corrections 

were composed of scaling factors, it is likely that more accurate convolution masks could be used 

to further reduce any errors. 

5.2 Future Directions  

This work was exploratory in nature. Here, the final convolutions matrices necessary for 

the Matrix Method were not expected to be found. Whether or not this method could potentially 

be used as a means of determining the overall fluence was expected to be determined. And here, 

there is promising evidence that shows this method has great potential. To continue to study the 

Matrix Method some suggestions would be: 

 Create convolution masks for second order radiance. 

 Conduct the propagation and scattering steps in the frequency domain. 

 Design the program such that the radiance values do not need to be reorganized.  

 Use much smaller pixels to mitigate errors. 

 Explore creating a hybrid between MM and MC. 

For future simulations, there are several different simulations which should be attempted: 

 Determining the fluence from a fluorescent molecule. 

 Attempting index-matched boundary conditions. 

 Attempting index-mismatched boundaries. 

 Confirming the results in a tissue sample. 

 Conduct simulations in a 3D medium. 
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Appendix 

 

Summary of Code 

As the Matrix Method is a novel technique for solving the fluence generated by a source, 

it was deemed necessary to include the actual code within this thesis. The code for the isotropic 

point source in an infinite turbid media from the Matrix Method’s code will be included. The 

changes necessary to create the code to simulate the pencil beam within a semi-infinite turbid 

media will also be included. This should give future researchers the necessary guidance to set forth 

and find new ways to apply the Matrix Method to other problems, regardless of whether or not 

their research is in another field of research.  
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A.1 Code for Matrix Method 

Chapter 3 outlines the necessary steps in the theory behind the Matrix Method, however it 

does not outline in any detail the code used for the calculations. This is done intentionally, as the 

fundamental concepts can be carried over from one programming language to another. The 

sections within the appendix will serve to illustrate the code written to generate the results within 

this thesis. The code here is written for the MATLAB 2013b simulation software and uses the 

assumption that the number of pixels in both directions is odd and that the number of solid angle 

segments is even. The code is as follows. 

 A.1.1 Initialize Variables 

 In this section of the program we initialize all of the variables within the code. 

 

% POINT SOURCE IN INFINITE TURBID MEDIA AND  
% PENCIL BEAM IN SEMI-INFINTE TURBID MEDIA. 
  
% This m-file was created to calculate the point source or the Pencil Beam 
% within a finite turbid media using the Matrix Method. The values are  
% those used within this thesis. 
  
% Clearing the Command Window. 
clc; 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%                    Setting up Initial Parameters                     %%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
% Total Number of Iterations 
Num_Iter = 3000; 
  
% Absorption Coefficient (cm-1) 
ua = 0.1; 
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% Scattering Coefficient (cm-1) 
us = 100; 
  
% Extinction Coefficient (cm-1) 
ut = ua + us; 
  
% Anisotropy 
g  = 0.9; 
  
% Anisotropy Squared 
g2 = g^2; 
  
% Width of each pixel (40 µm x 40 µm) 
dx = 0.004; % cm 
dy = dx; 
 
dxm = dx/100; % m 
dym = dxm; 
 
  
% Number of Solid Angles per pixel 
Number_Solid_Angle_Segments_Max = 60; 
NSASM = Number_Solid_Angle_Segments_Max; 
  
% Number of pixels per row 
Nx = 501; 
  
% Number of pixels per column 
Ny = 501; 
  
% Center of the Grid 
Nx_c = Nx*dx/2; 
Ny_c = Ny*dy/2; 
  
% Initial Radiance 
Radiance = zeros (Ny, Nx, NSASM ); 
  
% Initial Absorbance 
Absorbance = zeros (Ny, Nx); 
  
% Number of pixels per row in each Convolution Masks 
Nxm = 51; 
  
% Number of pixels per column in each Convolution Masks 
Nym = 51; 
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% Initial Convolution Masks definition. 
CMF_MC_Flip  = zeros (Nym, Nxm, NSASM); 
CMF_High_Acc = zeros (Nym, Nxm, NSASM); 
CMF = zeros (Nym, Nxm, NSASM); 
  
% Center of the Convolution Masks 
Nxm_c = Nxm/2; 
Nym_c = Nym/2; 
  
% Recording the MSE and MAPE. 
MSE_Pt_S  = zeros (1,Num_Iter); 
MAPE_Pt_S = zeros (1,Num_Iter); 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%                    Initializing the System Radiance                     %%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
 
% ISOTROPIC POINT SOURCE 
  
 
% The initial radiance will be set to a value of 1. It will be emitted 
% equally across all solid angle segments. 
  
Radiance (Nyc, Nxc, :) = 1/ NSASM; 
 
 
% PENCIL BEAM 
 
% The initial ballistic radiance will be set by using Beer's Law. 
  
% Test variable for remaining in the media. 1 = true, 0 = false. 
In_media = 1; 
  
% Initial Intensity of Beam. 
Io = 1; 
  
% As this is propagated perpendicular to the x-axis, the step size will be 
stepy = dy/500; 
  
% Initial location of beam. 
yi = 0; 
  
% Initial pixel beam is in. 
NYP = floor(yi/dy); 
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% Solid angle segment corresponding to 90°. 
SA_90 = (NSASM /4) + 1; 
 
  
% Running a loop for the ballistic intensity. 
  
while In_media == 1 
     
    % Step forward along beam axis. 
    yi = yi + stepy; 
     
    % Check if beam has reached a new pixel. 
    test = floor(yi/dy)-NYP; 
     
    % If the beam has reached a new pixel. 
    if (test>0) 
         
        % Determine fraction that has scattered. 
        scat = Io*(1-exp(-ut*dy)); 
         
        % Note: We skip the µs/µt factor since this will be included with 
        % the scattering matrices. 
         
        % Determine remaining ballistic intensity. 
        Io = Io*exp(-ut*dy); 
         
        % Save scattered portion of the ballistic intensity. 
        Radiance (NYP+1, Nxc, SA_90) = Radiance (NYP+1, Nxc, SA_90) + scat; 
         
        % Save the absorbed portion of the ballistic intensity. 
        Absorbance (NYP+1, Nxc) = Absorbance (NYP+1, Nxc) + (ua/ut)*scat; 
         
        % Record new pixel which beam is currently in. 
        NYP = floor (yi/dy); 
         
        % Check to see if pixel beam is still in media. 
        if ((NYP)>=Ny) 
             
            % Set variable to show that we are no longer in the medium. 
            In_media = 0; 
             
        end 
         
    end 
     
end 
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 A.1.2 Create the Scattering Matrices 

 In this section the scattering matrices needed for the simulations will be created. 

 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%                    Scattering Matrix Creation Section                     %%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
% We will use a large number angles to calculate the scattering matrix. 
dtheta   = 0.0001;  
Theta    = -180:dtheta:180; 
  
% Converting them to radians 
Theta_r  = Theta*pi/180; 
  
% Obtaining the Henyey-Greenstein phase function. Since there are positive 
% and negative values for Theta the magnitude of the phase function will be 
% divided by 2. 
P_Theta  = 0.5*(0.5*(1-g2)*abs(sin(Theta_r))./(1+g2-2*g*cos(Theta_r)).^1.5); 
  
% Now the triangle will be made. This represents a single solid angle  
% segment centered at zero degrees. 
Triangle = (360/NSASM-abs(Theta)).*((360/NSASM-abs(Theta))>0)/(360/NSASM); 
  
% For the scattering matrix two will be created. These are for the cases 
% where the entire solid angle segment is being scattered, and for when 
% only the center angle is scattered.  
  
% Entire solid angle segment scattered. 
Scattering_SAS    = cconv (Triangle, P_Theta); 
  
% Center angle scattered. 
Scattering_point  = P_Theta; 
  
% Reducing the length of the convolution from 2N+1 to N+1. 
% As well, the central values will be taken. 
index          = (length(Scattering_SAS)-1)/4; 
Scattering_SAS    = Scattering_SAS((1+index):(end-index)); 
  
% Now the magnitude of the Scattering SAS variable will be scaled down. 
magnitude         = dtheta*trapz(Scattering_SAS); 
Scattering_SAS    = Scattering_SAS/magnitude; 
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% Now the magnitude of the Scattering point variable will be scaled down. 
magnitude         = dtheta*trapz(Scattering_point); 
Scattering_point  = Scattering_point/magnitude; 
  
% Difference between each value 
d_values     = (length(Scattering_SAS)-1)/NSASM; 
  
% Down sampling the convolved distribution. 
S_SAS_down   = Scattering_SAS(1:d_values:end); 
  
% Down sampling the single angle distribution. 
S_pnt_down   = Scattering_point(1:d_values:end); 
  
% Down sampling the angles. 
Theta_down   = Theta(1:d_values:end); 
  
% Shifting the convolved distribution around and removing the first point. 
S_SAS_down   = [S_SAS_down((NSASM/2+1):end), S_SAS_down(2:(NSASM/2))]; 
  
% Shifting the initial distribution around and removing the first point. 
S_pnt_down   = [S_pnt_down((NSASM/2+1):end), S_pnt_down(2:(NSASM/2))]; 
  
% Shifting the angles around and removing the first point. 
Theta_down   = [Theta_down((NSASM/2+1):end), Theta_down(2:(NSASM/2))]; 
  
% Now the amplitudes of the sampled values are reduced so they sum to one. 
% This ensures that conservation of energy is followed.  
S_SAS_down = S_SAS_down/sum(S_SAS_down); 
S_pnt_down = S_pnt_down/sum(S_pnt_down); 
  
% And now the Scattering matrices for Matrix Method are created. 
S = toeplitz(S_Phase_down); 
S2= toeplitz(S_point_down); 
  
% And as this is an isotropic medium we can multiply S by the scattering 
% ratio. This saves calculation time. 
 
% The solid angle scattering matrix 
S_tri  = (us/ut)*S; 
% The center angle scattering matrix 
S_HG   = (us/ut)*S2; 
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 A.1.3 Create the Projection Matrices 

 In this section the projection matrices needed for the simulations will be initialized. This 

portion of the code can be broken into two subsections. The first entails calculating some of the 

solid angle segments.  

 
if (rem(NSASM,2)==1) 
     
    % If number of solid angle segments odd, we calculate this many solid angle segments. 
     
    Nmax = ceil(NSASM /2); 
     
else 
 
  % If number of solid angle segments even. 
   
    if (rem(NSASM,4)>0) 
         
 % If the number of solid angle segments is not divisible by four, we calculate this many 
solid angle segments.  
 
        Nmax = ceil(NSASM /4); 
         
    else 
 
 % If the number of solid angle segments is divisible by four, we calculate this many solid 
angle segments.  
         
        Nmax = floor(NSASM /8)+1; 
         
    end 
     
end 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%                    Creation of Convolution Masks Section                    %%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
% Initial location of the center of the Convolution mask. 
x_cen = dx*Nxm_c/2; 
y_cen = dy*Nym_c/2; 
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% Step distance 
dzs = sqrt((dx)^2 + (dy)^2)/10; 
  
% The step distance is smaller than the distance between each pixel because 
% this step is used to tests if photons land inside the same pixel or in the next one. 
  
% Number of Projections per Solid Angle. 
NPPSA = 1001; % Odd as the center value (501) is at the tip of the triangle 
  
% We cycle through each solid angle segment. 
for J_ang = 1:Nmax 
     
    % Create a temporary matrix to store the convolution mask for this 
    % solid angle. 
    Convolution_Mask = zeros (Nym, Nxm); 
     
    % Initialize a count variable for the total intensity projected from 
    % this solid angle. 
    Total_Intensity = 0; 
     
    % We cycle through each projection. 
    for proj = 1:NPPSA 
         
        % Determining the angle of the projection. 
        angle = (360/NSASM )*((J_ang-1) + (-1 + 2*proj/(NPPSA+1))); 
         
        % Convert this angle to radians 
        angle = angle*pi/180; 
         
        % Determine the scale factor. This scales the initial intensity  
        % based on how far it is away this angle is from the center  
        % of the solid angle segment. It is the weighing function. 
        scale = 1 - abs(-1 + 2*proj/(NPPSA+1)); 
         
        % Saving the starting Intensity. 
        Inten = scale; 
         
        % Adding the new intensity to the total intensity. 
        Total_Intensity = Total_Intensity + Inten; 
         
        % Create the steps for each direction, and saving them. 
         
        % X-step.         
        step_x = dzs*cos(angle); 
        step_x_save = step_x;  
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        % Y-step.         
        step_y = dzs*sin(angle); 
        step_y_save = step_y; 
         
        % Setting and saving the initial location. 
         
        x = x_cen; NXP = floor(x_cen/dx); xold = x_cen; 
        y = y_cen; NYP = floor(y_cen/dy); yold = y_cen; 
         
        % Initializing scale tester. 
        test2 = 0; 
         
        % Initialize a determination variable. 
        finish = 0; 
        % finish becomes one when the angle reaches the edge of the mask. 
         
        % Run the loop to determine the stopping locations. 
        while finish == 0 
             
            % Move forward a step. 
            x = x + step_x; 
            y = y + step_y; 
             
            % Check to see if it is still in the same pixel 
            NX = floor(x/dx); NY = floor(y/dy); 
             
            test = abs(NX-NXP) + abs(NY-NYP); 
             
            % If we have moved into a new voxel by a small enough distance. 
            if (test2 == 3); 
                 
                % If we have moved by a small enough value 
                if (test > 0) 
                     
                    % Calculate the distance from the last crossing. 
                    dist = sqrt((x-xold)^2 + (y-yold)^2); 
                     
                    % Determine the fraction of photon packets scattered in this 
                    % pixel along the chosen line. 
                    scat = Inten*(1-exp(-dist*ut)); 
                     
                    % Add that amount to the temporary matrix. 
                    Convolution_Mask(NYP,NXP) = Convolution_Mask(NYP,NXP) + scat; 
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                    % Update the intensity for the remaining photon packets 
                    Inten = Inten*exp(-dist*ut); 
                     
                    % Save this new location as the initial spot. 
                    yold = y; NYP = NY; 
                    xold = x; NXP = NX; 
                     
                    % Run a test system to determine if the line crosses a 
                    % border of the convolution mask. 
                    finish = (NX>Nxm)+(NY>Nym)+(NX<1)+(NY<1); 
                     
                    % Rescale the step sizes; Reset test2 
                    step_x = step_x_save; 
                    step_y = step_y_save; 
                     
                    test2 = 0; 
                     
                end 
 
            else  % (If the step size wasn’t small enough).  
                 
                % Count the case 
                test2 = test2 + 1; 
                 
                % Move backwards by a step. 
                x = x - step_x; 
                y = y - step_y; 
                 
                % Reduce the step size by a factor of 10. 
                step_x = step_x/10; 
                step_y = step_y/10; 
                 
            end 
        end 
    end 
     
    % Scale the Mask to the value of one. This allows the projection to 
    % obey conservation of energy. 
    Convolution_Mask = (Convolution_Mask/Total_Intensity); 
     
    % Store the Convolution Mask Matrix in the overall Mask Matrix. 
    CMF(:,:,J_ang)   = Convolution_Mask; 
 
end 
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The remainder of the code represents the second part of the creation of the projection 

matrices. Here the copies of the calculated solid angle segments are made and pasted to other 

solid angle segments. This reduces calculation time. 

 
 
 
% COPYING AND PASTING SOLID ANGLE SEGMENT PROJECTIONS. 
 
% Cycling through all of the solid angle segments. 
for J_sang = 1:Nmax 
     
    % Saving the solid angle segment. 
    Convolution_Mask2 = CMF(:,:,J_sang); 
     
    % Recording the solid angle segment in the CMF Flip variable. 
    CMF_MC_Flip(:,:,J_sang) = Convolution_Mask2; 
     
    % Flipping the saved solid angle segment upside down. 
    Convolution_Mask_ud = flipud(Convolution_Mask2); 
     
    % Recording the flipped solid angle segment in the appropriate spot. 
 
    if (J_sang>1) 
         
        CMF_MC_Flip(:,:,(NSASM -J_sang+2)) = Convolution_Mask_ud; 
         
    end  
     
    % If the solid angle segments are even (ie. divisible by 2) then there 
    % are 4 masks which can be found from calculating one value. 
     
    if (rem(NSASM,2)==0) 
         
        % Flipping the solid angle segment left-right and saving it. 
 
        Convolution_Mask_lr              = fliplr(Convolution_Mask2); 
        CMF_MC_Flip(:,:,(NSASM /2-J_sang+2))  = Convolution_Mask_lr; 
         
        % Flipping the upside down solid angle segment left-right and saving it. 
 
        Convolution_Mask_ud_lr          = fliplr(Convolution_Mask_ud); 
        CMF_MC_Flip(:,:,(NSASM /2+J_sang))   = Convolution_Mask_ud_lr; 
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        % If in fact the number of solid angle segments are divisible by 4, 
        % then there are 8 masks which can be determined from one mask. 
         
        if (rem(NSASM,4)==0) 
             
            % Rotating each of the masks by 90 degrees. 
 
            Convolution_Mask2        = rot90(Convolution_Mask2,3);  
 
            Convolution_Mask_lr      = rot90(Convolution_Mask_lr,3);  
 
            Convolution_Mask_ud      = rot90(Convolution_Mask_ud,3); 
 
            Convolution_Mask_ud_lr   = rot90(Convolution_Mask_ud_lr,3);  
             
            % Saving each of the rotated masks. 
 
            CMF_MC_Flip(:,:,(NSASM /4+J_sang))     = Convolution_Mask2; 
 
            CMF_MC_Flip(:,:,(NSASM /4-J_sang+2))   = Convolution_Mask_ud; 
 
            CMF_MC_Flip(:,:,(3*NSASM /4+J_sang))   = Convolution_Mask_ud_lr; 
 
            CMF_MC_Flip(:,:,(3*NSASM /4-J_sang+2)) = Convolution_Mask_lr; 
             
        end  
         
    end  
     
    % Saving the final masks. 
    CMF_High_Acc = CMF_MC_Flip; 
     
end  
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 A.1.4 Projection, Absorption and Scattering 

 In this section the projection matrices needed for the simulations will be initialized. This 

portion of the code can be broken into two subsections. The first entails calculating some of the 

solid angle segments.  

 

 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%                    Projection, Absorption and Scattering                    %%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
% We create a new matrix M which makes the scattering portion faster. 
M = zeros (J, Nx*Ny); 
 
  
% FOR ISOTROPIC POINT SOURCE 
 
% Cycling through each solid angle segment 
for j = 1: NSASM 
     
    % Obtaining all of the values within solid angle j 
    Rl = Radiance (:,:,j); 
     
    % Obtaining the mask for solid angle j. 
    Ms = CMF_High_Acc (:,:,j); 
     
    % Conducting the convolution. 
    Rl = conv2 (Rl, Ms, 'same'); 
     
    % The portion absorbed is saved. 
    Absorbance = Absorbance + (ua/ut)*Rl; 
     
    % And saving the remaining radiance for scattering. 
    M(j,:) = (Rl(:))'; 
     
end 
 
% And scattering the ballistic portion. 
M = S_tri*M; 
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% FOR BALLISTIC PENCIL BEAM 
 
% Rearranging the Radiance to improve computational time 
 
% Cycling through each solid angle segment 
for j = 1: NSASM 
     
    % Obtaining the radiance within solid angle j 
    Rl = Radiance(:,:,j); 
     
    % And saving the remaining radiance for scattering. 
    M(j,:) = (Rl(:))'; 
     
end 
  
% We no longer need the variable Radiance as it is now saved matrix M. 
clear Radiance 
 
% And scattering the ballistic portion. 
M = S_HG*M; 
 
% FOR BOTH SIMULATIONS 
ua_m = ua*100; 
 
% This measures the MSE and MAPE. (FMC_S can be the MC solution to either the Pencil 
Beam or the Point Source) 
Elem = Absorbance/(ua_m*dxm*dym); 
Scale = (size(Elem,1)*size(Elem,2)); 
MSE_Pt_S(1)  = sum(sum(((Elem-FMC_S).^2)))/Scale; 
MAPE_Pt_S(1) = 100*sum(sum(abs((Elem-FMC_S)./FMC_S)))/Scale; 
 
% From here the process is repeated until all of the iterations are done. 
  
for iterat = 2:Num_Iter 
     
    for j = 1: NSASM 
         
        % Obtaining the radiance within solid angle j 
        Rl = M (j,:); 
         
        % Reshaping the Vector into a Matrix. 
        Rl = reshape (Rl', Ny, Nx); 
         
        % Obtaining the mask for solid angle j. 
        Ms = CMF_High_Acc (:, :, j); 
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        % Conducting the Convolution. 
        Rl = conv2(Rl,Ms,'same'); 
         
        % We save the amount absorbed. 
        Absorbance = Absorbance + (ua/ut)*Rl; 
         
        % And from here we save the rest for scattering. 
        M(j,:) = (Rl(:))'; 
         
    end 
     
    % The scattering portion is easily done. 
    M = S_tri*M; 
     
    % This measures the MSE and MAPE. 
    Elem = Absorbance/(ua_m*dxm*dym);; 
    MSE_Pt_bound(iterat)  = sum(sum(((Elem-FMC_S).^2)))/Scale; 
    MAPE_Pt_bound(iterat) = 100*sum(sum( abs((Elem-FMC_S)./FMC_S)))/ Scale; 
    
end  
 
Fluence_Final = Absorbance/(ua_m*dxm*dym); 
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A.2 Code for Monte Carlo Method 

The Monte Carlo code here is written for the MATLAB 2013b simulation software based 

off of current literature. The code is as follows.  

% No averaging in code. 
 
clc;  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%                    Setting up Initial Parameters                     %%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
% Total Number of Photons for Point Source 
kkkmax = 12500000; 
 
% Total Number of Photons for Pencil Beam 
kkkmax = 50000000; 
 
% Medium Coefficients 
g = 0.9; 
 
% Length of each side of each pixel (cm) 
dx = 0.004; 
dy = 0.004; 
dx_m = dx/100; dy_m = dy/100; % (m) 
  
% Absorption Coefficient of each layer (cm-1) 
Ua = 0.1; 
Ua_m = 10; % (m-1) 
  
% Scattering Coefficient of each layer (cm-1) 
Us = 100; 
  
% Total Interaction Coefficient 
Ut = Ua + Us; 
  
% Critical weight for the albedo 
Wcrit = 0.001; 
  
% Number of pixels in the medium. 
Ny = 501; 
Nx = Ny; 
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y = Ny*dy; % The depth of the grid 
x = y; % The width of the grid. 
 
 
% establishing the Grid which represents the medium. 
Grid = zeros (Ny, Nx); 
 
% Initializing the absorbance. 
A = Grid; 
  
% Once the photon reaches a critical weight we check to see if it survives. 
% These are simply parameters which allow for the testing of the photon's survival. 
% Below we have initialized m, where 1/m is the chance the photon will survive the roulette. 
m = 10; 
 
% These are simply parameters which allow for estimating the time it takes for the simulation to 
run. 
 
Last_Photon = 10000; % The number of photons per projection subset. 
kkkmax = kkkmax/Last_Photon; % The number of projection subsets. 
 
% Displaying the simulation start time for the user. 
c1=clock; Time_start = datestr (c1); 
  
fprintf('This program started at %s and will run %d Photons\n', Time_start, 
kkkmax*Last_Photon) 
  
% Adding a vector to count the number of times a photon scatters prior to terminating. 
Scatter_Counts = zeros (1, 500000); 
  
% Iterating through the projection subsets   
for kkk = 1:kkkmax 
     
    % Iterating through each photon within a subset   
    for Pht = 1:Last_Photon 
         
        % The photon is represented as a structure variable. In this case the 
        % position, momentum, weight, life, the step size, and the number of  
        % scattering events. 
         
        % Point source initial parameters. 
        Initial_location = [dx*Nx/2,dy*Ny/2]; % Located at x=0, y=0 
        a = 2*pi*rand; 
        Initial_momentum = [cos(a),sin(a)]; % Initially direction of travel. 
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        % Pencil Beam initial parameters. 
        Initial_location = [dx*Nx/2, 0]; % Located at x=0, y=0 
        Initial_momentum = [0,1]; % Initially direction of travel. 
 
        % Parameters for both simulations. 
        Initial_weight   = 1;      % Set to unity for scaling. 
        Initial_alive    = 1;        % 1 means traveling, 0 means dead. 
        Initial_scatters = 0;       % Number of scattering events experienced. 
        Initial_stepsize = 0;      % Initial Step size for the photon. 
         
        % The Photon is set to an initial value. 
        Ph = struct;       % Creating a structure 
        Ph.location = Initial_location;     % Initial location 
        Ph.test     = Initial_location;     % For finding the boundary 
        Ph.momentum = Initial_momentum;    % Initial momentum 
        Ph.weight   = Initial_weight;       % Initial weight 
        Ph.life     = Initial_alive;        % Starts at 1 - when dead becomes 0 
        Ph.scatter = Initial_scatters;     % Number of scattering events 
        Ph.stepsize = Initial_stepsize;     % Distance the photon travels 
         
        % From here we have the photon in the medium!!!!!! 
        while Ph.life == 1 
             
            % As the photon is in the medium we now have to determine the step size 
            % it will take 
 
            if Ph.stepsize == 0 
      
     % determining the new step size 
                Ph.stepsize = -1*log(rand)/Ut; 
 
            end 
             
            % Now the photon moves using the step size. 
            Ph.test = Ph.location + Ph.momentum*Ph.stepsize; 
             
            % Now we need to determine if the photon will cross into the next boundary.  
             
            if ((Ph.test(2)<=0)||(Ph.test(2)>=y)||(Ph.test(1)<=0)||(Ph.test(1)>=x)) 
                 
                % This section runs if the step size is bigger than the distance to 
                % the next boundary. As it crossed the boundary the photon terminates. 
                Scatter_Counts(Ph.scatter) = Scatter_Counts(Ph.scatter)+1; 
                    break; 
                     
            else 
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                % This section runs if the step size is smaller than the distance to 
                % the next boundary. We move the remainder of the step size, change 
                % the step size to a value of zero, and determine the absorbance and 
                % scattering components. 
                 
                % Step one is to move the remainder of the step size 
                Ph.location = Ph.location + Ph.momentum*Ph.stepsize; 
                 
                % Step two is to change the step size to zero 
                Ph.stepsize = 0; 
                 
                % Step three is to analyze the absorption and scattering components 
                 
                % For Absorption we modify the weight with a simple equation, then 
                % we simply record the weight and setup the photon for scattering 
                 
                % Calculate the drop in weight 
                weight_drop = Ph.weight*(Ua/Ut); 
                 
                % Get and Save the Photon’s new weight 
                new_weight = Ph.weight - weight_drop;  
                Ph.weight = new_weight; 
                 

    % Save the fraction absorbed 
                xa = ceil(Ph.location(2)/dx); 
                ya = ceil(Ph.location(1)/dy); 
                A (xa, ya) = A (xa, ya) + weight_drop; 
                 

    % Testing to ensure the photon is within the medium and not on the edge. 
                test = sum([(Ph.location(1)<dx*(Nx+1)), (Ph.location(2)<dy*(Ny+1)), 
(Ph.location(2)>0), (Ph.location(1)>0)]); 
                 
                if ( test < 4 ) 
                     
                    % Kill Photon - its beyond the boundaries.  
                    Ph.weight = 0; 
                    Ph.life   = 0; 
                    Scatter_Counts(Ph.scatter) = Scatter_Counts(Ph.scatter)+1; 
 
                end 
                 
                % For Scattering we just run the scattering function shown below. 
                 
                % This is the random factor for the Theta coordinates 
                E = rand; 
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                % If g does not equal 0 - in this case g = 0.9 
                cosTheta = (1/(2*g))*(1 + g^2 - ((1-g^2)/(1-g+2*g*E))^2); 
                 
                % and to get the sin of theta we use a trig identity sin^2 + cos^2 = 1. 
                % Since theta ranges from 0 to pi sin theta is always positive. 
                sinTheta = sqrt(1 - cosTheta^2); 
                 
 
                % Keeping the original momentums as u factors 
                ux = Ph.momentum(1); 
                uy = Ph.momentum(2); 
                 
                % Determining if the scattering direction is to the left or right. 
                F = 2*((rand>0.5)-0.5); 
                 
                % Determining the new direction of photon propagation. 
                mx = cosTheta*ux + F*sinTheta*uy; 
                my = cosTheta*uy - F*sinTheta*ux; 
 
                % Scaling the momentum to unity. 
                mag = sqrt(mx^2 + my^2); 
                mx = mx/mag; 
                my = my/mag; 
                 
                % Now we update the momentums. 
                Ph.momentum = [mx, my]; 
                 
                % And we add 1 to the number of scattering events the photon has undergone. 
                Ph.scatter = Ph.scatter + 1; 
                 
            end 
             
            % Now we need to perform the death section of the Ph. In this part 
            % we will first run a simple check to see if the photon is 
            % dead - ie left the area of interest or the weight is too small. If 
            % the photon has left it is already listed as dead - otherwise we check 
            % the weight to make sure the photon is still worth following. 
             
            if Ph.life == 1 % The photon is still alive so run the weight check 
                 
                % Now we check and see if the photon is too small to care about 
                if (Ph.weight <= Wcrit) 
                     
                    % Run the survival roulette. 
                    % We start by generating a pseudo-random number. 
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                    E = rand; 
                     
                    % From here we determine the fate of the Ph. The photon is given a 1 in 
                    % m chance of surviving. If it survives its weight increases by m fold. 
                     
                    if E < 1/m 
                         
  % Here the photon survives. 
                        Ph.weight = m*Ph.weight; 
 
                    else 
                         
  % Here the photon dies. 
                        Ph.weight = 0; 
                        Ph.life   = 0; 
                        Scatter_Counts (Ph.scatter) = Scatter_Counts (Ph.scatter) + 1; 
   
                    end 
                end 
            end  
        end 
    end 
 
% Determining the time it takes to run one subset, and from it estimating the time to run all of 
the remaining subsets. 
    if kkk == 1 
        c       = clock; 
 
        % Determines the time for a subset in hours, minutes and seconds. This is then converted to        
        % minutes and seconds, and displayed to the user. 
        Rate    = c(4:6)-c1(4:6);  
        Total   = 60*60*Rate(1)+60*Rate(2)+Rate(3); 
        minutes = floor(Total/60);  
        seconds = round(Total-60*minutes); 
        fprintf ('It has taken %d minutes and %d seconds to run %d Photons\n\n', minutes, seconds, 
Last_Photon) 
  
        % Determines the time for the entire simulation in hours, minutes and seconds. This is then  
        % converted to minutes and seconds, and displayed to the user. 
        TotalL = Total*(kkkmax-1); 
        hours   = floor(TotalL/3600); 
        minutes = floor((TotalL-3600*hours)/60); 
        seconds = round(TotalL-60*minutes-3600*hours); 
        fprintf('I will estimate that this program will be done in %d hours, %d minutes and %d 
seconds.\n\n', hours, minutes, seconds) 
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        c       = clock; 
        Time2   = datestr(c); 
        fprintf('This time now is %s\n', Time2) 
 
    end 
     
fprintf('We are now completing run %d out of %d.\n\n', kkk, kkkmax) 
     
end 
 
% Informing the user the program has finished, and how long it took. 
c1 = clock; 
Time_finish = datestr (c1); 
Fprintf ('This program started at %s, finished at %s, and ran %d Photons.\n', Time_start, 
Time_finish, kkkmax*Last_Photon) 
  
% Fluence is the fraction absorbed divided by the number of photons, 
% divided by the area per pixel, divided by the absorption coefficient. 
 
Fluence_MC = A/(Ua_m*kkkmax*Last_Photon*dx_m*dy_m); 
 
% Saving the Fluence as a text file and as a matlab file. 
 
fName = 'Fluence_MC_raw_data.txt'; fid = fopen (fName,'w'); 
fprintf (fid,'%e\n',Fluence_MC); fclose (fid); 
 
save('Fluence_MC_raw_data_photons', 'Fluence_MC', 'Scatter_Counts’) 
 
% To read the variable back from text file. 
% fName = 'Fluence_MC_raw_data.txt'; fid = fopen (fName,'r'); 
% Fluence_MC = fscanf (fid, '%e'); fclose (fid);  
% Fluence_MC = reshape (Fluence_MC, 501, 501); 
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