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ABSTRACT

Background: Canadians often live far from health care facilities, which may compromise their care. However, no objective method exists for selecting new facilities from potential locations. We used a new method for selecting optimum clinic locations and characterized remote-dwellers clinically.

Method: We used two methods for locating remote-dwelling Albertans with diabetes and chronic kidney disease (defined by estimated glomerular filtration rate of 15-60 ml/min/1.73m$^2$): plots of unadjusted density of patients per 100 km square; and SaTScan analysis which presents prevalent patient clusters with CKD rates (adjusted for population size).

Results: We studied 32,278 patients with concomitant CKD and diabetes. Density plots localized one large cluster. However, SaTScan technique and buffer analysis detected additional clusters in the northwest and southeast regions of Alberta. Identified clusters had higher hospitalization rates.

Conclusions: SaTScan objectively identifies clusters of underserved high-risk CKD patients and may be helpful for decision-makers in planning potential new facility locations.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CKD</td>
<td>Chronic Kidney Disease</td>
</tr>
<tr>
<td>DM</td>
<td>Diabetes Mellitus</td>
</tr>
<tr>
<td>SaTScan</td>
<td>Spatial, Temporal or Space-time Scan Statistics</td>
</tr>
<tr>
<td>eGFR</td>
<td>estimated Glomerular Filtration Rate</td>
</tr>
<tr>
<td>CKD-EPI</td>
<td>Chronic Kidney Disease Epidemiology Collaboration</td>
</tr>
<tr>
<td>MDRD</td>
<td>Modification of Diet in Renal Disease</td>
</tr>
<tr>
<td>OGTT</td>
<td>Oral Glucose Tolerance Test</td>
</tr>
<tr>
<td>HbA1C</td>
<td>Hemoglobin A1C</td>
</tr>
<tr>
<td>CVD</td>
<td>Cerebrovascular Disease</td>
</tr>
<tr>
<td>CHF</td>
<td>Congestive Heart Failure</td>
</tr>
<tr>
<td>COPD</td>
<td>Chronic Obstructive Pulmonary Disease</td>
</tr>
<tr>
<td>HIV</td>
<td>Human Immunodeficiency Virus</td>
</tr>
<tr>
<td>PUD</td>
<td>Peptic Ulcer Disease</td>
</tr>
<tr>
<td>PVD</td>
<td>Peripheral Vascular Disease</td>
</tr>
<tr>
<td>AMI</td>
<td>Acute Myocardial Infarction</td>
</tr>
<tr>
<td>CVA/TIA</td>
<td>Cerebrovascular Accident/ Transient Ischaemic Attack</td>
</tr>
<tr>
<td>AKI</td>
<td>Acute Kidney Injury</td>
</tr>
<tr>
<td>CATH</td>
<td>Cardiac Catheterization</td>
</tr>
<tr>
<td>PCI</td>
<td>Percutaneous Coronary Intervention</td>
</tr>
<tr>
<td>CABG</td>
<td>Coronary Artery Bypass Grafting</td>
</tr>
<tr>
<td>ESRD</td>
<td>End Stage Renal Disease</td>
</tr>
</tbody>
</table>
Chapter 1: Introduction

1.1 Literature review

1.1.1 Diabetes

According to the Canadian Diabetes Association, diabetes mellitus is a metabolic disorder caused by defective insulin secretion and /or defective insulin action leading to the presence of hyperglycemia and associated with fatal consequences including damage, dysfunction and failure of kidneys, eyes, nerves, heart and blood vessels. Diabetes is classified into type 1, type 2, gestational diabetes and other specific types. Diagnostic criteria for diabetes include fasting plasma glucose of ≥7 mmol/L or casual plasma glucose of ≥11.1 mmol/L with classic symptoms of diabetes such as polyuria, polydipsia and unexplained weight loss, or plasma glucose of ≥11.1 mmol/L two hours after a 75gm OGTT [1].

1.1.2 Chronic kidney disease

Chronic kidney disease (CKD) is characterized by the presence of kidney damage or a decreased level of kidney function for a period of three months or more. It is characterized by a staging system of stage 1 to stage 5. In stage 1, eGFR is 90 ml/min with more than 90% of kidney function preserved; stage 3 with eGFR 30 to 59 ml/min (approximately 30 to 59% of normal kidney function preserved) and stage 5 with ≤15 ml/min (less than 15% of function preserved). For patients with stage 5 CKD, renal replacement therapy (dialysis or transplantation) may be recommended. Early symptoms appear at stage 4 along with anemia and other metabolic abnormalities [2]. As the kidney damage progresses, abnormal levels of protein can appear in the urine (proteinuria or albuminuria). Early diagnosis with annual monitoring of kidney function
with protein measurement in urines and effective management at earlier stages by medications such as ACE-inhibitors can slow the disease progression [2].

1.1.3 Chronic kidney disease in diabetes
A diabetic person is considered to have chronic kidney disease if s/he has persistent albuminuria or significantly reduced kidney function of eGFR≤60 mL/min. Proteinuria can be either microalbuminuria (urinary albumin 30 to 300 mg/day) or overt nephropathy as >300 mg/day [1].

1.1.4 CKD and diabetes are common in Canada and Alberta
1.1.4.1 Diabetes in Canada and Alberta
171 million people were estimated to have diabetes in the world in 2000 [3]. The International Diabetes Federation estimated the global age-standardized prevalence of diabetes among adults aged 20 to 79 years of 6.4% in 2010 as 285 million people worldwide [4]. In Canada, there were 1.3 million patients in 2000 and the direct cost attributed to diabetes is 3.5 percent of public healthcare expenditure [5]. Using 2008-2009 data from the Canadian Chronic Disease Surveillance system, around 2.4 million Canadians aged one year or older were diagnosed with either type 1 or type 2 diabetes, representing 6.8% of the total population [4]. About 90 percent of them were of type 2 diabetes [5].

According to the Alberta Diabetes Surveillance System (ADSS), there were 205,726 individuals with diabetes with a prevalence rate of 5.5% among the general population in Alberta in 2009 [6]. The trend of prevalence is increasing from 3.83 in 1995 to 5.81 in urban areas and 3.71 to 5.76 in the rural areas in 2006 [7]. In a study from ADSS in Alberta, the number of diabetic
patients was 147,498 in 2007 (4.5%) and expected to be 513,433 in 2035 (11.1%). Associated health care cost is expected to increase from 673 million dollar in 2007 to 2.27 billion dollars in 2035 [8].

1.1.4.2 Chronic kidney disease in Canada and Alberta

A systematic review of 26 studies on CKD prevalence in different populations in the world revealed that the median prevalence was 7% for people aged 30 years or more and 23% to 36% for those aged 64 years or more [9].

According to the Kidney Foundation of Canada, approximately 2.6 million Canadians had or were at risk for CKD in 2012 [10]. In Canada, the prevalence of CKD was 35.7% among participants from long term care facilities in the elderly aged ≥65 years in Ontario [11] and 35.4% among community dwelling elderly in the Calgary Health region aged ≥65 years using the Modification of Diet in Renal Disease (MDRD) equation [12]. In another study in Alberta, the age and sex adjusted prevalence was estimated to be 59.5 per 1000 populations among First Nations and 67.5 per 1000 population among non-First Nations [13].

1.1.4.3 Diabetic kidney disease in Canada and Alberta

According to Canadian Diabetes Association, fifty percent of diabetic patients present with CKD. In Canada, CKD associated with diabetes is the primary cause of kidney failure [1]. Individuals with diabetes are 5.9 times more likely to be hospitalized with kidney disease and 12 times more likely to develop ESRD than those without diabetes according to the 2008-2009 estimates [4]. Diabetic nephropathy contributed to the 35% of the incident cases of ESRD in 2010 [14].
Data from the Alberta Diabetes Surveillance System (ADSS) showed that the rate of developing ESRD was 12 times greater in patients with DM comparing without DM in 2009. In addition, the prevalence of ESRD patients with DM increased from 39% in 1997 to 56% in 2009 [15].

1.1.5 Patients with concomitant DM and CKD are at high risk of poor health outcomes

1.1.5.1 Cardiovascular risk

The prevalence of cardiovascular disease defined as myocardial infarction, heart failure, coronary heart disease death or stroke, is high among patients with diabetes, and is two to three times higher for type 2 DM patients than people without diabetes [16-20]. Recent studies presented that CKD is a potent predictor of cardiovascular disease risk (CVD) [21, 22]. The adjusted hazard ratio for cardiovascular events was 2.0 for estimated glomerular filtration rate (eGFR) of 30 to 44 ml/min/1.73 m² and 2.8 for eGFR of 15 to 29 ml/min/1.73 m² compared to eGFR ≥60 ml/min/1.73 m² [21]. CKD patients were two times more likely to have CVD and five times more likely to be hospitalized due to congestive heart failure (CHF) compared to patients without CKD [23]. Therefore, patients presenting with either diabetes or CKD are at higher risk of CV events. In a retrospective study with 1 million US Medicare patients of 65 years of age or older between 1998 and 1999, compared to patients without CKD or DM, patients with both conditions had higher incidence of atherosclerotic vascular disease (adjusted HR 1.41, 95% CI 1.37, 1.44) and congestive heart failure (adjusted HR 1.79, 95% CI 1.75, 1.83). The incidence of acute myocardial infarction (AMI) was 1.6 per 100 person years in non-diabetic non-CKD patients, 3.2 per 100 person years in diabetic non-CKD patients, 3.9 per 100 person years in non-diabetic CKD patients and 6.9 per 100 person years in diabetic CKD patients [24]. Hence the cardiovascular risk is additive for patients having both of these conditions [25-27], justifying
people with diabetes and CKD as a high risk condition warranting specific intervention.

1.1.5.2 Treating risk factors can improve outcomes in people with diabetes and CKD

Although this population with uncontrolled hypertension is at high risk, certain treatments can improve outcomes. Hypertension resulted in albuminuria and progressive kidney damage in diabetic nephropathy patients. Recent large scale clinical trials presented the clinical benefit of controlling hypertension on the risk of progressing to established diabetic nephropathy. According to the RENAAL study, reducing systolic BP of less than 140 mm Hg resulted in 50% lower risk of ESRD in patients with type 2 diabetes and nephropathy [28]. Management of dyslipidemia with statin had been recommended to have a beneficial effect for patients with diabetes and renal impairment [29]. In a pooled analysis with diabetic patients with CKD, anemia was significantly associated with both CVD and all cause mortality in concomitant presence of CKD. Anemia was found to be a significant risk factor in participants with CKD and diabetes for MI/fatal coronary heart disease (HR 1.64, 95%CI 1.03, 2.61) or all cause mortality (HR 1.88, 95%CI 1.33, 2.66) [30].

1.1.6 Remote-dwellers: health outcomes and health service

Due to the universal health care system in Canada, patients do not need to consider the cost of physician visits. However patients living in remote and rural regions need to take into account travel time and distance, which have certain implications for health outcomes. Specifically, residing at a distance from providers may impede access to care and compromise health outcomes. Therefore, optimizing the location of current and future health facilities is an important potential tool for improving health outcomes.
1.1.6.1 Remote-dwelling Canadians with kidney failure have poor health outcomes

In a prospective observational cohort of 20,994 hemodialysis patients, the respondents were asked to choose the travel time required to reach his/her dialysis unit from one of the provided four options of ≤15, 16 to 30, 31 to 60 and >60 minutes. They found that patients traveling longer than 60 minutes were more likely to die compared to those travelling 15 minutes or less (RR 1.20, P value=0.05). Although it was not statistically significant, there was a trend towards an increased risk (5%) of hospitalizations for those travelling longer than 60 minutes compared to those within 15 minutes [31].

Another study of peritoneal dialysis patients in Canada examined the impact of distance of patients’ residences from nephrologists in selecting peritoneal dialysis and on mortality risks. The distance categories of patients’ residences were of 50 km, 50 to 150, 150 to 300 and >300 km from nephrologists. Patients residing further away had significantly higher mortality compared to those living within 50 km (adjusted HR 1.17, 95% CI 1.07, 1.27 for 50 to 150 km; 1.07 (0.95, 1.21) for 150 to 300 km and 1.15(1.00, 1.32) for >300 km distance [32].

In a study with 31,452 chronic kidney disease patients with less than eGFR of <45 ml/min/1.73 m², the distance from the closest nephrologist was categorized into 0 to 50, 50 to 100, 100 to 200 and >200 km. Patients living >200 km away from the closest nephrologists were more likely to die [adjusted OR 1.23, 95% CI 1.12, 1.34] or be hospitalized [adjusted OR 1.5, 95% CI 1.3, 1.7] than those living within 50 km of a rural nephrologist [33].
1.1.6.2 Health service delivery in remote regions: current status

In Canada:

In 2000, approximately 6.7 million people lived in rural Canada (21.7 percent of the total population), but rural Canada had only 41,502 (17.9%) registered nurses, compared to urban Canada which had 187,819 (80.8%) registered nurses. The number of registered nurses was 62 in rural Canada and 78 in urban Canada per 10000 population. In rural Alberta, the number of registered nurses was 4301 compared to 17719 registered nurses in urban Alberta and the number of registered nurses was 56 in rural Alberta and 80 in urban Alberta per 10000 population [34].

According to the Canadian Institute for Health Information, only 12.6% of pharmacists were working in the rural and remote regions of Canada in 2009. In Alberta, 513 (14%) pharmacists were employed in the rural and remote communities compared to 3158 (86%) pharmacists for the urban communities [35]. In a study in Quebec, patients with three major chronic diseases, atherosclerosis, osteoporosis and diabetes were enrolled to compare rural and urban communities in terms of chronic disease management and health related issues. The study reported that material resources utilization (index revascularization or osteodensitometry) rates and the specialist consultation rates were statistically lower in small towns and rural areas compared to metropolitan areas. In addition, morbidity rates were statistically higher for atherosclerosis and diabetes in small towns and in rural areas [36].
In the United States:

In a US study with 973 adult diabetic patients, after adjusting for age, seasonality and insulin usage, the driving distance from home to the site of primary care was significantly associated with HbA1c (0.07% per 10 km, 95% CI 0.03 to 0.11%) in rural participants. The study summarized that there was an increase of 0.25 percent of HbA1c level for every 35 km of driving distance [37]. Since good glycemic control (lower HbA1c) is associated with better clinical outcomes, this suggests worse outcomes among remote-dwellers with diabetes.

Another US study with 781 diabetic patients found decreasing insulin usage among diabetic adults with higher driving distance to primary care facilities. After adjusting for social, demographic and clinical factors, the odds ratio for insulin use for those living within 10 km was 2.29 (95% CI 1.35, 3.88) compared to those living outside 10 km and OR of insulin use for each kilometer of driving distance was 0.97 (CI 0.95, 0.99) [38].

1.1.6.3 Physicians supply in remote Canadian communities

Centre for Rural and Northern Health Research (CRaNHR) study reported that physicians were not equally distributed in urban and rural remote communities across the provinces in Canada. In 1993, below 45° north latitude (Halifax, Toronto and Southwestern Ontario), the population physician ratio was 476 and 91% population resided within 5 km of a physician and from the north latitude of 45° to 49° (Montreal, Vancouver, Ottawa, Winnipeg), the ratio was 448 and 87% resided within 5 km of a physician. However, in 65-69° north latitude (northern part of Yukon and middle parts of the Northwest Territories) there are 3974 people served by a single physician and nearly two-thirds (64%) of the population resided at least 100 km away from the nearest
physician [39].

In 1996, around 9.8% of Canadian physicians worked in small town and rural areas and the disparity was more acute in regards to specialist physicians [40]. In 2000, around 4% of medical specialists served in rural communities [41]. In 2004, around 16% family physicians and 2.4% specialists were located in rural and small town in Canada and served 21.1% of national population resided there. Out of 6502 internal medicine specialists, only 123 worked in rural area in comparison to 6373 specialists served for the urban patients [42].

It had been shown that 95% of the family physician visits were held by older persons in their own communities in northern Ontario whereas two-thirds of the specialist visits occurred in the other cities requiring remote-dwellers to travel for long distances [43].

In summary, effective treatments are available for diabetic kidney disease, but remote-dwellers often receive suboptimal care. Therefore, geography can be considered as potentially reversible barrier for patient care in Canada. We could build new clinics to deliver effective treatments to remote-dwellers if we had better information on the optimal locations for such clinics. Studies are needed that show how to overcome this potential barrier - and make recommendations for policy makers about how to improve health services for remote regions. Accessible nephrology services in the remote communities might improve the quality of care for the rural Canadians and reduce disease burden by avoiding untoward health conditions including cardiovascular morbidity, hospitalizations and mortality. If possible, multidisciplinary clinics should be prioritized as remote residents can benefit most from having early diagnosis to coordinated care.
Sometimes establishment of a new facility is based on political influence or simply guesswork about the local burden of disease, which is potentially inefficient and inequitable. Using available advanced technology and existing health care information, a systematic approach can be adopted which can help policy makers to take efficient decisions. In this context, geographic information system (GIS) analysis may be a useful tool to study the access of care in distant locations. In the next section, we discussed GIS and its potential applications to health research.

1.1.7 Usage of Geographic Information Systems (GIS) in health science

A geographic information system (GIS) is a computer based system including hardware and software tools to capture, organize, analyze and display spatially referenced data, expressed as Cartesian coordinates, latitude and longitudes or other units [44]. It combines cartography and multivariate statistical analysis to investigate statistical relationship among variables influencing health outcomes varying place to place (spatial analysis) and illustrates the results in visual maps [45].

GIS applications are as follows: disease surveillance such as disease mapping and disease modeling; risk analysis related to ecological or environmental health; health access and planning using network analysis; community health profiling; and general or methodological applications such as spatial clusters, smoothing, kriging, autocorrelation and regression mapping [45].

1.1.7.1 Spatial analysis and GIS

Statistics based spatial analysis:

Space-time interaction tests are widely used in epidemiological studies [46]. Space time
clustering or interaction refers to a tendency for groups of cases to occur in clusters in the same sub area over the same sub period of time [47]. The Knox method was a popular statistical method to test space-time interaction [47-49].

The Knox method can be applied to information related to time and location of each case and without having any controls. Whether each possible pair of cases is classified as close or not close to each other depends upon some critical cutoff distance and time (specified a priori). The observed number of pairs locate close spatially and temporally are compared with an expected number based on the null hypothesis of no space-time clustering. If too many cases are classified as close in terms of both time and space, then space-time interaction is established [46, 47]. However it has been suggested that this method can be biased when population growth is not constant across all geographical units and this is referred to as population shift bias [48].

A Finnish Study used Bayesian ecological modeling (Markov chain Monte Carlo and Bayesian spatial conditional autoregressive model) and GIS to identify the risk of type 1 diabetes with the residential location in respect to level of urbanization in Finland and revealed association between risk of diabetes and rural residence [50]. Bayesian spatial conditional model is computationally intensive [51]; the need to assume appropriate prior distribution for the spatial random effects [52], subjective specification of such prior distribution is a long standing debate in statistics. The complex nature of the spatial and spatio-temporal models complicate the modeling process, therefore efficient computation algorithms and dimension reduction methods are required [53].
In a US study, the geographical distribution of 91,507 incident end stage renal disease (ESRD) cases were presented by using a statistical smoothing technique which smooths rates according to the variability of the local ESRD incidence rates, ignoring geographical information on clustering of events and reported areas of high and low incidence areas. This technique uses empirical Bayes approach requires gamma prior distribution specific to each county [54].

These are some examples of the statistics based spatial analysis approach using advanced statistical techniques. However, their potential drawbacks limit the applicability of this approach.

GIS based spatial analysis:

For GIS based approach to model and map disease clusters, two approaches (kernel estimation and cartogram) have been suggested to identify the spatially proximate incidences of a particular disease [55].

In the South East region of Sweden, kriging (a geostatistical technique) was used to estimate the spatial distribution of incident diabetes cases in children taking spatial autocorrelation into account [56]. Kriging, a popular spatial technique for interpolation and smoothing, estimates point values from the surrounding known point value, considered as a method of spatial prediction [44]. Disadvantages of kriging include marked smoothing effect which tend to underestimate high original value and overestimates low values [44]; the need to use empirical Bayes estimation or other methods to smooth data prior to kriging to deal with heterogeneous variances in the regional estimates and potentiality of negative interpolations [57]; and substantially more computing and modeling time as compared with available alternatives [58].
In a study in UK, high density areas (referred to as hotspots) of traffic accidents were the areas of interest to emphasize the spatial patterns of accidents in road safety campaign. The paper used GIS and kernel density estimation to identify high density zones and compared the findings with the results of K-means clustering algorithm [59]. Kernel density estimation transforms point data to continuous density surface map so that density can be estimated for any point of the surface. The entire study region is divided into grid cells of predetermined size and circles with predefined radius known as kernels are placed around the centre of each grid cell. Density values are calculated for each cell in the whole study region [60]. Kernel density estimation uses a decay function to assign smaller values for those points locating still in the neighbourhood but more distant from a case [61]. The limitations of this method include static bandwidth, which does not consider underlying population density. Although the adaptive bandwidth uses the background population to calculate different sizes of kernel for each individual case, it needs to limit the maximum distance of the bandwidth as well. Therefore, for both static and adaptive methods, bandwidth limits are arbitrarily selected, resulting in over or undersmoothing the original data and impact on subsequent analysis [61].

A Swedish study of 1871 children ≤16 years of age with Type 1 DM investigated how socioeconomic factors and population density contribute to the geographical variation of type 1 diabetes in Sweden. Rural-urban gradients were estimated using point in polygon search in GIS software. The result showed that children in areas of low average family income, large families and relatively lower education status had reduced risk and those living in affluent areas were at higher risk of developing type 1 diabetes in five counties in south-eastern Sweden. However, the background population and socio-economic data were aggregated at a predefined grid scale of
4000 square meter [62].

In all these studies, either statistics based or GIS based spatial analysis techniques were used for chronic diseases including diabetes and ESRD patients. However, each spatial technique has certain limitations. A review described the capabilities and limitations of GIS in spatial analysis, spatial statistics and modeling. This study revealed that other programs are needed to perform spatial analysis in addition to commercially available GIS softwares such as ArcGIS or MapInfo [63]. In spatial epidemiology, studies mostly focused on disease mapping, disease clustering or geographical correlation analysis [57]. For this project, we were interested to study disease clusters. Therefore, the following sections discuss various methods for assessing disease clusters, and their potential applications, advantages and disadvantages.

1.1.7.2 Disease cluster estimation and GIS mapping

The term ‘cluster’ is commonly used in epidemiology when the observed number of cases of a disease is higher than the expected number of disease cases in a defined community over a specific period of time for a particular disease. The cluster estimation method deals with the null hypothesis of spatial randomness. This technique can be used to determine whether the observed counts of diabetic kidney cases for a particular community are higher than expected for that community in Alberta.

To test the spatial randomness with the null hypothesis that disease risk is the same in all parts of the map, three types of tests are commonly used: global clustering test, cluster detection tests and focused cluster tests. Global clustering tests examine the clustering pattern throughout the study
Cluster detection tests identify local clusters along with their locations and test their significance at the same time, e.g.; Besag-Newell test, spatial scan statistics, Turnbull’s method, bivariate local indicator of spatial association (LISA) etc. Focused cluster tests are used when disease risk is presumed to be higher close to a specific geographical feature; available methods include Lawson and Waller score test and Bithell’s linear risk score test [64].

In addition to these methods, there are other computational methods such as the hierarchical method.

Among these three types of tests, the research question should determine the type of test to be chosen. We were interested in location of clusters and their significance; therefore, we chose to perform cluster detection tests. As mentioned above, there are several potential choices for cluster detection tests, so we reviewed their applications to determine the best test statistic for our project.

1.1.7.2.1 Cluster detection methods

Hierarchical method:

The hierarchical cluster analysis (Ward’s method) was used to identify healthy and unhealthy neighborhoods in terms of the clustering of adverse health outcomes (diabetes prevalence), eating behavior and physical activity in Nashville, Tennessee [65]. The applied Ward’s method was used for defining clusters of diabetic patients, after accounting for case complexity or case-mix [66]. Hierarchical methods are not considered to be useful for these analyses, because they assume that the distance between any two cases is expected to be the same in the entire dataset.
which may be incorrect [67].

**Spatial autocorrelation:**

In order to plan for community based interventions, spatial pattern of diabetes and high-risk socioeconomic areas were identified by using statistical spatial autocorrelation and GeoDa software [68]. This spatial technique (bivariate local indicator of spatial association [LISA]), clarified the relationship between socioeconomic determinants of health and diabetes prevalence in London, Ontario [68]. Moran’s I statistic is used as a global index of spatial autocorrelation; however this statistic does not account for underlying population heterogeneity. For LISA technique, the Moran’s I statistic is decomposed to a standard score to detect local clusters. The normal score is used to assess the significance of candidate clusters, and locations with unusually high (statistically significant) scores are designated as clusters [69].

**Besag and Newell method:**

A study was conducted in a Kenyan district to examine the geographical and temporal patterns of hospital admissions with severe malaria. In this study, the Besag and Newell test was used to assess clusters in space and time [70]. The Besag and Newell method reduces computation time by performing its search selectively centered on a case point without examining areas without any cases. However, this method may miss some clusters due to its selective nature, especially in datasets where clusters have varying case counts [67].

**Turnbull’s method:**

To investigate the occurrence of breast and lung cancer incidences in relation to proximity from
point source pollution, major highways and floodplains of rivers in Michigan USA, the researchers performed smoothing techniques and spatial cluster statistics such as global (local Moran’s test), local (Turnbull’s method), two focused tests (Lawson and Waller score test and Bithell’s linear risk score test) using GeoDa, ClusterSeer and TerraSeer’s STIS softwares [71]. Turnbull’s cluster evaluation permutation procedure (CEPP) searches for clusters in geographic window of varying size while maintaining a constant population at risk; due to the same population size the calculated rates can be represented as case counts [69].

*Ripley’s K function and G statistics:*

In addition to understand the spatial pattern of a single epidemic, epidemiological data can be combined across time to understand the temporal stability of disease incidence in a community. One study used Ripley’s K function and Gi statistics to explain the clustering pattern in space over time and reported localized and periodic sources of typhoid fever in Washington [72]. Due to the increasing size of the databases and computational complexity, methods like the K function (Ripley 1976) [73] require prolonged analysis time [67], which may be impractical for larger datasets.

*DMAP spatial filtering:*

By using DMAP spatial filtering software and GIS maps, statistically significant hotspots of diabetes related health problem were investigated for 3522 patients who visited emergency departments in Los Angeles. This hotspot analysis identified the need to develop targeted interventions for the communities with food insecurity, scarce activity spaces and access to health services [74]. Spatial filtering use predetermined circle sizes either by geographical or
constant or near constant population size rather than constant geographic size; therefore the cluster size depends on the filter size following the radius of the circles and does not adjust for multiple testing [75].

The limitations of the cluster detection methods are: inability to consider underlying background population, difficulty in handing increasing size of the database, often unrealistic assumptions that must be satisfied for appropriate use of the statistical methods, and over-reporting of “significant” clusters. Turnbull in 1990 [76], Kulldorff in 1997 [77], Openshaw in 1987 [78] and Besag and Newell in 1991 [79] developed methods to address inhomogeneous background population (see Appendix 1 for detailed comparison of these methods). For many of these methods, clusters must be assumed to follow a particular shape (such as a circle), even though there is no biological rationale for such a distribution. Spatial Scan statistics can minimize these limitations [67]. A more detailed explanation and examples of spatial scan statistics is provided in the next sections.

1.1.7.2 Spatial Scan statistics, SaTScan software and its application

Spatial scan statistics using SaTScan software is commonly used to determine whether an event of interest is randomly distributed over space and time in a defined geographical location for a specific period of time. Therefore this technique is useful to identify significant local spatial clusters of patients with particular clinical characteristics (see Appendix 2 for details). The method uses Poisson model, Bernoulli model, permutation model or exponential model. Unique or aggregated geographical locations can be used as a unit of interest [80].
The advantage of this technique as compared to other existing cluster detection methods is as follows: it considers inhomogeneous background population, can adjust for categorical variables, can account for temporal trends, is robust to missing data, and scans multiple datasets at a time to define space-time clusters [80]. SaTScan is particularly advantageous when the approximate cluster size is not known a priori. These multiple theoretical advantages make SaTScan an attractive potential method for GIS analyses.

In terms of power and precision, the spatial scan statistics has been considered to perform well [69, 81]. A US study evaluated power and precision of eight different tests to assess the performance and reported that SaTScanE (elliptic window) gained the best power, followed by a global cluster detection test, TangoPDM, then SaTScanO (oval window), Turnbull’s CEPP, Besag-Newell’s method and the last group with lower power was Moran’s I statistic. Moran I statistic has been found to have the worst performance among the eight tested methods [69].

SaTScan technique has been gaining popularity for cluster detection in different patient populations [82-95] (see Appendix 3 for details). SaTScan can be used for adjustments of other covariates. A study in North Carolina performed both unadjusted and adjusted spatial analysis for age, race, parity, smoking and Medicaid status by adding one or two covariates at a time in Spatial scan and presented how the geographical distribution of gastroschisis cases (an abdominal wall birth defect) changed according to the effect of a specific covariate [90]. Another method of accounting for the relation between clusters and differences in the underlying population is to do SaTScan analysis followed by regression analysis. In a study in Winnipeg spatial and non-spatial linear regression analyses were performed to test the association between
prevalent diabetes clusters and socio-demographic, environmental and lifestyle factors [92]. SaTScan is used with other technique for refining detection of meaningful clusters using SaTScan analysis such as Cuzick-Edwards test, Besag-Newell test using Dcluster package [93], spatial filtering [94], global spatial autocorrelation using GoeDa [95].

Newer cluster detection methods have been developed in recent decades to adjust for inhomogeneous population distribution and intensive computational time, limitations with the earlier methods. Besag and Newell method and GAM method identify clusters by using overlapping circles, the former one performs selective searches and the later detect clusters regardless of the administrative boundaries. CEPP method uses overlapping circles and addresses multiple testing issues by Bonferroni correction for a cluster size known a priori. However, SaTScan technique is useful for the unknown cluster size and addresses multiple testing by likelihood ratio tests.

Therefore SaTScan seems to perform well for detection of spatial and spatio-temporal clusters. This spatial scan statistic is equally applicable for communicable and non-communicable disease populations, and results can potentially complement other statistical and spatial techniques, such as those previously used by our group to examine facility locations for Albertans with kidney disease. Hence, we selected SaTScan as the method we would use in the current study to investigate cluster effects among people with CKD and diabetes in Alberta.
1.2 Hypothesis and research objectives

The prevalence of diabetes and chronic kidney diseases is increasing worldwide. Patients suffering from both diabetes and chronic kidney disease are at high risk of cardiovascular mortality and morbidity including atherosclerotic heart disease and congestive heart failure. Proper management of diabetes, chronic kidney disease and their consequences (such as uncontrolled hypertension, anemia and dyslipidemia) can result in improvement of clinical consequences in this patient population.

Geographical distance from the specialized services is associated with sub-optimal process of care and results in adverse health outcomes. Provision of specialized nephrology services in the remote distant communities can mitigate this unmet care gaps and minimize adverse health consequences. Hence it is important to identify new facility locations to maximize clinical benefits for the remote-dwelling diabetic kidney patients.

However, the best way to choose potential new locations is yet to be determined. Such decisions are often based on perceptions about a given community’s demand for services or political factors. In addition, comprehensive efforts, extensive planning, long term time commitment and huge economic resources are required to build up a new clinic. Selection of the best clinic locations is the key component to the optimum utilization of these limited resources, and therefore a more objective method would be helpful for the decision makers.

Among the spatial analytic techniques and cluster detection tests, spatial scan statistic (SaTScan) addresses underlying inhomogeneous population density without specifying cluster size or shape.
a priori. It has been used for spatial cluster detection in many disease populations and has a better power and precision than alternatives. Spatial analysis with SaTScan software and generating maps using ArcGIS software would allow us a comprehensive understanding of the spatial pattern of disease rather than simply mapping the density plots using a predefined scale. Thus, use of SaTScan and ArcGIS together is superior to use of ArcGIS alone, as it allows us to identify the prevalent clusters of CKD and DM in underserved communities without any predefined criteria for cluster size or radius. A second advantage of SaTScan is that its superior resolution allows more precise location of potential new clinics – rather than simply identifying large geographical areas (100 km square grids, or 10,000 km$^2$) where new clinics might be needed.

We used data from a population based registry and performed spatial analysis using SaTScan software and buffer analysis using ArcGIS software to identify potential locations for the new clinics that might serve the maximum number of high risk patients.

Our primary goal was to investigate the spatial distribution of remote-dwellers with both diabetes and CKD in Alberta suggesting the optimal locations for new nephrology clinics that could serve this population at high risk of adverse health outcomes.

Our second objective was to estimate the proportion of high risk diabetic kidney patients (in terms of demographic and clinical factors) residing within the identified clusters in Alberta.
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Chapter 2: Spatial analysis to locate new clinics for diabetic kidney patients in the underserved communities in Alberta

2.1 Introduction

We identified prevalent patients with CKD and concomitant diabetes using data from the Alberta Kidney Disease Network [1] and the provincial health ministry (Alberta Health and Wellness; AHW), and located their residence relative to existing nephrology clinics using postal codes. Initially we used a commonly applied crude method (shaded maps to illustrate population density) to represent the geographical distribution of the target population. However, this method does not provide sufficient spatial resolution to localize new clinics. Therefore, we proceeded with SaTScan analysis -- a more complex method that provides more detailed results such as expected number of cases, annual rates, relative risk and log likelihood ratio--to detect clusters of patients who lived at greater distances from existing facilities, and graphically plotted the results.

2.2 Methods

2.2.1 Identification of patients with chronic kidney disease (CKD) and diabetes

We selected cases with stage 3-4 CKD (defined as estimated glomerular filtration rate [eGFR] 15-59.9 ml/min/1.73m$^2$) from all outpatients aged over 18 years who had serum creatinine measured in Alberta at least once between 1st May 2002, and 31st December 2008 and concomitant diabetes mellitus (DM) during the calendar years 1994-2008. We used the last serum creatinine available during the study period and the Chronic Kidney Disease Epidemiology Collaboration (CKD-EPI) study equation to estimate eGFR [2]. We used validated

---

1 A version of this chapter including methods and results of spatial analysis has been accepted for publication in Nephrology Dialysis Transplantation on 15th June 2012
algorithms to identify diabetes cases (two physician billing claims in a two-year period or one hospital discharge ever with a diagnosis of diabetes, excluding gestational diabetes) [3].

We focused on identifying patients with earlier (stage 3-4) CKD in Alberta during the study period. Therefore, we excluded 1292 (3.84%) patients who died, out-migrated from Alberta (N=41, 0.12%) and 36 (0.11%) people who were treated with chronic dialysis or kidney transplantation during the study period, drawn from a total of 33,647 cases with diabetes and eGFR 15-59.9 ml/min/1.73m².

We assessed comorbidity using the Charlson score (Table 1) for the remaining 32,278 cases, ascertained using physician claims and hospitalization data together with validated algorithms [4]. The total number of Alberta residents (n=2,795,541) were retained in the dataset for use in analyses requiring the total population in each postal code.

2.2.2 Identification of residence locations

We identified the postal code associated with each participant’s home address during each calendar year by using the AHW registry file. We used the last available postal code during the study period to represent the residence location for participants whose records were associated with multiple postal codes. All except 159 (<0.1%) of participants had valid postal code data. We obtained the latitude and longitude coordinates associated with the centroid of each postal code by matching these postal codes to the 2008 Postal Code Conversion File. The resulting dataset included residential postal code (with latitude and longitude) as well as demographic and clinical data for each person who was insured by AHW during the calendar years 2002-2008.
Some regions in Canada, including rural areas, are changing and growing – which can potentially require changes to the address system used for mail delivery. For example, the postal code identifiers for some areas have been updated accordingly – including changes from rural to urban status or changes in the specific area referred to by a given postal code. Despite these changes in rural areas postal codes tend to cover a larger geographical area than in urban counterparts, implying less geographical precision when mapping postal codes to residence locations. To overcome these limitations of the postal codes, we used the latest available postal codes, which are the smallest geographical units that are readily available for spatial analysis.

2.2.3 Density plots

We generated the shaded density plots of patients with diabetes and CKD in each geographical unit by using ArcMap (ArcGIS Desktop Release 10, Environmental Systems Research institutes, Redlands, CA). This image was created by a simple point in raster count operation using 100 km square grid cells in a 10 transverse Mercator projection commonly used with spatial datasets. We categorized patients according to the number of cases per 100 km square grid and plotted these categories in the map using different colour shades. The yellow shades represented the lower densities and the brown shades indicated the higher densities of case patients per square grid. We displayed the locations of existing nephrology clinics on the map.

This analysis only represented the case counts per 100 km square grid cells, without considering the total number of population per square grid in the denominator. This simple count-based technique is only efficient when the underlying population is constant across grids. However, there might have been rapid population growth or seasonal variation in population counts in
some communities which may contribute to errors in estimating higher than expected occurrence of disease burden for that community. Therefore, it has been recommended that comparisons should be based on rates rather than the case counts [5]. We calculated disease rates by using spatial analyses with SaTScan software at the postal code level in addition to density plots in the 100 km square predefined grid scale with ArcGIS software. We estimated disease rates in underserved communities by considering existing clinic locations in our analysis.

2.2.4 Clinic locations

A list of all 17 existing clinics providing specialist nephrology care to stage 3-4 CKD patients was obtained from the provincial renal programs. Because we were interested in patients residing at a distance from nephrology service, we established non-mutually exclusive categories of >50; >100; >150 and >200 km, each representing the distance between a patient’s residence and the closest nephrology clinic. Buffer zone analysis was used to identify participants in the underserved communities who were living far from the existing nephrology clinics. Accordingly, when the 50 km buffer zone was created, we dropped postal codes of all people living within 50 km radius of existing clinics, retaining only postal codes of those who were residing more than 50 km away. A similar method was used to create non-mutually exclusive 100 km, 150 km and 200 km buffer zones. We used ArcGIS10.0 software (Environmental Systems Research Institute, Inc. (ESRI), California, USA) to create these buffer zone analyses. We geocoded postal codes of the patients’ residences based on latitude and longitude. Four buffer zones were created following ‘crow fly buffer’ technique using the buffer tool in ArcGIS software. The crow fly buffer technique does not take into account road networks and thus travel distance.
The crow fly buffer, also known as circular buffer or airline buffer, uses the Euclidian straight line distance from a point of interest (in our case, existing nephrology clinics) and produces a circular buffer zone. This is a simple method requiring less time and expertise in GIS methods. The potential limitation with this technique is its inability to consider travel barriers; for example bridges, highways, waterways etc. On the other hand, road network buffer also uses a specific distance but extends from a point of interest by following existing road networks, and finally the endpoints are connected by drawing the lines which may result in irregular shaped network buffer [6]. Therefore, network buffer analysis includes detailed road network and would provide more accurate network based measures for actual distance addressing barriers for travel distance taken into analysis [7]. Again, circular buffers would capture overall land areas within a specific distance but road network buffer would capture the areas which would actually accessible to the people using road networks [6]. Therefore, it is possible that the network buffer will miss some pockets of patients within the regions which do not have well developed roadways or when the road network is not updated in the dataset.

In regions with higher connectivity of road networks, crow fly and network buffers provide approximate results but with lower connectivity especially in suburban areas, we may not get approximate results using both techniques [8]. However, in this study we presented four buffer scenarios as a sensitivity analysis to account for this limitation. For example; 100 km crow fly buffer might have dropped some postal codes which might not be dropped if we would perform our analysis with 100 km network buffer. But those postal codes were considered while doing analysis using 50 km crow fly buffer scenario. Thus, 150 km and 200 km buffer scenario might have accounted for 100 km and 150 km buffers.
2.2.5 Spatial analysis

For each of these four buffer zones we did spatial analysis using SaTScan software (Martin Kulldorff and Information Management Services Inc, USA) [9-11] as previously described for patients with other diseases [12-20] setting the maximum population size at 0.5%, 1%, 5% and 10%. Maximum population size 0.5% indicates 0.5% of the total population of the study region (for this study, 0.5% of population of Alberta). It implied that the cluster size in terms of the population counts within the cluster can be maximum 0.5% of the population of Alberta. This explanation is equally applicable for 1, 5 and 10% of population size as well. As we were only interested in clusters of patients who were prevalent at the end of 2008, we did not estimate the spatial variation in temporal trends. The spatial scan statistic using SaTScan software imposed a circular window on the map of Alberta. The window was centered one by one on each of the given grid points (in this analysis we used the latitudes and longitudes of the residents’ postal codes) located throughout the study region. For each of the postal code, the radius of the window varied continuously in size from zero to the upper limit specified a priori (in this analysis, we specified the upper limit at 0.5%, 1%, 5% and 10% of the population size). For each postal code of interest, a circle radius of 0 implies that the window was defined solely by that single postal code. To test for the existence of clusters, the SaTScan software progressively increased the circle radius up to the maximum size (meaning that surrounding postal codes were progressively included until the maximum population size for the cluster was reached). In this way the software was able to examine a large number of distinct geographical windows to test for the presence of CKD clusters.

For each window, our analyses used Monte Carlo simulation to test the null hypothesis that there
was no statistically significant cluster of prevalent diabetic kidney disease cases within the window in question. The alternative hypothesis was that there was an elevated risk within the window as compared to outside for each of the scanning window locations and sizes. While gradually scanning a circular window across the entire map, the technique noted the number of observed and expected cases inside the circle at each location, by this way the clusters were detected (see Appendix 2 for details). Analyses used a Poisson probability model to estimate the rate of people with both diabetes and CKD within each potential cluster, and took the maximum likelihood function values for all window locations and sizes; the cluster with the greatest maximum likelihood ratio (reflecting the highest ratio of observed to expected cases) was considered as the primary cluster. Other statistically significant clusters that did not overlap with the primary cluster were identified as secondary clusters, and were ranked according to their likelihood ratio test statistic. We plotted polygon clusters in the map of Alberta by using the “point to polygon” tool [21] of ArcGIS software. In maps, we used yellow rectangles for the top three clusters with (ordered by the number of cases), black stars for other clusters, faint grey circles for clusters not visible in ArcGIS maps and red polygons to represent the amalgamated clusters.

The decision to consider different distance categories and population sizes were taken a priori. However, the selection of population sizes or distance categories required subjective assessment because we need to take into account pragmatic considerations, contextual evidences and lack of any gold standard cluster detection method.

The institutional review boards for the Universities of Alberta and Calgary approved the study.
Analyses were performed using STATA 11, SaTScan, ArcGIS 10 and Stat Transfer software.

2.2.6 Risk profile analysis

From the SaTScan results for four population sizes (0.5, 1, 5 and 10%), we identified the population size which best defined the cluster. Then we proceeded with presenting one cluster from each of the four different buffer scenarios (50, 100, 150 and 200 km) for that specific population size based on either primary clusters or maximum number of patients residing within that clusters to perform risk profile analysis. A cluster at 50 km buffer scenario indicates that the observed counts of diabetic kidney patients in a community 50 km apart from the existing clinic is higher than the expected number of cases for that specific community. Likewise, a cluster at 100 km buffer scenario denotes higher than expected number of diabetic kidney cases for an underserved community 100 km away from the existing clinic. Similarly, cluster at 150 and 200 km buffer scenario represent higher case counts in the underserviced communities far away from the existing clinics.

For cluster estimation we limited our dataset from 1st May 2002 to 31st December 2008; however, for this risk profile analysis we extended our follow up for the same 32278 patients from May 1st 2002 to March 31st 2009 to capture all relevant outcomes for these sets of patients. We evaluated the following baseline variables to characterize the patients residing in those clusters and for the total study participants: socio-demographic factors such as age, sex, rural status, socioeconomic status, quintile and clinical characteristics for example, prior hospitalizations, laboratory parameters and medication history. Socioeconomic status was classified into five categories, Aboriginal (all ages), normal, subsidy, welfare assistance and
pensioner (anyone 65 and older). Quintiles were derived from postal code conversion file (PCCF) based on dissemination areas from the census data of the year of 1996, 2001 and 2006. The 1st quintile represents the lowest income quintile and the 5th represents the highest income quintile. We presented the neighbourhood poverty index using a map that presented shaded 50 km square grids. Prior hospitalizations were due to all cause, acute myocardial infarction (AMI), cerebrovascular accident/ transient ischemic attack (CVA/TIA), congestive heart failure (CHF), acute kidney injury (AKI), cardiac catheterization (CATH), percutaneous coronary intervention (PCI) and coronary artery bypass grafting (CABG) on or prior to the first date of serum creatinine measurement. The laboratory parameters included first serum creatinine (umol/L) measurement, CKD with proteinuria, CKD with heavy proteinuria, median dipstick urinalysis, median albumin: creatinine ratio (mg/mmol), hemoglobin A1C (HbA1C) percentage and low density lipoprotein (LDL). Use of statins, angiotensin converting enzyme inhibitors (ACEi) and angiotensin II receptor blockers (ARBs) were also presented.

CKD with proteinuria was defined by documentation of A, B or C within 6 months of the first available serum creatinine. A) albumin: creatinine ratio ≥60 mg/mmol, B) protein: creatinine ratio ≥100 mg/mmol or C) protein ≥ 2+ dipstick urinalysis (regardless of eGFR). CKD with heavy proteinuria was defined by, within 6 months of the date of the first available serum creatinine, one or more documented occurrences of albumin: creatinine ratio ≥180 mg/mmol, protein:creatinine ratio ≥300mg/mmol or protein ≥ 3+ dipstick urinalysis (regardless of eGFR). Median dipstick urinalysis is defined as the median of all available measurements within 6 months of the date of the first available serum creatinine, continuous values ranging from 0 to 4 where 0 means negative, 1 for trace, 2 for one plus, three represents two plus and four represents
three plus. These values were recategorized as follows: 0 was assigned to 0, 1 was assigned to 1-2 and 2 was assigned to 3-4. Median ACR, HbA1C% and LDL were calculated as the median value of all available measurements within 6 months of the date of the first available serum creatinine. The medication histories for three drugs represent any use over the year prior to or on date of first available serum creatinine. However, these data were available only for patients 65 and older age group.

We tabulated the comorbid conditions for each of the participants using the following variables: CKD staging by using CKD-EPI equation, hypertension, Charlson (Deyo) index with co morbidities differences and mental health conditions. Charlson comorbidities included cancer, cerebrovascular disease (CVD), congestive heart failure (CHF), chronic obstructive pulmonary disease COPD, dementia, human immunodeficiency virus (HIV), metastatic cancer, myocardial infarction (MI), mild liver disease, moderate/severe liver disease, paraplegia, peptic ulcer disease (PUD), peripheral vascular disease (PVD) and rheumatic disease. These Charlson comorbidity variables were defined using claims and hospitalization date from within the three years or prior to the date of the first available serum creatinine. Mental health conditions were classified as affective disorder, problematic substance use and psychotic disorder. Presence of one instance of an ICD code associated with affective disorder or psychotic disorder were used to diagnose affective or psychotic disorder. Substance use was defined as presence of one instance of an ICD code associated with outpatient face-to-face clinical encounter with a mental health specialist [22].

The outcomes were categorized into a clinically relevant outcome, a process based outcome and
a composite renal outcome. The clinically relevant outcome was hospitalization due to all causes and cardiac causes. The process bases outcome was represented by HbA1c percentage. Doubling of serum creatinine (sustained) was used as a composite outcome – meaning that the value of last serum creatinine was doubled as compared to the first serum creatinine measurement.

Categorical variables were presented as proportions and continuous variables were presented as means and standard deviations. We presented the descriptive statistics in proportions or means to demonstrate the differences between the primary clusters; however, we did not perform any statistical hypothesis testing across the groups. We used STATA/MP 11.0 for all analysis.

2.3 Results

A map of Alberta presenting the location of major cities (population >50,000) and existing nephrology clinics is shown in Figure 1. Characteristics of the 32,278 included cases are presented in Table 1.

2.3.1 Cluster detection

The shaded map illustrates the density of these cases as the number of cases per 100 km square grid of Alberta in Figure 2. The density of patients (represented by the dark brown shades) was generally highest in the vicinity of existing nephrology clinics in the major cities of Alberta: Edmonton, Calgary, Lethbridge, Medicine Hat and Red Deer. The only exception was the northwestern region where we do not have any nephrology clinics at present. Intermediate densities of patients tended to outlie the more densely populated regions in the major cities and northeastern region. Areas with lower patient densities grids were diffusely distributed, and
mostly situated in the northern part of the province.

Table 2 presents the results of SaTScan analysis; for each scenario (>50, >100, >150, and >200 km from the closest nephrology clinic; not mutually exclusive), the number of postal codes, case counts and population counts are presented. Table 2 also shows the number of significant clusters identified in each scenario, and the radius and case counts of the primary cluster. Setting the maximum population size at 10% tended to identify clusters that were too large to be served by a single clinic being the largest primary cluster of 124.98 km. In contrast, setting the maximum cluster size at 0.5 or 1% of population tended to identify clusters that were too small (primary cluster of 110 m including only 17 cases) to justify placement of a new clinic – even when grouped together. A maximum population size of 5% seemed to perform well, and was selected as the primary measure of suitability for this analysis. As expected, using less stringent definitions of remote-dwelling patient (for example, the >50 km rather than the >200 km scenario) tended to identify larger numbers of patients.

Maps showing the locations of clusters under each scenario are shown in Figure 3 (see Appendix 6 for individual map). It is clearly evident that there is a tendency for smaller maximum population counts to identify impractically small clusters. When 5% was selected as the maximum population size, the primary cluster for the >50 km scenario was near the southern border of Alberta, and included the currently underserviced communities of Cardston, Pincher Creek, and Fort Macleod (Figure 3, Appendix 6 Map 3).

For the >100 km scenario, we identified one primary cluster and two secondary clusters with
higher case counts. The primary cluster was close to the underserved neighborhoods of Camrose and Wainwright with a radius of 67.42 km; secondary clusters were near Bonnyville; Peace River; and close to Grande Prairie. For the >150 km scenario, we identified a primary cluster in the currently underserviced community of Vermillion, and secondary clusters in Wainwright, Peace River and close to Grande Prairie. For the >200 km scenario, the primary cluster located in the vicinity of the currently underserviced communities of Grande Prairie, and secondary clusters were identified in Peace River, Wainwright and north of Grande Prairie (Figure 3, Appendix 6 Map 7,11 and 15).

Figure 4 shows the common themes in three scenarios (100, 150 and 200 km) using the maximum cluster size of 5% and 10%. When comparing with 10% as the maximum population size, although there was some slight variation in the cluster radii, the locations of the clusters were consistent throughout all the scenarios (Figure 4). Stratified analysis on CKD stage (stage 3; eGFR 30-59.9 ml/min/1.73m^2 and stage 4; eGFR 15-29.9 ml/min/1.73m^2) presents consistent results with the primary analysis (supplementary Table in Appendix 4 and Figure in Appendix 7).

2.3.2 Characteristics of identified clusters

According to the results presented from SaTScan analysis, setting 5% of population size in spatial scan statistics for four different buffer scenarios (50, 100, 150 and 200 km) provided better estimates to localize four underserved communities. We identified in total four primary clusters, each from one of the four buffer scenario: 50 km, 100 km, 150 km and 200 km. These primary clusters included the highest number of patients among the identified clusters from the respective analysis for each buffer scenario at 5% population size.
We presented socio-demographic characteristics of four clusters and the total study participants in Table 3. The primary clusters identified 664, 319, 262 and 186 patients at 50 km, 100 km, 150 km and 200 km respectively. Patients were mostly elderly, mean age varied from 74 to 77 years of old. Compared to the overall 15% prevalence of rural residence in the sample, all primary clusters had a higher proportion of rural residents (39 - 66%). However, the identified clusters were not accurately captured by the neighbourhood poverty index assessed at postal code level (see Appendix 5 for details).

Table 4 showed that the prevalence of all cause hospitalization was at least 59 percent for the study cohort. However, among residents of primary clusters, the prevalence of hospitalization was higher: 67% for cluster at 50 km buffer to 82% for clusters at 100 km buffer. AMI, CVA and CHF were the primary cardiac causes of hospitalizations prior to their entry into the study cohort.

The proportions of CKD cases with stage 3 and 4 were quite similar across the clusters (Table 5). Primary clusters had higher proportions of cancer, CVD, CHF and COPD and psychotic disorders compared to the total patient population, indicating a higher burden of overall illness and comorbidity.

Table 6 presents clinically relevant outcomes such as all cause hospitalization, average HbA1c level and incidence in doubling serum creatinine level. All cause hospitalization rates appeared higher for the clusters (69 to 76 %) compared to 62 percent for the overall cohort. Remote clusters located at 50 km and 150 km distance from the existing nephrology clinics had higher incidence of doubling serum creatinine and mean HbA1c compared to the overall study
population.

2.4 Discussion

2.4.1 Cluster locations

Most (71%) Albertans with diabetes and CKD live within 50 km of the nearest nephrology clinic – although a substantial proportion (8%) live more than 200 km away. We identified the residence locations of prevalent patients with diabetes and CKD who lived remote from the 17 established nephrology clinics in Alberta, and applied two methods for identifying underserved communities that would potentially benefit from new nephrology clinics. Simple density plots produced shaded maps with case counts per 100 km square grids and were useful for rough identification of underserved areas, although this method does not permit accurate or precise localization of the potential new clinic locations. The more computationally intensive SaTScan analysis was able to identify specific communities in the northwest and southeast region of the province with a higher-than-expected proportion of underserved patients. Our results were consistent across four different distance categories; the results were equally applicable for those living <50 km from the existing clinics, as compared to those who were residing >200 km from the clinics.

Our findings offer an objective way to locate new clinics that will serve the maximum number of remote-dwellers. The method described in the current paper is potentially complementary to an approach based on minimizing net (total) travel time for underserved patient populations that our group previously developed [23].
2.4.2 Cluster characteristics

Higher proportions of rural residents among the disease clusters reflect the underserved communities in the remote regions. Residents of remote clusters had higher Charlson scores at baseline reflecting greater comorbidity, compared to the non-remote dwellers. Remote-dwellers also had higher hospitalization rates, irrespective of the cause of hospital admissions.

Previous work from our group suggests that the quality of care delivered to Alberta CKD patients is associated with their residential locations; patients living further from the nephrologists were more likely to die or be hospitalized than those who were residing nearby and were less likely to receive markers of good quality care [24]. A recently published population based study in Alberta investigated the impact of remote locations on adverse clinical outcomes among 31337 patients with CKD and concomitant diabetes. The study reported that remote-dwellers had higher all cause hospitalization and all cause mortality [25].

Our present results were consistent with this previous paper. We excluded ESRD or death patients from our analysis to identity prevalent clusters of stage 3-4 CKD. However, analysis on hospitalization revealed similar conclusions that remote clusters were more likely to be hospitalized in comparison to the overall population.
2.4.3 Findings of the current study: placed in context

The literature review in chapter one demonstrates that limited accessibility and availability of health care facilities has significant potential consequences for health outcomes among chronic disease patients. However, we have limited evidence on how to choose the new facilities in an objective way for these underserved regions.

Previously published studies used different methods to improve health services or recommend new facility locations. One study in Alberta determined areas with geographic access within 90 minutes to a cardiac catheterization facility and concluded the preferred mode of transport on the basis of transfer time, by using ground and air ambulance using ArcGIS software. Alberta Chart of Call data was used for populated areas in which there was a community hospital. This study evaluated accessibility of patients to health services, three specialized cardiac facilities in Alberta, and recommended ways for faster travel time to improve access on time. Although the paper presented the proportions of populations by 90 minute transfer time distance in the province, it did not specify any particular underserved community based on population distribution [26].

In another study in Florida, GIS based model was used to propose new dental facilities based on accessibility of existing facilities from 5 to 15 miles of the nearest zip codes. Though they assumed that underserved communities were usually clustered in space, they did not perform any statistical analysis to confirm that hypothesis. In addition, they primarily focused on whether there was one or more dentists working in a given zip code, rather than considering population density into account [27].
These prior studies were therefore limited in terms of applicability and comparability of their methods and findings to the conduct and results of our study.

In the previous study conducted by researchers from our group, a cross section of 31452 CKD patients in the year of 2005 whose eGFRs were <45 ml/min/1.73m$^2$ was used to identify the ideal locations for up to four new nephrology clinics in Alberta by using GIS technique [23]. Buffer analysis and network analysis were performed to determine the clinic locations by minimizing patient traveling >120 minutes to see nephrologists. Among the four possible locations chosen by this different method, Grande Prairie was the first choice and Vermillion was the second which were consistent with our analysis. This increases confidence in our current results.

Out of presented 16 scenarios, it had been shown that without any clinic, 8.6% of remote-dwelling Albertans with CKD need to travel >120 minutes and setting four clinics would reduce to that proportion to 2.4 percent. However, placing two clinics, one in Grande Prairie and another one in Vermillion would reduce the patients living >120 minutes away by 57 percent and only 3.6 percent of patients need to travel >120 minutes. If a clinic would have been placed only in Grand Prairie, a city 400 km away from the nearest existing clinic with 109,000 total population, 876 patients would not need to travel >120 km. Likewise, creating two new clinics in two identified locations in Alberta would minimize travel distance for 1557 remote CKD patients [23].

The previous paper and current study are complementary to one another because they reach similar conclusions -- even though the earlier paper focused on net travel time without
considering the spatial distribution of patients served by the proposed clinics.

2.4.4 Study limitations

Our study has several limitations. Since we used postal code rather than street address to categorize the address of subjects, our analysis could be affected by ecological fallacy [28] and one can argue to extrapolate the findings to the individual level. The ecological fallacy refers to the fact that ecological associations can be different from the corresponding individual level associations within same population [28]. However, postal codes are the smallest geographical units and can be applicable to the individual level characteristics in most of the cases. In addition, we are not focusing on estimating disease burden or identifying risk factors, this fallacy should not have affected our inference much.

Secondly, we have some missing data for some postal codes, but the proportion was small (<0.1%) and would not be expected to affect our results.

Third, we failed to include patients with diabetes who could not access care in terms of physician visits or hospitalization. These patients might have CKD but were not diagnosed with concomitant diabetes and were thus excluded from our analysis. However, such patients are expected to be rare in Canada due to the universal health care system, and thus are unlikely to have affected our conclusions.

Moreover, travel distance or transportation infrastructure was not taken into account in this analysis, and instead we focused on the spatial distribution of the underserved communities.
In addition, we specified the maximum population size in SaTScan analysis and buffer zones in GIS analysis a priori, but for each of population sizes and buffer zones we presented sensitivity analysis in four ways and the results were more or less similar for all scenarios.

The Poisson model can underestimate the observed number with no case counts or overestimate the number with one or two case counts given that there are many zero case counts in the postal codes. This is explained by over dispersion or extra-Poisson variation with the mean number of case counts being less than the variance [29]. This occurs due to a single Poisson parameter, which is not enough to describe the population [29, 30]. However, we prioritized the maximum number of patients within the identified clusters for each scenario, which were less likely to bias our estimates. In addition, the traditional methods to handle over dispersion of Poisson data still results in lack of fit [29]. Besides, it has been suggested that we can use a model to account extra-Poisson variation when we are concerned with the inference related to the regression parameters and in situation where over dispersion routinely occurs [31]. On the other hand, it has been suggested that Poisson likelihood is robust to misspecification of distribution and have efficient properties even when the distribution does not follow Poisson [32]. In addition, many times Poisson models are valid and a method of choice for non-negative, discrete and random feature of events with its simplicity and applicability [31, 33].

There are certain limitations of SaTScan technique listed in the available literature. First, it does not have any cartographic features to explore the identified clusters, therefore the output needs to be visualized in the GIS (ArcGIS) software [34, 35]. Secondly, SaTScan depends on user-specified parameter choices and provides limited clue for appropriate maximum population size.
Setting maximum population size too large (such as 50% by default) may lead to cluster with unusually large geographical area and miss small clusters. On the other hand, small population size may miss clusters with larger size [34, 36]. Therefore, it has been suggested to choose population size based on contexts and run multiple scans for different maximum size parameters [34]. We have followed our analysis in this way and thus our results would less likely to be affected by these limitations of SaTScan technique.

2.5 Conclusion

The optimal method for selecting locations for establishment of new health care facilities in remote places is unknown. We used ArcGIS software to draw density plots and to perform buffer analysis and SaTScan software to conduct spatial analysis. We identified prevalent clusters of diabetes and chronic kidney disease, an important health condition. In addition, the remote clusters had higher hospitalization rates reflecting high risk for adverse clinical outcomes. Results were similar to prior studies using different methods. However, SaTScan technique has potential advantage over other available methods -- including buffer and network analysis -- because the latter requires expertise in GIS knowledge and has limitations related to unavailability of road network due to dirt or unpaved roads and arbitrary selection of starting point for the algorithm. Our findings indicate that we can use this analytic technique to determine potential locations of new health care facilities objectively for diabetic kidney patients in the underserved communities in Alberta.
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Chapter 3: Relevance to public health and future research

3.1 Overview

Patients with concomitant diabetes and chronic kidney disease have higher cardiovascular mortality and morbidity. Recently a population-based cohort study in Alberta demonstrated that patients with CKD (without diabetes) had higher rates of myocardial infarction (MI), compared to patients having diabetes (but without CKD). However patients having both conditions had higher first MI rate compared to those having either of the conditions [1]. In addition, remote-dwelling Albertans having both disease conditions had a lower likelihood of receiving recommended care (specialist consultations, medications and HbA1c or proteinuria assessment) and also had eventually higher hospitalization and mortality risk compared to their urban counterparts [2]. Receiving appropriate care may improve outcomes for these patients. However, we do not have any existing tools to select the optimal location of new health care facilities in these remote communities.

In this paper, we used spatial scan statistics and GIS maps to show the clusters of these high risk patients in underserved communities in Alberta, to inform the selection of candidate locations.

3.2 Implications in health service delivery

The Canada Health Act (1984) mandates insured persons to have reasonable and uniform rights of access to insured health care services without any financial or other barriers or any discrimination on the basis of income, age and health status [3]. Therefore, establishment of a hospital facility in a distant location can provide equity of care for the remote-dwellers in
addition to improving their health outcomes. In addition, their accessibility to care may be improved through their ability to secure a regular physician and obtain a referral to the specialist in the absence of direct financial barrier due to the universal health care system in Canada [4].

SaTScan technique has been widely used in studies aimed at cluster detection [5-8], outbreak investigation [9-11], disease surveillance and monitoring [12-14], evaluation of interventions [15, 16], risk factor assessment [17-20], network analysis [21], and spatio-temporal analysis [22-24]. In this study, SaTScan objectively identifies underserved communities, based on comparing the expected and observed distribution of patients who reside far from existing health facilities. This is the first study to use SaTScan to identify new clinic locations aimed at improving access to health care, to our knowledge. Although there are approaches based on estimated travel time to identify potential new clinic locations [25], such approaches optimize net travel time (for all patients within the province) rather than focusing on underserved patients specifically. Potential advantages of SaTScan include its ability to adjust for non-homogeneous population density across different study regions, to reduce pre-selection bias without specifying spatial size and locations of a cluster a priori and to address bias related to multiple comparisons by likelihood ratio-based estimates [5].

General practitioners (GP) providing primary care are the initial point of contact in the health care system in Canada [26]. There are conditions when patients are referred to a specialist for example to receive advice on diagnosis or management, to undergo specialized care due to lack of availability of further management options in primary care setting or to seek a second opinion [27]. Referral to specialist physician depends not only on general practitioner (GP)’s decision but
also how patients can negotiate with the GP to see a specialist or geographic variation in access to a specialist [28]. It has been shown that having chronic conditions and self-perceived health status are important determinants for the Canadians to consult with the physicians while adjusting for other factors such as age, sex, race, language, household income, urban rural residence or having regular family doctor [26]. GP or specialist consultation may vary according to the health condition of the patients; specialist care or hospital services may be important for heart disease, cancer patients or diabetes patients who need frequent follow up. In contrast, patients may seek care from GP for ambulatory conditions such as allergy. However, aged population with increased chronic disease burden is leading to increasing demand of coordinated care in the community with primary care physician and specialists along with other health care professionals [29].

Evidence-based decisions can improve the allocation and utilization of health care resources. Therefore, the availability of these findings to policymakers, may allow more informed decision making for the underserved communities, rather than having perceptions on patients demand or responding to extraneous factors (such as lobbying, media coverage or political influence) which may lead to inefficient decisions.

Providing services too much in an area or in an inappropriate area will result in wasted resources; on the other hand, providing too little care in another area which actually deserves services may lead to untoward clinical consequences and inequity. An educated guess can result in similar findings as compared to systematic approaches like SaTScan, as we reported in this study. However given the higher cost of a clinic establishment, this approach can be used to confirm
this intuition or in contexts where guesswork does not provide any obvious clue where to locate a new facility.

Some practical considerations should also be taken into consideration when considering the location for a new facility in a peri-urban or rural remote community; such as whether specialists, nurses or other health care professionals will be willing to work and live in these communities and serve the remote-dwellers.

3.3 Significance and future research
This is the first study using SaTScan analysis to objectively identify underserved communities that might be the most suitable locations for new nephrology clinics. The recommendations from this study will be useful to clinicians and decision-makers responsible for the care of remote-dwelling patients. Future studies should identify other barriers to optimum care delivery in remote areas and develop intervention strategies to improve the quality of care for underserved communities. This method should be validated in CKD populations in other provinces and territories in Canada. In addition, long-term studies should be performed to evaluate whether use of the findings from the SaTScan analysis leads to clinically meaningful benefit for patients and improve their quality of life. Although this study is focused on people with CKD, these methods are potentially applicable to other populations.
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Table 1: Characteristics of participants with chronic kidney disease and diabetes

<table>
<thead>
<tr>
<th>Characteristics (N=32,278)</th>
<th>Proportion or Mean*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD), y</td>
<td>74.9 ± 10.6</td>
</tr>
<tr>
<td>Female</td>
<td>17,261 (53.48)</td>
</tr>
<tr>
<td>Charlson score**</td>
<td>1.7 ± 1.6</td>
</tr>
<tr>
<td>eGFR(ml/min/1.73m²)**</td>
<td></td>
</tr>
<tr>
<td>15-29.9</td>
<td>3224 (9.99)</td>
</tr>
<tr>
<td>30-59.9</td>
<td>29054 (90.01)</td>
</tr>
<tr>
<td>Income****</td>
<td></td>
</tr>
<tr>
<td>Aboriginal</td>
<td>672 (2.08)</td>
</tr>
<tr>
<td>Normal</td>
<td>6,394 (19.81)</td>
</tr>
<tr>
<td>Subsidy</td>
<td>1,662 (5.15)</td>
</tr>
<tr>
<td>Assistance</td>
<td>1,029 (3.19)</td>
</tr>
<tr>
<td>Pensioner</td>
<td>22,521 (69.77)</td>
</tr>
<tr>
<td>Distance from closest nephrology clinic*****</td>
<td></td>
</tr>
<tr>
<td>&gt;50 km and &lt;100 km</td>
<td>4,234 (13.12)</td>
</tr>
<tr>
<td>&gt;100 km and &lt;150 km</td>
<td>1,571 (4.87)</td>
</tr>
<tr>
<td>&gt;150 km and &lt;200 km</td>
<td>1,080 (3.35)</td>
</tr>
<tr>
<td>&gt;200 km</td>
<td>2,504 (7.76)</td>
</tr>
</tbody>
</table>

* Values are n (%) or mean (SD) as appropriate.

** Charlson comorbidity [4]

*** eGFR is glomerular filtration rate estimated by the CKD-EPI equation [2]

**** Income as an indication of socioeconomic status: “Assistance” refers to participants with health insurance premium paid under a program sponsored by Alberta Employment, Immigration and Industry. “Subsidy” refers to participants who pay less than the full premium or no premium to Alberta Health and Wellness or in the premium is subsidized though a Government Sponsored Program. “Normal” refers to all other participants.

**, ****, ***** estimated based on the date of first serum creatinine available.
Table 2: Findings of SaTScan analysis, by buffer zone and maximum population size

<table>
<thead>
<tr>
<th>Buffer</th>
<th>Postal codes*</th>
<th>Cases**</th>
<th>Total population***</th>
<th>Maximum population size****</th>
<th>Number of Significant clusters*****</th>
<th>Radius of primary cluster</th>
<th>Observed cases in the primary cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 km</td>
<td>7971</td>
<td>8036</td>
<td>621,984</td>
<td>10 %</td>
<td>16</td>
<td>100.41 km</td>
<td>1189</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5 %</td>
<td>19</td>
<td>121.66 km</td>
<td>664</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1 %</td>
<td>30</td>
<td>0.50 km</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5%</td>
<td>26</td>
<td>0.50 km</td>
<td>69</td>
</tr>
<tr>
<td>100 km</td>
<td>5264</td>
<td>4235</td>
<td>387,911</td>
<td>10%</td>
<td>13</td>
<td>124.98 km</td>
<td>655</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5%</td>
<td>14</td>
<td>67.42 km</td>
<td>319</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1%</td>
<td>18</td>
<td>0.68 km</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5%</td>
<td>15</td>
<td>0.29 km</td>
<td>22</td>
</tr>
<tr>
<td>150 km</td>
<td>4638</td>
<td>3120</td>
<td>308,293</td>
<td>10%</td>
<td>10</td>
<td>75.75 km</td>
<td>427</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5%</td>
<td>14</td>
<td>53.12 km</td>
<td>262</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1%</td>
<td>14</td>
<td>0.29 km</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5%</td>
<td>14</td>
<td>0.29 km</td>
<td>22</td>
</tr>
<tr>
<td>200 km</td>
<td>3750</td>
<td>2214</td>
<td>237,201</td>
<td>10%</td>
<td>9</td>
<td>59.48 km</td>
<td>379</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5%</td>
<td>12</td>
<td>49.36 km</td>
<td>186</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1%</td>
<td>9</td>
<td>0.11 km</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5%</td>
<td>10</td>
<td>0.11 km</td>
<td>17</td>
</tr>
</tbody>
</table>

* ‘Postal Codes’ is the total number of postal codes outside the corresponding buffer scenario

** ‘Cases’ is the total number of cases residing within these postal codes located outside the corresponding buffer scenario

*** ‘Total population’ is the total number of population living within these postal codes located outside the corresponding buffer scenario

**** ‘Maximum population size’ means SaTScan maximizes the cluster size at certain percentages of the total study population.

***** ‘Number of significant clusters’ means the total number of primary and secondary clusters which were statistically significant at p value of <0.05 for a maximum population size outside the corresponding buffer scenario.
Table 3: Socio-demographic characteristics of patients with chronic kidney disease and diabetes in clusters detected through SaTScan analysis*

<table>
<thead>
<tr>
<th>Characteristics**</th>
<th>Primary cluster at 50 km buffer (N=664)</th>
<th>Primary cluster at 100 km buffer (N=319)</th>
<th>Primary cluster at 150 km buffer (N=262)</th>
<th>Primary cluster at 200 km buffer (N=186)</th>
<th>Total (N=32278)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age (± SD)</td>
<td>73.7 ± 11.1</td>
<td>76.1 ± 11.3</td>
<td>76.7 ± 10.2</td>
<td>76.3 ± 11.2</td>
<td>74.9 ± 10.6</td>
</tr>
<tr>
<td>Female</td>
<td>355 (53)</td>
<td>175 (55)</td>
<td>141 (54)</td>
<td>93 (50)</td>
<td>17,261 (53)</td>
</tr>
<tr>
<td>Rural</td>
<td>280 (42)</td>
<td>210 (66)</td>
<td>101 (39)</td>
<td>82 (44)</td>
<td>4993 (15)</td>
</tr>
<tr>
<td>Social economic status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aboriginal</td>
<td>80 (12)</td>
<td>0</td>
<td>10 (4)</td>
<td>2 (1)</td>
<td>672 (2)</td>
</tr>
<tr>
<td>Normal</td>
<td>111 (17)</td>
<td>48 (15)</td>
<td>41 (16)</td>
<td>26 (14)</td>
<td>6394 (20)</td>
</tr>
<tr>
<td>Pensioner</td>
<td>407 (61)</td>
<td>239 (75)</td>
<td>196 (75)</td>
<td>141 (76)</td>
<td>22521 (70)</td>
</tr>
<tr>
<td>Subsidy</td>
<td>48 (7)</td>
<td>22 (7)</td>
<td>13 (5)</td>
<td>11 (6)</td>
<td>1662 (5)</td>
</tr>
<tr>
<td>Assistance</td>
<td>18 (3)</td>
<td>10 (3)</td>
<td>2 (1)</td>
<td>6 (3)</td>
<td>1029 (3)</td>
</tr>
<tr>
<td>Quintile***</td>
<td>(n=614)</td>
<td>(n=313)</td>
<td>(n=208)</td>
<td>(n=113)</td>
<td>(n=30751)</td>
</tr>
<tr>
<td>1st quintile</td>
<td>137 (22)</td>
<td>78 (25)</td>
<td>49 (24)</td>
<td>2 (2)</td>
<td>6828 (22)</td>
</tr>
<tr>
<td>2nd quintile</td>
<td>73 (12)</td>
<td>92 (29)</td>
<td>36 (17)</td>
<td>30 (27)</td>
<td>6584 (21)</td>
</tr>
<tr>
<td>3rd quintile</td>
<td>44 (7)</td>
<td>45 (14)</td>
<td>71 (34)</td>
<td>1 (1)</td>
<td>6123 (20)</td>
</tr>
<tr>
<td>4th quintile</td>
<td>111 (18)</td>
<td>38 (12)</td>
<td>18 (9)</td>
<td>50 (44)</td>
<td>5911 (19)</td>
</tr>
<tr>
<td>5th quintile</td>
<td>249 (41)</td>
<td>60 (19)</td>
<td>34 (16)</td>
<td>30 (27)</td>
<td>5305 (17)</td>
</tr>
</tbody>
</table>

*Four primary clusters are presented based on 5% of population size for four buffer scenario: 50 km, 100 km, 150 km and 200 km

** N with percentages, unless otherwise indicated

*** 1 Lowest income quintile and 5 Highest income quintile
Table 4: Baseline clinical characteristics of patients with chronic kidney disease and diabetes in clusters detected through SaTScan analysis*

<table>
<thead>
<tr>
<th>Characteristics**</th>
<th>Primary cluster at 50 km buffer (N=664)</th>
<th>Primary cluster at 100 km buffer (N=319)</th>
<th>Primary cluster at 150 km buffer (N=262)</th>
<th>Primary cluster at 200 km buffer (N=186)</th>
<th>Total (N=32278)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior hospitalizations***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All cause</td>
<td>443 (67)</td>
<td>260 (82)</td>
<td>182 (69)</td>
<td>139 (75)</td>
<td>19144 (59)</td>
</tr>
<tr>
<td>AMI</td>
<td>33 (5)</td>
<td>23 (7)</td>
<td>12 (5)</td>
<td>25 (13)</td>
<td>1869 (6)</td>
</tr>
<tr>
<td>CVA/TIA</td>
<td>21 (3)</td>
<td>19 (6)</td>
<td>15 (6)</td>
<td>10 (5)</td>
<td>1394 (4)</td>
</tr>
<tr>
<td>CHF</td>
<td>25 (4)</td>
<td>21 (7)</td>
<td>14 (5)</td>
<td>3 (2)</td>
<td>863 (3)</td>
</tr>
<tr>
<td>AKI</td>
<td>5 (1)</td>
<td>9 (3)</td>
<td>6 (2)</td>
<td>1 (1)</td>
<td>571 (2)</td>
</tr>
<tr>
<td>CATH</td>
<td>19 (3)</td>
<td>9 (3)</td>
<td>7 (3)</td>
<td>6 (3)</td>
<td>1516 (5)</td>
</tr>
<tr>
<td>PCI</td>
<td>28 (4)</td>
<td>9 (3)</td>
<td>7 (3)</td>
<td>5 (3)</td>
<td>1259 (4)</td>
</tr>
<tr>
<td>CABG</td>
<td>23 (3)</td>
<td>6 (2)</td>
<td>9 (3)</td>
<td>7 (4)</td>
<td>1293 (4)</td>
</tr>
<tr>
<td>Laboratory parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First serum creatinine umol/L (mean ± SD)</td>
<td>97.4 ± 39.3 (n=663)</td>
<td>106.6 ± 31.4 (n=311)</td>
<td>99.8 ± 33.3 (n=261)</td>
<td>98.8 ± 26.6 (n=181)</td>
<td>101.9 ± 32.4 (n=32106)</td>
</tr>
<tr>
<td>CKD with proteinuria</td>
<td>68/320 (21)</td>
<td>15/163 (9)</td>
<td>6/62 (10)</td>
<td>3/96 (3)</td>
<td>2122/21672 (10)</td>
</tr>
<tr>
<td>CKD with heavy proteinuria</td>
<td>35/320 (11)</td>
<td>6/163 (4)</td>
<td>2/62 (3)</td>
<td>2/96 (2)</td>
<td>836/21672 (4)</td>
</tr>
<tr>
<td>Median dipstick urinalysis</td>
<td>(n=205)</td>
<td>(n=151)</td>
<td>(n=49)</td>
<td>(n=83)</td>
<td>(n=17419)</td>
</tr>
<tr>
<td>0</td>
<td>143/205 (70)</td>
<td>107/151 (71)</td>
<td>33/49 (67)</td>
<td>67/83 (81)</td>
<td>12967/17419 (74)</td>
</tr>
<tr>
<td>1</td>
<td>39/205 (19)</td>
<td>33/151 (22)</td>
<td>10/49 (20)</td>
<td>14/83 (17)</td>
<td>3106/17419 (18)</td>
</tr>
<tr>
<td>2</td>
<td>23/205 (11)</td>
<td>11/151 (7)</td>
<td>6/49 (12)</td>
<td>2/83 (2)</td>
<td>1346/17419 (8)</td>
</tr>
<tr>
<td>ACR median (mg/mmol) (mean ± SD)</td>
<td>51.7 ± 130.5 (n=201)</td>
<td>9.8 ± 19.4 (n=34)</td>
<td>2.9 ± 3.4 (n=20)</td>
<td>8.7 ± 24.5 (n=33)</td>
<td>20.1 ± 68.3 (n=11753)</td>
</tr>
<tr>
<td>HbA1C% (mean ± SD)</td>
<td>7.5 ± 1.7 (n=426)</td>
<td>7.3 ± 1.4 (n=186)</td>
<td>7.2 ± 1.4 (n=96)</td>
<td>7.3 ± 1.6 (n=107)</td>
<td>7.3 ± 1.5 (n=20977)</td>
</tr>
<tr>
<td>LDL (mmol/L) (mean ± SD)</td>
<td>2.8 ± 0.9 (n=348)</td>
<td>2.9 ± 0.9 (n=177)</td>
<td>2.7 ± 0.9 (n=156)</td>
<td>2.9 ± 0.9 (n=103)</td>
<td>2.8 ± 0.9 (n=20656)</td>
</tr>
<tr>
<td>Medications</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statin</td>
<td>145 (22)</td>
<td>79 (25)</td>
<td>81 (31)</td>
<td>43 (23)</td>
<td>9368 (29)</td>
</tr>
<tr>
<td></td>
<td>110 (17)</td>
<td>66 (21)</td>
<td>71 (27)</td>
<td>32 (17)</td>
<td>6216 (19)</td>
</tr>
<tr>
<td>--------</td>
<td>----------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>ARB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACEi</td>
<td>208 (31)</td>
<td>127 (40)</td>
<td>109 (42)</td>
<td>82 (44)</td>
<td>11583 (36)</td>
</tr>
</tbody>
</table>

*Four primary clusters are presented based on 5% of population size for four buffer scenario: 50 km, 100 km, 150 km and 200 km

** N with percentages, unless otherwise indicated

AMI acute myocardial infarction, CVA/TIA cerebrovascular accident/ transischaemic attack, CHF congestive heart failure, AKI acute kidney injury, CATH cardiac catheterization, PCI percutaneous coronary intervention, CABG coronary artery bypass grafting

ARB angiotensin II receptor blockers; ACEi angiotensin converting enzyme inhibitors

First serum creatinine, umol/L First serum creatinine measurement; CKD with proteinuria is defined by, within 6 months of the date of the first available serum creatinine one or more documented occurrences of albumin:creatinine ratio ≥60 mg/mmol, protein:creatinine ratio ≥100 mg/mmol or protein ≥2+ dipstick urinalysis (regardless of eGFR); CKD with heavy proteinuria is defined by, within 6 months of the date of the first available serum creatinine one or more documented occurrences of albumin:creatinine ratio ≥180 mg/mmol, protein:creatinine ratio ≥300mg/mmol or protein ≥ 3+ dipstick urinalysis (regardless of eGFR); Median dipstick urinalysis category: 0: 0, 1: 1-2, 2: 3-4 whereas the value ranges 0=negative, 1=trace, 2=1+, 3=2+ and 4=3+; Median Albumin: creatinine ratio, mg/mmol is the Albumin:creatinine ratio, Median value of all available measurements within 6 months of the date of the first available serum creatinine; Hemoglobin A1C%, Median value of all available measurements within 6 months of the date of the first available serum creatinine; Low density lipid LDL, mmol/L, Median value of all available measurements within 6 months of the date of the first available serum creatinine
Table 5: Co-morbidities of patients with chronic kidney disease and diabetes in clusters detected through SaTScan analysis*

<table>
<thead>
<tr>
<th>Comorbidities**</th>
<th>Primary cluster at 50 km buffer (N=664)</th>
<th>Primary cluster at 100 km buffer (N=319)</th>
<th>Primary cluster at 150 km buffer (N=262)</th>
<th>Primary cluster at 200 km buffer (N=186)</th>
<th>Total (N=32278)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CKD-EPI Stage of CKD***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-29 ml/min/1.73 m²</td>
<td>92 (14)</td>
<td>34 (11)</td>
<td>24 (9)</td>
<td>11 (6)</td>
<td>3224 (10)</td>
</tr>
<tr>
<td>30-59 ml/min/1.73 m²</td>
<td>572 (86)</td>
<td>285 (89)</td>
<td>238 (91)</td>
<td>175 (94)</td>
<td>29054 (90)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>483 (73)</td>
<td>266 (83)</td>
<td>207 (79)</td>
<td>146 (78)</td>
<td>24710 (77)</td>
</tr>
<tr>
<td>Charlson (Deyo)****(mean ± SD)</td>
<td>1.7±1.5</td>
<td>1.9±1.6</td>
<td>2.1±2.0</td>
<td>1.7±1.4</td>
<td>1.7±1.6</td>
</tr>
<tr>
<td>Cancer</td>
<td>57 (9)</td>
<td>34 (11)</td>
<td>27 (10)</td>
<td>17 (9)</td>
<td>2615 (8)</td>
</tr>
<tr>
<td>CVD</td>
<td>52 (8)</td>
<td>32 (10)</td>
<td>26 (10)</td>
<td>11 (6)</td>
<td>2537 (8)</td>
</tr>
<tr>
<td>CHF</td>
<td>84 (13)</td>
<td>66 (21)</td>
<td>48 (18)</td>
<td>23 (12)</td>
<td>3638 (11)</td>
</tr>
<tr>
<td>COPD</td>
<td>156 (23)</td>
<td>81 (25)</td>
<td>74 (28)</td>
<td>52 (28)</td>
<td>6768 (21)</td>
</tr>
<tr>
<td>Dementia</td>
<td>8 (1)</td>
<td>15 (5)</td>
<td>10 (4)</td>
<td>4 (2)</td>
<td>731 (2)</td>
</tr>
<tr>
<td>HIV</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16 (0.1)</td>
</tr>
<tr>
<td>Metastatic cancer</td>
<td>4 (1)</td>
<td>2 (1)</td>
<td>3 (1)</td>
<td>0</td>
<td>193 (1)</td>
</tr>
<tr>
<td>MI</td>
<td>43 (6)</td>
<td>30 (9)</td>
<td>18 (7)</td>
<td>18 (10)</td>
<td>2922 (9)</td>
</tr>
<tr>
<td>Mild liver disease</td>
<td>5 (1)</td>
<td>2 (1)</td>
<td>2 (1)</td>
<td>1 (1)</td>
<td>405 (1)</td>
</tr>
<tr>
<td>Moderate/severe liver disease</td>
<td>0</td>
<td>0</td>
<td>1 (0.4)</td>
<td>0</td>
<td>78 (0.2)</td>
</tr>
<tr>
<td>Paraplegia</td>
<td>3 (0.5)</td>
<td>2 (1)</td>
<td>2 (1)</td>
<td>1 (1)</td>
<td>306 (1)</td>
</tr>
<tr>
<td>PUD</td>
<td>20 (3)</td>
<td>10 (3)</td>
<td>12 (5)</td>
<td>11 (6)</td>
<td>1221 (4)</td>
</tr>
<tr>
<td>PVD</td>
<td>29 (4)</td>
<td>14 (4)</td>
<td>19 (7)</td>
<td>9 (5)</td>
<td>1966 (6)</td>
</tr>
<tr>
<td>Rheumatic disease</td>
<td>31 (5)</td>
<td>4 (1)</td>
<td>6 (2)</td>
<td>4 (2)</td>
<td>774 (2)</td>
</tr>
<tr>
<td>Mental condition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affective disorder</td>
<td>154 (23)</td>
<td>81 (25)</td>
<td>57 (22)</td>
<td>30 (16)</td>
<td>7662 (24)</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>10 (2)</td>
<td>2 (1)</td>
<td>2 (1)</td>
<td>1 (1)</td>
<td>188 (1)</td>
</tr>
<tr>
<td>Psychotic disorder</td>
<td>47 (7)</td>
<td>14 (4)</td>
<td>9 (3)</td>
<td>13 (7)</td>
<td>989 (3)</td>
</tr>
</tbody>
</table>

* CKD-EPI Stage of CKD, Hypertension, Charlson (Deyo) Score, CVD, CHF, COPD, Dementia, HIV, Metastatic cancer, MI, Mild liver disease, Moderate/severe liver disease, Paraplegia, PUD, PVD, Rheumatic disease, Mental condition.
*Four primary clusters are presented based on 5% of population size for four buffer scenario: 50 km, 100 km, 150 km and 200 km
** N with percentages, unless otherwise indicated
*** eGFR is glomerular filtration rate estimated by the CKD-EPI equation
**** Charlson comorbidity
CVD cerebrovascular disease, CHF congestive heart failure, COPD chronic obstructive pulmonary disease, HIV human immunodeficiency virus, MI myocardial infarction, PUD peptic ulcer disease, PVD peripheral vascular disease
Table 6: Outcomes of patients with chronic kidney disease and diabetes in clusters detected through SaTScan analysis*

<table>
<thead>
<tr>
<th>Outcomes**</th>
<th>Primary cluster at 50 km buffer (N=664)</th>
<th>Primary cluster at 100 km buffer (N=319)</th>
<th>Primary cluster at 150 km buffer (N=262)</th>
<th>Primary cluster at 200 km buffer (N=186)</th>
<th>Total (N=32278)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospitalization</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All cause</td>
<td>463 (70)</td>
<td>228 (71)</td>
<td>180 (69)</td>
<td>142 (76)</td>
<td>20060 (62)</td>
</tr>
<tr>
<td>Acute kidney injury</td>
<td>56 (8)</td>
<td>20 (6)</td>
<td>10 (4)</td>
<td>7 (4)</td>
<td>2830 (9)</td>
</tr>
<tr>
<td>Cardiac cause</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMI</td>
<td>25 (4)</td>
<td>12 (4)</td>
<td>13 (5)</td>
<td>11 (6)</td>
<td>1695 (5)</td>
</tr>
<tr>
<td>CABG</td>
<td>21 (3)</td>
<td>19 (6)</td>
<td>6 (2)</td>
<td>7 (4)</td>
<td>1008 (3)</td>
</tr>
<tr>
<td>CATH</td>
<td>22 (3)</td>
<td>9 (3)</td>
<td>6 (2)</td>
<td>8 (4)</td>
<td>1242 (4)</td>
</tr>
<tr>
<td>CHF</td>
<td>56 (8)</td>
<td>16 (5)</td>
<td>18 (7)</td>
<td>14 (8)</td>
<td>1958 (6)</td>
</tr>
<tr>
<td>CVA/TIA</td>
<td>28 (4)</td>
<td>16 (5)</td>
<td>8 (3)</td>
<td>9 (5)</td>
<td>1148 (4)</td>
</tr>
<tr>
<td>PCI</td>
<td>20 (3)</td>
<td>5 (2)</td>
<td>3 (1)</td>
<td>8 (4)</td>
<td>1051 (3)</td>
</tr>
<tr>
<td>Process based outcome</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HbA1C (mean ± SD)</td>
<td>7.2 ± 1.6</td>
<td>7.0 ± 1.3</td>
<td>7.2 ± 1.4</td>
<td>7.1 ± 1.3</td>
<td>7.1 ± 1.4 (n=30467)</td>
</tr>
<tr>
<td>(n=641)</td>
<td>(n=277)</td>
<td>(n=227)</td>
<td>(n=164)</td>
<td>(n=164)</td>
<td></td>
</tr>
<tr>
<td>Composite renal outcome</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doubling S Creatinine</td>
<td>68/663 (10)</td>
<td>11/311 (4)</td>
<td>18/261 (7)</td>
<td>6/181 (3)</td>
<td>1843/32106 (6)</td>
</tr>
</tbody>
</table>

*Four primary clusters are presented based on 5% of population size for four buffer scenario: 50 km, 100 km, 150 km and 200 km
** N with percentages, unless otherwise indicated
*** These are the outcomes incurred by 32278 patients in the cohort began in May 1 2002 and ended in March 31 2009

Serum creatinine doubling, umol/L is defined by the last serum creatinine is 2 times the first serum creatinine measurement
Figure 1: Major cities represented by stars and nephrology clinics by red dots (left panel) and other nearby cities (right panel) in Alberta
The left panel illustrates that the existing nephrology clinics are located in the major cities of Alberta; the right panel illustrates other medium-sized communities in the province.
Figure 2: Shaded map presenting the distribution of people with diabetes and chronic kidney disease in Alberta
The figure shows that a substantial number of patients reside in areas located far from existing nephrology practice locations.
Figure 3: Location of clusters for four buffer scenario at 0.5%, 1%, 5% and 10% of population size

The figure is showing 16 maps of Alberta in four rows. Each row represents different cluster distributions in four maps varying only the maximum population size for a single buffer scenario. The purpose of this figure is to identify areas that were consistently shown to include clusters of underserved patients.
Figure 4: Consistently observed clusters at 5% and 10% of population size across three buffer scenarios (100 km, 150 km and 200 km).

This figure summarizes key findings from Figure 3, and demonstrates that the region in the horizontal oval (Grande Prairie) and the vertical oval (encompassing the communities of Bonnyville, Vegreville, Vermillion and Wainwright) were consistently identified as clusters of underserved patients, and are thus potential locations for new clinics.
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Appendix 1: Comparison between commonly used cluster detection methods

<table>
<thead>
<tr>
<th>Name</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Besag and Newell Method</td>
<td>It uses a multitude of overlapping circles to graphically identify possible clusters.</td>
<td>If the centre of cluster is not located on case point, it may miss that cluster. Algorithm stops after meeting minimum case counts therefore chance of missing clusters of different case counts, when setting minimum at high counts may fail to capture smaller clusters, conversely, setting low counts may result in sub-clusters of a large cluster.</td>
</tr>
<tr>
<td></td>
<td>Less running time is required for large datasets as it performed with selective search technique only centre upon case points.</td>
<td></td>
</tr>
<tr>
<td>Geographical analysis machine (GAM) by Openshaw</td>
<td>It is useful for descriptive purpose.</td>
<td>The circles do not vary continuously.</td>
</tr>
<tr>
<td></td>
<td>Graphically identify possible clusters using a multitude of overlapping circles of variable size.</td>
<td>It needs to perform separate significance test for each of the circle. Therefore multiple hypotheses testing with Bonferroni correction is required.</td>
</tr>
<tr>
<td></td>
<td>Ability to detect clusters regardless of their boundaries coincides with the administrative boundaries.</td>
<td>There is chance of false positive results.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Intensive running time is required for large datasets.</td>
</tr>
<tr>
<td>Cluster evaluation permutation procedure (CEPP) by Turnbull</td>
<td>If we know about the cluster size a priori, then we can use this technique.</td>
<td>Cluster size must be specified a priori.</td>
</tr>
<tr>
<td></td>
<td>It constructs a test by using overlapping circles to detect clusters and address multiple testing problems.</td>
<td>Multiple hypothesis testing with Bonferroni correction still required as it address multiple testing problem for a pre-determined population size but while using different population size as recommended, multiple hypothesis need to be tested.</td>
</tr>
<tr>
<td></td>
<td>Ability to detect clusters regardless of their boundaries coincides with the administrative boundaries.</td>
<td></td>
</tr>
<tr>
<td>SaTScan by Kulldorff</td>
<td>If we do not know about the cluster size a priori, then we can use this technique.</td>
<td>If we do not specify any maximum population size, this technique by default chooses 50% of the population size and evaluates very small and very large clusters.</td>
</tr>
<tr>
<td></td>
<td>It uses likelihood ratio test to identify clusters of different size and adjust for multiple hypothesis testing.</td>
<td></td>
</tr>
</tbody>
</table>
Reference:


Appendix 2: A step by step visual example of one iteration of SaTScan analysis

Step 1: The spatial scan statistic imposed a circular window on the map of Alberta

Step 2: The radius of the window varied continuously in size from zero to the upper limit specified a priori (in this analysis, we specified the upper limit at 0.5%, 1%, 5% and 10% of the population size)

![Images of steps 1 to 5 of the SaTScan analysis process]

Step 3: The window was centered one by one on each of the given grid points (latitudes and longitudes of the postal codes) located throughout the study region.

In summary, for each of the postal code, the radius of the window varied continuously in size, finally we had an infinite number of distinct geographical windows with different sets of adjacent neighborhoods within them.

Step 4: While gradually scanning a circular window across the entire map, the technique noted the number of observed and expected cases inside the circle at each location, by this way the clusters were detected.

Under the Poisson assumption, the likelihood function for a specific window is proportional to:

\[
\left( \frac{C}{E} \right)^C \left( \frac{N - C}{N - E} \right)^{N-C} I(C > E)
\]

Where N is the total number of cases over the study area, C is the number of cases within the window, and E is the expected number of cases within the window under the null-hypothesis. Therefore, N-E is the expected number of cases outside the window. I is an indicator function that is equal to 1 when the window has more cases than expected under the null hypothesis, and 0 otherwise.

By maximizing the likelihood over all windows, most likely disease cluster had been identified based on the maximum likelihood ratio. However, the distribution of this maximum likelihood ratio test statistic under null hypothesis and corresponding simulated P value is calculated by
Monte Carlo simulation.

**Finally,** the analysis identified primary cluster (p) and secondary clusters (s).

The non-overlapping additional clusters had been reported as secondary clusters if the likelihood ratio is larger than the likelihood ratio for primary cluster for at least one data set simulated under the null hypothesis.

**Reference:**


### Appendix 3: SaTScan used in different patient population with a variety of objectives

<table>
<thead>
<tr>
<th>Field of study</th>
<th>Place</th>
<th>Software</th>
<th>Analysis</th>
<th>Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer investigations</td>
<td>Florida</td>
<td>SaTScan, ArcGIS</td>
<td>Purely spatial and space-time analysis</td>
<td>To assess childhood clusters of cancers including leukemia, lymphoma and brain cancer [82]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EpiScanGIS</td>
<td>Create maps with cancer clusters</td>
<td></td>
</tr>
<tr>
<td>Infectious diseases</td>
<td>Germany</td>
<td>SaTScan, EpiScanGIS</td>
<td>Spatio-temporal clusters</td>
<td>Online geographic surveillance system (EpiScanGIS) for meningococcal disease [83]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ArcGIS</td>
<td>Generate animated map</td>
<td></td>
</tr>
<tr>
<td>Malaria–endemic county in Hainan</td>
<td>SaTScan, ArcGIS</td>
<td>Temporal and spatial</td>
<td>To evaluate the variation of malaria clusters [84]</td>
<td></td>
</tr>
<tr>
<td>province, China</td>
<td></td>
<td>variation Digital map of GIS based Analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mali</td>
<td>SPSS</td>
<td>Classical ARIMA time series analysis model to perform global temporal analysis Space time clusters at household level Georeferencing</td>
<td>To identify high risk zone of childhood malaria to facilitate understanding of local pattern of malaria transmission and infection and adopt interventions [85]</td>
<td></td>
</tr>
<tr>
<td>Five highly endemic Indonesian Islands</td>
<td>SaTScan, ArcView</td>
<td>Spatial clustering</td>
<td>To define clustering of leprosy patients [86]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Preparation of maps</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Almora district in Uttarakhal state in India</td>
<td>SaTScan</td>
<td>Purely spatial and space-time clusters</td>
<td>To identify statistically significant clusters of tuberculosis cases [87]</td>
<td></td>
</tr>
<tr>
<td>Suicide</td>
<td>Queensland, Australia</td>
<td>SaTScan, MapInfo</td>
<td>Spatial cluster</td>
<td>To examine spatial distribution of suicide [88]</td>
</tr>
<tr>
<td>Poisoning</td>
<td>Texas counties</td>
<td>SaTScan, ArcGIS</td>
<td>Spatial temporal clusters</td>
<td>To identify clusters of accidental poisoning mortality, geographical variation of</td>
</tr>
<tr>
<td>Study Location</td>
<td>Software/Method Used</td>
<td>Spatial Analysis Tool</td>
<td>Analysis Objective</td>
<td></td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>----------------------</td>
<td>-----------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Adjustments for other covariates</td>
<td>North Carolina</td>
<td>SaTScan</td>
<td>To determine the location and extent of clusters of gastroschisis (an abdominal wall birth defect) [90]</td>
<td></td>
</tr>
<tr>
<td>Spatial scan statistics followed by regression analysis</td>
<td>Texas</td>
<td>SaTScan, SPSS</td>
<td>To identify spatially significant clusters of diabetes and the association between the prevalent clusters and age/obesity [91]</td>
<td></td>
</tr>
<tr>
<td>Jesse</td>
<td>SaTScan, ArcView</td>
<td>Spatial cluster</td>
<td>To detect prevalent clusters of diabetes [92]</td>
<td></td>
</tr>
<tr>
<td>With other techniques</td>
<td>Guichi in Anhui province, Eastern China</td>
<td>Deluster, SaTScan, ArcGIS</td>
<td>To locate high risk regions of acute schistosomiasis [93]</td>
<td></td>
</tr>
<tr>
<td>Connecticut, USA</td>
<td>SaTScan</td>
<td>Spatial filtering</td>
<td>To eliminate random variation caused by small population and smaller cases per town</td>
<td></td>
</tr>
<tr>
<td>Mainland China</td>
<td>GoeDa, SaTScan, ArcGIS</td>
<td>Global spatial autocorrelation, Clusters at the county level</td>
<td>To prioritize areas of Hemorrhagic fever with renal syndrome (HFRS) for public health planning and resource allocation [95]</td>
<td></td>
</tr>
</tbody>
</table>
Appendix 4: Supplementary Table: Results stratified by CKD stage

<table>
<thead>
<tr>
<th>Buffer</th>
<th>Population</th>
<th>Maximum population size</th>
<th>Stage 3 CKD</th>
<th></th>
<th></th>
<th>Stage 4 CKD</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cases</td>
<td>Number of significant clusters</td>
<td>Radius of primary cluster</td>
<td>Observed cases in the primary cluster</td>
<td>Cases</td>
<td>Number of significant clusters</td>
</tr>
<tr>
<td>50 km</td>
<td>621,984</td>
<td>0.5%</td>
<td>7157</td>
<td>22</td>
<td>0.50 km</td>
<td>59</td>
<td>879</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1%</td>
<td>24</td>
<td>0.50 km</td>
<td>59</td>
<td>879</td>
<td>3</td>
<td>0.14 km</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>17</td>
<td>86.02 km</td>
<td>584</td>
<td>4</td>
<td>0.14 km</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10%</td>
<td>15</td>
<td>100.41 km</td>
<td>1052</td>
<td>4</td>
<td>133.20 km</td>
<td>115</td>
</tr>
<tr>
<td>100 km</td>
<td>387,911</td>
<td>0.5%</td>
<td>3799</td>
<td>15</td>
<td>0.56 km</td>
<td>58</td>
<td>436</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1%</td>
<td>16</td>
<td>0.68 km</td>
<td>72</td>
<td>436</td>
<td>2</td>
<td>0.090 km</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>15</td>
<td>67.42 km</td>
<td>285</td>
<td>3</td>
<td>0.090 km</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10%</td>
<td>13</td>
<td>124.98 km</td>
<td>583</td>
<td>3</td>
<td>0.090 km</td>
<td>6</td>
</tr>
<tr>
<td>150 km</td>
<td>308,293</td>
<td>0.5%</td>
<td>2797</td>
<td>13</td>
<td>0.29 km</td>
<td>18</td>
<td>323</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1%</td>
<td>14</td>
<td>0.29 km</td>
<td>18</td>
<td>323</td>
<td>2</td>
<td>0.090 km</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>13</td>
<td>53.12 km</td>
<td>238</td>
<td>3</td>
<td>0.090 km</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10%</td>
<td>8</td>
<td>75.75 km</td>
<td>379</td>
<td>3</td>
<td>0.090 km</td>
<td>6</td>
</tr>
<tr>
<td>200 km</td>
<td>237,201</td>
<td>0.5%</td>
<td>1990</td>
<td>9</td>
<td>0 km</td>
<td>12</td>
<td>224</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1%</td>
<td>9</td>
<td>0 km</td>
<td>12</td>
<td>224</td>
<td>2</td>
<td>0.090 km</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>11</td>
<td>49.36 km</td>
<td>175</td>
<td>3</td>
<td>0.090 km</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10%</td>
<td>9</td>
<td>59.48 km</td>
<td>336</td>
<td>3</td>
<td>0.090 km</td>
<td>6</td>
</tr>
</tbody>
</table>
Appendix 5: Neighborhood poverty index assessment

In Alberta, poverty is correlated with distance from the closest facility – but the correlation is weak. Therefore, neighbourhood poverty index is not useful for identifying new facilities. We demonstrate this in the attached Figure:

Using census data, we assigned a quintile value for neighbourhood income from 1 to 5 (1 for lowest and 5 for highest income) for each geographic unit (dissemination area). The Figure presents median neighbourhood income using shading for each 50 km square grid. The existing 17 nephrology clinics are also shown on the map (green stars). The Figure shows that patients with incomes in the lower quintile (yellowish shades) were scattered throughout the province. Grande Prairie, Vermillion and southern Alberta (where we identified the significant clusters of underserved patients using SaTScan) were surrounded by patients of both lower and higher income. Given these findings, we concluded that neighbourhood income cannot be used as the basis for new clinic locations.
Appendix 6: Individual map presented for 16 scenarios (4 buffer X 4 population size) on Table 2

Map 1: 50 km buffer 0.5% population size
Map 2: 50 km buffer 1% population size
Map 3: 50 km buffer 5% population size
Map 4: 50 km buffer 10% population size
Map 5: 100 km buffer 0.5% population size
Map 6: 100 km buffer 1% population size
Map 7: 100 km buffer 5% population size
Map 8: 100 km buffer 10% population size
Map 9: 150 km buffer 0.5% population size
Map 10: 150 km buffer 1% population size
Map 11: 150 km buffer 5% population size
Map 12: 150 km buffer 10% population size
Map 13: 200 km buffer 0.5% population size
Map 14: 200 km buffer 1% population size
Map 15: 200 km buffer 5% population size
Map 16: 200 km buffer 10% population size
Appendix 7: Figure of 32 maps from stratified analysis on CKD stage from Supplementary Table

<table>
<thead>
<tr>
<th>50 km buffer scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>CKD Stage 3</td>
</tr>
<tr>
<td>0.5% population size</td>
</tr>
<tr>
<td><img src="image1" alt="Map of CKD Stage 3" /></td>
</tr>
</tbody>
</table>

| CKD Stage 4           |
| 0.5% population size  | 1% population size | 5% population size | 10% population size |
| ![Map of CKD Stage 4](image5) | ![Map of CKD Stage 4](image6) | ![Map of CKD Stage 4](image7) | ![Map of CKD Stage 4](image8) |
100 km buffer scenario

<table>
<thead>
<tr>
<th>CKD Stage 3</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5% pop.</td>
<td>1% pop.</td>
<td>5% pop.</td>
<td>10% pop.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CKD Stage 4</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5% pop.</td>
<td>1% pop.</td>
<td>5% pop.</td>
<td>10% pop.</td>
<td></td>
</tr>
<tr>
<td>CKD Stage 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td></td>
</tr>
<tr>
<td>0.5% population size</td>
<td>1% population size</td>
<td>5% population size</td>
<td>10% population size</td>
<td></td>
</tr>
<tr>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
<td></td>
</tr>
<tr>
<td>CKD Stage 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td></td>
</tr>
<tr>
<td>0.5% population size</td>
<td>1% population size</td>
<td>5% population size</td>
<td>10% population size</td>
<td></td>
</tr>
<tr>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td></td>
</tr>
<tr>
<td>CKD Stage 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td></td>
</tr>
<tr>
<td>0.5% population size</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td></td>
</tr>
<tr>
<td>1% population size</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td></td>
</tr>
<tr>
<td>5% population size</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td></td>
</tr>
<tr>
<td>10% population size</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CKD Stage 4</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5% population size</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
<tr>
<td>1% population size</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
<tr>
<td>5% population size</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
<tr>
<td>10% population size</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
</tbody>
</table>