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“Every day you may make progress.

Every step may be fruitful.

Yet there will stretch out before you an ever-lengthening, ever-ascending,

ever-improving path.

You know you will never get to the end of the journey.

But this, so far from discouraging, only adds to the joy and glory of the climb.”

- Sir Winston Churchill
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Chapter 1

Problem  Setting

The inaccessibility of the subsurface generally results in a high degree of uncer­

tainty in numerical models of geologic properties. Nevertheless, models are required 

for engineering design related to petroleum, mining, hydrogeology and geotechnical 

fields.

These models are an intermediate step to evaluate the response of the system to a 

transfer function. This transfer function may be the subsidence with respect to time 

after the construction of a dam or the flow of a contaminant through an aquifer. This 

thesis is focused on petroleum reservoir modeling; therefore, the transfer function is 

often flow simulation and the response variables may be flow rates and recovery.

There are a variety of information sources available. Seismic data provides ex­

tensive coverage, but at a coarse resolution. Well logs and core sampling give precise 

information, but with very small coverage. An example 2-D facies data set is shown 

in Figure 1.1. In most cases, data scarcity precludes the reliable use of purely 

deterministic techniques. A possible deterministic model is shown in Figure 1.2.

While deterministic models may appear realistic and account for some geologic 

information, they do not offer a model of the uncertainty due to incomplete infor­

mation and they rarely show small-scale heterogeneity (Deutsch, 2003) [22].

Available information always has a limit in quality and resolution. This prevents 

the integration of small-scale heterogeneity into deterministic models with any de­

gree of confidence. The omission of significant small scale features may bias the 

response variables. For example, thin and persistent mud drapes may form along 

accretion surfaces in inclined heterolithic stra ta  sets. These mud drapes may form 

barriers and baffles to fluid flow in otherwise high quality reservoir sands. The omis-
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Figure 1.1: Ideal core representation of a simple 2-D stratigraphic dataset.
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Figure 1.2: A possible deterministic model based on the core data and a fluvial 

depositional setting.
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sion of these mud drapes from a reservoir model will result in a biased assessment of 

recovery, connected volume and flow rates. Engineering design often requires models 

tha t reproduce both the small and large scale heterogeneity.

A measurement of uncertainty is required for optimized decision making. Stochas­

tic models are required for these purposes. Stochastic processes allow for the efficient 

construction of multiple reservoir models tha t honor available conditioning while ac­

counting for uncertainty in input model parameters and fluctuations due to a limited 

model size. Deterministic methods are impractical to construct multiple models to 

assess uncertainty. For example a number of geologists could construct reservoir 

models based on the available information, their unique experience and professional 

judgment. This would be cost prohibitive and would still miss im portant hetero­

geneity.

Unfortunately, stochastic geologic models are often unrealistic. Current meth­

ods for the construction of stochastic models often lack the flexibility to adequately 

integrate geologic information and to build models tha t reproduce the complex spa­

tial features of many geologic setting. This weakness is due to the fact tha t most 

stochastic models are limited to the integration of statistics based on the two point 

semivariogram or relatively simple parametric objects.

A common complaint is tha t while the resulting stochastic models may honor a 

limited amount of statistical input they lack geologic realism. Statistics are applied, 

but the physics and processes behind the data and the complicated geometries and 

interrelationships are generally ignored. See Figure 1.3 for two typical semivari­

ogram based geostatistical realizations tha t reproduce the statistics, as defined by 

the histogram and semivariogram, but lack geologic realism.

Geostatistics focusses on issues such as reproduction of statistics, models of 

uncertainty, computational efficiency and decision making after the application of 

a transfer function are the primary focus of research. While this is im portant, 

there is often a disconnect between geostatistical models and the underlying geology. 

There is a need for research on the further integration o f geologic information into 

geostatistical models.

Clastic reservoirs are created by well understood physical laws. Base level, ac­

commodation and sedimentation supply vary over a hierarchy of scales and generate 

characteristic depositional patterns. The resulting depositional units reflect a wealth 

of complex trends, geometries and interrelationships. The relevant details should

3
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Figure 1.3: Two geostatistical realizations conditioned by the facies core data. A - 

realization # 1  and B - realization # 2 . The facies geometries and interrelationships 

seen in deterministic model shown in Figure 1.2 are not reproduced.
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be quantified and transferred to geostatistical models. Geologists have compiled a 

wealth of qualitative description tha t awaits quantification.

1.1 The Approach

This research develops methodologies and algorithms for improving the geologic 

realism of stochastic models. This problem has been addressed with integrated 

geological and geostatistical research. The result is a set of algorithms and method­

ologies as additions to the conventional tools such as those found in GSLIB (Deutsch 

and Journel, 1998) [23]. These tools address (1) building blocks for streamline based 

simulation for a variety of fluvial reservoir types, (2) surface based simulation and 

hierarchical trends for simulation of distal deepwater depositional environments, (3) 

static training image library and the building blocks for dynamic deepwater train­

ing image construction and (4) building blocks for direct simulation to unstructured 

grids.

A primary criteria of these developments is flexibility. Flexibility is preserved 

by: (1) flexible parametrization, (2) open source and (3) utilization of a building 

block framework.

Many of the developed algorithms are parameter rich. This may be an obstacle 

to practitioners who prefer a “black box” approach. This work and geostatistics 

in general should not be applied as a black box. The large number of parameters 

should improve the range of application of these tools.

W ith few exceptions, the code developed in this dissertation is publicly available. 

The format is similar to the Fortran code in GSLIB (Deutsch and Journel, 1998) [23]. 

In fact, some blocks of code have been taken directly from GSLIB programs, which 

is acknowledged.

It is hoped tha t this code will be adopted, applied and modified by other prac­

titioners. The author or distributor does not accept responsibility to  anyone for 

the consequences of using them or for whether they serve any particular purpose or 

work at all. This is research code.

The building blocks for streamline based simulation, deepwater training images 

and direct sequential simulation to irregular grids have been developed in this dis­

sertation. These building blocks may be easily applied in the provided code, tailored 

or extracted for used as subroutines in new algorithms.

5
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Models with geologically realistic features will improve model credibility. These 

improved models are expected to give more realistic assessment of response variables 

after the application of a transfer function and more correct assessment of uncer­

tainty. This translates to improved engineering design and economic results. This 

will improve the quality and confidence of decisions made in the presence of geologic 

uncertainty.

These models are based on geometric and stochastic assumptions. Verification of 

models of natural systems is not possible. Validation is limited to ensuring tha t the 

model is consistent with the natural system (Oreskes, Shrader-Frechette and Belitz, 

1994) [85]. This form of validation may be conducted by (1) careful identification 

of input parameters from the available geologic information and (2 ) ensuring tha t 

the modeling technique and associated assumptions construct a model tha t does 

not contradict the features observed and expected in the area of interest. These 

criteria are identified as internal and external objectivity respectively by Matheron 

(Translated by A. M. Hasofer, 1989) [69].

This research focuses on fluvial and deepwater petroleum reservoirs. Many of 

the methods and algorithms developed in this dissertation may be tailored to  other 

geologic settings and mining resource and ground water contaminate studies.

A central theme of this dissertation is tha t the geostatistical professional should 

should seek further understanding of the underlying geology. The geostatistical 

modeling cannot be divorced from the geological analysis.

1.2 D issertation Outline

Chapter 2 is an overview of concepts in reservoir model construction. The chapter 

is divided into three parts. Section 2.1 is a brief description of basic principles tha t 

are prerequisite to this thesis. This sections also serves to establish the working 

definition of controversial and esoteric terms for this dissertation. Section 2.2 is an 

overview of current methodologies in geostatistical techniques for reservoir modeling. 

Conventional semivariogram based, simulated annealing and object based paradigms 

along with more modern multiple-point and surface based methods are discussed. 

The additional topics of irregular grids and volume variance relations are covered. 

This material is prerequisite for the development of geostatistical models tha t further 

integrate geologic information.

6
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Chapter 3 focuses on the construction of fluvial reservoir models. Section 3.1 

provides a brief review of the architectural element approach to characterizing flu­

vial depositional systems, fluvial reservoir types and fluvial sequence stratigraphy. 

Section 3.2 proposes the streamline based simulation technique for the construction 

of fluvial stochastic models. This methodology is based on a set of building blocks 

for streamline based simulation. The architectural element approach and compli­

cated channel streamline evolution are applied while preserving a strong degree of 

flexibility. Section 3.4 presents a methodology for efficient rule based conditioning 

of streamline based models. Another set of building blocks is presented to condition 

streamline based models. This method is demonstrated with a limited conditional 

streamline based model algorithm. Section 3.5 introduced the methodology for the 

application of the streamline based model for the calculation of stochastic inclined 

heterolithic strata. This model may be applied to assess the impact of hetero­

geneity related to the complicated geometries and trends associated with inclined 

heterolithic s tra ta  sets in petroleum reservoirs.

Chapter 4 focuses on the construction of deepwater reservoir models. Section 4.1 

discusses recent research in turbidite heterogeneity and architectural element analy­

sis and provides some specifics on small and large scale geometries of turbidite fans. 

Section 4.3 introduces a generalized surface based sequential simulation algorithm 

and related visualization program. These techniques were extended beyond initial 

work by Xie and Deutsch (2000) [140] in tha t the surfaces honor gradational, ero- 

sional contacts and missing data contacts. Section 4.2 introduces hierarchical trend 

models and an automatic trend fitting algorithm based on mathematical morphol­

ogy operations. While hierarchical trend models may be applied to  fluvial settings 

also, they are demonstrated in the surface based turbidite model in Section 4.5. 

This algorithm accounts for geometry and compensational stacking pattern  of small 

scale turbidite flow event deposits within turbidite lobes. Section 4.6 demonstrates 

the application of the surface based turbidite model in a geostatistical work flow 

based on the Cengio, Italy turbidite fan system.

Chapter 5 explores the application of training images to improve the geologic 

realism of stochastic models. Section 5.1 discuses the dependence of multiple-point 

geostatistics on training images. Section 5.2 summarizes a suite of static training 

images in the first release of the training image library. This library is expected 

to grow over time. Section 5.4 presents a set of Fortran programs to tailor the

7
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training images and to calculate multiple-point statistics. Section 5.3 presents the 

building blocks for deepwater training images in C + + . These building blocks are 

demonstrated with two distinct deepwater styles. Section 5.5 explores the many 

potential applications of the training image library.

Chapter 6 presents concepts and code required to perform simulation directly 

to irregular grids. The improved utilization of irregular grids fit to geologic het­

erogeneity and engineering constraints improves the ability of stochastic models to 

model heterogeneity and integrate data at a variety of support sizes. Section 6.1 

provides a brief discussion on a variety of gridding schemes. Section 6.2 describes 

the direct sequential simulation algorithm tha t is required for simulation to  irreg­

ular grids. Section 6.3 introduces a set of subroutines tha t are key building blocks 

for direct sequential simulation. Implementation details and procedures to improve 

CPU efficiency are covered. Section 6.4 presents two applications of the building 

blocks subroutines to directly simulate to ta rtan  and Voronoi grids.

A list of the abbreviations and algorithms applied in this dissertation is included 

in Appendix A.

8
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Chapter 2

Reservoir M odel Building

This review describes the geologic and geostatistical concepts tha t are fundamental 

to  this research. Section 2.1 is a brief description of basic principles tha t are prereq­

uisite to this thesis. This sections also serves to establish the working definition of 

some key terms for this dissertation. Section 2.2 is an overview of current method­

ologies in geostatistical techniques for reservoir modeling. Conventional semivar- 

iogram, simulated annealing and object based paradigms along with more recent 

multiple-point and surface based methods are discussed. The additional topics of 

grids and volume variance relations are covered. This material is prerequisite for the 

development of geostatistical models tha t further integrate geologic information.

2.1 Basic Principles

Terminology is key to understanding the principles applied within this research. The 

terms tha t are applied within this dissertation are consistent with the most recent 

literature available. Some of these terms may have multiple meanings or may be 

esoteric. In the following discussion of basic principles, key terminology is identified 

by italics. For geologic terms not defined in the subsequent discussion the reader 

may refer to resources such as the Oxford Dictionary of Earth Sciences (Allaby and 

Allaby, 1999) [1]. For geostatistical terms the reader may refer to publications such 

as the Geostatistical Glossary and Multilingual Dictionary (Olea, 1991)[83].

9
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2.1.1 Quantitative Modeling Principles

A model may represent any interpretation of a physical system. This may include an 

equation, a pseudo-process based framework or an image representing heterogeneity 

in the subsurface. In this dissertation the term model may refer to any one of 

these definitions. For example, a semivariogram model is a function representing 

the spatial continuity of a variable, a model may be a schedule of aggradation and 

avulsion derived from systems tract and a model may be a map of porosity in the 

subsurface.

An approach is a general paradigm for addressing a problem, while a methodology 

represents a series of steps or a work flow tha t is presented to accomplish a specific 

task. Methodologies may be classified within different approaches. Each one of these 

steps may be described as techniques and are coded as algorithms. For example, 

the task may be to calculate a 3-D porosity model based on a specific site. It 

may be decided to apply an object based approach over pixel based simulation. 

Then, the methodology may be designed with a series of techniques such as: (1) 

transform to proportional stratigraphic coordinates, (2) decluster sample data by 

cell declustering, (3) apply simulated annealing to model facies, (4) apply sequential 

Gaussian simulation to model porosity within facies. Each one of these techniques 

may be accomplished with coded algorithms such as those provided with GSLIB 

(Deutsch and Journel, 1998) [23].

The space tha t is the target of study in geostatistics is commonly referred to 

as the area of interest (AOI). The AOI may represent any geometry, scale and 

dimensionality. In this thesis the AOI will always refer to a 3-D geologic volume 

at reservoir scale. Conditioning data refers to any information tha t is available 

with regard to the AOI. The different types of information sources are discussed 

in Section 2.1.4. Conditioning tha t includes direct measures of the property of 

interest with uncertainty limited to measurement error is denoted as hard data, 

while conditioning tha t provides an indirect and uncertain measure is denoted as 

soft data.

Stochastic models honor hard conditioning data (e.g. well data) exactly and 

input statistics within ergodic fluctuations. These fluctuations in model statistics 

are due to the modelling of a limited domain and the assumption of an infinite 

domain inherent to geostatistical methods. When the available statistics are based
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on preferential sampling the statistics are clustered and when the samples do not 

sample the entire underlying property distribution the statistics are spatially biased.

2.1.2 Clastic Sedimentological Principles

Facies identification is a technique of rock characterization and grouping by composi­

tion, grain size, texture etc. Specific features such as grain size trends or grading are 

diagnostic. Normal grading indicates that the grain size is fining upward and reverse 

grading indicates tha t the grain size is coarsening upward. Facies may grouped to­

gether as architectural elements that are genetically related. Architectural elements 

have unique lithology, scale, internal geometry and eternal form (Miall, 1996) [73]. 

A depositional system is a three dimensional collection of process-related facies tha t 

represent a paleo-geomorphic setting (Galloway, 1989) [39].

Direction and location within a depositional system may be described as proximal 

or distal. Proximal is applied to sediment of sedimentary environment near the 

source of the deposit or as the direction towards the source and away from the 

basin. Distal is applied to sediment of sedimentary environment furthest from the 

source or as the direction towards the basin and away from the source.

2.1.3 Sequence Stratigraphic Principles

Base level is an idealized surface tha t divides denudation above and deposition 

below. Accommodation is space available below base level for the accumulation of 

sediments. Sequence stratigraphy is the analysis of cyclic sedimentation in response 

to variations in base level, sediment supply and accommodation (Posamentier and 

Allen, 1999) [94].

The basic unit of sequence stratigraphy is the depositional system. Collections 

of contemporaneous depositional settings are grouped as systems tracts. A systems 

tract is a linkage of related depositional systems, forming a subdivision of a sequence 

(Brown and Fisher, 1977) [10]. A sequence is a relatively conformable succession of 

genetically related systems tracts bounded by unconformities or their correlative 

conformities (Mitchum, 1977) [75].

11
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2.1.4 Geologic Information Sources

This brief summary identifies the geologic information sources and their associated 

scales of observation, resolution and coverage, application and limitations. The focus 

is on the application of information to reservoir characterization. The following 

review is based on Miall (2000) [74].

Core

Core samples usually have a diameter of about 10 centimeters. Coverage is limited 

with only about a trillionth of the reservoir sampled. In practice, only meters to a 

few 10’s of meters of core is available for a single well, since the collection of core 

represents a significant interruption in drilling.

Core is used to assess present lithofacies, reservoir quality, calibrate well logs and 

establish geologic time through biostratigraphy. Lithofacies and small to medium- 

scale structures observed in core aid in identifying depositional system and archi­

tectural elements. Core provides a direct measurement of reservoir properties tha t 

may be used to  calibrate well logs to improve well log inferred reservoir properties.

W ell Logs

There are a suite of logging tools tha t measure rock properties such as electrical 

resistivity, sonic velocity, gamma radioactivity and image logs. These logging tools 

have vertical resolutions from centimeters to about a meter with a similar depth of 

penetration away from the well.

Coverage is generally good along the wells, but the limited number of wells results 

in low overall coverage. Well logs are applied to identify facies and to  infer reservoir 

properties. The response of a lithology to a specific tool is not unique; therefore, 

multiple logs are jointly analyzed to improve identification. Logs provide relative 

measures tha t readily identify vertical grading and bounding surfaces, but require 

calibration from core for improved inference of reservoir quality and depositional 

setting.

Cuttings

The well cuttings are generally less than one centimeter in length and are collected 

as the well is being drilled. Cuttings provide immediate information tha t may aid

12
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in directing drilling and provide information on lithology, texture and microfossils. 

Differences in density and rock caving in the well result in depth distortions and 

mudstones are preferentially dissolved and washed away. This reduces the quality 

of this information.

Outcrop

Outcrops provide excellent exposure with extents from tens to hundreds of kilome­

ters and heights up to hundreds of meters. The resolution of observation is limitless, 

but outcrops do not provide coverage of the actual reservoir.

Outcrops may provide valuable analogue information for reservoir characteriza­

tion. Reservoir heterogeneity, including architectural element geometry and inter­

relationships and related distribution of petroleum properties, may be inferred from 

outcrop. The application of statistics from an outcrop entails a strong assumption 

of stationarity (see 2 .2 .2), since information is borrowed from a different site with 

its own unique depositional history. Also, 3-D architecture may be difficult to infer 

from outcrop, unless exposure is available in a variety of orientations and with close 

spacing. Features observed in outcrop may be a function of surface weathering and 

unloading.

Seismic

The scale and resolution of seismic is variable. The contribution of seismic is limited 

by detection and tuning effects. The following description of seismic is based on 

Bertram and Milton (1996) [3] and Sharma (1986) [110].

The resolvable limit of seismic is a function noise, the quality of data  and the 

interpreter’s skill. The rule of thumb is tha t the resolvable limit is |A  where A is 

the wave length of the p-wave. Resolution decreases with depth due to  increased 

sonic velocity with depth and the preferential filtering of the high frequencies of the 

sweep.

a = 7  (2'1)
where A is the wavelength, v is the sonic velocity and /  is dominant reflected fre­

quency. The increase in velocity and decrease in frequency with depth increase
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wavelength and diminish resolution. Example vertical resolvable limits are shown 

below.

• Shallow loosely consolidated sandstone

-  v of about 1800 m /s, 60 Hz, |A  =  7.5 meters

• Deeper Paleozoic carbonate

— v of about 4500 m /s, 15 Hz, |A  =  75 meters

Seismic is applied to characterize the reservoir geometry and to a limited extent 

internal geometry. Seismic properties such as acoustic impedance, amplitude and 

sonic velocity may be applied as soft, large scale information to aid in the inference 

of lithology and petroleum properties. The primary limitation of seismic is its 

resolution and inherent error due to difficulties in the time to depth conversion and 

correlation to petrophysical properties including saturation.

Well Test

Well test or pressure transient analysis is an attem pt to solve an inverse problem. 

The flow rate transient and reservoir properties are the inputs and the pressure 

transient is the output. Given this input and output inference is made concerning 

the unknown reservoir properties. There are a variety of test types including draw 

down, buildup, injection, fall off, interference and drill stem tests. The type of 

test applied is based on study objectives and practical limitations. From this data, 

details on the character of the system are extracted. This information is at the scale 

of the area of influence of the well. Coverage may be extensive, depending on the well 

coverage. Well tests may indicate the effective permeability or conductivity near the 

well, the reservoir pressure may aid in the inference of reservoir extent, presence of 

faults and barriers to flow. Well tests provide very coarse information on subsurface 

heterogeneity since pressure transmission is inherently diffusive (Horne, 1995) [48].

2.1.5 Physical Sedimentary Process and Depositional Systems

Reservoirs form in a variety of depositional systems. Clastic depositional settings 

represent a major proportion of world reservoirs (55% of oil and 75% of gas reser-
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Type Resolution Scale Coverage Application

Core ~  oo 10 cm dia. V. Low Sample /  Calibration

Well Log 10 cm 1 m3 Low Vertical Trends, Surfaces

Cuttings ~  oo 1 cm Low Direct Drilling /  Units

Outcrop ~  oo 1000’s m2 None Analogue Info.

Seismic 10m 10m 3 < Complete Trends, Secondary, Surfaces

Well Test 10 -  100m 10 -  100m Medium Reservoir Quality

Table 2.1: A summary of the available data and information for the construction of 

reservoir models. These values represent approximate measures. Greater detail is 

provided in the text.

voirs, although carbonates account for a greater proportion of total production 

(Boggs, 2001) [5]). The following are some major clastic depositional settings.

• Aeolian - deposition dominated by wind, typically in arid areas with low veg­

etation

• Colluvial and Alluvial Fans - deposition in proximal settings due to rock ero­

sion and channel flow.

• Fluvial - deposition dominated by rivers

• Deltaic - sediments at the intersection of a river and a standing body of water. 

The deposition is controlled by a balance of river, tidal and wave influence.

• Lacustrine - Low energy sediments in lakes

• Estuarine - A coastal body of water where fresh and salt water mix resulting 

from the drowning of a river valley due to base level rise.

• Deepwater - sediments transported to the continental slope and abyssal plane 

by turbidity currents and debris flows.

Each one of these depositional systems has unique heterogeneities th a t are a re­

sult of physical sedimentary processes at a hierarchy of scales. For example, alluvial 

deltas form at the intersection of rivers and standing bodies of water. The reduction 

of velocity systematically reduces stream competency. The sedimentation of coarse
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to fine grained materials leads to a characteristic reverse grading, and the regression 

of the shoreline due to sedimentation leads to overall progradation. The morphology 

at a variety of scales is a function of sediment supply, relative density, tidal, wave 

and river forces. Overviews of morphologies and the responsible sedimentary pro­

cesses for a variety of depositional settings are provided by many authors including 

Allen and Allen (1990), Galloway and Hobday (1996), Miall (2000), Reading (1996) 

and Walker and James (1992)[2, 39, 74, 104, 136].

This dissertation directly deals with the characterization of reservoirs in the 

fluvial and deepwater environments (see Chapter 3 and Chapter 4). In each of these 

chapters more information will be provided on their associated heterogeneities.

2 .1.6 Facies Models, Lithofacies and Architectural Elements

The functional definition of facies model is a generalized model tha t captures the 

essence of depositional setting, lithofacies and architectures (see 2.1.2). Facies mod­

els are adapted to  a specific site in an hierarchical fashion. The present lithofacies 

are identified. Then, the process-related assemblages of lithofacies, architectural 

elements, are identified.

Lithofacies are classified based on bedding, grain size, texture and sedimentary 

structures. A variety of lithofacies schemes have become standard for each deposi­

tional system. These are not exhaustive as types are added and customized to fit a 

specific site (Miall, 1996) [73].

The architectural elements are defined as components within the deposition tha t 

are characterized by a distinct facies assemblage, internal geometry and external 

form. Architectural elements are generally larger than individual facies units and 

are smaller than a channel fill (Miall, 1996, p. 89) [73]. Architectural elements have 

a predictable form and morphology and are characteristic of the associated sedi­

mentary processes. Fluvial architectural elements include lateral accretion, crevasse 

splays, down stream accretion deposits etc. A list of fluvial architectural elements 

is included in Table 3.1. The architectural element method is more demanding than 

traditional lithofacies methods. The identification of large scale geometries requires 

good exposure and sufficient data  (Miall, 1985) [72].
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2.1.7 Sequence Stratigraphy, Systems Tracts and Bounding Sur­

faces

This review of the principles and concepts of sequence stratigraphy is based on 

Catuneanu (2003) and Galloway and Hobday (1996) [12, 39], The working definition 

of sequence stratigraphy is the analysis of cyclic sedimentation patterns tha t are 

present in stratigraphic successions, as they develop in response to variations in 

sediment supply and space available for sediment accumulation (Posamentier and 

Allen, 1999) [94] (see Section 2.1.3).

Sequence stratigraphy principles are independent of scale. The sequence stratig­

raphy paradigm is applied to integrate information on heterogeneity at a variety of 

scales within reservoirs.

Bounding surfaces identified by the Exxon Production Research model are max­

imum regression, maximum flooding, basal surface of forced regression, subaerial 

unconformity and correlative conformity (Van Wagoner et al, 1990) [133]. These 

salient surfaces segment the sediments into system tracts such as lowstand, trans- 

gressive, highstand, and falling stage. Each system tract has unique characteristics 

with respect to the bounding surfaces, change in accommodation, preservation po­

tential of sediments and the nature of the sediments.

The following description of system tracts is adapted from Catuneanu (2003) [12]. 

The system tracts and major bounding surfaces relative to an idealized base level 

curve is shown in Figure 2.1.

Lowstand System s Tract

The lowstand systems tract (LST) is bounded by the subaerial unconformity and 

its correlative conformity at its base and above by the maximum regressive surface. 

Although base level is rising during this systems tract, sedimentation results in 

normal regression (NR). This system tract represents the coarsest component of 

both terrigenous and marine settings. The terrigenous sediments reach maximum 

progradation and fluvial incising and shelf erosion delivers coarse sediments to the 

marine setting. Coarse sediments in deepwater form turbidite reservoir rock and 

fluvial systems form amalgamated channel sand complex reservoirs due to poor 

preservation potential of over bank fines. Preservation of lowstand sediments in 

fluvial and deepwater is high due to the subsequent transgressive system tract.
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A
+f

Rate of Sedimentation

Transgression

Figure 2.1: The system tracts and major bounding surfaces relative to an idealized 

base level curve and rate of base level change curve. A - the base level curve, B - the 

rate of change in base level and the rate of sedimentation and C - the T-R and depo­

sitional sequence IV models. The surfaces are enumerated; (1) maximum flooding 

surface, (2) basal surface of forced regression, (3) subaerial unconformity and cor­

relative conformity and (4) maximum regression surface (adapted from Catuneanu 

(2003)[12]).
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Transgressive System s Tract

The transgressive systems tract (TST) is bounded by the maximum regression sur­

face at its base and the maximum flooding surface at its top. Base level rise outpaces 

coastal sedimentation and shoreline transgression results.

Accommodation is created and the preservation potential of transgressive sys­

tems trac t is high. Fluvial systems aggrade in response to rising base level and pre­

serve channels and associated architectural elements embedded in over bank fines. 

There is general fining upward trend due to a decrease in stream gradient. Coastal 

systems aggrade and preserve back stepping foreshore, estuarine facies and bar­

rier island systems. Deepwater systems are starved as terrigenous sediments are 

deposited along the coast and on the shelf, resulting in compressed layers.

Highstand System s Tract

The highstand systems tract (HST) is bounded by the maximum flooding surface 

at its base and by the basal surface of forced regression at its top. Base level rise is 

slowing and is outpaced by sedimentation resulting in normal regression.

Accommodation is created at a slower pace. Fluvial systems reach their lowest 

energy and the slow rise in base level may result in laterally connected reservoir 

sands, although subsequent falling stage system tract may reduce the preservation 

potential of fluvial and shallow marine deposits. Limited sediments are transported 

to the deepwater and form the initial component of a coarsening upward trend.

Falling Stage System s Tract

The falling stage systems tract (FSST) is bounded by the basal surface of forced 

regression at its base and by the subareal unconformity and its correlative conformity 

at its top. Base level is falling resulting in forced regression (FR).

Fluvial systems incise and and coastal systems rapidly prograde with offlapping 

shoreface lobes and shelf macroforms. Large amounts of terrigenous sediments are 

delivered to the deepwater and form extensive submarine fan complexes.

2 .1.8 Quantitative Dynamic Stratigraphy Models

Some geologists have approached quantitative subsurface models with a reliance on 

depositional related processes with quantitative dynamic stratigraphy (QDS) mod-
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els. QDS models are based on initial and boundary conditions and on a continuum 

of relationships including established fundamental laws, approximations, empirical 

relationships to poorly defined gross empirical relationships (Cross and Harbaugh, 

1990) [18]. These are forward and dynamical models since they construct the sub­

surface in sequential time steps and the current state is a function of all previous 

states.

QDS models based directly on fundamental laws and first principles are generally 

called deductive models. Deduction models assume tha t processes at small scales 

of observation have a significant impact on the heterogeneity at the large scale. 

Rule-based models assume tha t important lower level dynamics may be synthesized 

through a series of rules (Paolo, 2000) [90].

A QDS clastic sediment model may consider variables such as tectonics, eustasy, 

and sediment supply. These variables are input to mathematical models based on 

physical laws tha t describe sedimentological processes such as particle settling ve­

locities, compaction, tectonic deflection, fluid flow, and erosion. These models are 

process based since they are based on physical processes. These coupled equations 

with initial and boundary conditions generate quantitative models of depositional 

systems tha t are able to reproduce the wealth of geometries and relationships ob­

served in the sedimentological record (Cross and Harbaugh, 1990) [18].

There are two significant limitations to the predictive power of QDS models: 

(1) they are limited in their spatial precision and (2 ) the initial and boundary 

conditions are not known. The limit in precision is due to limited model resolution 

or discretization errors and simplification of the physical processes. For example, 

it not possible to apply Navier-Stokes equation to track the settlement of every 

grain in suspension. Increasing computing power may improve resolution, but will 

not aid in identifying the initial and boundary conditions. It is not possible to 

calculate the initial and boundary conditions given the current state because of the 

chaotic nature of most non-linear dynamic models (or forward models) (Tetzlaff, 

1990, Gleick, 1987) [124, 42].

The practical consequence of chaos is a high sensitivity of the model outcome 

to the initial and boundary conditions. Infinitesimal perturbations in these model 

parameters may result in vastly different outcomes. This chaotic nature and the high 

computational requirements of QDS models preclude the application of an iterative 

method to  converge on initial and boundary conditions tha t reproduce a realistic
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level of site specific conditioning.

Attempts have been made to produce conditional QDS models. Tetzlaff (1990) 

[124] proposes a methodology for reproducing conditioning by making an obser­

vation based on geologic knowledge and data, and pseudo-inverse modeling to  get 

distributions of possible initial conditions. Pseudo-inverse modeling is trial and er­

ror forward modeling in an attem pt to reproduce the geologic observations. These 

distributions of initial conditions are then applied in forward modeling and a re­

jection criteria is applied to filter out model realizations that deviate too greatly 

from the geologic observations. This method would not be plausible when detailed 

conditioning is available.

Although QDS models are not appropriate for detailed reservoir modeling, QDS 

models are useful for refining conceptual models and exploring the link between 

coupled geomorphological processes and the preserved sediments (Paola, 2000) [90]. 

In some cases, sedimentological features were discovered in QDS models and then 

were confirmed in geology (Cross and Harbaugh, 1990) [18]. QDS models may also 

be applied to reproduce large scale field observations in an approximate manner.

2.2 G eostatistical Techniques

This dissertation is concerned with the further integration of geological information 

into geostatistical models for petroleum geology than currently perm itted by com­

monly applied methods. The following introduction to  geostatistics is based on the 

short coarse by Deutsch (2003) [22]. Geostatistics is a branch of applied statistics 

tha t focuses on (1) the geologic nature of the data, (2 ) the spatial relationships 

between the data, and 3) the size support and the precision of the data.

Geostatistical techniques have been widely applied to a variety of fields interested 

in spatial modeling including forestry, fisheries, agriculture, environmental, m ining  

and petroleum. The following are the key applications of geostatistics (adapted from 

Deutsch (2003) [22]).

1. Geostatistic algorithms aid in the construction of quantitative models for the 

geologic area of interest. Geostatistic tools allow for the integration of mul­

tiple types and scales of conditioning and geologic information into numeric 

subsurface models.

21

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



2 . Geostatistic algorithms are well suited for estimation and inference based on 

the limited conditioning data and a measure of the spatial structure and the 

correlation between the data.

3. Geostatistical algorithms allow for quantification of uncertainty locally and 

globally through the calculation of multiple equiprobable realizations.

4. Geostatistical algorithms allow for improved sample design through the as­

sessment of the impact on model uncertainty of additional sampling or sample 

configuration.

5. Geostatistical algorithms allow for simulation of quantitative geologic models 

tha t mimic some of the spatial features expressed in the underlying geologic 

phenomenon. These models may be subjected to transfer functions such as 

flow simulation for the quantification of uncertainty in response variables, such 

as flow rates.

6 . The measure of uncertainty from a geostatistical study allows for uncertainty 

analysis, sensitivity studies and the optimized decision making through the 

application of a loss function.

Correct application of geostatistics requires the recognition of its limits.

1. While geostatistical characterization may improve the utilization of available 

data it does not replace the need for good additional data.

2. Geostatistical models are based on a large number of model decisions and 

implicit assumptions. The goodness of the resulting models is dependent on 

the use of sound professional judgement and a fundamental understanding of 

the associated tools and algorithms; geostatistics does not function well as a 

black box.

3. Geostatistical characterization does not save time. On the contrary, a geosta­

tistical study may represent an additional work load beyond the conventional 

geologic studies. Good geostatistical models require significant amounts of 

professional time.

Fundamental concepts related to  geostatistical models include: (1) random vari­

ables and random functions, (2) stationarity and inference, (3) data  conditioning
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and (4) multiple equiprobable realizations. A review of each of these concepts fol­

lows.

2.2.1 Random Variables and Random Functions

Reviews the random function concept is provided in geostatistical references such 

as Deutsch (2002), Deutsch and Journel (1998), Goovaerts (1997), Issaks and Sri- 

vastava (1989) and Journel and Huijbregts (1978) [21, 23, 43, 51, 59]. The following 

is a brief summary.

There is an inaccessible true value at all unsampled locations. A random variable 

(RV) is a mathematically convenient method for characterizing our lack of knowledge 

or ignorance with regard to this inaccessible truth. A RV is a variable tha t may 

take a variety of outcomes based on a probability distribution. Z(\i) denotes the 

RV and z(u) denotes an outcome at spatial location defined by location vector u.

A RV is characterized by its associated cumulative distribution function (cdf).

F ( z \ . . .  z y ) =  Prob(Z\(\i) < z \ , . . . ,  Z y (u) <  zy )  (2.2)

where z i , . . .  , z y  are the outcomes for variables 1 , . . . ,  V  a t location u.

A random function (RF) is a set of RV at any number of locations and is applied 

to characterize the associated joint distribution. Complete characterization of the 

RF requires the spatial law, which is the set of all possible distribution functions 

for all possible combinations of locations, u i . . . u j v ,  and all combinations possible 

outcomes, z \ . . . z y .

F ( u i . . .  ujv, z i . . .  zN ) =  Prob(Zi(\ii) < z y  . . . ,  Z y (u N ) < zy )  (2.3)

where locations u i , . . . ,  ujv are jointly considered.

The first-order moment of the RF is the mathematical expectation. The expected 

value is defined for the RV Z{u)  as follows:

OO
E {Z {u ) } =  J  zdF(u; z) (2.4)

— OO
The second-order moments considered in geostatistics include the variance, the 

covariance and the semivariogram. The variance is a commonly applied measure of 

spread in conventional statistics. The variance is defined for the RV Z (u) as follows:
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V ar{Z {u)} =  E {[Z(u) -  m (u)]2} (2.5)

The covariance is a two-point statistic based on RV’s at locations u i and 112. 

The covariance is defined as follows:

C(ui,u2) =  E{[Z{ui) -  m(ui)][Z(u2) -  m(u2)]} (2.6)

where C(ui,u2) is the covariance between locations ui and u2.
The link between the semivariogram and covariance will be discussed in Section 

2.2.2. The semivariogram is defined as follows:

7 ( u i , u 2 ) =  ^ E {[Z (u i)  -  Z ( u 2 ) ] 2 } (2.7)

where 7 (111, u2) is the semivariogram between locations ui and u2. The semivari­

ogram may be calculated over a range of distances and directions to infer the spatial 

structure of the available data.

In practical applications only lower moments (generally the first and second 

order moments) of the RF are inferred from data and modeled directly. The higher 

order moments up to the complete spatial law is usually based on an underlying 

model, such as the multi-Gaussian (MG) model. The indicator formalism offers an 

alternative approach to  characterize the bivariate character of an RF.

Indicator Formalism

The indicator formalism is covered in Deutsch (2002), Deutsch and Journel (1998)

and Goovaerts (1997) [21, 23, 43]. Indicator techniques are concerned with the

following binary transform of the RF Z(u).

1 i f Z ( u ) < z k 
i(\i-,zk) =  {  ( 2 .8 )

0 otherwise

where zk is a threshold value for thresholds k  — 1, , K  and Z (u) is the RV at 

location u. This represents a probability coding of hard data. Soft data  may be 

directly coded as probabilities and constraints in the indicator formalism. Constraint 

coding is shown below.

24

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



1 ^  ( u )  5 ;  z lowcr

Undefined Z (\l) € (zioweri ^uppei\

0 Z  (u) > zUpper

^ ( u i z lower) z upper)  — *

where zupper and ziower are the upper and lower threshold values and Z(n)  is the 

RV at location u.

The semivariogram of the indicator transform or indicator semivariogram may 

be calculated for any threshold.

where 7 (111, 11252*;) is the indicator semivariogram between locations u i and U2 for 

threshold, 2*.

2 .2.2 Stationarity and Inference

This discussion on stationary and inference is based on fundamental references on 

geostatistics including Deutsch, 2002; Deutsch and Journel 1997; Goovaerts 1997; 

Isaaks and Srivastava, 1989, Journel and Huijbregts, 1978) [21, 23, 43, 51, 59]. Sta­

tionarity is a modeling decision. Repetitive samples are required to infer any statis­

tic. This is not available in the spatial setting. Once a specific location, u, is sampled 

(1 ) there is no other samples available and (2 ) there is no need for inference since 

tha t location u is sampled and is known. Stationarity is the decision to accept 

samples at other locations as replicates for the inference of statistics. This amounts 

to an assumed invariance of the considered statistic with respect to location within 

the space or subset of the space. Stationarity of an RF and all its moments may be 

represented as follows:

(2.10)

F(ui . . . U jv ;  Z i . . .  Z y )  =  F(ui +  h . . . U jv  +  h; Z\  . . . Z y )  (2.11)

Stationarity of the first and second-order moments of the RF this may be rep­

resented as follows (Deutsch,2002).

E { Z ( u)} =  m, V u e J (2.12)

Var{Z(\i)}  — E{[Z(u) — m(u)]2} =  a 2, V u € A (2.13)
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Euclidian Distance

lag distance (h)

Figure 2.2: A schematic of a semivariogram model. The semivariogram quantifies 

the relationship between Euclidian distance and geologic distance or change.

C(h) =  E {[Z(u) -  m(u)][Z(u + h) -  m(u + h)]}, V u, u + h G A  (2.14)

7(h) =  ^ E {[Z (u) -  Z (u +  h)]2}, V u, u + h e  A  (2.15)

where A  is the study area. W ith this assumption of second-order stationarity the

link between the variance, covariance and semivariogram may be made.

C(h) = a2 -  7(h) (2.16)

where C (h) is the stationary covariance function, a 2 is the stationary variance and 

7 (h) is the stationary semivariogram.

The stationary semivariogram model may be seen as a function tha t charac­

terizes the relationship between lag distance (Euclidian distance) and geologic dis­

tance; since geologic distance may viewed as the change in sediments (see Fig­

ure 2.2). Higher order moments are considered by multiple-point geostatistics (see 

Section 2.2.6).

The decision of stationarity represents an assumption for pooling samples and 

an export license of the inferred statistics over the area of interest. Inference would 

not be possible without this decision.

Stationarity is a property of the RF model and is not a feature of the underlying 

spatial phenomenon. Stationarity is a decision and not a hypothesis; therefore, it 

cannot be tested. Its appropriateness may be judged based on an understanding of
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the underlying spatial phenomenon. Too strong of a decision of stationarity may 

result in the masking of im portant spatial features, while too weak of a decision of 

stationarity may result in too few data for reliable statistical inference. The goal is 

to assemble the greatest number of relevant data for reliable predictive statements 

(Deutsch, 1992) [19]. Geostatistical simulation algorithms calculate multiple realiza­

tions of RF models tha t are able to honor inferred stationary statistics and a variety 

of conditioning. See Section 2.2.11 for a discussion on geostatistical algorithms tha t 

account for nonstationary statistics.

2.2.3 Data Conditioning

W ithout data  there would be less difficulty in reproducing the complicated geome­

tries and interrelationships for the construction of reservoir models. Quantitative 

dynamic stratigraphy (QDS) models are able to reproduce many of the geometries 

and relationships observed in the rock record. Section 2.1.8 reviews the difficulties 

in conditioning QDS models to a realistic level of data for a reservoir study.

Geostatistical methods are able to reproduce various levels of geometric com­

plexity while allowing for conditioning to a wide variety of site specific data. The 

kriging and indicator kriging algorithms at the heart of pixel based simulation may 

be conditioned to  measured hard data. The exactitude property of kriging ensures 

tha t the hard data are reproduced at the data locations and reproduced at other lo­

cations in a statistical sense (Deutsch and Journel, 1998) [23]. Inexact soft data  may 

be directly coded into the indicator framework and applied directly as constraint 

conditioning. Local variable mean or proportion models may be constructed from 

site data and geologic information

2.2.4 M ultiple Equally Likely to be Drawn Realizations

Simulation is the process of drawing realizations or outcomes from a RF model. 

Multiple, equally likely to be drawn, realizations are the key to the characterization 

of local and global uncertainty with simulated geostatistical models. The space of 

model uncertainty may explored at two levels; (1) change of the random number 

seed and (2 ) change of the model parameters.

Multiple realizations may be calculated with constant model parameters and 

different random number seeds. The variability between the resulting models is
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known as ergodic fluctuations (see Section 2 .1) and is a function of the simulation 

technique, the density of the conditioning and the range of correlation relative to the 

area being modeled. The magnitude of these fluctuations may be predicted based on 

volume-variance relations (Deutsch and Journel, 1998 and Goovaerts, 1997) [23, 43] 

(see Section 2.2.10).

Fixing all of the modeling parameters may unrealistically limit the resulting 

space of uncertainty. For example, there may be significant uncertainty with regard 

to the stationary histogram and semivariogram. In this situation, the common 

practice is to  apply a scenario based method. A variety of cases are assigned to  each 

model parameter with associated probability. For each realization a suite of model 

parameters is drawn before simulation (Pyrcz et. al, 2004) [103].

2.2.5 Semivariogram Based Geostatistical Algorithms

The semivariogram is at the heart of traditional geostatistics. The experimental 

semivariogram is the expected square difference of a RF at locations separated by 

a lag vector, h (see Section 2.15). The following is a description of some tradi­

tional pixel based geostatistical techniques: (1) kriging, (2 ) sequential Gaussian 

simulation, (3) truncated Gaussian and (4) indicator kriging and simulation.

Kriging

The following is a brief discussion of kriging. This algorithm is known as the best 

linear unbiased estimator (Deutsch and Journel, 1998) [23]. The algorithm is derived 

and the properties of estimation are discussed (this derivation is found in Journel 

and Huijbregts (1978)[59] among others).

The classical estimation problem is the illustrated in Figure 2.3. Inference is 

required at an unknown point given some local samples or conditioning.

The variable at an unsampled location may be estimated as a linear combination 

of the available conditioning data.

n

y*(u) =  £ > - r ( Ui) (2.17)
i=1

where T*(u) is the estimate, Y (m) are conditioning data i = 1, . . . ,  n, u  is the loca­

tion being estimated, Uj are the locations of the conditioning data  with associated 

weights, A*, * =  1, . . . ,  n.
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Y*(u)►

Figure 2.3: An example estimation problem. Y  is the RF with any nonstationary 

trend, m (u), removed, Y(u) =  Z (u) — m(u).

The error variance, cr^, may defined as the expected square difference between 

the estimate and the inaccessible true value, i?{[Y*(u) — Y (u)]2}, with its expansion 

shown below.

a% =  E{[Y*(u)]2} - 2 - E { Y * ( u ) - Y ( u ) }  + E { [ Y (u ) f } (2.18)

Ai£ { Y * (u )-Y (u i)} +  C'(0)
i=l j =l i=l

n  n  n

= E  E  - 2 • E  A*c (u>u*)+ c (°)
i=l j= l i=l

The optimum weights are those tha t minimize the error variance. These weights 

may be calculated by setting the partial derivative of the error variance to the 

weights, Xi to 0 as shown below.

d
Tt Yl 71

J2 X) Xi\jC (u i,  u j)  -  2 • X) AiC'(u, u i) + C(0)
i=l j=l i= 1

dXi
=  0 , i  = 1 , . . .  , n  (2.19)

The result is a solution for the weights, known as the simple kriging equations.

n

XjC(ui, Uj) = C (u, Hi) (2 .20)
j = 1

The m atrix representation is shown below.

C ( u i , u i )  • • C ( u i , u n) Ai C( u, ui )

_ C (un, u i)  •• • C(un , u n) _ A n _ C(u,Un) _

(2 .21)
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The left m atrix accounts for redundancy between the conditioning data and the 

right m atrix accounts for the closeness to the location to be estimated. Note tha t 

the measure of ‘closeness’ or ‘redundancy’ is based on the covariance, a measure of 

geologic similarity and not Euclidian distance. The volumes of the location being 

estimated and conditioning data may be explicitly accounted for in the kriging 

system by replacing the covariance values, C, with volume average covariance values, 

C. The volume average covariances represent the integration of the covariance 

function over the volumes considered (see Equation 2.22).

C (V (u),i;(u ')) =  — f  dy f  C ( y - y r ) d y t  (2 .22)
'  ' V J V ( u) Jv(xi ')

where C (F (u ), i>(u')) is the average covariance between volume V  at location u  and

volume v a t location u '. Additional discussion of the application of volume average

covariances and semivariograms is presented in Section 2.2.10.

The solution to the simple kriging system is the weights Ai , i  = 1 , . . .  ,n.  The 

simple kriging estimator is shown below.

n

z *sk (u ) ~  m ( u )  =  X  A ^ 2 ( u * )  “  m ( u * ) ]  ( 2 -2 3 )
2= 1

where z*SK is the simple kriging estimate, i = 1 , . . .  ,n  are the available data, Ai are 

the simple kriging weights, Z(uj) are the data values and m(u,;) is the nonstationary 

trend component. The simple kriging variance expressed as:

n

°% K  =  O* ~  X  A*C'(U*> U) (2-24)
2—1

The following are some additional properties of kriging.

1. A unique solution exists to the kriging system if the covariance function is 

positive definite.

2. The kriging estimate minimizes the error variance.

3. The kriging estimate is unbiased, E {y(u)*  — Y (u)} =  0.

4. The kriging estimate is exact. At the precise conditioning location, Uj, the 

weight Aj =  1 and all other weights, \ j , j  = 1, . . . ,  n, i ^  j  are equal to  zero.
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5. The kriging variance assumes homoscedasticity, since the kriging variance is 

independent of the kriging estimate. The impact of sample selection may be 

assessed prior to sampling.

Kriging is not intended for the construction of maps. While the kriging estimates 

individually are the best linear unbiased estimate, jointly they do not correctly 

represent the variability of the underlying phenomenon. Simulation may be applied 

to calculate maps tha t honor the conditioning data and the correct spatial structure.

Sequential Gaussian Simulation

Sequential Gaussian simulation (SGSIM) is a commonly applied simulation algorithm 

available in GSLIB (Deutsch and Journel, 1998) [23]. SGSIM corrects for the smooth­

ness of the kriging estimates through the addition of a random residual.

The stationary variance is C(0) =  a 2 and the variance of the kriging estimate 

is K ar{T*(u)} =  (7(0) — &gK , where a 2SK is the kriging variance; therefore, the 

missing variance is the kriging variance. The missing variance may be added back 

as a random residual, i?(u). The random residual has a mean of zero to maintain 

unbiasedness and a variance equal to the kriging variance.

Y s i m u l a t i o n ( u )  =  Y  (u) +  -R(u) (2.25)

The simulation is conducted sequentially to ensure tha t the covariance is correct 

between simulated values, Ysimu[ation(up) where f3 =  1 , . . . ,  n  and there are n  simu­

lated locations. Some of the important properties of sequential Gaussian simulation 

are discussed below (adapted from Deutsch, 2003 [22]).

1. The global histogram is reproduced within ergodic fluctuations by back trans­

formation after simulation.

2. The semivariogram in Gaussian space is reproduced within ergodic fluctua­

tions.

3. Multiple equally likely to  be drawn realizations are available by changing the 

random number seed. These realizations do not account for uncertainty within 

the input statistics. This uncertainty should be accounted for explicitly (Pyrcz 

et. al, 2004) [103].
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4. The Gaussian distribution is a maximum entropy model (Journel and Alabert, 

1988; Journel and Deutsch, 1993) [56, 58]. This results in maximum disorder 

beyond the semivariogram and maximum disorder of the extremes. This fea­

ture will remove connected features in high and low values. For example, this 

may result in the removal of potential conduits or barriers to flow in the model.

Cosimulation

There are a variety of methods available for the cosimulation of multiple related vari­

ables. These methods reproduce the histogram and semivariogram of each variable 

and the cross relationship.

Cokriging is the application of kriging with multiple variables. For example, 

permeability may be estimated with permeability and porosity data available. The 

cokriging system of equations is similar to the simple kriging equations shown in 

Equation 2.21 with the addition of covariances between the primary and secondary 

variables and autocovariances for the secondary variables on the left hand side, 

weights for the secondary data and covariances between the estimated location and 

the secondary variable on the right hand side.

Full cokriging is based on the linear model of coregionalization (LMC) for direct 

and cross covariances. The equation for the cross-semivariogram is shown below.

7 z , y ( h )  =  l-E { [Z { u )  -  Z(u +  h ) ]  • [Y(u) -  Y ( u  +  h ) ] }  (2.26)

where 7 z , y ( h )  is the cross-semivariogram between variables Z  and Y  for lag vector 

h .

The LMC assumes tha t each variable is a combination of a set of common com­

ponents. Positive definite semivariogram models for the direct and cross for each 

variable are constrained by the LMC. Full cokriging is not usually used due to (1) 

difficulties in the inference of a LMC model, (2 ) the restrictions of the LMC and 

(3) there is usually no real advantage to considering all secondary data because of 

screening.

Collocated cokriging is based on assumption tha t only the collocated secondary 

data  is relevant. If only collocated secondary data  are considered then the cross 

relationship may be fully characterized by the linear correlation coefficient, pStP(0) 

where the cross semivariogram is assumed as follows.
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where 7SjP(h) is the cross semivariogram between the primary and secondary vari­

able, <Tg is the variance of the secondary variable, is the variance of the primary 

variable and pStP(0) is the correlation between the primary and secondary variable 

and 7PlP(h) is the direct semivariogram of the primary variable.

Cosimulation by collocated cokriging is commonly applied due to its simplic­

ity. Neither of the previous methods is able to reproduce complicated multivariate 

relationships, such as nonlinear features and constraints.

Stepwise conditional transform has been reintroduced by Leuangthong (2003) [61]. 

The stepwise transformation removes correlation between variables and enables the 

independent simulation of each variable. A back transform is applied to replace the 

original correlation after simulation. This algorithm allows for the reproduction of 

complicated multivariate relationships.

G au ss ian  T ru n c a te d  S im u la tio n

Gaussian truncated simulation (GTSIM) represents an extension of continuous vari­

able simulation to  categorical variables (Matheron et al., 1987) [70]. The categorical 

variable is represented by a truncated continuous RF, where the thresholds are 

assigned based on the probability of each category and the ordering is based on 

the interaction of the categories in the underlying phenomenon. Categorical data 

are transformed to continuous values before simulation. Truncation is applied as 

a post processing step. Complicated interrelations and varying spatial continuities 

between categories may be reproduced through the application of pluri-Gaussian 

truncated simulation. In pluri-Gaussian truncated simulation. Multiple variables 

are cosimulated and the multivariate distribution is truncated.

A strength of GTSIM is tha t ordering relationships may be reproduced. Facies 

ordering is a common feature in many depositional settings. For example, a pro­

grading coastal system tract would demonstrate a natural transition from marine 

to non-marine facies (see Figure 2.4).

A method of modeling large scale facies associations in shoreface reservoirs with 

GTSIM has been presented by MacDonald and Aasen (1995) [67]. Their proposed 

model reproduces facies ordering and the integrated effect of base level changes
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Figure 2.4: An schematic of a prograding coastal setting where facies ordering is 

an im portant feature. Facies include from fluvial sands, upper shoreface sands and 

lower shoreface sands. Units are in meters.

on bivariate distribution of aggradation and progradation angles. Their method 

illustrates the integration of a variety of sequence stratigraphic concepts into a 

stochastic modeling framework.

Indicator Kriging and Simulation

As mentioned before, the multivariate Gaussian model is a maximum entropy model 

and this can be undesirable. The indicator techniques can be applied to  control 

the spatial correlation of the extremes with the limitation tha t only linear features 

may be captured by the two-point indicator semivariograms. Also, the indicator 

techniques are well suited to model categorical variables with unique correlation 

structures. The following is a brief review of the indicator kriging and sequential 

indicator simulation methods based on Deutsch (2002), Deutsch and Journel (1997), 

Goovaerts (1997)[21, 23, 43].

The indicator approach does not make any assumptions with regard to the char­

acter of the local conditional cumulative distribution functions (ccdf). The contin­

uous ccdf or categorical pdf is estimated directly a t a set of thresholds or categories

The weights for the indicator estimate are found by solving a simple kriging system 

as shown below for each threshold or category.

F(u; zk) =  Prob{Z(u) < zk} (2.28)

F(u; zk) =  Prob{Z(u) € zk} (2.29)
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Y  C(ui, u j ] Z k )  • Aj  = C(u, Uj; zk) (2.30)
i= i

where u  is the location to be estimated, Uj and Uj are the locations of conditioning 

with two indices and Aj  are the simple kriging weights and zk is the associated 

threshold. The matrix representation is shown below (compare to the simple kriging 

system in Equation 2.21).

C ( u i , u i ; 2 fc) • • C(ui ,  u n; zk) ’ Ai ' <7 (11, m  ;zk)

C(\lmUn',Zk) A n _ C ( u , u n; zk) _

(2.31)

The indicator kriging estimator with a stationary mean of the indicator RF may be 

expressed as follows.

*(u 5 z k)*SK =  Y  Aq(U; z k ) i (u a ,  Zk)  +
a = l

1 -  Y Xa(u ’zk}
a = l

F{zk) (2.32)

where F (zk) is the global cdf or pdf value for the threshold or category zk .

The probability for each threshold or category is estimated separately; therefore, 

there is no constraint to enforce order relations. Order relations are the requirement 

for a continuous ccdf to be monotonically increasing and for a categorical pdf to sum 

to 1.0 and exist between 0.0 and 1.0. The former issue is corrected by taking the 

average of a forward and reverse correction and the latter is corrected by standard­

ization (Deutsch and Journel, 1998) [23].

Sequential indicator simulation (SISIM) proceeds by applying indicator kriging 

to directly estimate the local ccdf, then a value is drawn and used as conditioning 

for the simulation of subsequent locations.

Example Semivariogram Based Geostatistical Work Flow

The following is a generic description of the common geostatistical modeling work 

flow. Actual work flows will vary in complexity and may include a hierarchy of 

work flows depending on the goals of the study and the information available. This 

discussion is brief; Deutsch (2002) [21] provides detailed discussion on geostatistical 

work flows and trade craft.
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The geostatistical work flow begins with data analysis. A large component of 

the study includes data cleaning. The data scale is reconciled and coordinates are 

transformed to account for stratigraphic correlation style. The primary data  is often 

hard well data. Large scale information may be available from well tests and seis­

mic. Analogue information may be available from similar settings and outcrops and 

knowledge concerning the geologic setting. Univariate distributions are checked for 

form and outliers. Representativeness is improved with declustering and debiasing. 

Bivariate and multivariate relationships between variables and variable constraints 

may be checked and characterized. The spatial behavior of the data, trends and spa­

tial correlation styles, are characterized. Goovaerts (1997, pp. 9-56) and Isaaks and 

Srivastava (1989, pp. 10-65) [43, 51] provide a detailed description of the techniques 

and tools commonly applied in data analysis.

The coordinate system may be rotated to the principal correlation directions 

(major horizontal, minor horizontal and vertical) and the data coordinates may be 

transformed based on a stratigraphic correlation style (e.g. onlap, proportional and 

truncation) (Deutsch, 2002, pp. 85-92)[21].

Semivariograms are modeled to characterize the spatial behavior of facies cate­

gories and reservoir properties in the translated/rotated coordinate system. Positive 

definite semivariogram models are constructed with the aid of the experimental semi­

variograms, analogous sites, and geologic knowledge. Deutsch and Journel (1998, 

pp, 24-32) and Isaaks and Srivastava (1989, pp. 369-399) [23, 51] describe procedures 

for semivariogram modeling. These models provide a valid measure of correlation 

for any direction and distance.

Facies may be modeled by SISIM, tha t honors the facies categories at the data  lo­

cations, the global proportions, vertical and areal trends and the spatial correlation 

as characterized by indicator semivariogram models. Reservoir properties are mod­

eled on a by-facies basis with SGSIM or SISIM tha t honors the continuous properties 

at the data locations, the global distributions and the spatial correlation as charac­

terized by semivariogram models. The reservoir properties are merged together into 

a single model based on the facies models. Multiple facies and property realizations 

are applied as a measure of local and global uncertainty. These simulation work 

flows are described in Deutsch (2002, pp. 21-26) [21].

This common work flow leads to models tha t honor the conditioning data, uni­

variate distributions and trends and spatial correlation as quantified by two-point
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semivariograms. Multiple-point statistics beyond the two-point statistic, the semi­

variogram, are not explicitly modeled and are determined by implicit model assump­

tions (e.g. multiGaussian maximum entropy model). Some genetic features may be 

captured indirectly by facies and property trend models, although in general these 

common methods are not easily adapted to reproduce complicated morphologic fea­

tures.

2.2.6 Training Image Based M ultiple-point Geostatistics

Conventional geostatistics is limited to two-point statistics. These techniques are 

unable to directly reproduce complicated geometries and curvilinear features tha t 

are often present in reservoir geology. The omission of these features may result 

in numerical reservoir models tha t misrepresent the reservoir response qualified by 

flow simulation. For example, effective permeability is very sensitive to connectivity 

of extremes and this is not limited to linear features. This limitation has motivated 

research in geostatistical methods tha t integrate multiple-point statistics beyond the 

semivariogram.

The development of geostatistical algorithms tha t explicitly account for multiple- 

point statistics (MPS) is not new. These techniques were pioneered by Journel and 

Alabert (1989)[57] and were applied in simulated annealing by Deutsch (1992)[19]. 

Strebelle (2002) [120] provides a review of the evolution of these multiple-point geo­

statistical algorithms and a proposed efficient noniterative algorithm called single 

normal equation simulation (SNESIM).

A multiple point statistic is defined by a template of n-points. An example 

multiple-point template is shown in Figure 2.5. The conditional probabilities of an 

outcome at the first template location 2(h i) given all possible outcomes at the other 

locations within the template are calculated. This is accomplished by translating 

this template over the available conditioning data and counting the frequency of all 

configuration z i (h i ) , . . . ,  zn (h n). This conditional probability is stated below.

P ro 6{2i(h i) |^ 2(h2) , ..., zn (hn)} (2.33)

where hi is assumed as a null vector and h2, . . . ,  hn are vectors tha t define the tem­

plate configuration, z i (h i ) , . . . ,  zn(h.n) are the outcomes at each template location.

Inference of consistent or positive definite multiple-point statistics is not possi-
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Figure 2.5: An example six point template for the calculation of multiple point 

statistics.

ble given the sparseness of conditioning in most practical settings. This is overcome 

by extracting n-point statistics from exhaustive training images tha t have the fea­

tures tha t are expected in the actual phenomenon. These training images may be 

unconditional simulations or conceptual models.

Since the multiple-point statistics capture lower order statistics there is no need 

to explicitly model the semivariogram. The semivariogram and histogram are im­

plicitly imported from the training image. The conditional probabilities assigned 

by this technique are analogous to those assigned by kriging if all the pertinent 

neighbouring locations are included in the search template

The size of the template determines the level of information extracted from the 

training image. The goal is to capture the essence of the geology and not to transport 

idiosyncrasies unique to the training image (Strebelle and Journel, 2000) [121]. Also 

the available memory becomes a limiting factor since for a template with n-points 

and K  categories K n conditional categories are stored (see Chapter 5.1 for further 

discussion on training images).

The simultaneous characterization of small and large scale features would require 

a large template. The required number of template cells is reduced by working with 

the multiple grids concept (Tran, 1994) [127]. Templates for each scale are applied 

to the training image. If features vary greatly between scales, a different training 

image may be needed at each scale, although this may introduce inconsistency. 

Currently applied MPS techniques are limited to categorical variables. It would
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be difficult to infer the full continuous n-point distributions. A suggested alternative 

for continuous variables is to bin the continuous property and then to simulate within 

each bin a posteriori (Strebelle and Journel, 2000) [121].

There are limitations associated with the approach. MPS slavishly attem pts to 

reproduce features from the training image tha t may be different from the site being 

characterized. The choice of training image and the size of the template are difficult 

decisions tha t have a large impact on the resulting models. This results in the need 

for sensitivity analysis.

The 3-D geologic morphologies tha t can be handled by this technique are limited. 

Multiple-point statistics may reproduce curvilinear features, but not the complicated 

geometries and interrelationships reproduced in surface and object based models (see 

Sections 2.2.7 and 2.2.8 respectively).

Multiple Point Correction

An engineering correction for the inability of two-point statistics to capture nonlinear 

connectivity was proposed by Deutsch and Gringarten (2000) [44]. This method 

relies on accounting for the non-linear connectivity/continuity by increasing the 

semivariogram range. This method results in greater connectivity and a practical 

engineering match for flow simulation results.

The corrected semivariogram range is found by calibration based on dispersion 

variances calculated over various support sizes. Calibration is accomplished by cor­

recting the semivariogram such tha t the final model dispersion variances closely 

match the dispersion variances calculated from the reference image. This method is 

suitable for improving the performance of traditional semivariogram based models, 

although the resulting realizations do not integrate nonlinear heterogeneity.

2 .2 .7  Surface B ased  M odels

Surface based models have recently been introduced. These models are generated 

by simulating stratigraphically or sedimentologically significant surfaces and then 

simulating facies and properties between simulated surfaces.

Xie and Deutsch (2000) [140] addressed methods for stochastically generating 

surfaces tha t honor the available data, rules based on volume filling and types of 

stratal term ination and the reproduction of within unit trends. These methods
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Figure 2.6: An example surface based simulation. Cross sections have x75 vertical 

exaggeration. Note a stratigraphic transformation was applied to set a constant 

thickness. The actual feature thins towards the southeast.

have been shown to generate surfaces tha t mimic the appearance of actual geologic 

bounding surfaces in an example outcrop with tabular units.

The surfaces are based on a geometric template determined from the geologic 

setting. The surfaces are stochastically positioned and then neighbouring condi­

tioning is checked. If the mismatch is below a tolerance the surface is corrected to 

honor the data  and if the mismatch is too large the surface is discarded. Surfaces 

are generated until the volume of interest is filled (see Figure 2.6 for an example 

surface based simulation).

Parameterized trends are modeled from the available geologic information. These 

trends may be set to conform to the stochastic surfaces. The residuals are simulated 

and then added to the trend to realizations.

The application of surface based models has been extended in this dissertation 

to model general tabular stratigraphy with gradational and erosional surfaces and 

compensational cycles in a distal turbidite lobe. The associated algorithm allows for 

the reproduction of surface geometries, stacking patterns and hierarchical trends. 

This work is developed in Chapter 4.

2.2.8 Object Based Models

Object based models are very efficient at reproducing distinct geologic geometries, 

such as filled fluvial channels and turbidite lobes systems. The object based methods
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Figure 2.7: An example Possion point process with lobe primary grains.

simulate the RF on a by-object basis. Key properties of these objects are (1) they 

mimic geologic morphologies and (2 ) they are parameterized so th a t they may be 

scaled, translated and rotated as required by the applied algorithm and (3) the 

objects are positioned in the AOI often without a direct connection to sequence.

Object based methods are closely related to stochastic geometry (Stoyan et al, 

1987) [119]. The simplest object based models are based on Poisson point processes 

and primary grains. A Poisson point process with or without stationary intensity 

may be applied to position germs. Primary grains, or parameterized objects, are 

then positioned relative to the germs (see Figure 2.7 for an example). More compli­

cated object based models are now discussed.

Interest in North Sea fluvial reservoirs led to the development of object based 

models for fluvial facies and geometries (Clemensten et al., 1990; Gundesp and 

Egeland, 1990; Omre, 1992; Stanley et al., 1990)[14, 45, 84, 114]. This initial work 

has been further refined by others (Georgsen and Omre, 1993; Hatlpy, 1995; Hove et 

al., 1992; Tjelmeland and Omre, 1993; Tyler et al., 1992)[40, 47, 49, 126, 128, 129].

FLUVSIM (Deutsch and Wang, 1996; Deutsch and Tran, 2002) [28, 25] is a con­

venient public domain fluvial object based algorithm. The algorithm generates 

stochastic channel streamlines and fits stochastic channel and related architectural 

element geometries to these streamlines. The FLUVSIM geologic model is based on 

ribbon sandbodies from typically low net-to-gross systems with primary reservoir 

quality encountered in sinuous to straight channels and secondary reservoir rock
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Figure 2.8: An example FLUVSIM object based fluvial model with channels, levees 

and crevasse splays

based on levees and crevasse splays embedded in overbank fines (Galloway and 

Hobday, 1996; Miall, 1996) [39, 73].

The algorithm initially performs a calibration to determine the scale of the levee 

and crevasse splay required to approximately match the prior architectural element 

proportions. The channels and associated elements are added randomly until the 

global NTG ratio is met. Simulated annealing (see Section 2.2.9) is applied to  honor 

global, vertical and areal trends and to match conditioning data.

Algorithms such as FLUVSIM are excellent at building stochastic fluvial ribbon 

models, but are sometimes considered inefficient a t honoring a realistic level of condi­

tioning. Given the complicated geometry of the objects and the possible intersection 

with multiple wells, convergence may be CPU intensive. Simulated annealing does 

not provide prior information on the rate of convergence and the determination of 

optimum anneal schedule is currently a difficult problem (see Section 2.2.9).

These difficulties in conditioning spurred research in direct object modeling. 

Visuer et al. (1998)[132] and Shmaryan and Deutsch (1999)[111] developed methods 

to directly simulate object based fluvial models. The algorithms segment the well 

data  into unique channel and nonchannel facies and then fit channels through the 

segments. Additional wells tha t are close to a placed channel may be included. The 

channels are parameterized (Wietzerbin and Mallet, 1993) [138] by a set sections fit 

along the center line. The Shmaryan method proceeds from the top down and is 

able to  reproduce vertical and horizontal proportions. Channels are added until 

the vertical proportion is met. Artificial sand intervals are added to force channels
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to honor areal trends. Visuer (2001) [131] increased the object complexity with the 

addition of simulated piecewise linear avulsion surfaces which constrain the channel 

dip and the channel spacing and overlap. Further development in object based 

fluvial models are presented in Chapter 3.

2.2.9 Simulated Annealing

Simulated annealing (Deutsch, 1992; Deutsch and Journel, 1998)[19, 23] is an iter­

ative optimization algorithm. An initial model is seeded, an objective function is 

calculated and random perturbations are applied. Perturbations tha t reduce the ob­

jective function are accepted and perturbations tha t increase the objective function 

are conditionally accepted with a probability based on a annealing schedule. Each 

of these steps are discussed in greater detail.

The model is initialized. In the pixel based paradigm the initial image is white 

noise with the correct continuous or categorical global pdf. In the object based 

paradigm, objects are randomly positioned until the global pdf is matched. It is 

intuitive tha t an image closer to  optimum would reduce the CPU intensity of the 

algorithm, but a high initial temperature is required to avoid local optimal solutions 

and this high tem perature removes initial features (Deutsch and Journel, 1998) [23].

The objective function quantifies the level of mismatch in the model statistics. 

Simulated annealing is very flexible since any statistic may be incorporated into the 

objective function. The objective function takes the following form.

N

0 = J2 (2 '34)
i = l

where N  is the number of statistics applied in the objective function, uh is the

weight and Oj is the objective value from the ith statistic. The objective values is the

mismatch between the target and the current values of a statistic. The calculation of 

the objective function for a histogram and semivariogram are demonstrated below.

n q

O h i s t o g r a m  =  ^  |-Fz(*li) Fz(Qi)\ (2.35)
i = 1

where nq is the number of quantiles considered, F* is the current cdf and F  is the 

target cdf.
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variogram  — (2.36)

where nh is the number of lags considered, 7 * is the current semivariogram and 7 

is the target variogram.

In the pixel based paradigm the perturbations are commonly random swaps 

of pixels. This ensures tha t the global distribution is preserved. In object based 

techniques the perturbations may include translations, rotations, scaling, removal 

and addition of objects. For example, the FLUVSIM algorithm applies the following 

perturbations; (1) replace a channel, (2) add a channel, (3) remove a channel and 

(4) shift a channel to honor a particular well interval (Deutsch and Tran, 2002).

The probability of accepting a perturbation tha t increases the objective function 

is determined from the Boltzmann equation for Gibbs free energy, which is a function 

of temperature.

where t  is the temperature.

Analogous to metallurgy, the annealing schedule is a schedule of temperatures 

applied to the particular optimization problem. The common practice is to begin 

with a high temperature and to decrease the tem perature over time. Too fast of 

a cooling will lock the model in a local minimum and too slow of a cooling will 

increase the CPU intensity of the algorithm.

The selection of an efficient annealing schedule is a implementation difficulty 

to for simulated annealing. There is currently no technique for a priori precise de­

termination of the appropriate schedule and the number of iterations to converge. 

Deutsch (1992) [19] indicated tha t there is a critical temperature at which conver­

gence may be more rapid and Deutsch and Norrena (2000) [82] demonstrated the 

application of critical temperatures to improve the rate of convergence.

The recent increase in CPU speed has made simulated annealing more appealing. 

The flexibility of simulated annealing may be useful in the integration of geologic 

information into stochastic models.

P{accept} = ’new

i fO new <  Oold

otherwise
(2.37)

44

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



2.2.10 Volume Variance Relations

Detailed reviews of volume variance relations are available in many geostatistical 

references including Deutsch (2002), Deutsch (2003), Deutsch and Journel (1998), 

Goovaerts (1997), Issaks and Srivastava (1989) and Journel and Huijbregts (1978) 

[21, 22, 23, 43, 51, 59]. Variance is a function of sample volume. As volume increases 

the variance decreases; it is easier to predict the average porosity over a large volume 

than over a small volume of a reservoir.

Volumes associated with estimation and simulation must be considered. This 

relationship may be quantified with the application of volume averaged covariance 

(see Equations 2.22) and semivariogram values.

Dispersion variance is a general form of variance tha t accounts for size support. 

This measure may be applied to characterize the volume variance relation of an RF 

for change of support size. The dispersion variance of volumes v within the larger 

volume V  is written as:

D 2{v,V) = E{[zi - m i)2} (2.38)

where Zi is at support size v and m* is at support size V. If v is at point support, 

•, then the dispersion variance is the variance.

D 2(-, V ) =  a 2 (2.39)

The dispersion variance may be represented in terms of average covariance and 

semivariogram values as follows:

D 2(v , V)  =  C(v, v ) -  C(V, V)  (2.40)

D 2(v , V) = 7 (V, V)  -  7 (u, v) (2.41)

Dispersion variances are additive. This property may be utilized for change of 

support. This is characterized by Krige’s relation.

D 2(v ,A )  = D 2(v ,V )  + D 2(V,A)  (2.42)

where the dispersion variance of data with support v within A  is equal to the disper­

sion variance of support size v  with V  added to the dispersion variance of support
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size V  within A. For example, if the support size was changed from v  to V  the 

variance of V  with A  may be calculated. The variance at the current support size is 

D 2(v , A ) and the dispersion variance between support sizes v  and V  may be found 

with Equation 2.40 or 2.41.

Power Law Averaging

Power law averaging may be applied to scale up properties tha t do not average lin­

early (Deutsch et al., 2002)[21]. Specific methodologies for scaling up small scale 

permeability measurements have been discussed by Corbett (1993)[16]. The follow­

ing review is based on Deutsch et al., (2002)[21]. Implicit to linear estimation (see 

Equation 2.17) and average covariance values (see Equation 2.22) is the assumption 

of arithmetic averaging, tha t is, the variable averages linearly. Power law averaging 

effectively transforms the directional permeability to a variable tha t averages lin­

early. The general formula for power law averaging of the continuous variable K  is 

written:

where v is the volume over which the average is calculated, fc(u) is the permeability 

at location u  within the volume, and oj is an exponent of averaging. The effective 

permeability, K ef f ,  of a 3-D network of blocks must take a value between the har­

monic and arithmetic average of the constituent permeabilities, depending on their 

spatial arrangement. The lower-bound harmonic average can be seen as a power 

average with u  = -1; this is representative of flowing through a series of alternating 

permeability layers. The upper-bound arithmetic average can be seen as a power 

average with =  + 1; this represents parallel flow through alternating permeability 

layers. The geometric average is obtained at the limit when uj = 0.

The averaging power for each site must be calibrated. The calibration process 

for a single geological model is straightforward. The numerical model of small-scale 

permeabilities is subjected to flow simulation with specified boundary conditions to 

obtain the true effective permeabilities: K x ,  K y ,  and K z-  The directional averaging 

exponents, u>x, oJy and uy,  are chosen such tha t the power-law average matches the 

flow simulation results.

(2.43)
V
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To account for uncertainty and fluctuations in the geological models, the calibra­

tion process is repeated for multiple realizations of the same geological model. Once 

an assemblage of directional values have been calculated, the resulting distributions 

can be checked. The mean value provides a single estimate for in a given direction, 

and the distribution provides the uncertainty in u  for the geological model.

2.2.11 Nonstationary Statistics

Nonstationary statistics have been applied to conventional geostatistical algorithms 

in order to  integrate complicated and nonlinear features. Simple kriging with the 

removal of a nonstationary trend component is commonly applied in geostatistical 

studies. Ordinary kriging (OK) and universal kriging have a limited capability to 

automatically fit trends.

A variety of approaches have been applied to further utilize nonstationary statis­

tics. Complicated surface anchored trend models which model nonstationary means 

have been demonstrated by Xie and Deutsch (2000) [140]. Nonstationary correla­

tions have been applied to nickel laterite deposits by Lyall and Deutsch (2000) [66]. 

Nonstationary semivariogram parameters (directions and ranges) have been demon­

strated by Xu (1996) [142]. Although, it is difficult to calculate a nonstationary semi­

variogram without a training image and there are theoretical challenges in modeling 

the interdependent direction angles (azimuth, dip and rake).

2.3 Advanced G eostatistical M odels

An alternative approach to the traditional geologic and geostatistical methodologies 

is to focus on synthesizing complicated geometries and interrelationships in a geo­

statistical framework. Sedimentological processes are not directly modeled, but the 

resulting characteristic patterns are integrated into stochastic models.

Geostatistical methods such as object-based, surface-based and training image 

based MPS offer excellent opportunities integrated geologic information in a flexible 

manner and to constrain the final models to conditioning such as hard well data, 

trends and global distributions. These models are typically not dynamic, although 

some limited dynamic processes are introduced and developed in this dissertation. 

This includes compensational cycles in Chapter 4 and the bank retreat meander 

operation in Chapter 3.
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This dissertation includes; (1) advanced geostatistical algorithms for the simula­

tion of characteristic architectural element geometries tailored to fluvial and deep- 

water depositional settings and conditioning (2 ) proposed methods and work flows 

with demonstrations and supplemental utilities and (3) building blocks for geosta­

tistical simulation to unstructured grids.
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Chapter 3

Fluvial Reservoir M odels

Fluvial deposits are of interest in resource exploration. Hydraulic processes result in 

the sorting, concentration and preservation of economic minerals and good quality 

reservoir sands in characteristic patterns. These patterns should be accounted for 

in stochastic models for improved resource modeling.

This chapter focuses on the construction of fluvial reservoir models. Section 3.1 

provides a brief review of the architectural element approach to characterizing flu­

vial depositional systems, fluvial reservoir types and fluvial sequence stratigraphy. 

Section 3.2 proposes the streamline based simulation technique for the construction 

of fluvial stochastic models. This described algorithm applies a flexible suite of 

building blocks. Section 3.4 presents a methodology for updating streamline based 

models to honor local conditioning. This method is demonstrated with a condi­

tional streamline based model algorithm. Section 3.5 introduces the application of 

the streamline based model for the calculation of stochastic inclined heterolithic 

stra ta  models. This model may be applied to assess the impact of heterogeneity 

related to the complicated geometries and trends in inclined heterolithic s tra ta  sets.

3.1 Fluvial Reservoirs

Fluvial depositional settings host major petroleum reserves, some major fields in­

clude Prudhoe Bay in Alaska, Bren in the North Sea and Daqing in China. Fluvial 

processes result in the deposition of good quality reservoir sands with characteristic 

geometries. The importance and predictibility of fluvial environments have made 

this setting a prime target of research. Section 2.2.8 reviewed the development of
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object based methods. Much of this work has been focused on fluvial reservoirs.

3.1.1 Lithofacies and Architectural Elements

A wealth of qualitative information on fluvial sedimentology is available. This in­

cludes general information on potential geometries and features within alluvial sed­

iments. Hydraulic and geomorphological studies provide a variety of empirical re­

lationships between gradient, depth of the channel, flow velocity, types of channel 

bedforms and sinuosity. This information is based on flume experiments, surface 

and near surface surveys.

Sedimentological and sequence stratigraphy studies have revealed a catalog of 

characteristic geometries and interrelationships in the alluvial deposits. For exam­

ple, alluvial fans have a proximal to distal trend of debris flow dominant to  water-laid 

dominant and the lowstand and highstand systems tracks have lower rates of gen­

eration of accommodation and result in preserved amalgamated channel sediments. 

These studies are often based on outcrops or seismic studies.

Fluvial studies are conducted in a hierarchical fashion. The lithofacies are iden­

tified. Then, the process-related assemblages of lithofacies, architectural elements, 

are identified and their geometries and interrelationships are characterized.

Lithofacies are classified based on bedding, grain size, texture and sedimentary 

structures. Miall (1996, p. 79) [73] has proposed a lithofacies scheme for fluvial de­

posits. This scheme includes facies such as matrix supported massive gravel (Gmm), 

and sand, fine to very coarse may be pebbly (St). This fluvial lithofacies scheme 

is not intended as an exhaustive list and other types may be added to fit a specific 

site.

Fluvial architectural elements may be classified based on the nature of bounding 

surfaces, external geometry, scale, lithology and internal geometry (Miall, 1985) [72]. 

Architectural elements are generally larger than individual facies units and are 

smaller than  a channel fill (Miall, 1996, p. 89) [73]. They include lateral accre­

tion, crevasse splays and down stream accretion deposits. Miall’s (1996, p. 93) [73] 

proposed list of fluvial architectural elements is included in Table 3.1.

Interpretation of architectural elements is more quantitative than traditional 

lithofacies methods. Architectural studies consider the processes and the resulting 

3-D architectures. The identification of large scale geometries requires good exposure 

and sufficient data, yet their interpretation is more diagnostic of fluvial processes
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Architectural Element Symbol Geometry

Channel Fill CH Finger, Lens or Sheet

Gravel Bars and bedforms GB Lens or Tabular

Sandy Bedforms SB Lens or Tabular

Downstream-accretion macroform DA Lens

Lateral-accretion macroform LA Wedge

Scour Hollows HO Scoop

Sediment Gravity Flows SG Lobe or Sheet

Laminated Sand Sheet LS Sheet

Levee LV Wedge

Crevasse Channel CR Ribbon

Crevasse Splay CS Lens

Floodplain Fines FF Sheet

Abandoned Channel FF(CH) Ribbon

Table 3.1: Architectural elements proposed for fluvial depositional settings sum­

marized from Miall (1996) [73]. The first eight architectural elements (up to  and 

including LS) are within channel fills. The remaining are architectural elements 

associated with the over bank environment.
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and the resulting sediments than investigation of lithofacies alone.

Scale and Fluvial Deposits

Channel dynamics and deposits have been studied at scales ranging over five orders 

of magnitude (Bristow and Best, 1993) [9]. A large degree of self similarity has been 

identified over these scales. This work assumes a nominal observation scale a t the 

size of an individual architectural element. Current fluvial stochastic object based 

models and training images are constructed on a by architectural element basis 

(Deutsch and Tran, 2002; Deutsch and Wang, 1996; Viseur et al, 1998) [23, 28, 132].

3.1 .2  S ty les

The familiar geomorphologic classification of rivers (meandering, braided, anasto­

mosed, and straight) is based only on geomorphology, and hence surface features; 

therefore, this scheme is unsuitable for sedimentological studies. Geomorphology 

does not uniquely constrain the preserved sediments. For example, two rivers of the 

same geomorphologic class may result in significantly different preserved sediments.

Modern fluvial studies classify fluvial systems (ancient or contemporary) based 

on process-related fluvial styles (Miall, 1996, p. 89)[73]. For each fluvial style there 

are characteristic architectural elements and lithofacies relationships.

The fluvial styles classification is based on channel controls. These controls in­

clude discharge, channel slope and sediment load. These channel controls have a 

direct influence on the formation and migration of ripples and bedforms (see Fig­

ure 3.1) and thus on the formation and preservation of lithofacies and architectural 

elements.

This paradigm shift from geomorphological classes to fluvial styles recognizes a 

continuum of possible settings. In characterizing this continuum there is a  com­

promise between coarse discretization with very few fluvial styles resulting in vague 

facies models and very fine discretization with each fluvial setting modeled as an 

unique system. The currently applied discretization of this continuum includes 

sixteen common fluvial styles. The fluvial styles method retains the flexibility to 

recognize intermediate cases tha t display characteristics of more than one of the 

fluvial styles.

The link between the ancient and contemporary examples remains weak. For
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Figure 3.1: A schematic of mean flow velocity vs. median sediments size and the 

stability fields for difference sand beds (adapted from Miall, 1996) [73]

example there are some fluvial styles tha t are only found in the ancient record (Miall, 

1996, p.202)[73]. The m atter is complicated by the fact that the fluvial style may 

be transient with respect to time due to changes in the channel controls such as 

discharge, channel slope and sediment load.

3.1.3 Sequence Stratigraphy

Fluvial deposition and incision are dependent on the graded profile. A stream with 

this profile is at equilibrium, sediments are carried by a stream without aggradation 

or incision. The graded profile is a function of discharge and sediment load. These 

stream parameters are dependent on the competing allogenic controls of climate, 

eustasy and tectonics and autogenic controls such as channel migration and avulsion. 

Cycles in these controls result in significant sedimentological cycles (Brayshaw et al., 

1996; Catuneanu, 2003; Emery and Myers, 1996; Miall, 2000) [8 , 12, 35, 74]. These 

cycles are key to the pattern of heterogeneity in fluvial reservoirs.

Eustasy is a dominant control for distances up to a hundreds of kilometers in­

land (e.g. Mississippi River about 200 kilometers). Eustatic change results in the 

formation of systems tracts as discussed in Section 2.1.7. The destruction of ac­

commodation during the falling stage system tract may result in a hiatus in the 

terrestrial sediment record. Subaerial unconformities result as river channels in-
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cise and paleosols form in the interfluve. During the transgressive system track 

accommodation space is rapidly created and this results in rapid aggradation of 

river channels and a high preservation potential for overbank environments and the 

potential for poorly connected reservoir sands.

During low and highstand system tracts, accommodation is generated a t a lower 

rate than during the transgressive system tract. The net result is the lateral amal­

gamation of sandstone units and good reservoir sands (Catuneanu, 2003) [12]. The 

preservation potential is lower for overbank fines.

Source area denudation and coastal aggradation reduce fluvial gradients. Also, 

the highstand systems tract is often eroded by the formation of the subaerial uncon­

formity during the falling stage systems tract. The net result is a sequence of fluvial 

deposits with a fining upward trend, decreasing channel amalgamation, decreasing 

reservoir quality bounded between unconformities. Progradation and retrogradation 

of the system may significantly affect trends.

3 .1 .4  R e s e rv o ir  T y p e s

The interplay between fluvial style and systems tract results in distinct fluvial reser­

voir styles. These types are (1) layer cake reservoirs, (2) jigsaw reservoirs and (3) 

labyrinth reservoirs (Weber and van Geuns, 1990) [137].

Layer cake reservoirs are amalgamated and laterally extensive. They are often 

associated with gravel dominated fluvial styles. These reservoirs are modeled as tab ­

ular units generally without barriers and baffles. Jigsaw reservoirs are composed of 

amalgamated channels with occasional low permeability barriers and baffles. These 

reservoirs generally form with gravel to sand dominated fluvial styles. Labyrinth 

reservoirs include complex associations of lenses and pods with limited connectivity. 

These reservoirs generally form in fine grained meandering and anastomosing styles.

Miall (1996) [73] identifies three types of fluvial reservoir style (1) paleo-valley 

shoestring reservoirs (PV type), (2) sheet reservoirs (SH type) and (3) channel and 

bar bodies (CB type). A single reservoir may demonstrate a mixture of these types.

The PV type is typified by a collection of many shoe string ribbon sand bodies. 

These channels may be straight to  highly sinuous and may contain estuary compo­

nents. These reservoirs may extend for tens of kilometers along the channels and a 

few kilometers across with a thickness of several tens of meters. Im portant examples 

include fields in the Mannville, Alberta and Blackwell, Texas. SH type reservoirs
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generally form gravel dominated fluvial styles. This style is analogous to the layer 

cake reservoir style. Important oil provinces include the North Viking Graben, the 

North Slope of Alaska. The CB type reservoirs include the jigsaw and labyrinth 

reservoir types discussed previously. Important examples include Citronelle field, 

Texas and Daqing field, China.

A flexible streamline baseb modeling technique is now presented and demon­

strated. This technique may be applied to model any one of these fluvial reservoir 

styles and to better integrate information derived from fluvial style and systems 

tract. A major advantage of this algorithm is ability to reproduce complicated as­

sociations of architectural elements found in the CB type (e.g. LA element lenses, 

streamline bifurication and FF(CH) elements). While SH type reservoirs may ex­

press complicated associations, these features may not have a significant impact on 

reservoir response since SH type reservoirs are often very well connected (Miall, 

1996) [73].

3.2 Stream line Based Stochastic Fluvial M odel

Analysis of the fluvial styles (see Section 3.1.2) and systems tracts (see Section 3.1.3) 

demonstrates the great variety in fluvial deposition. Stochastic modeling of fluvial 

reservoirs requires tools tha t are more flexible than current algorithms to integrate 

information related to fluvial style and sequence stratigraphy framework.

A variety of approaches have been applied to construct iterative and non-iterative 

object-based stochastic models of meandering fluvial depositional systems. The 

techniques reviewed in Section 2.2.8 are well suited to  PV reservoir types with low 

sinuosity but lack the ability to reproduce CB and SH reservoir types. A flexible 

building block approach is presented for the construction of PV, CB and SH fluvial 

reservoir type models and training images.

The basic building block of this model is the streamline. A streamline represents 

the central axis of a flow event. This concept is general and may represent confined 

or unconfined, fluvial or debris flows.

Groupings of streamlines form streamline associations. Streamline associations 

are interrelated by process. For example a streamline association may represent a 

braided stream or meander migration. Fluvial architectural elements are attached to 

streamlines and architectural element interrelationships are characterized by stream-
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line associations. This is a logical technique for constructing fluvial models since 

all architectural elements are related to “flow events” and may be characterized by 

streamlines.

This building block methodology may be applied to generate a variety of fluvial 

models tha t may be applied as training images. In Section 3.3 a flexible uncon­

ditional algorithm is developed and in Section 3.4 a limited conditional algorithm 

is developed. These techniques are extended in Section 5.3 for the development of 

dynamic deepwater training images.

3.2.1 The 3-D Streamline

The direct application of a cubic spline function to represent the plan view projection 

of a fluvial flow event is severely limited. As a function, a spline represented as f s(x) 

may only have a single value for any value x.  In graphical terms, a function may not 

curve back on itself. This precludes the direct use of a spline function (i.e. channel 

streamline characterized by locations x, f s(x)) to characterize high sinuosity channel 

streamlines.

A solution is to fit a separate cubic spline to characterize each coordinate (x , y 

and z) with respect to distance along the spline (s). This allows for high sinuosity 

streamlines to be modeled. A 2-D spline with a sinuosity of 1.4 is demonstrated in 

Figure 3.2.

The advantages of this streamline technique are: (1) continuous interpolation of 

streamline location in Cartesian coordinates at any location along the streamline,

(2 ) relatively few parameters required to describe complicated curvilinear paths,

(3) manipulation of splines is much more computationally efficient than modifying 

geometries and (4) other properties such as geometric parameters and longitudinal 

trends may be stored as continuous functions along the streamline. These issues 

will be discussed in further detail below.

Geometries attached to raster pathways are highly susceptible to discretization 

artifacts. These artifacts are often manifested in the form of lines radiating from 

the raster pathway in plan view and steps in the resulting geometry. It is difficult 

to calculate reliable streamline properties such as curvature from a raster pathway. 

The resulting values will not be continuous along the streamline path. A spline 

by construction is a continuous function. Since each coordinate is continuous the 

resulting composite streamline is continuous. Geometries may be attached to  a 3-D
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Figure 3.2: A demonstration of the construction of a 2-D spline by combining two 

splines. A - the X  spline relative to length along the spline S,  B - the Y  spline 

relative to the length along the spline S  and C - the resulting 2-D spline in the 

X  — Y  plane.
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spline without discretization artifacts and are only limited in their resolution by the 

model grid.

Complicated 3-D spline-based streamlines require very few parameters. The pa­

rameters include a table of the x,y,z  and properties values and the first derivative of 

the splines representing x,y,z  and properties splines at each streamline control node. 

The number of control nodes required depends on the length and complexity of the 

spline. For problems with highly sinuous streamlines and lengths at reservoir scale 

less than a hundred control nodes are required to ensure well behaved splines. Com­

plicated curvilinear geometries and interrelationships are represented with minimal 

storage requirements.

The 3-D spline allows for efficient calculation of the nearest location along a 

streamline to  any location within the model volume. A nested search strategy is 

applied. First the nearest control node is located. Then finer intervals along the 3-D 

spline are checked for an interval of the streamline centered on the nearest control 

node.

It is more computationally efficient to modify 3-D streamlines than geometries. 

The control nodes of a 3-D spline may be freely translated, rotated or otherwise 

modified. The only requirement is tha t the first derivatives of the spline location 

parameters is recalculated after modification. This operation is very fast. The cal­

culation of complicated geometries generally requires a high level of computational 

intensity or simplification. In the streamline based models the geometric construc­

tion is postponed to the end of the algorithm. This results in very fast calculation 

and manipulation of complicated geometric morphologies and associations.

Any properties may be attached to the 3-D spline and interpolated along the 

length of the spline. In the fluvial streamline based model, the channel width, 

local curvature, relative thalweg location and local azimuth are included in the 3- 

D spline. Other information including architectural element type and additional 

property trends may be included. These properties are calculated a t the control 

nodes and then splines are fit as with the location parameters. A single streamline 

with all its associated properties is denoted as Ky where j  is the streamline index 

within a streamline association with index i.
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3.2.2 Streamline Associations within Streamline Based Models

A streamline association is a grouping of interrelated 3-D splines. Streamline associ­

ations are characterized by their internal structure and interrelationship or stacking 

patterns. The internal structure is the relation of streamlines within the streamline 

association. The external structure is the interrelationship between streamline as­

sociations. Streamline associations may be tailored to  reproduced features observed 

in each fluvial reservoir style.

Internal structures include streamline nesting, branching streamlines with com­

mon origin or streamlines representing steps in meander migration. Nesting may 

be reproduced with point processes introduced in Section 2.2.8. A technique for 

reproducing nested channels in deepwater is shown in Section 5.3.3. Branching 

and meandering associations are reproduced with streamline operations described 

in Section 3.2.3.

A variety of stacking patterns may exist in the fluvial depositional setting. Com­

pensation is common in dispersive sedimentary environments such as proximal allu­

vial fans, vertical stacking with little migration is common in anastomosing reaches 

and interrelated channel belts often form in incised valleys. These patterns include 

im portant information with regard to the heterogeneity of a reservoir and should 

be included in fluvial models. Stochastic processes may be applied to  mimic these 

features. A technique for reproducing compensational stacking in deepwater depo­

sitional systems is shown in Section 5.3.4.

3.2.3 Streamline Operations

A suite of streamline operations is presented. These operations allow for streamline 

based models to be constructed by the creation and modification of streamlines. 

These operations include (1) initialization, (2) avulsion, (3) aggradation and (4) 

migration.

Streamline Initialization

The streamline initialization operator is applied to generate an initial streamline or 

to represent channel avulsion proximal of the model area. Given the source and 

target locations and channel sinuosity this operator generates a realistic stream­

line from the source with a length (head to tail) equal to the spacing between the
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Figure 3.3: An illustration of the streamline initialization operator: A - apply pro­

cess to generate realistic channel represented by regularly spaced control nodes, B - 

apply a smooth translation to correct to the target location and C - fit a 3-D spline. 

Note S is the source location and T  is the target location.

source and target, then a smooth translation is applied to correct the location of 

the streamline control nodes to honor the target location (see Figure 3.3).

A model is required to represent channel streamline morphology. For example 

the FLUVSIM algorithm constructs streamlines as an one dimensional RF centered 

on a linear axis with a Gaussian distribution for displacement parameterized by am­

plitude and correlation length. There are a variety of methods available to generate 

meandering channel streamlines (Ferguson, 1976) [36]. Some methods are based on 

the regular wave-form models. The following is an example.

(3.1)
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where </>(sj) is the orientation of segment i, A is the wavelength, u  is the maxi­

mum deviation from principle channel direction and Sj is the specific segment of n 

segments along the streamline.

This model is fully determined by wavelength and the maximum deviation terms 

tha t may be directly related to sinuosity. While this parametrization is straightfor­

ward, these models do not mimic actual river meanders. While hydraulic morphol­

ogy does tend towards regularity, nonstationary in the host material and topography 

disrupt this regularity.

Streamlines may also be based on random walk models. These methods a t­

tem pt to capture the irregularity of meandering streamlines by setting the segment 

orientation as a RV. The simple random walk model is shown below.

(j){si) =  0(sj_i) +  e(s i) (3.2)

where 4>{si) is the orientation of segment i, <^(s*_i) is the orientation of segment i 

and er(si) is a disturbance value independently drawn from a distribution, often nor­

mally distributed N ( 0, a 2). This model is not realistic, since it lacks the periodicity 

observed in actual river channels (Ferguson, 1976) [36].

The disturbed dampened harmonic model developed by Ferguson (1976) [36] pro­

vides a realistic streamline model.

. 2h d<fr(s) 1 ^ ( s )
«*> + T *  + p - 5 r - ' «  <3-3>

where k  is related to the primary wavelength k =  2n/X,  h is the dampening factor 

(0 < h <  1) and e(s) is the disturbance value. The physical analogue for this 

model is a pendulum dampened by air resistance and continuously hit by rocks. 

The discrete approximation of this model may be applied to efficiently calculate 

streamlines with intuitive parameters and with periodicity and irregularity observed 

in fluvial channels.

Sinuosity is related to the dampening factor, h , the wavelength through k, and

the variance of the disturbance RV, e. Decrease in dampening results in more

regularity and higher sinuosity. Decrease in the disturbance variance increases the 

regular periodicity of the model. Given a nominal wavelength and level of periodicity 

a calibration may be performed to find the required dampening factor to get a 

required sinuosity. A series of channels are generated with varying sinuosities in
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Figure 3.4: Example channel streamlines calculated with the disturbed periodic 

model. From bottom  to top sinuosity =  1 .1 ,1 .2 ,..., 1.8.

Figure 3.4. The disturbed dampened harmonic model is applied in the streamline 

initialization operator, although any model may be used.

Streamline Avulsion

There are two types of avulsion; (1) change in channel path within an active channel 

system and (2) abandonment of an active channel system and activation of a pre­

viously inactive system. The first type of avulsion includes neck cut offs (an entire 

meander loop is abandoned) and chute channels (the channel cuts across the point 

bar. This type of avulsion is handled within the migration operation by checking 

for nonadjacent control nodes tha t are within a channel width of each other.

The second type of avulsion is the process of channel abandonment and the 

establishment of a new channel outside the active channel. Unless otherwise specified 

the term  avulsion in this dissertation refers to this type. The frequency of avulsion is 

related to channel confinement, loading index, and the availability of accommodation 

outside the channel. In alluvial fans and deltas, avulsion is associated with the
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large scale switching between sedimentary lobes (Miall, 1996) [73]. W ithin model 

avulsion is handled with the streamline avulsion operator. Avulsion proximal of the 

model is handled by spontaneously initializing a new channel with the streamline 

initialization operator (a drawing of the previously constructed streamlines tha t 

honor morphology, areal trend, source and azimuth distribution information).

The avulsion operator creates a copy of a specific channel streamline, selects a 

location along the streamline, generates a new downstream channel segment with 

same streamline sinuosity and the same geometric parameter distributions. The 

geometric parameters (e.g. channel width) of the new streamline are corrected so 

tha t the properties are continuous at the avulsion location. The initial azimuth 

is specified as the azimuth of the tangent at the avulsion location. There is no 

constraint to prevent the avulsed streamline from crossing the original streamline 

distal of the avulsion location.

The original and avulsed streamlines may be related to each other sequentially or 

in parallel. Considered sequential, one channel replaces the next as described above. 

Architectural elements such as LV and CS may partially or completely replace the 

CH and FF(CH) elements related to the original streamline. Considered in parallel, 

both channels are coeval, this operator could be applied to approximate braiding 

patterns with the limitation tha t the streamlines branch and cross basinward but 

do not merge.

In the current implementation the location of avulsion may be specified or un­

specified. If the location is unspecified then an avulsion location is drawn from the 

distribution of streamline control nodes weighted by the curvature at each node. 

This rule integrates the concept tha t avulsion is more likely to occur at locations of 

high curvature.

Streamline Aggradation

Aggradation occurs when a channel deposits sediments in the channel and over bank 

environments. This process is represented by a incremental increase in the elevation  

of a streamline. The current implementation is to add a specified constant value to 

the elevation, z, parameter for all control nodes.

Fluvial systems are continually adjusting to their changing equilibrium profile. 

This profile shifts under the influence of allogenic (e.g. eustasy discussed in Sec­

tion 3.1.3) and autogenic (e.g. sediment supply) forces. This process is further
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complicated by internal feedbacks. Aggradation in a location may reduce the sed­

iment load and hence the loading index downstream and this may result in local 

erosion.

A model of these complex coupled processes would require a full forward deduc­

tive model (refer back to Section 2.1.8). The building blocks for streamline based 

simulation are not designed for implementation in a true forward model. The fol­

lowing limitations are present; (1) topography is not modeled or altered; therefore, 

while a negative aggradation decreases streamline elevation, there is no true mech­

anism for eroding underlying architectural elements. In the current implementation 

channels remove elements from above to  prevent floating residual LV and CS el­

ements. (2) Aggradation occurs as monotonically increasing streamline elevation 

constrained only by a user provided vertical trend model. There is no consideration 

of the previously mentioned autogenic or allogenic considerations. This is advanta­

geous since a vertical trend may be observable from available well data  and it would 

be difficult to reproduce a precise vertical trend with a full deductive model.

S tre a m lin e  M ig ra tio n

The streamline migration operator is based on the bank retreat model. The appli­

cation of the bank retreat model for realistic channel meander migration has been 

proposed by Howard (1992) [50], applied to construct fluvial models by Sun et al. 

(1996) [123] and extended to construct meandering fluvial models tha t approximately 

honor global proportions, vertical and horizontal trends by Lopez et al. (2001)[65].

The bank retreat model assumes tha t a stream is at equilibrium; the cut bank 

erosion is equal to the point bar deposition. The rate of meander migration is 

assumed to be a function of the near bank velocity. The near bank velocity is 

calculated along the channel streamline with the following equation (Sun et al., 

1996) [123]:

uSb(s) = -b (s )u S0C(s) +
bCf w
u so \ %  + lAr + S ) - T $ ] -

-» 00  

]■/ exp -2 Cf  
ho

C{ s — s')ds' 

(3.4)

where usb(s) is the near bank velocity, b(s) is the channel half width, hSois the stream 

mean velocity, C(s) is the local channel curvature, Cf  is the friction coefficient, g 

is the gravitational constant, ho is the average depth of channel, A is a positive

64

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



factor describing the scour factor and s is the coordinate along the streamline. The 

integration component accounts for the upstream inertial effects on the near bank 

velocity.

The migration of each control node normal to the channel is calculated as func­

tion of the near bank velocity and the “erodability” of the host material (Sun et al., 

1996) [123]:

C(s) =  E{s) • usb(s) (3.5)

where ((s)  is the channel migration distance, E ( s) is the local erosion coefficient 

and usb(s) is the near bank velocity calculated in Equation 3.4.

Time steps are applied to model the channel migration. As the channel migrates, 

an underlying facies model is modified with the formation of channel, point bar and 

abandoned channel architectural elements. The erosion coefficient grid is modified 

as a function of facies. After each time step there is a check for chute and neck 

cutoffs (refer back to discussion on within channel avulsion) and control nodes are 

added where they are widely spaced. An example streamline with 100 time steps is 

shown in Figure 3.5.

A 2-D image demonstrates the meandering of a channel and the modification of 

the underlying architectural element model (see Figure 3.6). While channel migra­

tion increases sinuosity, periodic neck cutoffs reduce the sinuosity.

The streamline migration operator is based on an efficient implementation of 

the bank retreat model (Sun et al., 1996)[123]. The migration operators takes an 

initialized streamline (a set of control nodes and location and property splines) and 

(1 ) calculates the curvature and first derivative of curvature from the spline fit 

streamline, (2 ) calculates the near bank velocity with the discrete approximation of 

Equation 3.4, (3) calculates the relative migration and standardizes this migration 

to a user supplied maximum migration, (4) migrates the control nodes and (5) 

checks for neck and chute cutoffs. If chute or cutoff occurs the abandoned channel 

segments are removed and CH and CH(FF) element is generated. (6 ) Then, a new 

set of regularly spaced control nodes are assigned by spline interpolation. These 

steps are illustrated in Figure 3.7.

Key implementation differences from the original work from Sun et al. (1996)[123] 

include (1) elimination of the erosion coefficient matrix, (2) integration of 3-D splines 

for location and properties, (3) application of various architectural elements.
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Figure 3.5: The migration of a channel streamline over 100 times steps (white to 

black). The source and target locations are kept constant. Note the neck cut offs. 

The end points are constrained.
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Figure 3.6: The migration of a channel streamline over twelve time steps and the 

evolving facies model. A to L - note the formation of LA elements and increas­

ing streamline sinuosity. J  - a neck cutoff occurs and the oxbow lake is coded as 

abandoned channel fill (CH element capped with FF(CH) element).
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Figure 3.7: An illustration of the steps required in the streamline migration operator: 

A - the initial streamline 3-d spline and control nodes, B - the curvature, near bank 

velocity and migration are calculated at control nodes, C - the nodes are migrated, 

D - a new 3-D spline is fit to the migrated control nodes and E - a new set of 

regularly spaced control nodes are assigned by spline interpolation. Note S  is the 

source location and T  is the target location.
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□  ch m LA LV ■  CS ■FF(CH)

Figure 3.8: An illustration of the fluvial architectural elements applied in the stream­

line based model.

Instead of local erosion coefficients, a uniform erosion coefficient is applied tha t 

is calibrated for each migration step such tha t the maximum migration matches a 

specified value. This standardization of the migration rates removes the significance 

of hydraulic parameters such as friction coefficient, scour factor and average flow 

rate, since only the relative near bank velocity along the streamline is significant. 

Hydraulic parameters are replaced by the maximum spacing of accretion surfaces. 

The spacing of mud draped along accretionary surfaces is observable in well logs 

and cores, while paleo-hydraulics are often not a reliable source of information in 

reservoir studies (Miall, 1996) [73].

In addition, the utilization of 3-D splines allows for improved computational 

efficiency and well behaved local curvature functions (refer back to Section 3.2.1). 

The available architectural elements are now discussed.

3.2.4 Fluvial Architectural Elements

The available architectural elements include (1) CH, (2) LA, (3) LV, (4) CS, (5) 

FF(CH) and (6) FF  (refer back to Table 3.1 and see illustration in Figure 3.8). The 

geometries and associated parameters are discussed for each element.

Channel Fill (CH) Elements

The CH element is applied in two modes; (1) to represent channel fill architectural 

elements in abandoned channels with or without the presence of FF(CH) elements 

and (2) as the geometry of the active channel for each time step. As an active 

channel the CH element geometry constrains the geometries of other architectural 

elements. LV, CS and FF(CH) elements are anchored to CH elements and LA 

elements are assigned as then abandoned CH element after meander migration.

The geometry of the CH element is parameterized by a streamline, relative thal­

weg location, stochastic depth and a width to depth ratio. The cross section channel
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geometry is based on the following equations (see Equations 3.6 to  3.8) from Deutsch 

and Wang (1996) [28]. The relative thalweg is calculated as a function of channel 

curvature.

• m ( i - i ^ a )  c „(s) < o
«<» =  • C „ (s )> 0  (3.6)

. ^  C„(s) = 0

where a(s) is the location of the thalweg, Clv and C l are the maximum channel 

curvature in the clockwise and counter clockwise directions and Cv(s) is the local 

curvature. The channel cross section geometry is defined by Equation 3.7 for a 

thalweg closer to the left bank and by Equation 3.8 for a thalweg closer to the right 

bank.

d(w, s) =  4 • t{s) 

where b(s) =  —/n(2)/Zn[a(s)].

d( w, s) =  4 • t(s)

w

W (  s)

6(s)

1 -

w
W (  s)

6(s)

(3.7)

w
W{  s)

c(s)

1 - 1 -

W

W (  s)

c(s)'

(3.8)

where c(s) =  —ln(2)/ ln[l  — a(s)] and d(w, s) is a function describing the channel 

cross section, f(s) is the local channel thickness, W (s) is the local channel width 

and w  and s are the locations transverse and along the streamline respectively.

Fluvial channel profiles are a function of stream loading index, gradient and 

the properties of the host material. Wide channels and easily eroded host material 

typically have shallow channel margins, while narrow channels in mud and peat may 

have vertical to oversteep channel margins (Miall, 1996) [73]. Modern meandering 

channels demonstrate a shifting thalweg and asymmetry in cross section (R itter et 

al., 2002) [137]. Stream profiles may be complicated and highly irregular (Ritter 

et al., 2002)[106], although this geometry is consistent with the general form of the 

observed geometry in a meandering stream (Easterbrook, 1969)[34] (see Figure 3.9).

The CH element parameters; thalweg location, depth and width to depth ra­

tio are calculated at control nodes along the streamline. Cubic splines are fit to 

these properties to allow for a smooth transition along the streamline and efficient 

interpolation at any streamline location.
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Figure 3.9: Channel and levee elements cross section and associated geometric pa­

rameters. Note the LV geometry is eclipsed by the channel geometry.

By applying a variety of streamline operations this single CH geometry may be 

applied to  construct a variety of reservoir geometries. For example, a set of nested 

or isolated CH elements may be generated to construct shoe string reservoirs or 

isolated FF(CH) elements may form barriers or baffles as in jigsaw reservoirs.

The CH element average width to depth ratio and average depth are drawn from 

a Gaussian distributions specified in the parameter file. This information may be 

assessed from well data and analog information related to fluvial style. Typically 

gravel dominated styles are characterized by shallow streams and high width to 

depth ratios and fine grained systems have lower width to depth ratios (Colinson, 

1996; Miall, 1996) [15, 73].

Conservation of cross sectional area is honored in the current implementation. 

The approximate cross sectional area is found by integrating the channel cross sec­

tion equation (see Equation 3.7).

Area  =  4 - t - W  •
1

(3.9)
6 + 1  2• b +  1

where t  is the mean depth, W  is the mean width and b is a function of thalweg 

location as described in Equation 3.7. For the approximate channel cross sectional 

area calculation a centered thalweg is assumed.

The channel width along the streamline is represented as a correlated RF with 

mean calculated from the drawn average CH element average width and width to 

depth ratios. The standard deviation of width for a channel is specified in the 

parameter file. Depositional settings with fairly regular gradients will result in low 

variance in CH element width.

Given the CH element width and thalweg along the streamline, the corresponding
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CH element depth is calculated such tha t the CH element cross sectional area is 

constant (simple manipulation of Equation 3.9). The CH element area as a function 

of thalweg location has a symmetric solution about the centered thalweg case a =  

0.5; therefore, only Equation 3.7 was integrated for thalweg closer to the right hand 

side the a value is corrected, a1 — 1 — a.

Lateral Accretion (LA) Elements

An advantage of the application of the bank retreat method for channel streamline 

migration is the generation of realistic LA geometries. The lateral accretion deposits 

are represented as the volume of channel abandoned during channel migration. The 

complicated geometries of LA elements have been demonstrated by Diaz-Molina, 

(1993) and Willis (1993) [32, 139]. LA elements are characterized by wedge channel 

fills distributed along the inside of meander bends. These elements are formed 

during channel migration towards the cut bank.

An example of evolving point bar architectural elements is shown in Figure 3.6. 

The combination of a realistic model of channel migration and a realistic channel 

cross section results in realistic LA geometries. The application of the streamline 

based fluvial model to construct stochastic LA is explored in Section 3.5.

Levee (LV) Elements

Significant reservoir quality facies may be represented by levees. LV elements form 

as the accumulation of multiple flooding events separated by hiatus and subaerial 

erosion. The internal LV geometry is composed of overlapping lenses tha t have dips 

of two to ten degrees and are thinning and finning away from the channel axis (Miall, 

1996, p. 172) [73]. LV elements may be represented as a set of nested lobes and lenses 

(i.e. many small CS elements (Collinson, 1996) [15]). The external geometry of LV 

elements is characterized by a wedge tha t are thickest adjacent to the channel and 

thinning toward the over bank (Collinson, 1996; Galloway and Hobday, 1996, Miall, 

1996) [15, 39, 73]. LV elements may extend for large distances from the channel (e.g. 

up to a one kilometer) (Miall, 1996) [73].

The LV geometry and associated parametrization were shown in Figure 3.9. The 

equations for the LV top and base are shown in Equations 3.10 and 3.11 respectively.
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LVtop(<i) s) — LVheightis) •
d

■ expl^idthW -F 1 + C H elev( s) (3.10)
- d

L V y j i d t h ( s )  ' F

LVbasei^-i s ) — C H e[ev{s) ^'l/deptft(s ) ‘
LVwidth{s) ‘ F  d  

FVyjidthis) • F (3-11)

where ztop(s, d) is the top elevation of the LV element and zi,aae(s, d) is the elevation 

of the base of the LV element at a location s along the streamline and location d  

orthogonal from the channel edge. CH dev{s), LVdepth(s), LVwidth(s) and LVheight(s) 

are the elevation of the channel and the depth, width and height of the LV element 

at the nearest location along the streamline, s. At locations with negative thickness 

(i.e. Zbaae(s, d) >  ztop(s, d)) no LV element is placed. F  is a scaling factor described 

below.

The distribution of LV elements may not be uniform along the channel axis. 

Typically LV elements are more pronounced on the cut bank. This information is 

integrated with a LV width scaling factor, F, tha t scales the LV width to  account 

for LV asymmetry on channel bends. The current implementation is applied to 

calculate the F  multiplier with the following equations.

where L V a S y m  is a value between 0 and 1 tha t parameterizes the strength of the 

levee asymmetry, c(s) is the local curvature along the streamline and Cmax is the 

maximum curvature along the streamline. A L V a S y m  value of 0 results in symmetric

streamline with greatest curvature.

C revasse  Sp lay  (C S) E lem en ts

CS elements may also have significant reservoir quality. CS elements differ from LV 

in their genesis. They form from a significant local breach in the LV element as 

opposed to general flooding and represent sedimentation over a shorter time scale.

F p o i n t b a r ( s )  — 1 - 0  L V qas y r a (3.12)

F c u t b a n k { s )  — 1 .0  +  L V aa s y m (3.13)

LV elements and a LVasym value of 1 results in no LV element on the point bar 

side and double width of LV element on the cut bank side at the location along the

a s y m ,
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This tapping of the channel results in the availability of the coarser component of 

channel sediment load than available during LV element construction.

The internal geometry of CS elements may include low angle accretion surfaces 

with fining away from the channel axis and coarsening upwards associated with 

lateral progradation (Miall, 1996) [73]. CS element external geometry is commonly 

identified as discrete lobes with fingers extending beyond the lobe. CS elements 

extend beyond natural levees onto the floodplain. In flood prone settings the CS 

elements may extend over ten kilometers in length and five kilometers in width 

and may form amalgamated aprons along the channel. A CS element may have 

a thickness of less than a meter to several meters and may form amalgamated 

successions of tens of meters (Collinson, 1996; Galloway and Hobday, 1996, Miall, 

1996) [15, 39, 73].

For each streamline the number of CS elements is drawn from a Gaussian distri­

bution with mean and standard deviation supplied by the user. The location of each 

CS element along the streamline is drawn from a distribution of streamline locations, 

weighted by the curvature. Crevasse splays more likely occur at locations with high 

curvature since high near bank velocities erode the confining LV elements. The CS 

elements are modeled as a series of lobes fit to low sinuosity streamlines initiated 

from the crevasse location with initial azimuth normal to the channel streamline 

towards the cut bank.

The number of lobes and the lobe parameters (see Figure 3.10) are drawn from 

Gaussian distributions with user supplied mean and standard deviation. Fewer large 

lobes reproduce sheet geometries while many thin lobes reproduce inter fingering. 

The lobes within the CS element have the same areal geometry as the lobe element 

applied in Section 4.5. This geometry taken from LOBESIM algorithm by Deutsch 

and Tran (1999) [26]. Four example of CS elements constructed with the ALLUVSIM 

algorithm (discussed in Section 3.3) are shown in Figure 3.11.

Abandoned Channel (FF(CH)) Elements

In jigsaw reservoirs FF(CH) elements may be barriers or baffles to flow and may 

have significant control on reservoir response. FF(CH) elements represent low energy 

channel fills tha t are muddy sand to pure mud (Miall, 1996) [73]. They form due 

to rapid channel abandonment. If channel abandonment is very abrupt (i.e. rapid 

avulsion, neck cut-off) then there is a strong contrast between the FF(CH) and CH
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□  CH EH LV ■  CS Streamline #  Avulsion Node

Figure 3.10: Crevasse splay architectural element geometric parameters. L  is the 

length of the lobe, I is the length along the streamline where the lobe has its maxi­

mum width, W  and w is the width along the proximal edge.
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Figure 3.11: Example crevasse splay geometries calculated with the ALLUVSIM algo­

rithm: A - isolated interfingered elements, B - amalgamated lobe and interfingered 

elements, C - isolated lobe elements and D - amalgamated lobe elements.
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elements. Slow abandonment leads to fining upward fills (Galloway and Hobday, 

1996) [39].

In the current implementation FF(CH) elements form; (1) in oxbow lakes when 

meander migration has cut off a reach, (2) in the channel reaches distal of avulsion 

locations and (3) in the last channel placed for a level or within a level.

The user specifies the distribution of the proportion of abandoned channels fill 

with FF(CH) elements. For a proportion of 0 the abandoned channel is coded as CH 

element and for a proportion of 1 the entire abandoned channel is coded as FF(CH) 

element. For a proportion between 0 and 1 the contact between the FF(CH) and 

CH elements is calculated with the following equation.

F F C H e i e v  —  P r n u d  • ( C H e l e v  —  C H b a s e )  +  C H b a s e  (3-14)

where P m u d  is the proportion of FF(CH) element and C H e i e v  and C H b a s e  are the 

elevations of the top and base of the abandoned channel respectively. Note this 

assumes a proportional contact between FF(CH) and CH elements.

Overbank Fines (FF) Elements

FF elements are not modeled directly. The model space is initialized as FF element. 

Other architectural elements displace FF elements during model construction.

3.3 Stream line Based Unconditional Algorithm

The streamline based approach (refer back to Section 3.2) and the building blocks for 

streamline base simulation (refer back to Sections 3.2.3 and 3.2.4) are demonstrated 

with a Fortran program called ALLUVSIM. This algorithm applies the previously iden­

tified building blocks to construct flexible unconditional stochastic fluvial models. 

These models may be applied as training images as discussed later in Chapter 5. In 

Section 3.4 a conditional model is presented based on these building blocks.

3.3.1 Event Schedule

The application of building blocks based on streamline operators and associated 

architectural elements allows for a large degree of flexibility. An algorithm could be 

written to  read in a precise schedule of flow events expressed as a list of streamline
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operators and associated architectural elements with all required geometric param­

eters. This would enable a practitioner to custom build a wide variety of synthetic 

fluvial models.

The ALLUVSIM algorithm is able to reproduce a wide variety of reservoir styles 

with limited parametrization. This algorithm may reproduce braided, avulsing, me­

andering channels and may reproduce geometries and interrelationships of any reser­

voir type (PV, SH or CB) and fluvial style within any systems tract. The algorithm 

is supplied with areal and vertical trends, distributions of geometric parameters, 

probabilities of events and architectural elements. Further implementation details 

are discussed.

Areal Channel Density Trends

Analogue, well test and seismic information may indicate areal trends in reservoir 

quality. Although seismic vertical resolution is often greater than the reservoir thick­

ness, seismic attributes calibrated to well data may indicate a relative measure of 

local reservoir quality. Well tests may provide areal information on the distribution 

of reservoir quality and may significantly constrain model uncertainty (Corbett et 

al., 1998)[17]. Analogue information such as reservoir type may indicate a confined 

PV type or a more extensive and uniform SH type reservoir. If the net facies are 

associated with CH, LV and CS elements then this areal trend information may be 

integrated by preferentially placing streamlines in areal locations with high reservoir 

quality.

The technique for honoring areal trends is to (1) construct a suite of candidate 

streamlines with the desired morphology, (2) superimpose each streamline on the 

areal trend model and calculated average relative quality and (3) for each streamline 

initialization draw from this distribution of candidate streamlines (without replace­

ment) weighted by the average quality index. This technique is efficient since the 

construction of hundreds or thousands of streamlines is computationally fast.

This technique is demonstrated in Figure 3.12. 30 streamlines are drawn from a 

suite of 500 candidate streamlines for three different areal trends. Note the control 

of the areal trend on the drawn streamlines.
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Figure 3.12: Example areal trends in channel density and the resulting streamlines. 

A and B - no areal trend supplied, C and D - a linear trend increasing in the y 

positive direction and E and F - a second order trend increasing in the y positive 

direction. Note areal trend is a relative measure without units.
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Vertical Channel Density Trends and Aggradation Schedule

Well data and analogue information may provide information on vertical trends in 

reservoir quality. Well logs calibrated by core are valuable sources of vertical trend 

information. Often identification of systems tract and fluvial style will provide 

analogue information concerning potential vertical trends.

These trends may be honored by constraining the aggradation schedule. The cur­

rent implementation is to apply the trend within a user defined number of constant 

elevation levels. Streamlines and associated architectural elements are generated at 

the lowest level until the NTG indicated by the vertical trend is reached for the 

model subset from the base of the model, z q ,  to the elevation of the first level, z \ .  

Then the aggradation operator is applied to aggrade to the next level and the pro­

cess is repeated through all user defined levels. For the highest level, zn, the model 

is complete when the global NTG ratio is reached. Fluvial aggradation and erosion 

is discussed in the description of the aggradation operator in Section 3.2.3.

The assignment of a few constant elevation levels to  model aggradation is a 

simplification, although this technique does allow for the flexibility to reproduce a 

variety of aggradation patterns. For example, few levels result in a stepped system 

with amalgamated reservoir elements separated by FF elements. The assignment of 

many levels and an overall low NTG results in isolated PV type shoestring or CB 

type labyrinth reservoirs. The assignment of many levels with an overall high NTG 

results in a amalgamated CB type jigsaw reservoirs.

The number of aggradation levels impacts the vertical trend reproduction. The 

assignment of few levels results in coarse reproduction of the vertical trend. Taken to 

the limit, the application of a single level would not reproduce a vertical trend. The 

assignment of many levels may allow for more precise reproduction of the vertical 

trend. W ith minor modification more complicated schedules may be applied tha t 

allow for continuous aggradation as opposed to discrete levels. Three example ver­

tical trends with cross sections from the resulting models are shown in Figure 3.13. 

It is recommended tha t the number of aggradation levels be chosen based on the 

observed vertical stacking in the fluvial reservoir. Then, the avulsion probability 

may be adjusted to reproduced observed CH, LA and FF(CH) element proportions.

80

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



15.0.

<D CO
£  10.0 "O
o  o O 

N
5.0

0 C

0)
CO
£  1 0 .0 .■g
ooO
rsi

5.0.

o.o_ 1

20 .

1.0

,0 E

15.0.

■g
ooO

N
5.0.

i * i ? t * i ■ i i | i
5.0 9.0 13.0 17.0

Relative Reservoir Quality

T
5.0

r - j - T
9.0 13.0

Relative Reservoir Quality

T“T
17.0

*—r
5.0

1—1—» 
9.0 13.0 17.0

Relative Reservoir Quality

»T
XI

X Coordinate (m)

Xf T T
f

H i
X Coordinate (m)

f

X Coordinate (m)

ICH

LA

LV

cs

I I FF(CH)
1------1 FF

Figure 3.13: Example vertical trends in channel density and the resulting architec­

tural element models. A and B - no areal trend supplied, C and D - a linear trend 

increasing in the y positive direction and E and F - a second order trend increasing 

in the y positive direction. The source locations are drawn from a uniform distri­

bution along the proximal edge. Note vertical trend is a relative measure without 

units.
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Figure 3.14: The effect of probability of avulsion and number of aggradation levels 

on ALLUVSIM models. A - few aggradation levels and low avulsion probability result 

in well developed LA elements, B - few levels and high avulsion probability result 

amalgamated reservoir punctuated by FF(CH) elements and C - many aggradation 

levels and low probability of avulsion results in isolated LA element lenses or PV 

type shoestring reservoirs.

Channel Pattern and Avulsion Schedule

The streamlines are generated sequentially from the base to the top of the model. 

Streamlines are modified through (1) streamline avulsion proximal of model, (2) 

streamline avulsion and (3) streamline migration with streamline initialization gen­

erating the first streamline on each level (refer back to Section 3.2.3).

The probabilities of avulsion events for each time step are user defined. The 

selection of low avulsion probabilities results in well developed LA elements with 

FF(CH) element baffles as seen in CB type labyrinth fluvial reservoirs. The ap­

plication of a high probability of avulsion results in braided SH type reservoir. A 

schematic illustration of the impact of avulsion probability and number of aggrada­

tion levels on ALLUVSIM models is shown in Figure 3.14.
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Channel Pattern and Source and Azimuth Distributions

The source location (position along the proximal edge of the model) and the general 

azimuth of each streamline are drawn from Gaussian distributions parameterized 

by user supplied mean and standard deviation. The application of a small source 

standard deviation results in point source of flow events on the proximal edge while 

the application of a large source standard deviation results in an apron source. The 

application of a small azimuth standard deviation results in parallel to subparal­

lel channels while a large azimuth standard deviation results in a more dispersive 

pattern.

Channel patterns from braided SH type alluvial fan reservoirs may be reproduced 

with a small source standard deviation and a large azimuth deviation. While a large 

source standard deviation and small azimuth deviation may reproduce the channel 

patterns observed in PV type reservoirs. A schematic illustration of the influence of 

source and azimuth distributions on channelized sheet complex deepwater models is 

shown in Figure 5.22.

3.3.2 ALLUVSIM Parameters

An example ALLUVSIM parameter file is shown below. These parameters include 

input trend files, schedule information and geometric parameter distributions. In 

Table 3.2 each of these parameters are discussed in greater detail.

P a r a m e te r s  f o r  ALLUVSIM
1. h o r i t r e n d . d a t - f i l e  w i th  t h e  h o r i z o n t a l  t r e n d
2 . 1 -  h t c o l
3 . v e r t t r e n d . d a t - f i l e  w i th  t h e  v e r t i c a l  t r e n d
4 . 1 -  v t c o l
5 . 200  3 2 .0  1 0 .0  1 3 .0 -num . s t r e a m l i n e s  a n d  l e v e l s , l e v e l  e l e v a t i o n s
6 . 0 .3 0 -NTG t a r g e t
7 . 100 10 - c h a n n e l  t a b l e , f i n e  s e a r c h
8 . 0 .0  0 .0 - p r o b .  o f  p r o x .  a v u l s i o n , p r o b .  o f  a v u l s i o n
9 . 9 0 .0  1 .0 -CH e l e m e n t : a z im u th *
1 0 . 5 0 0 .0  5 0 .0 -  s o u r c e  l o c a t i o n *
1 1 . 4 .0  0 .5  0 .2 -  d e p th *
1 2 . 2 2 0 .0  2 .0 -  w id th :d e p th *
1 3 . 1 .3  0 .2 -  s i n u o s i t y *
1 4 . 2 .0  0 .1 -LV E le m e n t :d e p th *
15 1 6 0 .0  5 .0 -  w id th *
1 6 . 1 .5  0 .2 -  h e i g h t *
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17. 0 .3  0 .1 -  a sy m m etry  f a c t o r *
18. 0 .3  0 .1 -  t h i n n i n g  f a c t o r *
19. 50 .0  20.0 -CS E le m e n t : l e n g t h
20. 2 2 -  num ber o f  CS /  s t r e a m l i n e *
21. 10 2 -  num ber o f  l o b e s  /  CS*
22. 300.0 100.0 -  lo b e  l e n g th *
23. 150.0 30.0 -  lo b e  maximum w id th *
24. 50.0  10.0 -  lo b e  l e n g t h  t o  maximum w id th *
25. 150.0 30.0 -  l o b e  p r o x im a l  w id th *
26. 0.000 0.000 -  h e i g h t : w i d t h *
27. 0.010 0.005 -  d e p th :w id th *
28. 0 .5  0 .1 -FF(C H ) E l e m e n t : p r o p o r t i o n  o f  c h a n n e l  f i l l *
29. 50 .0  20.0 -maximum m i g r a t i o n  s t e p *
30. 200 2 .5  5 .0 - n x ,x m n ,x s i z
31. 200 2 .5  5 .0 - n y ,y m n ,y s i z
32. 50 0 .20 0 .4 - n z , z m n ,z s i z
33. 69069 0.05 -ra n d o m  num ber s e e d , c o l o r _ i n c r
34. a l l u v s  im . o u t - f i l e  f o r  o u tp u t  f a c i e s  f i l e
35. s t r e a m l i n e . o u t - f i l e  f o r  o u tp u t  s t r e a m l i n e s

* m ean a n d  s t a n d a r d  d e v i a t i o n  o f  a s s o c i a t e d  G a u s s ia n  d i s t r i b u t i o n

3.3.3 Example ALLUVSIM Models of Reservoir Types

The algorithm tha t applies the previously described building blocks is called ALLUVSIM. 

The following are five example ALLUVSIM models tha t are based on PV, CB and SH 

reservoir types. These models demonstrate the flexibility of the streamline based 

fluvial technique and provide suggestions for parameter assignment to construct 

models of each reservoir type.

PV Type Shoe String Reservoir Model

The PV  type reservoirs are the basis for simulated annealing object based stochastic 

models such as FLUVSIM (Deutsch and Wang, 1996; Deutsch and Tran, 2002) [28, 25] 

and direct object based algorithms developed by Viseur et al. (1998) [132] and 

Shmaryan and Deutsch (1999)[111]. The ALLUVSIM algorithm offers improvements 

over these algorithms with (1) more realistic channel sinuosity, (2) improved archi­

tectural element models and (3) the ability to model evolution of the fluvial system 

with interrelated streamline associations.

Each of these algorithms is based on a channel streamline RF along a line.
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L ine D esc rip tio n

1 input file with relative horizontal trend in channel density. The file 

should be in GEOEAS format and GSLIB grid convention.

2 column number for the horizontal trend.

3 input file with relative vertical trend in channel density.

4 column number for the vertical trend.

5 the maximum number of streamlines in the model (set as large), the 

number of levels and a list of level elevations.

6 the target NTG fraction.

7 the number of streamlines in look up table and the correlation length 

of the CH width RF.

8 the probability of avulsion proximal of the model and avulsion within 

the model.

9-13 the geometric parameters for CH element.

14-18 the geometric parameters for LV element.

19-27 the geometric parameters for CS element.

28 the geometric parameters for FF(CH) element.

29 the maximum migration step.

30-32 the regular grid parameters.

33 the random number seed and the element code increment for differ­

entiation of individual architectural elements.

34 the output file with the architectural element model.

35 the output file with the streamlines: index, x, y and z.

Table 3.2: A description of the ALLUVSIM parameter file. Further details on these 

parameters is found in the text.
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Figure 3.15: An example ALLUVSIM PV type reservoir model. A - plan section 

(z=5m), B - plan section (z=10m), C - all streamlines (grey scale from 1=white to 

n=black) and D - cross section (x=10m). Note grey scale assignment for architec­

tural elements is varied to aid in differentiating amalgamated elements.

Sinuosity is parameterized by maximum departure and correlation range. While this 

technique is efficient, it is not a realistic model of channel sinuosity. High sinuosity is 

reproduced as a short wavelength streamline tha t is similar to a scribbled line. The 

ALLUVSIM algorithm provides direct control over sinuosity and results in realistic 

sinuosity patterns for low to high sinuosities.

The ALLUVSIM algorithm provides realistic models of CH, LA, LV, CS and 

FF(CH) element geometries. The most significant improvements are the addition of 

LA elements related to channel migration and a flexible CS parametrization tha t al­

lows for interfingered and sheet geometries. An example low NTG PV  type reservoir 

model is shown in Figure 3.15.

The previously mentioned algorithms retain greater flexibility in being condi­

tional to  any architectural elements identified at well locations. The current imple-
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mentation of ALLUVSIM honors vertical and areal channel density trends, but not 

well data. The ALLUVSIMCOND algorithm discussed in Section 3.4 honors channel 

intercepts a t wells.

CB Type JigSaw Reservoir Model

The CB and SH type reservoirs are not addressed with current stochastic fluvial 

models. As discussed in Section 3.1.4 these reservoir types are im portant targets 

and the related heterogeneities may have an impact on reservoir response. The 

jigsaw reservoir type is characterized by high NTG with no major gaps. These 

reservoirs form from coarse grained meandering and braided fluvial styles. In these 

coarse grained systems the channels typically have high width to depth ratios. An 

example jigsaw reservoir model is shown in Figure 3.16. Note the braided and 

meandering streamline associations and the formation of FF(CH) baffles. The high 

NTG and poor preservation of FF elements is accomplished with a high NTG and 

few aggradation levels. This would be indicative of the LST or HST.

CB Type Labyrinth Reservoir Model

CB type labyrinth reservoirs (Section 3.1.4) are also not well modeled with currently 

available algorithms. These reservoirs are characterized by poorly connected asso­

ciations of CH and LA element pods and lenses. These reservoirs often originate 

from fine grained and anastomosing fluvial styles. An example models is shown in 

Figure 3.17. Note the meandering and braided features in the streamlines. The 

isolated channel associations may be indicative of a high rate of accommodation 

generation characteristic of the TST. These are formed in the model by applying 

a low NTG, many aggradation levels and low probability of avulsion to allow for 

significant LA element development.

SH Type Reservoir Model

The SH type reservoir models are discussed in Section 3.1.4. While early exploration 

may indicate these reservoirs are uniform further study often indicates features 

similar to CB type reservoirs (Miall, 1996) [73]. Two SH type reservoir models are 

shown. In Figure 3.18 a SH type model based on a distal setting is shown. The 

streamline associations show a high degree of meandering and little avulsion. In
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Figure 3.16: An example ALLUVSIM CB type jigsaw reservoir model. A - plan 

section (z=5m), B - plan section (z=10m), C - all streamlines (grey scale from 

1=white to n=black) and D - cross section (x=10m). Note grey scale assignment 

for architectural elements is varied to aid in differentiating amalgamated elements. 

Note the meandering and braided features in the streamlines.
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Figure 3.17: An example ALLUVSIM CB type labyrinth reservoir model. A - plan 

section (z=5m), B - plan section (z=10m), C - all streamlines (grey scale from 

l= w hite  to n=black) and D - cross section (x=10m). Note grey scale assignment 

for architectural elements is varied to aid in differentiating amalgamated elements.
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Figure 3.18: An example ALLUVSIM distal SH type reservoir model. A - plan section 

(z=5m), B - plan section (z=10m), C - all streamlines (grey scale from l= w hite  to 

n=black) and D - cross section (x=10m). Note grey scale assignment for architec­

tural elements is varied to aid in differentiating amalgamated elements.

Figure 3.19 a SH type model based on a proximal setting is shown such as an alluvial 

fan. The streamline associations show a high degree of avulsion and braiding and 

a dispersive pattern. SH reservoir type models are generated with high NTG and 

many time steps to allow for amalgamate net facies.

3.4 Conditional Streamline Based Simulation

The ALLUVSIM algorithm is unconditional. This section presents a technique for 

updating streamline based simulation with a reasonable level of well condition­

ing. Additional building blocks for this technique are added to the building blocks 

for streamline based models. A demonstration algorithm similar to  ALLUVSIM is 

presented. This algorithm, ALLUVSIMCOND, constructs conditional streamline based
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Figure 3.19: An example ALLUVSIM proximal SH type reservoir model. A - plan 

section (z=5m), B - plan section (z=10m), C - all streamlines (grey scale from 

l= w hite  to n=black) and D - cross section (x=10m). Note grey scale assignment 

for architectural elements is varied to aid in differentiating amalgamated elements.
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models. These models are conditioned to identified channel fill elements, denoted 

as CH', without differentiation of CH, LA or FF(CH) elements. These techniques 

are further developed in Pyrcz and Deutsch (2004) [97].

There are a variety of available methods tha t may be applied to condition com­

plicated geologic models; (1) dynamically constrain model parameters during model 

construction to improve data match (Lopez et al., 2001)[65], (2) posteriori correc­

tion with kriging for conditioning (Ren et al.,2004) [105], (3) pseudo-reverse modeling 

(Tetzlaff, 1990) [124], (4) apply as a training image for multiple-point geostatistics 

(Strebelle, 2002)[120] and (5) direct fitting of geometries to data (Visuer et. al., 

1998 and Shmaryan et. al., 1999)[132, 111]. Each of these techniques has signifi­

cant limitations either in efficiency, robustness or the ability to retain complicated 

geometries and interrelationships.

In Section 3.2.1 the advantages of the streamline based simulation are discussed. 

These advantages include a flexibility and computational efficiency. This paradigm 

is amenable to a new method for the construction of conditional models. In this 

section a method, updating streamline based simulation, is developed and presented.

The essence of a streamline based model is associations of streamlines with as­

sociated geometric parameters and identified architectural elements. A prior model 

of streamline associations may be updated to reproduce well observations. The 

proposed procedure is; (1) construct the prior streamline based model conditioned 

by all available soft information, (2) interpret well data and identify CH' element 

intervals, (3) sequentially update streamline associations to honor identified CH' 

element intervals and (4) correct for unwarranted CH' intercepts. This technique 

entails the translation of large-scale elements to honor small scale data; therefore, it 

is only suitable for settings with sparse conditioning data. Settings with dense data 

will be intractable and may result in artifacts.

3.4.1 The Prior Streamline Based Simulation

Streamline based models are very flexible. In Section 3.3.3 the A L L U V S I M  algorithm 

is applied to construct a variety of fluvial reservoir type models. This flexibility 

allows for the direct integration of information related to fluvial style, systems tract 

and fluvial reservoir type.

Architectural element information from available well, production and seismic 

data, analog information and professional judgment may be integrated through the
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geometric and streamline association parameters. In addition, these models may 

be conditioned directly to areal and vertical trends in reservoir quality (see Sec­

tion 3.3.1).

3.4.2 Interpreted Well Data

The hard data from wells are identified CH' element intervals. CH' elements are 

typically identified by erosional bases and normal grading. CH' element fills often 

occur in multistory and multilateral configurations. CH' elements often erode into 

previously deposited CH' elements to form amalgamated elements (Collinson, 1996, 

Miall, 1996) [15, 73].

The geologic interpretation of well data is performed prior to the updating step. 

The input data  includes the areal location for each vertical well and a list of CH' 

element intervals with base and original top (prior to erosion). The geologic inter­

pretation is often uncertain, especially with amalgamated CH' elements. A lternate 

geologic interpretations may be applied to account for this uncertainty.

3.4.3 Updating Streamline Associations to Honor Well Data

The model is updated by modifying streamline associations to honor CH' element 

intercepts. For each CH' element interval identified in the well data the following 

steps are performed. (1) The horizontal position is corrected such tha t the CH' 

element intercept thickness is within tolerance of the CH' element interval thickness. 

(2) Then the vertical location is corrected such tha t the CH' element intercept 

top matches the top of the CH' element interval. Entire streamline associations 

are corrected to preserve the relationships between streamlines within a streamline 

association. For example, if a streamline association includes a set of streamlines 

related by meander migration, the entire set of streamlines defining representing 

a point bar is shifted. If individual streamlines were modified independently this 

would change the nature of the streamline association (see Figure 3.20).

The CH' element intervals are sequentially corrected. The intervals are corrected 

in a random order. For each interval the nearest streamline « ij(s)  is found and the 

nearest location on the streamline is found Kij(s°). The “distance” calculation 

includes user defined anisotropy factors to account for anisotropy in the geology.
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Figure 3.20: A schematic of updating individual streamlines and entire streamline 

associations. A - the correction is applied to the nearest streamline and C - the cor­

rection is applied to the entire streamline association. B and D - a braided streamline 

association. B - the correction is applied to the nearest streamline and D - the cor­

rection is applied to the entire streamline association. Modification of individual 

streamlines does not preserve interrelationships within streamline associations.
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where , A y and A z are the distance of separation in the horizontal (x  and y) and 

vertical (z) directions and ax, ay and az are anisotropy ranges.

The nearest streamline association is checked for previous conditioning. To pre­

vent artifacts, a buffer distance, r ,  is set such tha t a streamline association may not 

be updated at a location s® tha t is too close to any previously updated location. 

Closely spaced updates may lead to a discontinuities in the streamline association. 

This rule may be expressed as:

I®i s^| > 7  V j  =  1 , . . . ,  i 1 (3.16)

where s? is the location along the streamline association closest to the hard data and 

s° Vjp =  1 , . . . ,  * — 1 is all previous conditioning applied to this streamline association.

If there is previous conditioning, an additional acceptance criteria is applied to 

prevent unrealistically large vertical undulation within a streamline association.

\z(s°) -  zCHi\ > TZ (3.17)

where z(s°) is the elevation (accounting for stratigraphic coordinates) of the of the 

streamline closest to the hard data, zcHt is the elevation of the CH' element interval 

and t z is the maximum streamline deviation in the vertical direction.

The criteria controls the level of vertical modification tha t may be applied in a 

streamline association. A small t z will result in constant z coordinate streamlines. 

This should be the case since any irregularities should be handled with stratigraphic 

transformations prior to model construction. A small r 2 will also limit the frequency 

of a single streamline association being conditioned by more than  one interval. A 

large t z allows for greater flexibility in conditioning but may result in an unrealistic 

level of independent undulation between streamline associations.

There are three possible cases; (1) there is no previous conditioning, (2) the 

streamline association has been previously updated and passes both criteria in Equa­

tion 3.16 and 3.17 and (3) the streamline association has been previously updated 

and fails the criteria in Equation 3.16.

In the first case, the streamline association may be freely translated in the trans­

verse direction to honor the specific conditioning. Since there is no longitudinal
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Figure 3.21: An illustration of methods for updating streamline associations to 

well data. For this example there are two streamlines in the streamline association 

representing an avulsion event tha t are corrected to honor conditioning data (c). A 

- the case with no previous conditioning. The streamline is translated in the lateral 

direction to  honor the CH' interval. B - the case with previous conditioning. The 

streamline is translated with a triangular difference distribution with the streamline 

held constant at the control node of previous conditioning (p ) and beyond {p —► 1) 

and at the last control nodes (ni and n-z). C - the transverse correction with respect 

to location along the streamline (s). D - the smooth correction applied with respect 

to location along the streamline.

component to  the translation there is no need to extrapolate to the proximal or 

distal edges of the model (see A and C in Figure 3.21).

For the second case, a smooth correction method is applied to the streamline 

associate (see B and D in Figure 3.21). A step vector is constructed oriented from s? 

to the location of the well interval. The scale of the step of the sense is determined 

by an iterative procedure described later.

For the third case the streamline association is rejected and the next closest 

streamline association is then considered.
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3.4.4 Iterative Procedure for Updating Streamline Associations

Modifications of streamline associations has an impact on CH' element geometry. 

It would be difficult to directly calculate the precise translation of a streamline 

to result in the correct interval thickness at a well location. A simple iterative 

method is applied to correct the well intercept thickness. The thickness of the CH' 

element from a streamline association is calculated at the vertical well location. The 

error is calculated, if the thickness is less than indicated by the conditioning then 

the streamline association is shifted towards the well location. If the thickness is 

greater than indicated by the conditioning then the streamline association is shifted

away from the well location. The parameters for this iterative technique are the

initial step size, the dampening factor and the thickness tolerance.

s* = 8° ■( 1 -  <S)(i- 1} (3.18)

where sn is the ith step size, s° is the initial step size and 8 is the dampening factor 

(between 1.0 and 0.0). The limit of the sum of infinite steps may be calculated to 

represent the maximum distance a streamline association may be shifted given an 

initial step size, s°, and dampening factor, 5.

c°
j  (3-19)

i ~ l

By setting the initial step size to the maximum channel width and the maximum 

migration as the model extent transverse to the primary flow direction the required 

dampening factor may be calculated.

The thickness tolerance may be set to a fraction of the vertical model resolution. 

When the difference between the interval from well conditioning and the CH' element 

intercept is less than the tolerance the convergence criteria is satisfied. The closest 

node, K{tj ( s°), is locked and is not modified by subsequent updating.

Once the CH' element intercept thickness is corrected then the vertical location is 

corrected by applying a vertical shift to the streamline association. The procedure is 

repeated for all identified CH' element intercepts. If there is no previous conditioning 

the entire streamline association is shifted vertically. If there is previous conditioning 

then a smooth correction is applied (similar to the smooth correction applied for the 

horizontal correction). It is possible tha t CH' elements may intercept wells where 

such intercepts are not indicated. These unwarranted intercepts are corrected.
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3.4.5 Correction for Unwarranted Well Intercepts

The correction for unwarranted CH' element intercepts applies a robust iterative 

technique. For each unwarranted CH' element intercept the associated streamline 

association is checked for conditioning. If the streamline association is not an­

chored to conditioning data then the streamline association may be translated in 

the direction transverse to the primary flow direction. If the streamline association 

is anchored to  conditioning data then the smooth modifications may be applied. 

These modification are the same as applied in the previously indicated first and 

second cases for updating.

The streamline association is modified until the thickness of the unwarranted CH' 

element intercept reaches zero. For each iteration the step size of the modification 

is increased and the direction is reversed. This method is robust since it does not 

become trapped with complicated streamline associations. This methodology is 

illustrated in Figure 3.22 with a complicated setting.

3.4.6 Example Conditional Streamline Based Models

The ALLUVSIMCOND algorithm was applied to construct a conditional CH' element 

model. The streamlines include braided low to high sinuosity morphology. A sin­

gle well is included with two CH' element intervals identified. Cross sections and 

streamline plan views of the prior and updated models are shown in Figure 3.23. The 

morphology of the streamlines is preserved while the well intercepts are honored.

3.5 Stochastic Inclined H eterolithic Strata

Inclined heterolithic strata  (IHS) are of special interest in CB type reservoirs since 

they (1) are often a dominant component of these reservoirs, (2) often include a large 

component of good reservoir quality, (3) have inherent patterns of heterogeneity tha t 

may have a significant impact on reservoir response and (4) they have complicated 

geometries tha t are often difficult to model. The ALLUVSIM algorithm is applied to 

generate realistic models of IHS set geometries.
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Figure 3.22: An illustration of methods for correcting streamlines associations to 

remove unwarranted well intercepts. The two streamlines are related by avulsion in 

the streamline association and there are two previously conditioned locations {C\ 

and C2 ). A and C - the initial streamline association prior to correction. B and D - 

the first smooth modification. E and G - the second iteration. F and H - the third 

iteration removes all unwarranted intercepts with this streamline association.
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Figure 3.23: An example conditional streamline based model from ALLUVSIM.
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Figure 3.24: A schematic dip section of the morphology of IHS sets associated with 

meandering fluvial systems. Adapted from Thomas et al. (1987) [125]. Compare to 

the architectural element model in the ALLUVSIM algorithm (see Figure 3.8).

3.5 .1  S toch astic  Inclined  H etero lith ic  S trata  G eologic S ettin gs

Two examples of reservoir settings tha t have significant components of IHS sets are 

the McMurray Formation (Mossop and Flach, 1983, Thomas et al., 1987) [76, 125] 

and Daqing Oil Field, China (Jin et al., 1985, Thomas et al., 1987)[53, 125]. In both 

of these examples the IHS sets developed from a meandering fluvial depositional 

setting. IHS sets have also been identified in deltaic channels, estuarine channels, 

low sinuosity streams and deepwater channels (Thomas et. al., 1987)[125].

IHS sets are characterized as siliciclastic sedimentary sequences tha t are parallel 

to sub parallel strata  tha t possess original dips. These strata  generally result from 

the lateral growth of large-scale bedforms such as point bars (LA element). Indi­

vidual beds are characterized as growth units separated by accretionary surfaces 

(Thomas et. al., 1987)[125].

These accretionary surfaces are preserved at intervals along the growth of lateral 

accretion elements and are recognized in geomorphology by the surface expression 

of meander scrolls in point bars. These surfaces are the result of cycles in autogenic 

controls tha t influence the loading index of a river. Traditional models recognize 

coarse and fine grained couplets occurring between these surfaces. These fine grained 

sediments are often associated with estuaries during the transgressive systems tract. 

There may be hierarchies of accretionary surfaces.

A schematic of a typical IHS morphology for a mixed to suspended load me­

andering river is shown in Figure 3.24. This model is adapted from Thomas et al. 

(1987) [125] and is similar to the simple point-bar model from Galloway and Hobday 

(1996) [39].

IHS sets demonstrate a variety of characteristic trends and features. For ex­

ample Thomas et. al. (pg. 133-134, 1987) [125] identified seven possible grain size
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fining trends associated with IHS deposits. These grain size trends include fining 

upwards, fining distal and fining perpendicular to the IHS sets. Often mud drapes 

are preserved along the accretionary surfaces. These features may have a significant 

control of the porosity and permeability distributions and flow performance.

The mud drapes along accretionary surfaces and associated property trends often 

have significant impact on reservoir response. This has been confirmed in a recent 

analog study based on high resolution ground penetrating radar and outcrop to 

model a single IHS set (Li and White, 2003) [63]. The impact of IHS morphologies 

on water flooding in the Daqing field is discussed by Jin  et al., (1985)[53]) and on 

stream assisted gravity drainage (SAGD) in the McMurray Formation by Smith, 

(1985)[113].

These features should be included in stochastic models with IHS sets present. 

Yet, the geometry of accretionary surfaces in IHS sets is complicated. The geometry 

is the result of channel geometry and the meander evolution of low to  high sinuous 

channels. These geometries have been discussed by authors such as Diaz-Molina 

(1993), Thomas et al. (1987) and Willis (1993))[32, 125, 139]. IHS deposits often 

include hierarchies of composite sets with vertical and lateral stacking. Lateral 

stacking results in imbricated IHS sets. These are caused by large-scale flooding 

and associated high rates of bank erosion. Vertical stacking is caused by system 

aggradation resulting in subsequent IHS sets with erosional /  truncated contacts 

with the older IHS sets.

3.5 .2  S toch astic  Inclined  H etero lith ic  S trata  G eologic M odels

Li and W hite (2003) [63] demonstrated methodologies for simulating mud drapes 

along accretionary surfaces with a single simple IHS set. The ALLUVSIM algorithm 

provides an opportunity to capture the complicated geometries resulting from later­

ally and vertically stacked IHS composite sets in a realistic manner. These models 

are unconditional. They may be applied as training images. These models were 

developed in Pyrcz and Deutsch (2004) [102].

The ALLUVSIM algorithm was modified for the construction of IHS geometry 

models. (1) The CH profile was modified to reproduce sigmoidal accretionary surface 

geometries. (2) The base of each CH element is stored, eroded and written to a file.

(3) Only channel fill elements are considered.

102

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



S igm oidal G eo m etrie s

A variety of sigmoidal geometries are often observed in IHS sets (see mixed and sus­

pended load IHS profiles in Thomas et al., 1987(125]). A multiplicative component 

was added to the CH element profile (see Equations 3.7 and 3.8). This multiplier is 

based on a parabola constrained to unity at the thalweg and the point bar edge of 

the channel and to a maximum sigmoidal multiplier (0 > i >  1) a t the mid point.

F  = 1 + i
w W ( s )

2 ( l  +  a ( s ) )
1 (3.20)

where W (s) is the channel width and a(s) is the thalweg location at location s along 

the streamline and w  is the location normal to the streamline.

The application of the sigmoidal multiplier is illustrated in Figure 3.25 and exam­

ple channel profiles are shown in Figure 3.26. The result is a simple parameterized 

CH element profile tha t may reproduce a variety of accretionary surface geometries.

E ro s io n  R u les

For the specific construction of IHS set models ALLUVSIM algorithm was modified to 

store the bases of all CH elements. These surfaces were post-processed to reproduce 

erosion rules based on the sequence of streamline evolution. Accretionary surfaces 

are eroded by younger accretionary surfaces.

A rc h ite c tu ra l E lem en ts

The levees and crevasse splay elements are not considered in this model. These 

elements are often eroded by subsequent channels in settings dominated by amalga­

mated lateral accretion deposits and the exclusion improves computational efficiency.

3 .5 .3  E xam ple S toch astic  Inclined  H etero lith ic  S tra ta  M od el

An example stochastic IHS model was constructed based on the study of IHS sets 

in the McMurray Formation by Mossop and Flach (1983) [76]. This study identifies 

geometric parameters tha t may be reproduced with this model such as accretionary 

surface dips and IHS set thickness and also includes paleo-flow information such as
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Figure 3.25: A schematic of the sigmoidal channel profile calculation. A - channel 

profile based on Equation 3.7. B - sigmoidal multiplier applied to CH depth. C - 

modified channel profile. Note a is the thalweg location and W  is the channel width.
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Figure 3.26: Examples of the modified sigmoidal channel profile. A - thalweg lo­

cation a =  0.1 and intensities i = 0 .0 ,0 .1 ,... ,0.4. B - thalweg location a = 0.2 

and intensities i = 0 .0,0.1, . . . ,  0.4. C - thalweg location a = 0.4 and intensities 

i = 0 .0,0.1, . . . ,  0.4. Note W  is the channel width and D  is the channel depth.
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Parameter Value

Channel Depth 25 -  40 m

Channel W idth:Depth 16

Sinuosity 1.6

Sinuosity Wavelength 2500 m

Accretionary Surface Dip 4°

Maximum Isopach IHS Bed Thickness 2.0 m

Maximum Channel Migration 30 m

Table 3.3: Morphological characteristics of McMurray formation paleochannels from 

Mossop and Flach (1983) [76].

channel width to depth ratio, channel depth and channel sinuosity. These parame­

ters are shown in Table 3.3. The maximum IHS bed thickness (isopach) is combined 

with the accretionary surface dip to calculate the maximum channel migration for 

each migration step.

A  —  '̂ 'm a x  (O  O l  \

smq)

where A max is the maximum channel migration step, Tmax is the maximum IHS 

bed thickness and <j) is the dip of the accretionary surfaces.

Two realizations were calculated with these parameters. A plan view of the 

migrating channel streamlines and three cross sections are shown in Figures 3.27 

and 3.27.

3.6 Discussion

This chapter has developed a new paradigm for the construction of stochastic fluvial 

models. The streamline based models have been shown to be (1) adaptable to the 

continuum of fluvial reservoir styles, (2 ) conditional to  areal and vertical trends and 

well observations, (3) able to construct realistic models of fluvial architecture and

(4) computationally efficient.

106

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



n  ff<ch>1--------1 FF
0. 1000. 2000. 3000. 4000. 5000.

Y Coordinate (m)
0. 1000. 2000. 3000. 4000. 5000.

Y Coordinate (m)

Stream line O rder
300

0. 1000. 2000. 3000. 4000. 5000.
X Coordinate (m)

0 . 1000. 2000 . 3000 . 4000 . 5000 .

X Coordinate (m)

Figure 3.27: First realization of IHS sets generated with the ALLUVSIM algorithm 

and parameters based on the Mossop and Flach (1983) [76] study of the McMurray 

Formation. A - cross section at X  = 1500 meters, B - cross section at X  = 4000 

meters, C - long section at Y  = 2500 meters and D - all of the streamlines applied 

to construct this model. Few streamlines were generated for visualization. In the 

McMurray Formation IHS sets are more extensive and FF is poorly preserved.
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Figure 3.28: Second realization of IHS sets generated with the ALLUVSIM algorithm 

and parameters based on the Mossop and Flach (1983) [76] study of the McMurray 

Formation. A - cross section a t X  =  1500 meters, B - cross section at X  =  4000 

meters, C - long section at Y  =  2500 meters and D - all of the streamlines applied 

to construct this model. Few streamlines were generated for visualization. In the 

McMurray Formation IHS sets are more extensive and FF is poorly preserved.
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Chapter 4

Turbidite Reservoir M odels

Surface based simulation applied to deepwater depositional systems is developed in 

this chapter. Surface based simulation is amenable to settings with hierarchies of 

strataform sediments such as distal turbidites lobes. A technique called “hierarchical 

trends” is developed for the construction of associated surface-constrained property 

trends including features such as mud drapes and normal grading. These features 

may result in geologic barriers and baffles to  flow and may have a significant impact 

on oil and gas production.

Section 4.1 discusses turbidite heterogeneity and architectural element analy­

sis and provides some details on geometry of turbidite lobes. Section 4.2 intro­

duces hierarchical trend models and an automatic trend fitting algorithm based on 

mathematical morphology operations. Section 4.3 introduces a generalized surface 

based sequential simulation algorithm and a related visualization program. These 

techniques were extended beyond initial surface based simulation work by Xie and 

Deutsch (2000) [140] in tha t the surfaces honor gradational, erosional contacts and 

missing data  contacts. A surface based simulation algorithm tailored to distal tu r­

bidite lobes is developed in Section 4.5. This algorithm accounts for the geometry 

and stacking pattern of small scale turbidite flow event deposits within turbidite 

lobes. Section 4.6 demonstrates the application of the stochastic surface based tu r­

bidite model in a geostatistical workflow based on the Cengio, Italy turbidite fan 

system.
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R a n k A rc h ite c tu ra l E lem en ts

1st Order Beds (i.e. Ta, T&, Tc, Td, Te)

2nd Order Single, Sediment Unit /  Flow Event Deposit

3rd Order Channel /  Lobe Fill

4th Order Channel /  Lobe Complex

5th Order Multi-story Channel /  Lobe Stack

6th Order Fan Complex

Table 4.1: The hierarchy of architectural elements in turbidites (adapted from Ghosh 

and Lowe, 1993) [41]).

4.1 Deepwater Reservoirs

Turbidite systems represent im portant exploration targets. There has been a rapid 

increase in exploration in both convergent and passive margins in the last 20 - 30 

years (Stow and Mayall, 2000) [117]. The concept of architectural elements has been 

recently extended to the turbidite setting. Ghosh and Lowe (1993) [41] constructed 

a hierarchy of process based architectural elements (see Table 4.1) and Pickering et 

al. (1995) [92] presented a scheme focused on internal and external geometry.

The Ghosh and Lowe (1993) [41] scheme is applied in this chapter. Individual 

homogeneous components are identified as l s< order architectural elements. These 

may be individual components of the Bouma sequence (Ta - Te) (Bouma, 1962) [6] 

and other coarser components. The 2nd order architectural elements are composed 

of single or multiple 1st order elements tha t represent products of individual flow 

events. 3rd and 4th order architectural elements represent reservoir scale features 

such as lobes or channel levee systems. 5th and 6th order architectural elements are 

at basin scale.

There has been a great deal of research into the internal and external geometries 

and stacking patterns of architectural elements associated with turbidites (John­

son et al., 2001; Satur et al., 2000; Shanmugam, G., 2000; Stow and Johansson, 

2000; Stow and Mayall, 2000)[54, 108, 109, 116, 117]. Stochastic methodologies are 

required tha t reproduce architectural elements while accounting for the inherent 

uncertainty. An approach using stochastic surface based simulation is introduced in 

Section 4.5 to model architectural elements associated with compensational cycles
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Figure 4.1: The internal and external geometry of turbidite lobes: A - plan view 

and B - cross section. The internal geometry is based on flow events with a  com- 

pensational stacking pattern.

in distal planar lobes. This new algorithm is a generic tool tha t functions under a 

variety of facies model assumptions; therefore, it is independent of the recent debate 

concerning deep-sea clastic terminology, origin and nature (Shanmugan, 2000) [109].

4.1.1 Small Scale Geometries

Small scale geometries are represented by 1st and 2nd order architectural elements 

(Ghosh and Lowe, 1993) [41]. These elements have a thickness of less than a meter 

to  a few meters and are generally below the resolvable limit of seismic, but may 

impose significant control on the reservoir response (Jensen et al., 1994; Satur et 

al., 2000; Slatt et al., 1998)[52, 108, 112]. These elements axe referred to as flow 

event deposits in this chapter.

Stow and Johansson (2000) [116] noted tha t the small scale geometries (1) often 

mimic the large scale geometry and (2) often display a variety of stacking patterns, 

such as compensational bedding. For example, a lobe may be filled by flow events 

with lobe geometry and compensational cycles (see Figure 4.1).

Compensation cycles are defined as a main characteristic of ancient sandstone
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Figure 4.2: A drawing similar to the schematic illustration of compensational bed­

ding from M utti and Sonnino (Figure 2, 1981) [79].

lobes (M utti and Normark, 1987; M utti and Normark, 1991; Galloway and Hobday, 

1996; Stow et al., 1996) [77, 78, 39, 118] and are considered ubiquitous in distal 

lobes (M utti and Sonnino, 1981) [79]. These cycles are the result of preferential 

filling of topographic lows. In vertical section, compensational cycles are identified 

as multiple thickening upward sequences. These cycles are illustrated schematically 

in Figure 4.2.

4.1.2 Large Scale Geometries

Large-scale sand bodies in distal turbidites have been characterized as massive sand 

facies associations (MSFA) by Stow and Johansson (2000) [116] or a sandy frontal 

splay (Posamentier, 2003) [93] and are classified as 3rd and Ath order architectural 

elements by Ghosh and Lowe (1993) [41]. They include reservoir scale lobes (Stow 

and Johansson, 2000) [116] and may be correlated in well log and characterized by 

seismic survey. These elements are referred to as lobes in this chapter. These 

geometries may be characterized with hierarchical trend models (see Section 4.2) 

and surface based simulation (see Sections 4.3 and 4.5).

4.2 Hierarchical Trend M odels

There is a hierarchy of controls on sedimentation in the deepwater (see scheme 

developed by Bouma (2000) [7]). These controls constrain trends within reservoir
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properties. For example turbidite lobes are commonly recognized by their 2nd order 

fining upward trends on the order of decimeters to  a few meters (Bouma, 1962) [6]. 

Over the 3rd order architectural elements allogenic controls such as eustacy be­

come significant. Since the majority of turbidite deposition occurs during the FSST 

and LST these systems are often prograding and exhibit coarsening upward trends 

(Catuneanu, 2003) [12].

The combined influence of this hierarchy of controls results in hierarchies of su­

perimposed trends. Geostatistical models may be applied to calculated models of 

hierarchies of architectural elements (Deutsch and Wang, 1996) [28]. The surface 

based techniques described in Sections 4.3 and 4.5 may be applied to construct hier­

archical turbidite models, yet there is no efficient technique available to integrate the 

information related to hierarchical trends. Manual methods to construct these hier­

archical trend models are not feasible given the likely large number of architectural 

elements and simulated models. A flexible methodology is required to automatically 

construct trend models based on architectural element models and trend models as 

various scales.

The proposed technique is to (1) construct trend models tha t capture features 

within a hierarchy of architectural elements and then (2) correct this trend model to 

honor global features such as global mean, areal and vertical trends tha t are based 

on well data  and large scale production and seismic information.

4.2.1 Construction of Hierarchical Trend Models

The steps in constructing hierarchical trend models are to (1) calculate the signif­

icant coordinates at each hierarchical order, (2) determine relative trend functions 

with respect to  the significant depositional directions for the calculation of trend 

components and (3) combine the trend components to calculate the composite trend 

model a t all locations.

Calculation of Depositional Coordinates for Hierarchical Trend M odels

For the construction of a hierarchical trend model, the location relative to the pri­

mary sedimentation axis must be determined for each nested hierarchy and for each 

location in the model. This coordinate system is distinguished from regular Carte­

sian coordinates by the qualifier depositional coordinates. This axis represents the
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central axis of flow in a turbidite lobe in a submarine setting. A potential coordinate 

transform is illustrated below.

u -+ ( u lh  uj, u*) i = 1 , . . . ,  n° (4.1)

where n° is the number of hierarchical orders (superscript i) considered and u| and 

u| are proportional or absolute measures from the flow axis at each hierarchical 

order in the longitudinal (subscript I) and transverse (subscript t) directions, u* 
is the proportional measure between the top and base of the architectural element 

or absolute measure from the bottom or top of the architectural element (subscript 

v). The choice between proportional and absolute measure (reflecting onlap and 

truncation) depends on the setting. Proportional measurements are assumed for 

the following work. This is reasonable in the low energy distal deepwater given the 

lack of erosion and shallow gradients. In this case, trend functions may be modeled 

for a set range [0,1] in proportional units. The following is a description of general 

techniques for calculating depositional coordinates for different scenarios of available 

information.

Additional Details on the Calculation of Depositional Coordinates

The technique for calculating depositional coordinates depends on the available 

information. Three cases are discussed. (1) Primary flow axis and architectural 

elements are provided by the modeling algorithm. In this case the depositional co­

ordinates may be directly calculated. This is the case with distal turbidite lobe 

model proposed in Section 4.5 and streamline based simulation discussed in Sec­

tion 3.2. (2) The hierarchy of architectural elements are available but there is no 

information available with respect to primary flow axis. This is the case with geo- 

statistical methods tha t simulate architectural elements directly such as object and 

surface based models. (3) There is no information available related to  hierarchies 

of architectural elements. This is the case with pixel based geostatistical models.

Depositional coordinates may be obtained directly from the modeling algorithm, 

if the algorithm utilizes channel centerlines or primary flow axis to generate architec­

tural elements. This is the easiest technique as the primary flow axis and associated 

architectural elements are known and the depositional coordinates may be calculated 

by scanning through the models and calculating the distance measures relative to
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the flow axis and the base and top of the architectural element. Also, errors in 

the calculation of architectural elements and axis of flow are avoided (see discussion 

below).

When flow axis or architectural element information is not available, then meth­

ods to automatically identify architectural elements and primary flow axis with 

mathematical morphology operations may be applied.

Mathematical morphology operations are widely applied to image processing 

as an autom ated tool for analyzing large data sets often associated with imagery 

(satelite, aerial photgraphy, quality control in manufacturing). M athematical mor­

phological operations include erosion, dilation, opening, closing, distance functions 

and skeleton transforms. These operations are performed with specified structural 

elements. The series of operations and structural elements are chosen in order to 

assess significant image features (Matheron, 1975; Stoyan, Kendall and Mecke, 1987, 

p. 19; Vincent, 1993, p. 255)[68, 119, 130].

Automatic Identification of Architectural Elements

The architectural elements may be approximated by geo-objects with an efficient 

method for connectivity calculation developed by Deutsch (1998) [20]. This case is 

most problematic as error may occur in the identification of architectural elements 

and this will reduce the reliability of the calculated flow axis. For example, contacts 

without change in lithofacies category are not recognized and architectural elements 

may be incorrectly joined (see Figure 4.3). User intervention is required to ensure 

tha t the architectural elements tha t are calculated are representative of the geologic 

setting. This approach would likely be laborious and ambiguous.

Automatic Identification of Primary Flow Axis

The primary flow axis may be automatically calculated with the skeleton trans­

form of mathematical morphology. Image cleaning may be required prior to the 

skeleton transform if the architectural elements have holes or are not contiguous. 

These features will interfere with the subsequent skeleton transform. The skeleton 

transform is homotopic; therefore, holes and connected components in the original 

set are retained in the skeleton (Vincent, 1993, p. 279)[130] (see Figure 4.4 for a 

demonstration). This cleaning may be accomplished by mathematical morphology
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Architectural Element #1

Architectural Element # 2

Architectural Element #1

Figure 4.3: An schematic of a potential error in identification of architectural el­

ements based on connected geo-objects. Multiple geo-objects may be incorrectly 

combined. A - the correct interpretation. B - the incorrect interpretation. This 

error results in an incorrect application of the trend model.

operations such as opening (erosion and then dilation) to remove disconnected frag­

ments and then closing (dilation then erosion) to remove holes (Stoyan, Kendall and 

Mecke, 1987) [119] or by MAPS (Deutsch, 1998a) [20].

A calibration is required to select the appropriate structural element, so tha t the 

resulting architectural elements best describe the underlying geology and result in 

well behaved skeletons. During the opening operation, too large of an element will 

eliminate geo-objects and remove details while too small of an element will leave 

isolated fragments. In the closing operation, too large of an element will remove 

geo-object detail while too small of an element will leave holes in the geo-objects (a 

demonstration of dilation and erosion is shown in Figure 4.5).

Once the image cleaning is complete then the skeleton transform is applied. The 

steps include: (1) calculation of a distance function, (2) selection of anchor points 

and (3) homotopic erosion (Vincent, 1993, p. 279) [130].

The distance function (the city block distance from the edge of the architectural 

elements) is calculated for each of the architectural elements. From this distance 

function crest points are identified. These crest points are chosen as locations w ith  

one or no other adjacent cells with a larger distance value. Then crest points are 

selected as anchor points such tha t there are no two adjacent anchor points.

Then, homotopic erosion is applied to the architectural element with the an­

chor points preserved. For computational efficiency, a look up table indexing of 

all possible neighbourhood configurations is calculated a-priori and erosion config-
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A

Figure 4.4: A schematic of the homotopic skeleton transform on two geo-objects: A 

- a clean geo-object results in a well behaved primary flow axis, B - a poorly behaved 

geo-object results in a poorly behaved primary flow axis.

ii
Figure 4.5: A schematic of the application of a structural element for the dilation 

and erosion mathematical morphology operations. A - the original image. B - 

the original image is dilated with the indicated structural element. The structural 

element (dark lines) is scanned over the original image and if any part of the element 

coincides with the object (dark grey) the cell at the origin (dashed box) is added to 

the object (light grey). C - the original image is eroded with the indicated structural 

element. The structural element is scanned over the original image and if any part 

of the element is outside the object (white) the cell at the origin is removed (light 

grey).
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Figure 4.6: A illustration of erosions: A - nonhomotopic and B - homotopic. For 

each, the crossed out pixel will be reset to white.

urations th a t result in homotopic modification are flagged (see example homotopic 

and nonhomotopic erosions in Figure 4.6). The skeleton is constructed by eroding 

non-anchor point pixels tha t do not modify the homotopy. To avoid discretization 

artifacts, a spline is then fit to the skeleton and is extrapolated to the architectural 

element edges. These steps are illustrated in Figure 4.7.

The spline flow lines may be applied to determine the relative lateral and trans­

verse location [0,1] for all locations and for all architectural elements. Where 0 is 

assigned to  locations on the flow line and 1 is assigned to locations on the edge of 

the architectural element. An example of this calculation for a turbidite 2nd and 3rd 

order nested lobes (deepwater hierarchy as defined by Ghosh and Lowe, 1993) [41] 

in Table 4.1) with the associated flow lines and relative location vectors is shown in 

Figure 4.8.

Relative Trend Functions

Relative trend functions are constructed with respect to location defined by vertical, 

longitudinal and transverse depositional coordinates. They are constructed with a 

mean of 1.0 for consistency. These trend functions represent multipliers th a t will 

be applied to the average property. The key components of the trend functions 

are the shape and the relative magnitude of variability within the trend functional. 

The lower the relative variability, the less impact the specific trend function will 

have on the final composite trend model. In the limit case of no variability, a trend
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Figure 4.7: A schematic illustration of operations to construct a flow line: A - 

original object, B - opened to remove isolated blocks, C - closed to remove voids 

within the object, D - corrected object, E - distance function, F  - anchor points 

selected, G - homotopic erosion to calculated skeleton, H - spline fit to skeleton and 

extrapolated to the object boundaries, and I - object and spline skeleton.
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Figure 4.8: A demonstration of the depositional coordinate system describing ver­

tical, longitudinal and transverse location within nested architectural elements (A 

- lobe scale and B - flow event scale). The striped section represents the primary 

flow axis a t each scale.

function is constant 1.0. In this case, the specific order and direction does not have 

any impact on the final composite trend model. Calibration and expert judgment is 

required to set the relative importance of the directional and order trends and their 

associated shapes. Analog information such as outcrops and depositional processes 

may provide a general model for trend form and significance for each direction and 

scale. Well logs may provide specific information on vertical trends at each scale.

A 1-D example with two scenarios of trend functions for two hierarchical or­

ders and resulting composite trends are shown in Figure 4.9. The methodology for 

combining trend functions will be discussed in the next subsection.

Example porosity trend functions for 2nd and 3rd order lobes (discussed in Sec­

tion 4.1) are shown in Figure 4.10. These trends indicate a fining towards the 

peripheries and distal of the sand bodies. These longitudinal and transverse trends 

are supported by the turbidity models of M utti et al. (2002) [80] and the lobe mound 

description of Hobday and Galloway (1996) [39]. Bouma’s (2000) [7] description of a 

rapid fining at the sides and terminus is the basis for the form of the longitudinal 

and transverse trends. For individual 2nd order elements there is a fining upward 

trend consistent with Bouma sequence turbidites (Bouma, 2000; Dudley, Rehmer 

and Bouma, 2000) [7, 33]. The system may be prograding resulting in a coarsening 

upward over the 3rd order elements (Pickering et al, 1995, Catuneanu, 2003) [92, 12].
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Figure 4.9: Example porosity (units relative to the global mean) vertical trend 

functions for: A - 2nd and B - 3rd hierarchical orders. Note they each have distinct 

shapes. Since the 3rd order has greater variability it will have more influence on the 

final composite trend model. These vertical trends are similar to vertical turbidite 

lobe trends identified by Stow et al. (1996) [118].

This nested vertical trend is similar to the vertical facies succession for turbidite 

lobes identified by Hobday and Galloway (1996) [39].

Combining the Trend Components

The trend functions for each depositional direction and hierarchy form the trend 

components tha t must be combined to calculate a composite trend value at all 

locations. This is analogous to the problem of merging areal and vertical trends 

into a full three-dimensional trend model discussed by Deutsch (2002) [21].

A convenient method based on the assumption of conditional independence be­

tween the trend functions for each direction and at each hierarchical order is shown 

in Equation 4.2. This may not be an acceptable assumption in all settings.

L

trend(u) = <t> Y l  ^ ( u v ) ' ^ ( u i ) ' ^ ( u t )  (4-2)
e=i

where u  is a location vector, </> is the global average property and V e(\iy), L^(u^), 

T e(\ij,) are the local trend multipliers for each hierarchical order, I  =  1 , . . . ,  L.

These techniques do not have an unbiasedness constraint or explicit control over 

the variability in the final composite trend model. The trend distribution may 

be scaled to  the representative global mean and the variance th a t represents an 

appropriate balance of variance allocated to trend and residual.
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Figure 4.10: A potential suite of porosity trends tha t may be applied in the vertical, 

longitudinal and transverse directions for 2nd and 3rd order architectural elements. 

Individual flow events (2nd order) may be characterized by fining upward sequences 

while 3rd groups may coarsen upwards due to progradation. Fining may occur in 

both basin ward (longitudinal) and away from the flow line (transverse). The p V 2, 

p V 3. pL 2, pL 3, p T 2 and pT 3 axes are the relative locations and the V2, V 3, L 2, L 3, 

T 2 and T 3 axes are the trend functions centered on 1.0. See references provided in 

text for support.
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where m'(u) is the scaled trend value at location u, <x̂ t and a \ .  are the target 

and initial variance of the trend model, Wit and m* are the target and initial global 

mean of the trend model and m(u) is the initial trend value at location u. This is 

analogous to the affine correction discussed in Section 6.3.1.

This balance of variability between trend and residual is represented in Equa­

tion 4.4. In general the covariance between the trend and residual should be low.

° z  = °m' +  °R  +  2 • C(R, m!) (4.4)

where a \  is the variance of the property of interest, a^n, is the variance of the trend, 

a \  is the variance of the residual and C(R, m ') is the covariance between the residual 

and the trend.

A 1-D example was constructed to illustrate the combination of 3rd and 2nd order 

vertical trend functions (see Figure 4.11). The initial trend functions were set as 

linear with values varying between 0.7 and 1.3 for the 3rd order and 0.95 to 1.05 for 

the 2nd order. These trend functions are fit to a vertical profile with identified 3rd 

and 2nd order elements. The trend model standard deviation controls the variability 

of the trend model (see scenarios with standard deviations of 0.01, 0.02, 0.04, 0.06 

and 0.08 in Figure 4.11) and the relative scale of the trend functions controls the 

influence of each hierarchy on the composite trend model (see scenarios with the 

range of 3rd trend function set to [1.0,1.0], [0.9,1.1], [0.7,1.3], [0.5,1.5] and [0.3, 1.7] 

in Figure 4.11).

The application of hierarchical trend models allows for integration of data from 

a variety of sources. Seismic attributes may provide coarse information on areal 

trends over large scale architectural elements. Outcrops and well logs may provide 

information on vertical trends at a variety of scales. These trends may be character­

ized in a sequential manner from large scale to small scale. Large scale trends may 

be identified and removed. Then vertical trends within smaller scale architectural 

elements may be identified from the residual. Most reservoir settings lack short scale 

information on horizontal heterogeneity. Analog information, such as outcrops and 

conceptual process models may be utilized to inform longitudinal and transverse 

trends at a variety of architectural elements scales.
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Figure 4.11: A ID example of the combination of 3rd and 2nd order vertical trend 

functions: A - the initial trend functions set as linear with values varying between 0.7 

and 1.3 for the 3rd order and 0.95 to 1.05 for the 2nd order. These trend functions are 

fit to a vertical profile with identified 3rd and 2nd order elements. The following were 

varied: B - trend model variance and C - the relative scale of the trend functions.
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The hierarchical trend modeling technique is an efficient technique for combining 

trends in principle depositional directions defined along curvilinear primary axis of 

flow. The form of trend components will be integrated directly from the previously 

discussed information sources. This information may inform the relative scale of each 

trend component. The results should be scrutinized by professional judgement. An 

example hierarchical trend model constructed for a turbidite case study is shown in 

Section 4.6.

Hierarchical Trend Model Construction Programs

Two Fortran programs were w ritten to automatically calculate hierarchical trend 

models. HEIRTREND calculates trend models for any categorical model with no spec­

ification of the architectural elements. The architectural elements are approximated 

as connected geo-objects and the flow axis is approximated with the skeleton trans­

form as described in method three (see Section 4.2.1). The program parameters are 

shown below and description of each parameter is included in Table 4.2.

P a r a m e t e r s  f o r  HIERTREND
1. m a p s . o u t - f i l e  w i t h  c a t e g o r i e s
2 . 1 10 - c o l  lim n

3 . - 1 . 0  1 0 0 0 0 .0 - t r i m m i n g  l i m i t s
4 . 100 0 . 5  1 .0 - n x , x m n , x s i z
5 . 100 0 . 5  1 . 0 - n y , y m n , y s i z
6 . 40 0 . 5  1 .0 - n z , z m n , z s i z
7 . 0 . 0  5 0 . 0  0 . 0 - s o u r c e  l o c a t i o n
8 . 5 5 2 - s t r u c t u r a l  e l e m e n t
9 . t r e n d . d a t - t r e n d  f i l e
10 . 1 2 3 4  5 6 7 - l p r o p , l z 3 , l z 2 , l t 3 , l t 2 , 1 1 3 ,1 1 2
11 . h i e r t r e n d . o u t - o u t p u t  f i l e
12. 1 0 . 0  2 . 5 - t a r g e t :  m e a n , s t . d e v .  ( o p t i o n a l )

SURFTREND calculates trend models for surface based models with 2nd order ar­

chitectural elements specified by bounding surfaces within a model of a 3rd order 

architectural element. The 2nd order elements are cleaned by erosion and dilation 

to improve interpretability and the flow axis is calculated by the skeleton transform 

as described in method two (see Section 4.2.1). An example param eter file for the 

SURFTREND program is included below and an explanation for each param eter is 

provided in Table 4.3. Code modifications are required to apply this code to more
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Line D esc rip tio n

1 input file. The file should be in GEOEAS format and GSLIB grid 

convention with any number of categories.

2 column number with the associated categorical data.

3 trimming limits. D ata outside of these limits are considered non-net.

4-6 parameters describing the model regular grid (see Figure 5.2).

7 the relative source location used for longitudinal depositional coordi­

nates and to extrapolate flow axis splines.

8 the dimension in number of cells of the structural element applied for 

image cleaning.

9 the data file with the trend functionals for each direction and scale.

10 the columns with the proportional measure (0-1) and the trend func­

tionals in each direction and at each scale.

11 the output file with the hierarchical trend model in GEOEAS format 

and GSLIB grid convention.

12 the target mean and standard deviation for affine correction of trend 

model. Not used if left empty. Only the mean is corrected if just one 

value entered.

Table 4.2: A description of the HIERTREND parameter file.
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than two hierarchical orders.

P a r a m e t e r s  f o r  SURFTREND
1. t u r b s i m . o u t
2 . 1
3 .  100 2 5 . 0  5 0 . 0
4 .  100 2 5 . 0  5 0 . 0
5 .  200  7 0 .1 2 5  0 . 2 5
6 .  0 . 0  5 0 . 0  0 . 0
7 .  5 5 10
8 .  t r e n d . d a t
9 .  1 2 3 4 5 6 7
1 0 .  s u r f T r e n d R e a l l . o u t
11 . 1 0 . 0  2 . 5

- f i l e  w i t h  s u r f a c e s
- c o lu m n
- n x , x m n , x s i z
- n y , y m n , y s i z
- n z , z m n , z s i z
- s o u r c e  l o c a t i o n
- s t r u c t u r a l  e l e m e n t
- f i l e  w i t h  t r e n d
- p r o p , z 3 , z 2 , 1 3 , 1 2 , t 3 , t 2
- o u t p u t  f i l e
- t a r g e t :  m e a n , s t . d e v .  ( o p t i o n a l )

4.2.2 Correction for Global Areal and Vertical Trends

The procedure for the construction of hierarchial trend models is not constrained to 

reproduce model scale areal and vertical trends. Often large scale information from 

seismic or well test provides information on areal trends. Vertical trends are often 

assessed from well log and core and analog information. This information must be 

integrated into the hierarchical trend model. The problem of direct integration of 

this information during hierarchical trend construction is difficult. A post-processing 

technique is introduced tha t corrects trend models to honor areal and vertical trends.

The applied method is to randomly visit locations within the trend model, 

and check the difference between the current and target, vertical and areal trend.

Sz = m l(u z) -  m°z{uz) (4.5)

Sx,y =  K , y ( u x, y)  ~  m cx , y (u x,y)  (4.6)

where 8x .y and 8Z are the mismatch in the areal and vertical trends, m tx<y(uXty) 

and m ^u*) are the areal and vertical trend targets and m x y (uXty) and m z (u 2) 

are the current areal and vertical trends. If both the areal and vertical trends are 

consistently below or above the target then a window of local factors is applied to 

increase or decrease the local trend values by a small random amount. The user

sets the maximum absolute magnitude of the local factors and a uniform random
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L ine D esc rip tio n

1 input file with the surfaces. The file should be in GEOEAS format 

and GSLIB grid convention with the surfaces ordered from bottom 

to top.

2 column number with the surface elevations.

3-5 parameters describing the model regular grid (see Figure 5.2).

6 the relative source location used for longitudinal depositional coordi­

nates and to extrapolate flow axis splines.

7 the dimension in cells (n x n) of the structural element applied for 

image cleaning.

8 the data file with the trend functionals for each direction and for the 

global (3) and category hierarchies (2).

9 the columns with the proportional measure (0-1) and the trend func­

tions in each direction and for each order.

10 the output file with the hierarchical trend model in GEOEAS format 

and GSLIB grid convention.

11 the target mean and standard deviation for affine correction of trend 

model. Not used if left empty. Only the mean is corrected if just one 

value entered.

Table 4.3: A description of the SURFTREND parameter file.
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number [0,1] is drawn to scale this maximum magnitude for each iteration. The 

absolute magnitude of the local factors is a function of distance from the center of 

the window (u) with the maximum magnitude at the center and the factors reach

0.0 in a continuous manner at the peripheries of the local window (see Equation 4.7 

and schematic of local factor window in Figure 4.12).

'dx \ 2 . f d v \ 2 . ( d ~x2
+  +  ( j i j  <4-7)

where A(u/) is the weight at location u' within the template with distance compo­

nents dx, dy and dz in x, y and z  coordinates from the center of the template. The 

template size is defined by the distance from the center to  the extent, rx, ry and rz .

By visiting many locations the trend model is gradually modified to honor the 

target vertical and areal trend while retaining the small scale features from the 

hierarchial trend model. The algorithm terminates when all values in the current 

vertical and areal trend models are within a tolerance of the target. A schematic in 

Figure 4.12 shows a cross section of a trend model and the areal and vertical trends, 

actual and target and the smooth multiplier window.

The user specifies parameters such as the maximum magnitude, size of the local 

factor window and the convergence tolerance. Relatively small factors will slow the 

rate of convergence while large factors may result in artifacts such as dimples in the 

corrected trend model. A demonstration with a variety of window sizes is shown in 

Figure 4.13. A large window size results in a smooth correction, while a small window 

size may add small scale features to the trend model. The algorithm terminates when 

the difference between the target and current areal and vertical trends is below the 

convergence tolerance for all areal locations and horizontal slices. A small tolerance 

requires more iterations to  reach convergence, but results in a more precise match 

to the target areal and vertical trends.

The inputs for this algorithm are the trend model, mask file, target areal and 

vertical trends and the size of the moving window. An example param eter file for 

the TRENDCOR program is included below and an explanation for each param eter is 

provided in Table 4.4. The application of this method for hierarchical trend model 

construction is demonstrated in Section 4.5.2.

P a r a m e t e r s  f o r  T re n d C o r
1. s u r f t r e n d . o u t  - f i l e  w i t h  t r e n d  m o d e l

129

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



0 X Coordinate (m) 100-1000
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Figure 4.12: A schematic of a trend model cross section, areal and vertical, initial 

(dotted line) and target (solid line) trends and a multiplier window. The indicated 

location has a too large trend value in both the areal and vertical and so the smooth 

factor window is set to reduce the trend.
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Figure 4.13: A demonstration of the effect of window size on areal and vertical 

trend correction. A cross section from a trend model based on stochastic surfaces is 

applied. A - the original trend model and associated initial vertical and areal trends 

(furthest) and the target vertical and areal trends (nearest). B - the correction was 

applied with a 200 x 4 meter window size. A cross section of the corrected model 

and associated vertical and areal trends are shown. C - the correction was applied 

with a 100 x 2 meter window size. A cross section of the corrected model and 

associated vertical and areal trends are shown. D - the correction was applied with 

a 50 x 1 meter window size. A cross section of the corrected model and associated 

vertical and areal trend are shown. Units are in percent porosity.
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2 . - 1 . 0  1 0 0 .0 - t r i m m i n g  l i m i t s
3 . m a s k . d a t - f i l e  w i t h  m ask  ( 0 - n o t  m a s k e d ) ( o p t i o n a l )
4 . 100 100 96 - n x , n y , n z
5 . t a r g e t a r e a l . o u t - t a r g e t  a r e a l  t r e n d  map
6 . 2 - c o lu m n  num ber
7 . v e r t t r e n d t a r g e t . o u t - t a r g e t  v e r t i c a l  t r e n d  p r o f i l e  ( b o t - t o p )
8 . 2 - c o lu m n  num ber
9 . 20 20  10 1 .1 - c x , c y , c z , w i n d o w  s i z e , m a x  f a c t o r
10. 6 9 069  5000  0 . 0 1  100 - r a n d o m  num ber  s e e d ,m a x  i n t e r , m a x  m i s s
11. t r e n d c o r . o u t - c o r r e c t e d  t r e n d  o u t p u t
12 . a r e a l c o r . o u t - c o r r e c t e d  v e r t i c a l  t r e n d  o u t p u t
13 . v e r t c o r . o u t - c o r r e c t e d  a r e a l  t r e n d  o u t p u t

4.3 Surface Based M odels

A general description of surface based simulation was provided in Section 2.2.7. 

Surface based simulation may be seen as a variation on object based simulation, 

although it has some key implementation differences. Surface based simulation 

focuses on the surfaces tha t divide the objects as opposed to the objects themselves. 

A surface is denoted:

j y ^ ( u ) ,  V u g A2} (4.8)

where IS^(u) is a surface parameterized by a suite of geometric parameters ip£ 

defined a t location u, A2 is the projection of the area of interest A on to a 2-D 

plane (commonly the horizontal plane in model space after a rotation to align the 

model with the dip of the strata  bound sediments). In the proposed procedure, the 

surfaces are generated in order from the initial surface £ =  0 a t the bottom  to  I  =  L  

the top surface.

Surface based simulation may be applied in a dynamic mode; the current surface 

(u) is a function of the previous surfaces 15^ (u), i =  0 , . . . ,  £ — 1. The nature of 

the current object, defined by bounding surfaces, is dependent on the form of the 

previous objects.

This dynamic nature may be utilized to improve geologic realism by reproducing 

interrelationships between elements, but this feature also makes these models more 

susceptible to artifacts. These artifacts include (1) constrained horizontal placement 

may pile up elements in a subset of the model and result in unrealistic relief and (2)
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Line D esc rip tio n

1 input tile with the trend model. The file should be in GEOEAS 

format and GSLIB grid convention.

2 column number with the surface elevations.

3 tile with mask. Any other value than 0 will flag associated location 

as masked.

4 parameters describing the size of the model (see Figure 5.2).

5-6 a 2-D model (nx by ny) with the target areal trend and column 

number.

7-8 a 1-D vector (nz) with the target vertical trend ordered from bottom  

to top and column.

9 the size of the smooth factor window and maximum factor. When 

reduction is required one is subtracted from this value.

10 the random number seed, the maximum number of iterations and 

the convergence threshold. When all layers and columns within the 

trend model are within this fraction of the target the algorithm is 

terminated.

11 the output file with the corrected 3-D trend model. The file is in 

GEOEAS format and GSLIB grid convention.

12 the output tile for the corrected 2-D areal trend for checking.

13 the output file for the corrected 1-D vertical trend for checking.

Table 4.4: A description of the TRENDCOR parameter file.
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Figure 4.14: Schematics of two artifacts tha t may occur in surface based simula­

tion. The surfaces may be: A - trapped in a subset of the model. This occurs 

if the element geometric distributions are small relative to the model size and the 

horizontal positioning is constrained. B - features in previous surfaces may persist 

in an unrealistic manner.

features in previous surfaces may persist in an unrealistic manner (see Figure 4.14). 

Specific methodologies are developed tha t utilize the dynamic feature but are robust 

and resistent to the formation of artifacts.

Surface based models are not well suited to  constructing models with multi­

ple lithofacies with unique geometries. These models are better left to object based 

methods (see Chapter 3 for further discussion on object based modeling approaches). 

Finally, to avoid computationally expensive geometric calculations each surface 

should exist over the entire model and have an unique solution a t all locations,

(u) V u  € A<i\ therefore, surfaces are coincidental with previous surface where 

an element pinches out and surfaces do not fold over on themselves. A schematic 

of a surface based realization compared to an object based realization is shown in 

Figure 4.15.

Surface based methods may be applied to a variety depositional settings. This 

chapter develops and demonstrates surface based methods tailored to turbidite lobes. 

The general methodology is to (1) generate a surface geometry, (2) place the surface 

geometry within the model, (3) check for agreement and surface intersections ob­

served in well data and regenerate if the surface does not meet the acceptance criteria 

and (4) calculate a stochastic residual to honor well data precisely and to reproduce 

surface rugosity. This procedure is repeated until all conditioning is honored and 

the area of interest is filled. The following is an overview of these steps. Specific 

implementation details will be presented with the applications (see Sections 4.4 and
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Figure 4.15: A schematic of: A - surface based simulation and B - object based sim­

ulation. The surfaces have been offset vertically to emphasize tha t the surfaces exist 

over the entire areal extent of the model area. Note: the object based simulation 

could not be represented efficiently by these surfaces.

Figure 4.16: Schematics of three example surface templates. Note the surfaces are 

shown truncated by a plane, which might be a previous surface.

4.3.1 Surface Templates and Candidate Surfaces

Surfaces with common geometric structures are frequently observed in clastic reser­

voirs. For example, stratiform sediments are expressed in parallel to subparallel 

surfaces, inclined heterolithic strata  sets are composed of onlapping sigmoidal sur­

faces (Diaz-Molina, M., 1993; Willis, B.J., 1993)[32, 139], channel bedforms may 

be expressed as down stream accreting bars (Miall, 1996) [73] and turbidite frontal 

splays often occur as stacked lobes (Stelting at al., 2000)[115]. These character­

istic geometries may be described by a surface template. Three example surface 

templates are shown in Figure 4.16.

Candidate surface may be constructed by scaling a surface template by geometric 

parameters. A candidate surface is denoted by U^,,(u).

Geometric parameters may be represented as RVs with distributions informed

4.5).
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Figure 4.17: Three example candidate surfaces based on the lobe surface template 

in Figure 4.16. The length and width are varied. Note the surfaces are shown 

truncated by a plane.

from well data, analog information and based on the processes related informa­

tion. Possible geometric parameters tha t may be quantified include length, width, 

length:width ratio, maximum thickness, thickness:width ratio and sinuosity. A 

schematic is shown in Figure 4.17 of three candidate surfaces based on the lobe 

template from Figure 4.16.

4.3.2 Placement of Candidate Surfaces

The placement algorithm should: (1) respect geologic information with respect to 

the interrelationship of the architectural elements described by the surfaces, (2) 

avoid artifacts in the resulting surfaces (see Figure 4.14), (3) result in a reasonable 

probability of the candidate surface being accepted and (4) be computationally 

efficient.

Architectural elements may have a variety of stacking relationships. Stacking 

styles may include aggradation, progradation, retrogradation, shingled, compen- 

sational or a combination of these styles. The style should determine the posi­

tion and orientation of a candidate surface 15'̂ , (u) relative to all previous surfaces 

Oi(u),* = 0, . . . , £ - 1.

Placement includes the determination of attitude and location. The areal loca­

tion may be a function of previous surfaces as is the case in TURBSIM (see Section 4.5) 

or may be independent of the previous surfaces (see the SURFSIM algorithm in Sec­

tion 4.4). The methodology for determining areal location of the candidate surface 

should avoid piling surfaces in a subset of the model (refer back to Figure 4.14). Ver­

tical placement is the determination of the vertical position of the candidate surface 

13'̂ , (u) relative to the previous surface 15^7- i (u )- This placement methodology will 

determine the thickness and attitude of the element. The placement algorithm
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Figure 4.18: Methods for vertical placement of surface geometries: A - the candidate 

surface 75 ,̂ (u), B - the anchor point method is to anchor a specific location on the 

candidate surface onto the previous surface 0^7-i(u )j C - the additive method is to 

add the thickness enclosed by the surface geometry to the previous surface and D - 

the moving window average method is to place the surface geometry with a datum  

determined as a smooth moving window average of the previous surface.

should be tailored to the specific application to reproduce features observed in the 

geology.

Some example vertical placement methods are (1) anchor point, (2) additive and

(3) moving window average. Figure 4.18 illustrates these methods with an example 

of a lobe candidate surface on irregular bathymetry. The additive method for vertical 

placement may distort the geometry of the elements and result in the unrealistic 

persistence of features from previous surfaces artifact shown in Figure 4.14. The 

anchor point and moving window average methods are more robust but require the 

setup of parameters such as the location of the anchor and the size of the moving 

window for averaging.

4.3.3 Surface Acceptance Criteria

The candidate surface is compared with available well data. Mismatch is the dif­

ference between the surface contacts from wells and the candidate surface G^,(u) 

intercepts at the wells.

|U^(uj )  -<Kuj) |  <  r, V* =  l , . . . , n  (4.9)

where 15'̂ , (uj) is the surface and </>(uj) is the conditioning data at well location Uj 

for wells, i — 1 , . . . ,  n  and r  is the maximum allowable mismatch.

If a candidate surface has failed the acceptance check, it may be corrected or 

rejected and regenerated. The application of a correction to geometric parameters 

may result in artifacts. Given the speed with which a new candidate surface may 

be calculated, regeneration is preferred to correction. If the geometries are large
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relative to the data  spacing this problem may become intractable. For the common 

deepwater reservoir settings with few, widely spaced wells this technique is practical.

4.3.4 Conditioning by Stochastic Residual

After a geometric surface has been accepted, a conditional stochastic residual 

i? (̂u), V u € is calculated. The stochastic residual: (1) may be based on 

any stochastic model, (2) should have a mean of 0.0 so the surface vertical location 

is not biased and (3) should have a correlation and total variance tha t reflects the 

short scale fluctuation of the associated surfaces observed in the sedimentological 

record. The addition of a stochastic residual may be represented as:

% e(u) = % e(u) + R(u)  (4.10)

where 13'̂ , (u) is the candidate surface, R (u) is the conditional residual and U^e (u) 
is the £th surface for all locations within A'j.

The Gaussian model may be applied to calculate a conditional stochastic resid­

ual. Gaussian simulation is reviewed in Section 2.2.5. If Gaussian features such as 

maximum discontinuity of the extremes are deemed inappropriate, then indicator 

simulation (see Section 2.2.5) or simulated annealing (see Section 2.2.9) may be ap­

plied. SGSIM from GSLIB was converted to a subroutine to simulate 2-D for the 

surface based algorithms in this chapter. Figure 4.22 demonstrates the conditioning 

of a surface geometry with conditional stochastic residual.

4.3.5 Termination of Surface Based Simulation

There are two cases; (1) the top surface is deterministic and (2) the top surface is 

uncertain and should be modeled stochastically. For the first case, the algorithm 

terminates when the last surface D ^ (u ) exceeds the top surface The last

surface is truncated by the top surface. For the second case, the algorithm term inates 

when the average elevation of the last surface (u) reaches the average elevation 

of the top of the AOI within a tolerance. Then the last surface is accepted as a 

realization of the top surface.

Due to the dynamic nature of the surface based approach, it is not possible to 

directly constrain the algorithm to honor a top surface. This problem may lead 

to artifacts in the form of poor consistency between the top surface and the previ-
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ous surfaces. This problem should be minimized by careful selection of the model 

methodology and input parameters. The resulting realizations may be screened to 

remove surface based realizations with poor agreement with the top surface. One 

method to check for consistency would be to compare the distribution of thickness 

for the top unit with the thickness distributions of previous units. Also, a visual 

check may be performed to check the correlation style at the top surface. An ero- 

sional surface at the top of the reservoir will reduce or remove issues related to 

consistency with the top surface.

4.4 Surface Based Strataform M odel

The technique for constructing surface based models outlined in Section 4.3 was 

applied to construct surface based strataform models. The following is a discussion 

of the specific details related to methodology and a demonstration based on a sheet 

turbidite example.

4.4.1 M ethodology

A Fortran program was written to  calculate stochastic surface based realizations tha t 

honor surface geometry and erosional and gradational well contacts for strataform 

deposits. This program is called SURFSIM. This algorithm assumes near parallel 

bedding; therefore, the surface template is a plane (see A in Figure 4.16) although 

any geometry may be applied by modifying the code. The vertical location is chosen 

such tha t an average thickness (drawn from a lognormal distribution with a user 

defined average and standard deviation) is honored. Rozman (2000) [107] conducted 

a study of deepwater strataform bed thickness distributions indicating distributions 

similar to  lognormal. The SURFSIM algorithm with planar geometries may be applied 

to model sheet architectural elements in distal fine grained turbidites (Carr and 

Gardner, 2000) [11].

The conditional stochastic residual is calculated with a 2-D version of the SGSIM 

algorithm from GSLIB tha t is called as a subroutine. The correlation structure is 

defined by traditional semivariogram parameters and the sill is set as the maximum 

amplitude of the residual and as the threshold for the acceptance criteria.

The parameters include well data, grid definition and simulation parameters 

(search and semivariogram) for the 2-D simulation of the residual. An example
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parameter file is included below and an explanation for each parameter is provided 

in Table 4.5.

P a r a m e t e r s  f o r  SURFSIM
1. w e l l . d a t - f i l e  w i t h  d a t a
2 . 1 2 3 4 5 6 7 8 -  w e l l , x l , y l , z l , x 2 , y 2 , z 3 , c o d e
3 . 5 . 0  2 . 0 - l a y e r  t h i c k n e s s : m e a n , s t . d e v .
4 . t o p . o u t - f i l e  w i t h  t o p  s u r f a c e
5 . b o t . o u t - f i l e  w i t h  b o t to m  s u r f a c e
6 . 1 -n u m b e r  o f  r e a l i z a t i o n s  t o  c a l c u l a t e
7 . 100 0 . 5  1 . 0 - n x , x m n , x s i z
8 . 50 0 . 5  1 .0 - n y , y m n , y s i z
9 . 150 0 . 5  1 .0 - n z , z m n , z s i z
10 . s u r f s i m . o u t - f i l e  f o r  s i m u l a t i o n  o u t p u t  ( s u r f a c e s )
11 . s u r f s i m g r i d . o u t - f i l e  f o r  s i m u l a t i o n  o u t p u t  ( g r i d )
12 . 1 - d e b u g g i n g  l e v e l : 0 , 1 , 2 , 3
13 . s u r f s i m . d b g - f i l e  f o r  d e b u g g in g  o u t p u t
14 . 69069 - ra n d o m  num ber  s e e d
15 . 12 -n u m b e r  o f  s i m u l a t e d  n o d e s  t o  u s e
16 . 1 3 - m u l t i p l e  g r i d  s e a r c h ( 0 = n o ,  l = y e s ) , n u m
17. 1 0 .0  1 0 .0 -maximum s e a r c h  r a d i i  (h m a x ,h m in )
18 . 0 . 0 - a n g l e  f o r  s e a r c h  e l l i p s o i d
19 . 51 51 - s i z e  o f  c o v a r i a n c e  lo o k u p  t a b l e
2 0 . 0 . 0 - n s t ,  n u g g e t  e f f e c t
2 1 . 1 5 . 0  0 . 0 - i t , c c , a n g l
2 2 . 1 0 . 0  1 0 .0 - a _ h m a x , a_hm in

4.4.2 Demonstration

For a demonstration of the SURFSIM program a synthetic data set was constructed 

with two wells with erosional and conformable contacts and intervals with no infor­

mation. Surfaces were simulated with geometries similar to  the sand sheet architec­

tural elements of Fan 2 of the Permian Lower Bushy Canyon Formation, West Texas 

(Carr and Gardner, 2000[11]). A layer thickness distribution (lognormal{1.0,0.2} 

in meters) and a smooth residual semivariogram consisting of a single spherical 

structure with a range of 500 meters were applied. These parameters are consistent 

with second order architectural elements from Ghosh and Lowe (1993) [41]. A cross 

section of the surface realization is shown in Figure 4.19.

Erosional and conformable contacts are honored by setting rules in the condi­

tioning and post processing of surfaces. For conditioning the rules are:
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Line D esc rip tio n

1 input file with well data. The file should be in GEOEAS format.

2 column numbers for the well, x, y, z location and marker code. The 

x2, y2, z2 are used for no information intervals. The codes are 0- 

erosional, 1-gradational and 2-no information.

3 the mean and standard deviation of the thickness of the parallel beds.

4-5 the files with the top and bottom surfaces in GEOEAS format and 

GSLIB grid convention.

6 the number of surface realizations to calculate. Realizations stacked 

in the same output file.

7-9 the regular grid parameters. The z parameters are required for the 

pixel based output for visualization.

10 the surfaces output. The surfaces output is a regular grid in x and y 

with elevation for the z coordinate.

11 the gridded output. Each grid node is assigned a layer number.

12 the debugging level.

13 the file for debugging information

14 the random number seed.

15-22 simulation search and semivariogram parameters.

Table 4.5: A description of the SURFSIM parameter file.
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Figure 4.19: A cross section through a realization of stochastic surfaces tha t honor 

surface geometry and erosional (solid dots) and conformable (circles) surface con­

tacts and segments with no information. Compare to outcrop photomosaic in Figure 

8 from Carr and Gardner, 2000 [11]

1. a  single surface may only honor erosional or conformable contacts

2. if an erosional surface does not have an erosional contact available at a well 

then the surface is conditioned to a intersect a random location above the well

3. if a conformable surface does not have an available conformable contact a t a 

well location then the surface is conditioned to a random location below the 

well.

For surface postprocessing the rules are:

1. an erosional surface truncates all previous surfaces

2. a conformable surface onlaps all previous surfaces

The SURFSIM algorithm is shown to reproduce features observed in a strataform
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setting while honoring well data. In the next section the surface based method is 

applied to reproduce stacking patterns.

4.5 Surface Based Turbidite M odel

The previously described tools (see Sections 4.3 and 4.2) are now tailored to model 

the deepwater geologic setting described in Section 4.1. The hierarchial trend model 

and stochastic surface-based simulation approach is shown to model compensational 

cycles within turbidite lobes. This algorithm honors the geometries and interrela­

tionships between the flow events, while also honoring a realistic level of conditioning 

data. This algorithm is demonstrated within a geostatistical work flow with property 

models constrained to honor trends based on compensational cycles for improved 

reservoir models. Integration of this geologic information may result in better mod­

els of reservoir response and an improved assessment of uncertainty. This work 

was originally developed in Pyrcz and Deutsch (2003) [96] and Pyrcz and Deutsch 

(2004) [101].

4 .5 .1  M e th o d o lo g y

Reservoir scale lobe geometry is established from the available data. A measurement 

of uncertainty is assigned based on data accuracy and this uncertainty may be 

accounted for as simulated fluctuations in the reservoir geometry. The lobe geometry 

defines the original bathymetry and the reservoir extents.

The surface template is a lobe with a convex upward geometry. This geometry 

is taken directly from the L0BESIM algorithm by Deutsch and Tran (1999) [26]. An 

illustration of this geometry is shown in Figure 4.20.

The placement methodology explicitly accounts for the compensational stacking 

pattern  expected in this setting. The algorithm accomplishes this by mimicking the 

processes involved in the formation of flow event depositional units within a lobe.

The algorithm proceeds by generating stochastic flow event deposits defined by 

bounding surfaces. These flow event deposits have geometry based on param eter 

distributions from conditioning and analogue information. The calculation of the 

stochastic flow events requires two steps. First, the geometry is generated and 

then a stochastic residual is added. The geometric construction and placement 

considers factors such as: (1) source location, (2) bathymetry, (3) flow path  and
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Figure 4.20: The lobe geometry applied in the TURBSIM algorithm as a surface 

template. Surface geometries are generated by varying the parameters 1, L, w, W  

and H through a height to width ratio.

(4) characteristic geometry. The stochastic residual accounts for fluctuations within 

the bounding surfaces and is conditioned to well data.

The source location represents the entry location of a flow event into the lobe, 

where a feeding channel loses its confined character. The source is stochastically 

located along the proximal margin of the lobe prior to  each flow event. The source 

location is drawn from a probability distribution with the probability inversely pro­

portional to  the elevation of the margin; therefore, flow events are more likely to 

enter in the lowest parts of the proximal margin of the lobe. Avulsion does not 

occur within the lobe (Posamentier, 2003) [93].

The bathymetry is initialized as the base of the lobe geometry defined by avail­

able data. If this surface is uncertain then multiple realizations of original bathymetry 

may be applied. Subsequent flow events modify this bathymetry, which affects the 

path of subsequent flow events (the influence of bathymetry on flow paths has been 

discussed by Liu and William (2000) [64]). Flow paths are set to follow the path of 

steepest gradient. The length of the flow path is based on a stochastically drawn lobe 

geometric parameters (refer back to Figure 4.20). The flow event deposit surface 

geometry is anchored to the flow path.

The geometric parameter distributions for the flow events are assigned based 

on available data. Well logs and analog studies may be applied to  assess element 

thickness. Since flow events are below seismic resolution and are often difficult to 

correlate between widely spaced wells it is difficult to infer areal geometric param ­

eters from site specific information. Outcrop studies may lack the ability to  resolve
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Figure 4.21: The construction of individual flow events within a lobe: A - a lobe 

geometry and bathymetry are defined, B - a stochastic flow events are generated, 

characterized by flow path and flow geometry and C - subsequent flow events are 

generated until the lobe is filled.

full 3-D architectures (Miall, 2000) [74], although canyon and butte type exposures 

and ground penetrating radar may provide information on flow event geometric dis­

tributions. This surface based turbidite lobe model is based on the assumption tha t 

the 2nd order flow events mimic the geometries of the better resolved reservoir scale 

3rd order lobes (Stow and Johansson, 2000) [116]. Geometric information such as 

flow event length distributions may be inferred based on consistency with the 3rd 

order lobe.

See Figure 4.21 for a schematic illustrating the construction of geometry of in­

dividual flow events within a lobe.

Histogram and semivariogram models characterize the stochastic residual. The 

semivariogram model defines the smoothness of the residual. The residual is sim­

ulated by a 2-D version of sequential Gaussian simulation (SGSIM) from the geo- 

statistical library (GSLIB) (Deutsch and Journel, 1998) [23]. In deepwater settings 

it would be expected tha t the surfaces would have low rugosity. Nevertheless, this 

step allows for the conditioning of the surfaces.

The SGSIM realization is conditioned to neighbouring well data. This process 

is demonstrated in Figure 4.22. If the surface geometry contradicts data outside 

a tolerance then the geometry is recalculated. The algorithm term inates when the 

mean elevation of the surface is within a tolerance of the mean top elevation of the 

top of the lobe geometry.
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Figure 4.22: An illustration of the addition of a stochastic residual to characterize 

fluctuations and to allow for conditioning to well data: A - plan view and B - cross 

section C  — C' with lobe, flow geometry and the surface realization conditional to 

well data.

T h e  TURBSIM P a ra m e te rs

TURBSIM is a Fortran program tha t applies the previously outline methodology. 

The associated parameter file is shown below. Note the inputs include well data, 

bounding surfaces (top is optional), flow event deposit parameters and simulation 

parameters for the 2-D simulation subroutine modified from GSLIB. An explanation 

of the TURBSIM parameters is provided in Table 4.6.

Param eters f o r  TURBSIM
1. w e l l s . d a t - f i l e  w i t h  d a t a
2 . 1 2 3 4 5 6 7 8 -  w e l l , x l , y l , z l , x 2 , y 2 , z 3 , c o d e
3 . t o p s u r f . o u t - t o p  s u r f a c e
4 . 1 -  d y n a m i c a l l y  s e t  t o p ( l = y e s , 0 = n o )
5 . b o t s u r f . o u t - b o t t o m  s u r f a c e
6 . 0 - d e b u g g i n g  l e v e l : 0 , 1 , 2 , 3
7 . n o n e - f i l e  f o r  d e b u g g in g  o u t p u t
8 . t u r b s i m . o u t - f i l e  f o r  s i m u l a t i o n  o u t p u t
9 . 40 0 0  2000 -ML, SL
10 . 2000  1000 - M l , S I
11 . 2000  1000 -MW.SW
12. 1000 500 -Mw, Sw
13. 0 . 1  0 . 0 5 - M h w r a t i o , S h w r a t i o
14. 1 120 -n u m b e r  o f  r e a l i z a t i o n s , m a x  num o f  s u r f a c e s
15 . 100 2 5 . 0  5 0 . 0 - n x , x m n , x s i z
16 . 100 2 5 . 0  5 0 . 0 - n y , y m n , y s i z
17. 0 . 0  2 0 . 0 - z m i n , zmax
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Figure 4.23: A plan view of the 3rd order lobe and the locations of the four vertical 

wells.

18 . 6 9 069  - r a n d o m  num ber  s e e d
19 .  12 -n u m b e r  o f  s i m u l a t e d  n o d e s  t o  u s e
2 0 .  1 3  - m u l t i p l e  g r i d  s e a r c h  ( 0 = n o , l = y e s ) , n u m
2 1 .  1 0 0 0 .0  1 0 0 0 .0  -maximum s e a r c h  r a d i i  (h m a x .h m in )
2 2 .  0 . 0  - a n g l e  f o r  s e a r c h  e l l i p s o i d
2 3 .  201 201 - s i z e  o f  c o v a r i a n c e  l o o k u p  t a b l e
2 4 .  1 0 . 0  - n s t . n u g g e t  e f f e c t
2 5 .  1 1 . 0  0 . 0  - i t . c c . a n g l
2 6 .  1 0 0 0 .0  1 0 0 0 .0  -a _ h m a x ,  a_ h m in

4.5.2 Demonstration

The following is a demonstration of the construction of deepwater surface based 

models with hierarchical trend model and a posteriori correction to honor areal and 

vertical trends from large scale information. Multiple surface-based realizations were 

calculated based on the flow event and lobe geometry shown in Figure 4.21. The 

surfaces were conditioned to  four wells (see Figure 4.23). Two realizations are shown 

in Figure 4.24. A hierarchical trend model based on the simulated architectural 

elements was calculated and is shown in Figure 4.25. The surfaces were loaded 

into Gocad for visualization. A screen capture of the first ten surfaces is shown 

in Figure 4.26, and the same surfaces are shown in Figure 4.27 with a cut away 

to expose the stacking pattern of the surfaces. A fence plot of all the 2nd order 

elements is shown in Figure 4.28.

The hierarchical trend models reproduce the trends within hierarchies of archi­

tectural elements. For example, the individual flow events, 2nd order lobes show a
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L ine D esc rip tio n

1 input tile with well data. The file should be in GEOEAS format and 

GSLIB grid convention with any number of categories.

2 column numbers for the well, x, y, z location and marker code. The 

x2, y2, z2 are used for no information intervals. The codes are 0- 

erosional, 1-gradational and 2-no information.

3 the file with the initial top surface in GEOEAS format and GSLIB 

grid convention..

4 if top is set dynamically, the last simulated surface is set as the top, 

otherwise the last simulated surface is truncated by the top of the 

lobe from the top file.

5 the files with the bottom  surfaces in GEOEAS format and GSLIB 

grid convention.

6 the debugging level (0=no debugging information, 3=all surface 

statistics and simulation processes are w ritten out.

7 the file for the debugging output

8 the surfaces output. The surfaces output is regular grid in x and y 

with elevation for the z coordinate.

9-13 the mean and standard deviation for Gaussian distribution of the 

lobe geometric template parameters L,l,W,w and height to width 

ratio (hwratio).

14 the number of surface realizations to calculate and the maximum 

number of surfaces to calculate (may be set small for initial setup 

and then set large when calculating surface realizations.

15-17 the regular grid parameters. The z parameters are required for the 

pixel based output for visualization.

18 the random number seed

19-26 simulation search and semivariogram parameters.

Table 4.6: A description of the TURBSIM parameter file.
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Figure 4.24: The lobe geometry, vertical well locations and sections for the demon­

stration of stochastic surface-based flow events within a lobe: A - first realization 

long section A  — A', B - first realization cross section B  — B', C - second realization 

A  — A' and D - second realization cross section B  — B '  long section.
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Figure 4.25: Two example realizations of flow events in a depositional lobe with 

hierarchical trend models: A - first realization long section A —A', B - first realization 

cross section B  — B', C - second realization A — A' and D - second realization cross 

section B  — B '  long section. The property units are percent porosity.
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Figure 4.26: A screen capture from Gocad of the first ten flow event surfaces.

60u 500 X C oord ina te  (m) 0

Figure 4.27: A screen capture from Gocad of the first ten flow event surfaces with 

a cut away view to reveal internal structure.
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Figure 4.28: A fence plot of the discretized architectural element model from Gocad.

fining upwards trend, while the 3rd lobe shows a coarsening upward trend. These 

trends would be expected in a prograding system of individual Bouma sequences 

within a turbidite lobe (Bouma, 1962) [6]. These models may be corrected to honor 

vertical and areal trends.

A target areal and vertical trend was constructed. For the purpose of demon­

stration these trends were assumed. The initial areal and vertical trends from the 

hierarchical trend model and the target areal and vertical trends are shown in Fig­

ure 4.29 and Figure 4.30, respectively.

The hierarchical trend model was corrected for vertical and areal trends (see 

Section 4.2.2). A smoothing volume of 1/5 the model volume and 5,000 iterations 

were applied. The algorithm required less than five minutes on a modest 2003 

vintage PC. The areal and vertical trends of the corrected trend model are shown 

in Figure 4.31.

Comparison of corrected trend model and the target areal and vertical trends 

reveals tha t the large scale features are imported into the hierarchical trend model 

and th a t the global mean is reproduced. The mismatch (corrected-target) of the 

areal and vertical trends was calculated (see Figure 4.32).

The trend correction methodology has adjusted the 3-D trend model to  honor 

the target vertical and areal trends. An increase in the number of iterations and a 

decrease in the convergence tolerance would result in even closer reproduction. The 

vertical trend shows slight dimples. This could be removed by decreasing the size
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X Coordinate (m) X Coordinate (m)

N umber of Data 3723

m ean  19.62 
std. dev. 1.74 

coef. of va r 0.09 
maximum 25.79 

upper quartile 20.52 
m edian 19.10 

lower quartlle 18.26 
minimum 17.56

19 .0  2 3 .0  27 .0

Initial A real T rend  (Porosity  % )

Number of D ata 3723

m ean  19.84 
std . dev. 2 .62 

coef. of va r 0.13 
maximum 26.10 

upper quartile 21.75 
median 19.51 

lower quartile 17.65 
minimum 15.62

Ik
T arg e t A real T rend  (Porosity  % )

Figure 4.29: Areal trend models: A - the initial areal trend model from the hierar­

chical trend model, B - the target areal trend based on assumed conditioning, C - 

the distribution of the initial areal trend and D - the distribution of the target areal 

trend. The property units are percent porosity.
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Number of D ata 86

m ean  20.37
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m ax taum  25.28 
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Figure 4.30: The vertical trend models: A - the initial vertical trend model from 

the hierarchical trend model, B - the target vertical trend based on assumed condi­

tioning, C - the distribution of the initial vertical trend and D - the distribution of 

the target vertical trend. The property units are percent porosity. Note the target 

vertical trend has a lower variance and is more linear than the initial vertical trend.
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Figure 4.31: The areal and vertical trend of the corrected trend model: A - corrected 

areal trend, B - corrected vertical trend, C - the distribution of the corrected areal 

trend and D - the distribution of the corrected vertical trend. The property units 

are percent porosity.
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X Coordinate (m)

Number of Data 3723

m ean -0.07 
std. dev. 0.46 

coef. of var undefined 
maximum 2.03 

upper quartile 0.00 
median '0.15 

lower quartile *0.31 
minimum -1.30

N  23,0_

Corrected-Target Vertical Trend (Porosity %)

Number of Data 85

m ean 0.05 
std . dev. 0.11 

coef. o fv a r  undefined 
maximum 0.23 

upper quartile 0.13 
median 0.05 

lower quartile 0.00 
minimum -0.37

Corrected-Target Areal Trend (Porosity %) Corrected-Target Vertical Trend (Porosity %}

Figure 4.32: The mismatch between the corrected and target areal and vertical 

trends: A - corrected - original areal trend, B - corrected - original vertical trend, 

C - the distribution of the corrected - original areal trend and D - the distribution 

of the corrected - original vertical trend. The property units are percent porosity.

of the maximum factor and increasing the number of iteration.

A series of long sections (see Figure 4.33) and fence diagrams of the surface-based 

model, the initial trend model and the correction trend model (see Figure 4.34) are 

included. This illustrates tha t the correction to honor areal and vertical trends and 

maintains the small scale trends based on the surface constrained hierarchical trend 

model.

4.6 Turbidite Case Study

This synthetic case study is based on Lobe VII of the Cengio Turbidite System 

(Italy) of the Tertiary Piedmont Basin (Cazzolo et al., 1985) [13]. Lobe VII is domi­

nated by compensational cycles tha t constrain the distribution of lithofacies. There 

are many other well studied modern and ancient examples tha t contain signifi-
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Figure 4.33: Long sections of the hierarchical trend model before and after correction 

to honor areal and vertical trend model: A &; B - long section 400 before and after 

correction, C & D - long section 500 before and after correction and E k, F - long 

section 600 before and after correction. Note tha t the large scale correction preserves 

small scale trend features. The property units are percent porosity.
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Figure 4.34: Fence diagrams of: A - the initial surfaced-based model, B - the initial 

trend model and C - the corrected trend model. This demonstrates th a t the correc­

tion to honor areal and vertical trends preserves the small scale features imparted 

by the construction of the hierarchical trend model. The property units are percent 

porosity with the same grey scale as Figure 4.33.

cant compensational cycles including Mississippi Middle Miocene (M4) (De Vray et 

al.) [31], Gottero Turbidite System, Italy (Nilsen and Abbate, 1985) [81] and Tanqua 

Karoo Subbasin, South Africa (Dudley et. al, 2000) [33]. The Cengio turbidite sys­

tem  is comprised of eight tabular lobes with thickness ranging between five to 25 

meters. Lobe VII is roughly 20 meters thick and extends for about six kilometers 

and is bounded on the west to north by a slope mudstone.

The subsequent flows may be separated by mud drapes and have persistent 

internal lithofacies trends. The mudstone facies are thinly bedded and are not 

laterally persistent (Cazzolo et al., 1985)[13]. Even with limited continuity these 

shales may act as baffles to fluid flow. The modeling of these compensational cycles 

is an im portant step in assessing the impact on reservoir response of shale baffles 

and the other related lithofacies trends.

4.6.1 The Data

The top and bottom  of the lobe is correlated between wells and may be interpolated 

with the aid of seismic information. The initial bathymetry is defined as a de­

terministic surface tha t approximates fault-bounded, southwest-northeast-trending 

submarine depression described by Cazzolo et al. (1985) [13] (see Figure 4.35).

It is assumed tha t seven vertical wells are available, as indicated in Figure 4.35.
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Figure 4.35: A schematic of the initial bathymetry loosely based on a study of 

Cengio turbidite system Italy (Cazzolo et al., 1985) [13]. The dark gray section 

represents the source for flow events. The fan lobe onlaps a mudstone slope along 

the west, northwest and north. The vertical well locations and the paleocurrents 

are indicated. The study area is 25 square kilometers.
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Figure 4.36: The distribution of synthetic A - porosity and B - permeability from 

well log.
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Figure 4.37: The scatter plots of synthetic well permeability and porosity, A - before 

Gaussian transform and B - and after Gaussian transform. The permeability is in 

mD and the porosity is in percent.

Seven wells were chosen as a reasonable high level of conditioning in a typical deep- 

water reservoir study of this areal extent. Note this is conservative since this model­

ing procedure performs better with less conditioning (see Section 4.5). The contacts 

of the flow events are assumed along the wells with a similar density observed in the 

Cazzolo et al. (1985) [13] case study. Also, porosity and permeability along the wells 

are assumed. The data distributions are shown in Figure 4.36 and the scatter plot 

of permeability and porosity is shown in Figure 4.37. The sections tha t are used for 

visualization are shown Figure 4.38.
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Figure 4.38: The locations of the North-South sections (A through D) and the long 

section (E).

4.6.2 Geostatistical Work Flow

The application of stochastic surface based simulation is demonstrated within a 

geostatistical workflow for the modeling of petrophysical properties within Lobe 

VII. A common geostatistical workflow is to model: (1) reservoir geometry, (2) 

lithofacies and (3) petrophysical properties constrained by lithofacies. These models 

are conditional to  all available data and analog information (Deutsch, 2002) [21].

Model of Reservoir Geometry

Often reservoir geometry is provided by seismic information calibrated to well logs. 

Seismic resolution is a function of the source frequency content, rock sonic properties 

and the depth of the trace. There is commonly a significant level of uncertainty 

associated with respect to the reservoir geometry. This uncertainty may be carried 

through the stochastic workflow through the use of multiple reservoir geometry 

realizations or scenarios. These scenarios may be the result of simulated surfaces 

conditioned to  well contacts or based of expert judgment of professional geologists. 

For each realization or scenario of reservoir geometry, a realization of facies and 

petrophysical properties may be calculated (Pyrcz et al., 2004)[103]. For this case 

study a single reservoir geometry was used.
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Category Dominant Lithology Bedding

Facies 1 sandstone thick - massive, crudely graded

Facies 2 sandstone thin - medium, subtly graded

Facies 3 mudstone thinly bedded sandstone

Facies 4 mudstone devoid of sandstone

Table 4.7: A summary of the lithofacies identified by Cazzolo et al. (1985) [13]. 

Lithofacies Models

There are four lithofacies types identified by Cazzolo et al. (1985) [13]. They are 

summarized in Table 4.7. There are significant trends in the facies including: (1) 

higher fraction of sandier amalgamated sandstone bodies along the center axis, (2) 

fining to the distal and (3) capping of sandy flows with sandy mudstone. It was 

decided not to explicitly model lithofacies. Instead porosity and permeability are 

constrained by trend models tha t account for these lithofacies trends. This is rea­

sonable since these lithofacies represent a natural continuum of reservoir quality 

from high porosity and permeability sandstone to low porosity and permeability 

mudstone.

Petrophysical Properties

Porosity and permeability are modeled by the following steps: (1) calculate surfaces 

representing stochastic flow events within the lobe, (2) construct a hierarchical 

porosity trend model tha t characterizes the observed trends in lithofacies constrained 

to  the surface based model, (3) simulate porosity conditional to well logs and with 

the hierarchical porosity trend model as a local variable mean model (Deutsch and 

Journel, 1998) [23] and (4) simulate permeability with the porosity realization as 

secondary data for collocated cokriging (Deutsch and Journel, 1998) [23].

It is recommended tha t a single realization of surface-based trend be coupled with 

a realization of porosity and permeability to produce a single reservoir realization, 

rather than a combinatorial of matched trend and property realizations. The former 

is a more computationally efficient method to sample the model space of uncertainty 

and is applied in this case study (Pyrcz et al., 2004)[103].

This methodology honors the available porosity and permeability data from well
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log and core, the trend in the porosity and permeability informed by geologic infor­

mation on the transition in lithofacies, the compensational cycle geometry and the 

relationship between porosity and permeability. The associated steps are demon­

strated and discussed in detail.

The methodology for generating stochastic flow events has been discussed and 

demonstrated previously. Implementation of this procedure with this specific case 

study requires; (1) the characterization of the lobe geometry and (2) the assignment 

of flow event parameter distributions. The construction of the reservoir geometry 

has been previously discussed. The flow event parameter distributions should be 

determined from well data and analog information. The size distributions should be 

consistent with the lobe geometry. If the distribution of flow event sizes is too small 

then the distal section of the lobe may not be filled. In this case, the algorithm 

should be modified to  allow for disconnected lobes.

For this case study, the parameter distributions were drawn from Gaussian and 

uniform distributions (see Table 4.8). The length of the flow events L  is drawn from 

a Gaussian distribution with mean of 5,000 meters and standard deviation of 1,000 

meters. This parameter was set based on consistency with the 3rd order lobe. The 

length to  the position of maximum width I is drawn from a uniform distribution of 

40% to 70% of L, the maximum lobe width W  is drawn from a uniform distribution 

of 10% to  30% of L  and the width of the source w is assigned as 40% of W .  These 

areal geometric parameters result in a wide variety of lobe morphologies and reflect 

the uncertainty in their assignment given the limited areal information available in 

the outcrop study (Cazzolo et al., 1985) [13]. The difficulty in assigning small scale 

areal geometric parameters was discussed in Section 4.5.1. The width to  height ratio 

was selected to reproduce the nominal flow event thickness of 1.0 m observed in the 

outcrop.

Two surface based realizations were simulated, based on the reservoir geometry 

and the distribution of flow event parameters indicated above. The first and second 

realizations are comprised of 121 and 71 flow events, respectively. The long section 

for two realizations is shown in Figure 4.39 and the north-south sections for the first 

realization are shown in Figure 4.40.

Each surface based realization honors the identified contacts along the wells. 

This is demonstrated in Figure 4.39. Between the wells and at locations along the 

wells with missing information the realizations may vary greatly while honoring the
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P a ra m e te r D is tr ib u tio n

L N { m  =  5,000, a = 1,000}

I U{0A  • L, 0.7 ■ L}

W 17{0.1 • L,0.3 • L}

w 0.4 - W

w:h ratio 2,500

Table 4.8: Lobe parameter distributions applied in the example case study. All 

units are in meters.

B
Wein Well3 Well4 Well? Weill Well3 Well4 Well7

10 m

0 1 km

Figure 4.39: Two surface realizations (long section E  - E '): A - the first surface 

realization and B - the second surface realization.
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Figure 4.40: One surface realization: A - section A  — A ' , B - section B  — B \  C 

section C — C'  and D - section D — D ' .
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Figure 4.41: The porosity trends inferred from the lithofacies study of the Cengio 

Turbidite System, Italy (Cazzolo et al., 1985)[13]. The flow events have subtle 

grading and are often capped by fine grained facies. Flow events and the lobes 

demonstrate an increase in fine facies towards the distal and are coarsest along the 

primary axis of flow.

flow event geometry and the compensational stacking pattern.

The lithofacies trends were quantified as functions describing the porosity trend 

in the depositional coordinate system. The functions describing these trends are 

shown in Figure 4.41. Mud drapes are represented by a sharp decrease in the porosity 

trend near the top of the flow events and fining towards the peripheries is indicated 

in the longitudinal and transverse trend functions. The resulting hierarchical trend 

models based on the two surface based simulations (refer to Figure 4.39) are shown 

in Figure 4.42 and a fence diagram of the first trend model is shown in Figure 4.43.

These trend models may be applied as local variable mean models for SGSIM 

(Deutsch and Journel, 1998) [23] of porosity conditioned to well log. SGSIM re­

quires the modeling of semivariograms of the Gaussian transform of the data. The 

experimental semivariograms were calculated in the plane of the flow events (near 

horizontal) and orthogonal to the flow events (near vertical). The porosity semivar­

iograms and their associated models are shown in Figure 4.44. The semivariograms 

were modeled by a spherical structure with a nugget effect of 0.2. This high nugget 

effect in the experimental semivariogram of the residual may indicate tha t some of 

the spatial structure is captured in the hierarchical porosity trend model. Over fit­

ting of the trend is avoided, since the trend model is based on a stochastic model and 

multiple trend models are applied to construct multiple property realizations. The 

experimental semivariograms may vary between realizations of hierarchical trend
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Figure 4.42: Two porosity (percent) hierarchical trend models (Section E-E’): A - 

the first hierarchical porosity trend model and B - the second hierarchical porosity 

trend model. The trends described in Figure 4.41 are reproduced and the trend 

model mean is corrected to the declustered mean from the well logs.

Figure 4.43: A fence diagram of the first realization of the porosity hierarchical trend 

model (30 times vertical exaggeration). Grey scale is the same as in Figure 4.42.
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Figure 4.44: The semivariograms of the Gaussian transform of the porosity residual 

(well log data  - hierarchical trend model): A - the horizontal semivariogram and B 

- the vertical semivariogram.

model. It is assumed tha t this difference is not significant; therefore the experimen­

tal semivariograms are only calculated once.

Two realizations of porosity were calculated each paired with a local variable 

mean model (refer to Figure 4.42). These realizations reproduce the porosity condi­

tioning from well log, the declustered porosity distribution and the porosity trends 

constrained to the stochastic surfaces (see Figures 4.45 and 4.46). At the sampled 

locations along the wells the porosity realizations are the same, but away from the 

wells the realizations may be quite different, while honoring the local variable trend 

model and stationary semivariogram. This represents the increasing uncertainty 

away from the wells.

It is assumed tha t permeability inferred from log and core is available at the wells 

(refer to Figure 4.36). The correlation coefficient between the Gaussian transform 

of porosity and permeability may be inferred from the available conditioning (refer 

to Figure 4.37) and from analogue. The experimental permeability semivariograms 

were calculated in the plane of the flow events (near horizontal) and orthogonal to the 

flow events (near vertical). The permeability semivariograms and their associated 

models are shown in Figure 4.47.

Two realizations of permeability were simulated with the associated porosity 

realizations applied as collocated secondary data  in a collocated cokriging context 

(Deutsch and Journel, 1998) [23] (see Figure 4.48 and Figure 4.48).

These realizations of reservoir petrophysical properties may be applied for reser-
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W eill Well3 Weli4 Weil7 W eill Well3 Well4 Well7

0 1 km

Figure 4.45: Two realizations of porosity (percent) constrained to the surface based 

hierarchical trend model and conditioned to well logs (Section E-E’): A - the first 

porosity realization and B - the second porosity realization.

Figure 4.46: A fence diagram of the first porosity realization based on the porosity 

hierarchical trend model (30 times vertical exaggeration). The units are porosity 

percent and the grey scale is the same as Figure 4.45.
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Figure 4.47: The semivariograms of the Gaussian transform of the permeability well 

log data: A - the horizontal semivariogram and B - the vertical semivariogram.
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Figure 4.48: Two realizations of permeability correlated to the paired porosity re­

alizations and conditioned to well logs (Section E-E’): A - the first realization and 

B - the second realization.
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Figure 4.49: A realization of permeability correlated to the paired porosity realiza­

tion and conditioned to  well logs. Grey scale is the same as in Figure 4.48.

voir development planning. A suite of realizations may be subjected to flow sim­

ulation or other transfer functions to assess the uncertainty in a response variable 

such as production rate. For example, porosity x thickness (PhiH) 6 maps may be 

calculated for each realization to calculate reservoir volume (Figure 4.50).

4.6.3 Comments on the Surface Based Turbidite Model

There are many statistical models tha t could be applied to this geologic setting. This 

surface based model is one particular statistical model tha t was developed because 

it: (1) mimics compensational related features tha t are often observed in turbidite 

lobes, tha t are often below the data resolution, may influence reservoir response 

and (2) retains the ability to be conditional to a realistic level of conditioning. 

The features specific to  this model should be compared with the geologic reality 

to determine appropriateness. Some of these features include (1) the absence of 

erosion, (2) stationarity in the distributions, (3) steepest gradient primary flow axis 

and (4) flow event vertical position anchored to the primary flow axis.

Absence of Erosion

The TURBSIM algorithm does not account for erosion. This may be reasonable is low 

energy distal settings. In proximal settings high energy turbidity flows may scour
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Figure 4.50: Porosity-thickness maps for two realizations of porosity (%m): A - the 

first realization and B - the second realization.

meters of substrate. This erosional tendency is demonstrated by the presence of 

sharp bases and scour and tool marks (Walker, 1992) [135].

The addition of erosional processes would compromise the ability of the TURBSIM 

algorithm to  honor conditioning at wells. The previous surface 13^ (u) is conditioned 

to  all available well contacts. Erosion in the vicinity of wells during the placement of 

subsequent surfaces place the surface below the well contacts. A couple of solutions 

could include (1) accounting for subsequent erosion in surface U ^ (u )  by honoring 

a location above the well contact or (2) not allowing erosion at well locations. Both 

of these methods may lead to artifacts.

Stationarity in the Distributions

The TURBSIM algorithm assumes tha t all distributions are stationary. The length 

of the flow axis and geometry of the flow event deposits are drawn from Gaussian 

distributions tha t remain constant over the model. Progradation may result in 

thickening upward sequences with more extensive flow event deposits in la tter stages 

of lobe development. The periods of terrigenous hiatus with pelagic sedimentation 

between flow events are not random events. Longer hiatus may lead to  thicker fine­

grained drapes. Also, all flow events are assumed to be unconfined and attached 

to the source location. The integration of channel elements would be difficult given 

the erosional limitation and the difficulty of surface based approaches to  represent 

multiple architectural element types simultaneously.
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Nonstationarity in the flow event deposit extent may be accounted for with the 

implementation of a distribution schedule. The parameters of the flow path and 

geometry distributions may be varied based on surface number, average elevation of 

the last surface or percent of volume filled.

Steepest Gradient Primary Flow

The compensational stacking pattern is reproduced by application of steepest gra­

dient flow axis. This simple methodology does not account for effects related to 

momentum and flow stripping (Posamentier, 2003) [93].

Anchoring Flow Events to the Flow Axis

The TURBSIM algorithm calculates the vertical location of the surface relative to  the 

nearest location on a 3-D spline fit to the flow axis. This causes the surfaces to 

reflect bathymetric relief along the spline while being independent of bathymetric 

relief elsewhere under the lobe. Other methods for vertical positioning surface ge­

ometries would result in varying influence of bathymetry on the surface geometry 

(see Section 4.2).

Adequate horizontal discretization is required. If the gradient in the bathymetry 

is high and the horizontal discretization is coarse then sharp edges result at the 

peripheries of the flow events. In the case study with a maximum gradient of one 

degree a 100 x 100 grid was applied without edge artifacts.

In addition, there are limits in the conditioning of this model. As the level of 

conditioning increases or the flow event size increases, it is more unlikely to match 

conditioning. This results in more rejected flow event geometries; therefore, greater 

computational effort to calculate realizations. In this example only about twenty 

percent of geometries were rejected and less than ten minutes was required for each 

realization. In the extreme case, a very tight tolerance and dense conditioning may 

result in the algorithm failing to calculate appropriate surface geometries.

4.7 Discussion

Compensational cycles are common in distal lobes frontal splays of turbidite systems, 

which are significant reservoir targets. These features are due to the preferential 

filling of topographic lows and the smoothing out of topographic relief and cycles of
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deposition and hiatus. This stacking pattern is seen as repeating thickening upward 

sequences in wells.

Small-scale features such as compensational cycles may significantly constrain 

reservoir response and are often below seismic resolution. Petrophysical property 

distributions may be constrained by trends related to these small-scale features. In 

distal settings hemipelagic mud drapes may be preserved along the tops of flow event 

deposits and may act as barriers or baffles to flow. These small-scale features are 

often not resolved by available data.

Methodologies for surface based simulation and hierarchical trend models have 

been described. A specific methodology and algorithm for modeling compensational 

cycles with surface based simulation is proposed tha t reproduces the geometries and 

stacking patterns. This algorithm is demonstrated within a geostatistical workflow 

for the construction of stochastic turbidite models tha t honor the available condi­

tioning data, reproduce trends in petrophysical properties due to compensational 

cycles and reproduce the relationship between porosity and permeability as charac­

terized by the linear correlation coefficient.

Similar features are observed in other dispersive sedimentation settings such as 

alluvial fans and deltas. The presented surface based algorithm and geostatistical 

workflow may be tailored to a variety of other depositional settings.
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Chapter 5

Training Im ages

A training image is a numerical model tha t represents heterogeneities tha t are ex­

pected in a specific area of interest. Input statistics for subsequent geostatistical 

modeling may be borrowed from a training image in the absence of sufficient con­

ditioning data  for the inference of these statistics. A training image may be con­

structed from available geologic information and professional geologist judgement 

and then quantified with multiple-point statistics, recovery factors, connected geo­

objects and other transfer functions.

This chapter explores the application of training images to improve the geologic 

realism of stochastic models. Section 5.1 discuses the dependence of multiple-point 

geostatistics on training images. Section 5.2 summarizes the suite of training images 

in the static training image library. This library is expected to  develop and expand 

over time. Section 5.3 discuses a technique for the flexible construction of deepwater 

training images based on streamline based simulation method from Section 3.2. 

Section 5.4 presents a set of Fortran programs to tailor training images and to 

calculate multiple-point statistics. Section 5.5 discusses the potential applications 

for the static and dynamic training images. Static training images are a set of 

numerical models tha t span a set of potential geologic scenarios, while the dynamic 

training images are algorithms to construct training images based on geometric 

parameters and geologic assumptions.
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5.1 M ultiple Point Techniques

Semivariogram based geostatistics is limited to two-point statistics. These tech­

niques are unable to reproduce curvilinear geometries tha t are often present in reser­

voir geology. Object and surface based models reproduce complicated geometries 

but may lack flexibility to efficiently honor a variety of conditioning data. Set­

tings with dense data relative to the object size pose difficult optimization problems 

tha t are computational intensive to solve (see Section 4.5). High resolution seismic 

information may be difficult to integrate with such techniques.

The omission of curvilinear features may result in numerical reservoir models 

tha t misrepresent the reservoir response quantified by flow simulation. This limita­

tion has motivated research in geostatistical methods tha t integrate multiple-point 

statistics beyond the semivariogram.

An introduction to multiple-point geostatistics is provided in Section 2.2.6. 

While these techniques are able to reproduce complicated geometries, characteri­

zation of the required multiple-point statistics is often an impossible inference prob­

lem. The requirement of consistent or positive definite multiple-point statistics is 

satisfied by borrowing these statistics from exhaustive training images.

Training images contain information on the geometries and interrelationships 

between geologic categories. These categories may represent lithofacies or trun­

cated continuous petrophysical properties. Training images may be constructed in 

a variety of ways, including outcrop mapping, conceptual models from professional 

geologic judgment and stochastic algorithms. In the latter case, the most efficient 

approach may be to  apply of the stochastic algorithm in a conditional mode instead 

of conditioning by multiple-point methods.

5.2 Training Image Library

A library of training images is developed for fluvial and deepwater depositional 

settings. These training images are based on marked point processes, fluvial and 

deepwater models and are constructed with code developed for this thesis and the 

FLUVSIM algorithm from Deutsch and Tran(2002)[25]. The training images represent 

a range of NTG ratios and a variety of depositional styles.

Fortran routines required to modify, format and tailor the training images and 

to  extract multiple-point statistics are provided. This code allows the practitioner
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to match site specific features and to utilize this library in a variety of applications.

There is a wide range of anticipated applications for this training image library 

beyond a  source for multiple-point statistics. This library may be utilized in com­

parative flow studies, as type-models for demonstration and training and to aid in 

scenario based uncertainty studies, see Section 5.5 for anticipated applications.

5.2.1 The Static Training Images

This library includes training images from (1) marked point processes, (2) FLUVSIM 

(Deutsch and Tran, 2002) [25] models, (3) surface based models (see Section 4.5) and 

(4) streamline based models (see Section 3.2). Model parameters have been set to 

represent a variety of potential features. For example, each model is generated with 

a NTG ratio of 0.2, 0.4, 0.6, and 0.8 and channelized models include narrow, median 

and wide channels. Model parameters are discussed, but details of the algorithms 

are left in the original references. This static training image was originally developed 

in Pyrcz and Deutsch (2004) [99].

The training image scale was selected to be representative of nominal reservoir 

scale. The models represent a volume of 4,000 meters x 4,000 meters x 20 meters. 

It is anticipated tha t these models are relevant over a wide range of scales from 10% 

to 1,000% of this volume depending on the level of scale invariance in the specific 

depositional setting.

The model resolution was chosen as a balance between adequately character­

izing the simulated features for export of multiple-point statistics and portability, 

computation and storage requirements. Additionally, the rapid increase in available 

computational power was considered. The models are discretized by 256 x 256 x 

128 with resulting 8.6 million cells (see Figure 5.2). A summary of the models in 

the training image library is provided in Figure 5.1. A total of 498 training images 

are provided.

Marked Point Training Images

These training images are based on concepts from stochastic geometry (Stoyan et 

al, 1987) [119]. A Poisson point process with or without stationary intensity may 

be applied to position germs. Primary grains, or parameterized objects, are then 

positioned relative to the germs.
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Model Type N um ber of Models C ategories S chem atic

Marked Point

Lobe

Ellipse

Bar

12

12

12

O bject
Matrix

FLUVSIM

C hannel

C hannel a n d  Levee 

C hannel, Levee a n d  Splay

108

108

108

C hannel
Levee
Splay
Overbank fine

Surface B ased

C om pensational 
Cycles of Lobest

36 Lobe
Shale E ĝP

Stream line B ased

C hannel C om plex 81
A b an d o n ed  C hannel
Point Bar
Levee
C revasse Splay 
O verbank fine i^liP

Figure 5.1: Summary of the training image library with schematic representations 

of the models.

long Section

Plannz =  128
20 m

ny =  256

4,000 m  
nx =  256

Figure 5.2: The nominal training image size, the level of discretization and the 

model origin. The plan, long and cross sections used in subsequent visualizations are 

indicated. In subsequent figures these sections are denoted A, B and C respectively.
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P a ra m e te r D is tr ib u tio n

Scale T[0.8,1.0,1.2]

Azimuth T[—30°, 0°, 30°]

Dip T[—3°, 0°, 3°]

Rake T[—5°, 0°, 5°]

Table 5.1: The distributions of stochastic geometry transforms applied to  the pri­

mary grains. The distributions are triangular parameterized by lower limit, mode 

and upper limit. These parameters are illustrated in Figure 5.4.

N T G Scale (m ) G eo m etry

0.2 500 Ellipse

0.4 1000 Lobe

0.6 1500 Bar

Table 5.2: The parameters for the marked point process scenarios. The training 

images include all combinations of parameters.

The marked point training images are binary models with stationary intensity 

of germs and a variety of primary grains representing ellipsoids, bars and lobes. 

Geometric templates characterize the primary grains (the associated geometries are 

shown in Figure 5.3).

Lobes and ellipsoidal mounds commonly occur in the distal deepwater setting. 

They may form stacked sets at reservoir scale and larger (Stow, 1996; ) [118]. Bars 

commonly occur within channel bedforms (i.e. DA elements) (Miall, 1996) [73].

The germ locations are drawn from a uniform distribution of the training image 

space. The associated orientation and scale are drawn from triangular distributions 

(tabulated in Table 5.1 and illustrated in Figure 5.4). The scenarios are indicated 

in Table 5.2.

Example training images are shown in Figures 5.5 and 5.6. Prim ary grains are 

stochastically added until the NTG ratio is met. The results are smoothed by the 

maximum a-posteriori selection (MAPS) (Deutsch, 1998a) [20] method to remove 

discretization artifacts.
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Figure 5.3: The templates for the marked point processes: A - lobe, B - ellipsoid and 

C - bar. The units are in the fraction of the randomly assigned scale (see Table 5.2). 

Schematic is not to scale.

180

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



A B
y

A '
-20%  

r*L 
/+ 20%

c D

 *5°
5°

X

Figure 5.4: The limits of the triangular distributions for: A - scale, B - azimuth, C 

- dip and D - rake. Schematic is not drawn to scale.

A B

Figure 5.5: An example marked point training image - small lobes with a NTG ratio 

of 0.6. Sections include: A - plan section, B - cross section and C - long section.
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Figure 5.6: An example marked point training image - small ellipses with a NTG 

ratio of 0.8. Sections include: A - plan section, B - cross section and C - long section.

FLUVSIM Training Images

The development of fluvial object based models is outlined in Section 2.2.8. FLUVSIM 

is a convenient public domain fluvial object based algorithm. The algorithm gen­

erates a channel centerline RF and fits stochastic channel and related architectural 

element geometries to  the RF. The FLUVSIM geologic model is based on ribbon 

sandbodies from typically low net-to-gross systems with primary reservoir quality 

encountered in sinuous to straight channels and secondary reservoir rock based on 

levees and crevasse splays embedded in overbank fines (Galloway and Hobday, 1996; 

Miall, 1996) [39, 73]. The model represents MialPs PV type fluvial reservoirs (Miall, 

1996)[73] (see Section 3.1.4).

These ribbon sandbodies are commonly characterized by relatively low width to 

depth ratios (often less than fifteen) and ribbon thickness of less than ten meters 

(Colinson, 1996) [15]. A schematic of the FLUVSIM model in shown in Figure 5.7. 

Training images with channel only, channel and levee and channel, levee and splay 

were calculated (see example training images in Figures 5.8, 5.9 and 5.10).

Channel Only

Ribbon sandbodies may be highly sinuous to straight. A series of training images 

were simulated with FLUVSIM to span the scenarios listed in Table 5.3. An example 

training images is shown in Figure 5.8.
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□  Flood Plain H  Channel Fill |  Levee Sand H  Crevasse Splay

Figure 5.7: A schematic of the FLUVSIM model (based on Deutsch and Tran 

(2002) [25]).

Channel_Fill

Channel_Outline

Figure 5.8: An example FLUVSIM training image - channel only, channel width to 

thickness ratio of 20, low sinuosity and NTG of 0.8. Sections include: A - plan 

section, B - cross section and C - long section.
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Figure 5.9: An example FLUVSIM training image - channel and levee, channel width 

to thickness ratio of 50, high sinuosity and NTG of 0.4. Sections include: A - plan 

section, B - cross section and C - long section.

B

Y (m)

I Channel_Outline

I Crevasse_Splay

X (m)

Figure 5.10: An example FLUVSIM training image - channel, levee and crevasse splay, 

width to  thickness ratio of 100, median sinuosity and NTG of 0.2. Sections include: 

A - plan section, B - cross section and C - long section.
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N T G C h an n e l

T h ickness

(m )

C h an n e l

W id th :

T hickness

S inuosity

0.2 2 20 1.0

0.4 4 50 1.5

0.6 7 100 2.0

0.8

Table 5.3: The scenarios for the channel only ribbon sandbody training images. The 

training images include all combinations of parameters.

N T G C h an n e l

T h ickness

(m )

C h an n e l

W id th :

T hickness

S inuosity Levee

F rac tio n

0.2 4 20 1.0 0.2

0.4 50 1.5 0.5

0.6 100 2.0 0.8

0.8

Table 5.4: The scenarios for the channel with levee ribbon sandbody training images. 

The training images include all combinations of parameters.

C h an n e l a n d  Levee

Significant net facies may be represented in levees (Miall, 1996, p. 172)[73]. For 

the median channel thickness case ribbon sandbodies with levees were simulated. 

These cases are shown in Table 5.4. The levee fraction reported in the table is the 

fraction of the net facies.

The levee size is determined by a calibration within the FLUVSIM program. The 

CH and LV elements are placed until the target CH proportion is exceeded. Then the 

proportion of LY is calculated and compared with the target LV proportion. The 

LV geometry is scaled to approximately correct the LV proportion. An example 

training images is shown in Figure 5.9.

C h an n e l, Levee a n d  C revasse  Splay

Crevasse splay may represent a significant fraction of net facies. For the median
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NTG Channel

Thickness
(m)

Channel

Width:

Thickness

Sinuosity Levee

Fraction
Crevasse

Splay
Fraction

0.2 4 20 1.0 same 0.2

0.4 50 1.5 as 0.5

0.6 100 2.0 channel 0.8

0.8

Table 5.5: The scenarios for the channel with levee and crevasse splay ribbon sand­

body training images. The training images include all combinations of parameters.

channel thickness case ribbon sandbodies with levees fraction the same as channel 

fraction a variety of scenarios were simulated with crevasse splays. These cases are 

shown in Table 5.5. The crevasse splay fraction is the fraction of the net and the 

remaining net is divided evenly between channel and levee.

The levee and crevasse splay size is determined by the same calibration as applied 

in CH and LV models with the addition of scaling of the CS elements. An example 

training images is shown in Figure 5.10.

FLUVSIM a n d  S i n u o s i t y

Sinuosity is not an input in the FLUVSIM algorithm. The inputs related to sinu­

osity are maximum channel deviation from channel axis and the correlation length 

of the 1-D RF tha t characterizes channel deviation. To characterize the relation­

ship between sinuosity and these parameters the channel generation subroutine was 

iterated for a variety of deviations and deviation correlation lengths. To minimize 

the impact of ergodic fluctuations the expected sinuosity was calculated over ten re­

alizations. There is a clear relationship between sinuosity and the FLUVSIM channel 

parameters, deviation and deviation correlation length (see Figure 5.11). FLUVSIM 

was modified to more closely reproduce the NTG ratio in the initial object seeding 

step and the initial temperature in the annealing schedule was set to  zero, w ith  

the maximum iterations set to twenty. W ith these parameters the FLUVSIM results 

are based on maximum a posteriori selection (MAPS) and not simulated anneal­

ing. Since only global proportions are being honored and there is no well data  and 

trends, the initial calibration and a few MAPS iterations are sufficient to construct 

the training images.
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Amplitude (m)

Figure 5.11: The relationship between deviation, deviation correlation length and 

sinuosity in the FLUVSIM channel model. The units are in sinuosity (the ratio of 

length along the streamline to the length from head to  tail).
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N T G Surface Lobe

Correlation Size

0.2 Low Small

0.4 Medium Medium

0.6 High Large

Table 5.6: The scenarios for the surface based turbidite lobe training images. The 

training images include all combinations of parameters.

Surface Based Training Image

Surface based models are a variation of object based models, although they focus 

on the object skin or bounding surfaces. These methods are amenable to repro­

ducing planar geometries and bed stacking patterns. Surface based techniques are 

introduced in Section 2.2.7. Pyrcz and Deutsch (2003) [96] developed a surface based 

algorithm for modeling compensational cycles within turbidite lobes. This algorithm 

is explained in detail in Section 4.5. This model is applied to  construct turbidite 

lobe training images with varying lobe size, NTG ratios and range of surface corre­

lation (see Table 5.6 and see example training images in Figures 5.12 and 5.13). The 

range of surface correlation controls the regularity of the lobes, with high correlation 

leading to smooth lobes. The surfaces enclosing the lobes are coded as shale and 

then the MAPS algorithm is applied to correct the facies proportions to the specific 

NTG ratio.

Streamline Based Fluvial Model Training Images

The version of the streamline based fluvial model applied in the static training 

image library shares the same geometries applied in FLUVSIM with the exception 

of (1) channel streamlines generated by the disturbed periodic model and fit to 

cubic splines tha t allow for high sinuosity features, (2) channel migration and the 

realistic generation of lateral accretion (point bar) deposits and (3) the formation 

of abandoned channels and oxbow lakes. A more advanced version of the streamline 

based algorithm is presented in Section 3.2. The advanced version includes channel 

branching and improved architectural elements.

This model is representative of mixed load to suspended load fluvial systems 

(Galloway and Hobday, p. 400, 1996; Miall, p. 484, 1996)[39, 73]. The model is
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4000}

X (m) X  (m)

Figure 5.12: An example surface based training image - large lobes, low correlation 

and NTG of 0.4. Sections include: A - plan section, B - cross section and C - long 

section.

X (m)

*
X (m)

Figure 5.13: An example surface based training image - small lobes, high correlation 

and NTG of 0.8. Sections include: A - plan section, B - cross section and C - long 

section.

189

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



NTG Channel

Thickness

(m)

Channel

Width:

Thickness

Sinuosity Amalgamation

0.2 4 20 1.0 Low

0.4 50 1.5 Medium

0.6 100 2.0 High

Table 5.7: The scenarios for the streamline based training images. The training 

images include all combinations of parameters.

4000

Y(m)

I Crevasse_Splay

I Abandoned_Channe)_Fill

X (m) T5SB

Figure 5.14: An example streamline based training image - high degree of amalga­

mation, channel width to thickness ratio of 20, median sinuosity and NTG of 0.2. 

Sections include: A - plan section, B - cross section and C - long section. Note 

alternating course and fine grained channel fills.

indicative of the CB reservoir type from Miall (1996) [73] and more specifically, the 

labyrinth reservoir type from Weber and van Geuns (1990)[137]. Training images 

with variable NTG ratio, channel width to thickness ratio, initial sinuosity and 

degree of channel belt amalgamation were calculated (see Table 5.7) and example 

training images are shown in Figures 5.14 and 5.15).

5.2.2 C orrection  o f  G lobal C ategory P roportion s

Due to  ergodic fluctuations and a limited number of training images, the NTG ratio 

requires correction. The global proportions may be corrected to  precisely match 

the representative statistics of the reservoir being modeled by applying the MAPS
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Figure 5.15: An example streamline based training image - low degree of amalgama­

tion, channel width to thickness ratio of 20, high sinuosity and NTG of 0.4. Sections 

include: A - plan section, B - cross section and C - long section. Note the alternating 

course and fine grained channel fills.

program.

5.2 .3  S e lection  o f  th e  A ppropriate Training Im age

This static training image library provides a set of training images with a wide 

variety of fluvial and deepwater features. They may be tailored to  represent the 

geologic features in a broad variety of reservoir settings. The following are some 

example settings.

Compensation cycles are ubiquitous in distal submarine lobes (M utti and Son- 

nino, 1981) [79]. These features occur in significant exploration targets in the off 

shore Gulf of Mexico, West Africa and the North Sea. The surface based training 

images may be applied to represent these compensational features.

Significant resources are available in fluvial reservoirs in areas such as the North 

Sea (Clemetsen et al., 1990) [14], and East Texas (Galloway and Hobday, 1996) [39]. 

There are a variety of recognized settings. PV type reservoirs with characteris­

tic shoe-string sands in a matrix of overbank and CB type reservoirs with lateral 

accretion lenses and channel fill mud plugs have been identified in various forms. 

The FLUVSIM and streamline based model images may be applied to represent these 

fluvial settings.

Low to high sinuosity channels and levee complexes have been recognized in
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deepwater settings. There are some differences between subaqueous and subaerial 

channels. For example, deepwater channels decrease in width and depth toward 

the distal due to flow stripping (Flood and Damuth, 1987) [37]. Yet, many of the 

same features axe observed in subaqueous and subaerial channels (Leeder, 1999) [60]. 

The FLUVSIM and streamline based training images may be applied to channelized 

deepwater settings as found in Gulf of Mexico, West Africa and North Sea.

The marked point training images may be applied to a variety depositional 

settings. This may include bars in coastal settings and lobes in deepwater settings. 

These training images may be applied directly or may be merged into other training 

images. For example, bars may be merged into the channel facies of a fluvial training 

image to represent down stream accretion channel macroforms (Miall, 1996) [73].

The static training image library is useful, although greater flexibility is available 

through the construction of a dynamic training image library. A dynamic deepwater 

training image library is discussed in the next section.

5.3 Turbidite Style Training Image Generating Algo­

rithms

The set of C + +  classes for the flexible construction of deepwater training images 

is called the dynamic deepwater training image library. Recent high resolution 

seismic studies of the deepwater have uncovered features such as highly sinuous and 

braided channels, meander development and LA architectural elements tha t were 

previously believed to exclusively exist in the subaerial settings (for example Peakall 

et al., 2000; Posamentier, 2003)[93, 91]. W ith limited modification the techniques 

developed for fluvial streamline based simulation (see Section 3.2) may be applied 

for the construction of deepwater training images.

5.3.1 T urbid ite S ty le  Training Im age A rch itectu ral E lem en ts

The same architectural elements developed for the streamline based simulation tech­

nique in Section 3.2 are applied. In addition, an architectural element denoted as 

lobe was added. This architectural element has the same areal geometry as the lobe 

element applied in Section 4.5. This geometry taken from L0BESIM algorithm by 

Deutsch and Tran (1999) [26]. The geometry in the vertical direction is controlled by
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depth to width ratio to capture the erosional component and height to width ratio 

to capture the aggradational component. The parametrization may be adjusted to 

represent the geometries associated with frontal splays (FS), sheets (SH) and ponds 

(PD) architectural elements (see Figure 5.16).

All architectural elements may be fit to any portion of a streamline and to  low 

or high sinuosity streamlines. Frontal splays form when turbidite channels lose 

confinement; therefore, frontal splays typically form lobate shapes a t the ends of 

channels (Stow et al., 1996) [118]. Ancient and modern examples of FS elements 

indicate a large range in scales. Individual FS elements may have widths of hundreds 

to thousands of meters, slightly elongated with thicknesses from meters to tens of 

meters (Hobday and Galloway, 1996, Stow et al., 1996)[39,118]. FS elements include 

well graded medium to thickly beds turbidite sequences.

SH elements form adjacent to the CH, LV and FS elements. These elements are 

characterized as parallel sided and laterally extensive. SH elements typically have 

a thickness of meters (Stow et al., 1996)[118]. In modern examples SH elements 

extend up to  kilometers from the channel system (Walker, 1992) [135]. SH elements 

are composed of medium to thinly bedded turbidites. PD elements result from the 

filling of a bathymetric low. These elements are composed of medium to thickly 

bedded turbidites.

5.3.2 Turbidite Dynamic Training Images in C + +

The object oriented approach of C + +  is advantageous in the design of an algorithm 

for the flexible construction of turbidite training images. W ithin the C + +  program­

ming language, the user may design self contained classes with associated variables, 

constructors, destructor and member functions. Another class may create, modify 

and destroy objects within this class in a very flexible manner.

In Section 3.2 the building blocks approach to streamline based simulation iden­

tifies the 3-D streamline and associated properties as the basic building block. A 

streamline class was coded for the C + +  implementation a streamline class was 

coded. The streamline operations avulsion (proximal and within the model), aggra­

dation and meander migration and the architectural elements CH, LV, LA, FS, PD 

and SH are member functions of the streamline class. The copy constructor was 

designed to allow for “deep copies” of the streamline so that a copy becomes an in­

dependent object. All information related to streamline and architectural properties
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A B C

X Coordinate (m)

Figure 5.16: The lobe architectural element. The geometric parameters may be 

tailored to represent three common architectural elements in the deepwater; A - 

frontal splay, B - pond and C - sheet. The potential streamline is represented as the 

center line and cross sections illustrate erosional and aggradational components.

are private within the streamline class.

This streamline class may be utilized by a training image construction class. 

Classes were written to construct turbidite training images tailored to  the (1) chan­

nel and levee complex and (2) channelized sheet complex turbidite styles. The 

training image construction classes proceed by (1) reading user specified geometric 

parameters and proportions, (2) calibration to correct element geometries to im­

prove match with target proportions, (3) generation and positioning of streamline 

objects and streamline associations based on a schedule and stacking model and (4) 

placement of architectural elements associated with streamline objects based on a 

model of architectural element associations. Each of the training image construction 

classes are now discussed with reference to these steps.

5 .3 .3  C h a n n e l  a n d  L ev e e  C o m p le x

Channel and levee complexes commonly form in the proximal of turbidite systems. 

These systems are often confined within submarine canyons. Isolated CH elements 

may form in nested patterns and may include extensive LV elements (see schematic 

A in Figure 5.17)(Walker, 1992)[134].
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A B
ProximalProximal

Figure 5.17: A schematic of the: A - channel and levee complex and B - chan­

nelized sheet complex turbidite styles. Both are plan view with two cross sections 

superimposed.

195

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



Parameters

The parameters include geometric parameters for the CH and LV architectural el­

ements (see Section 3.2.4) and parameters to control the degree of nesting and the 

spacing of nested channel groups. The LV architectural elements have additional 

asymmetry and distal thinning parameters. Channel nesting is discussed later.

LV asymmetry controls the level of asymmetry of LV elements on the cut bank 

and point bar side of a streamline. LV asymmetry is set between 0 and 1. For a 

value of 0 the LV elements on the cut bank and point bar side are symmetric. For 

a value of 1 the LV elements width is doubled on the cut bank side and halved on 

the point bar side of the streamline at the location of maximum curvature. The 

LV asymmetry smoothly changes along the streamline as a function of streamline 

curvature (see Equations 5.1 and 5.2 for the left and right side).

LVwidthis ) =  !-0 +  factor  

LVwidth(s) =  1.0 -  factor

c( s)
m ax(c) 

c(s)

L V y j i d t h

LVwidth

(5.1)

(5.2)
max(c)

where factor  is the strength of asymmetry parameter, c(s) is the curvature at loca­

tion s along the streamline,max(c) is the maximum curvature along the streamline

and LVwidth is the average LV width drawn from the user specified distribution.

The LV thinning parameter integrates the effect of flow stripping on LV devel­

opment. The loss of the mud component in turbidity flows, attenuates LV elements 

towards the distal. For a LV thinning parameter of 0 the LV elements maintain a 

constant width. For a LV thinning of 1 the LV elements have twice the width at 

the proximal edge and smoothly decrease to zero width a t the distal end of the LV 

element (see Equation 5.3).

1 +  2 • factor  • I 0.5
s  -  st \ ]

S/I St
(5.3)

where factor  is the strength of thinning parameter, s is the distance along the 

streamline, sh and st are the distances along the streamline of the start and end of

the LV element and LVWidth is the average LV width drawn from the user specified 

distribution.
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Figure 5.18: Nested associations of streamlines parameterized by mean and standard 

deviation of spacing between streamline associations in the vertical and horizontal 

and standard deviation of streamline dispersion about the centroid of the nested 

association. A - isolated streamline associations with a high degree of avulsion and 

low rate of aggradation. B - amalgamated streamline associations with high rate of 

aggradation and low degree of avulsion.

Calibration

The calibration method is similar to  the technique in the FLUVSIM algorithm. The 

CH and LV elements are placed until the target CH proportion is exceeded. Then 

the proportion of LV is calculated and compared with the target LV proportion. 

The LV width is then scaled to approximately correct the LV proportion.

Creation and Positioning Streamline Associations

The streamlines are grouped into nested streamline associations. These associa­

tions are parameterized by a vertical and horizontal standard deviation (biGaussian 

distribution) and the association centroid. The spacing between streamline associ­

ations is parameterized by mean and standard deviation spacing in the horizontal 

and vertical locations. This is illustrated in Figure 5.18.

The nested association centroids are calculated by constructing a Poision point 

process with acceptance criteria. The first germ is placed randomly in the plane 

representing proximal edge of the model. Subsequent germs are randomly placed. 

For each, the nearest neighbour germ is found and the new germ is accepted with
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Figure 5.19: The acceptance criteria applied to calculated the centroids for the 

nested streamline associations. A - the new centroid and B - the nearest neighbour 

centroid.

probability defined by:

Prob{accept} — Proby ■ Probu  (5.4)

the assumption of independence is applied to combine the probabilities from the 

Gaussian pdfs for horizontal and vertical spacing.

Prob{accept}(A y , A H) = (]A y l) . 9mAH,aAll(\^H\)

where g is the Gaussian pdf, m y  and a y  defines the spacing in the vertical and m u  

and a n  defines the spacing in the horizontal direction of the streamline association 

centroids. A y  and A #  are the difference vertically and horizontally between the 

new and nearest neighbour centroid. If the vertical and horizontal spacing between 

the new and nearest neighbour centroid were equal to the mean (A y =  m y  and 

A h  = m if)  then the probability of accepting the new centroid is 1.0. If the spacing 

is outside three standard deviations of the Gaussian distribution for either horizontal 

or vertical then the probability of accepting the new centroid is effectively 0.0. These 

probabilities are shown schematically in Figure 5.19.
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Figure 5.20: Example channel and levee complex training image. There are two 

streamline associations stack on top of each other. The CH elements have a mean 

width of 400 meters and a sinuosity of 1.3. The LV elements have a nominal width 

of 500 meters and a LV thinning factor of 1.0.

For each streamline, the source location along the proximal edge of the model 

is drawn in a two step process. First the streamline association is drawn from a 

uniform pdf and then the location of the position within the streamline association 

is drawn from a bivariate Gaussian distribution (refer to Figure 5.18). Example 

channel and levee complex training images is shown in Figures 5.20 and 5.21.

5.3.4 Channelized Sheet Complex

Channelized sheet complexes commonly form in the distal of turbidite systems. 

These systems are characterized by confined CH within LV with flow stripping 

attenuating the LV elements toward the distal (Peakall et al., 2000; Posamentier, 

2003) [91, 93]. This attenuation leads to a transition to unconfined FS elements. SH 

elements form along the peripheries of the system (see schematic B in Figure 5.17).

P a ra m e te rs

The parameters include user specified geometric parameters for the architectural 

elements, the frequency of branching, the type of source and the stacking parameter. 

The architectural elements include CH, LV, FS and SH. The CH and LV geo-
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proximal

Figure 5.21: Example channel and levee complex training image. There are six 

streamline associations with a large degree of aggradation and avulsion. The CH 

elements have a mean width of 400 meters and a sinuosity of 1.5. The LV elements 

have a nominal width of 500 meters and a LV asymmetry factor of 0.6. A - horizontal 

slice at z =5 meters and B - horizontal slice at z=10 meters.
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metric parameters are discussed in Section 3.2.4. The FS and SH elements are based 

on the lobe parameters from Section 4.5.1. For the FS element the proximal width, 

w  is set to the channel width at the start location on the streamline object. The 

maximum width, W ,  length to the maximum width, /, and the to tal length L  are 

drawn from Gaussian distributions with mean and standard deviation specified by 

the user. For the SH element all parameters are specified by the user. The widths 

should be set larger than the widths of the CH and LV elements so the SH element 

persists to the peripheries.

Streamlines are grouped into streamline associations composed of stem and 

branch streamlines. The stem streamline is the first streamline after a proximal 

avulsion. The branch streamlines are copies of the stem streamline with an avul­

sion event within the model. The level of branching is specified by the mean and 

standard deviation of the number of branches for each stem.

Calibration

The channelized sheet complex class applies calibration to scale the architectural 

element geometries in the same manner as the channel and levee complex class. In 

addition, calibration establishes the mean vertical separation between streamline 

associations. To reproduce the compensational stacking pattern these models are 

constructed in sequence from the bottom up.

Creation and Positioning Streamline Associations

The elevation of the stem channel and associated branches is set as the previous 

elevation (or bottom of the model for the first placement) plus an aggradation step 

drawn from a Gaussian distribution with mean from calibration and user specified 

standard deviation. The horizontal location along the proximal edge of the model 

is drawn from a Gaussian distribution with mean of the mid point and with user 

specified standard deviation. A small source standard deviation results in a point 

source system, while a large standard deviation results in an apron or linear source 

system as found on the shelf edge (Hobday and Galloway, 1996) [39]. The stem and 

branch streamlines are parameterized by mean and standard deviation of sinuosity.

The primary azimuth of the stem channels is parameterized by mean and stan­

dard deviation. A low standard deviation will result in parallel to sub parallel 

streamlines as found in a shelf edge setting while a higher standard deviation will
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A
Proximal

Figure 5.22: The influence of source and primary azimuth distribution on streamline 

associations: A - point source canyon, B - line source, shelf edge and C - delta front 

(Hobday and Galloway, 1996) [39]. All views are plan sections.

result in a dispersive system as in a delta front system (see schematic in Figure 5.22). 

Example training images with point and apron sources are shown in Figure 5.23.

An approximate model of compensational stacking is applied in this class (see 

illustration in Figure 5.24). The target location for each stem channel is drawn from 

a weighted distribution of all locations along the distal edge of the model. Initially 

the distribution is uniform. The distribution is modified to reduce the weight of 

locations near the previously drawn target. The modification is based on a linear 

function with user specified “compensation range” . The distribution is standardized 

after each modification to prevent the eventual occurrence of negative weights. The 

result is stacked streamline associations tha t mimic compensational stacking with 

respect to each other (see Figure 5.25).

5.3.5 Comments on Training Image Generating Algorithms

As with the static training image library, the dynamic training image library repre­

sents a first version. It is anticipated tha t future feedback and iteration will lead to 

the improved integration of geologic information. The established building blocks 

and example deepwater training image construction classes will be an asset in this 

future work.

Another approach to  the dynamic construction of training images is the appli­

cation of deductive models (see Section 2.1.8). While these models do represent 

complex geologic features, their chaotic nature renders them difficult to constrain
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0  x (m) 4 0 0 0  0  x (m) 4 0 0 0

■  CH ■  LV 0  FS □  SH

Figure 5.23: Cross sections of two example channelized sheet complex training im­

ages. A - apron source, high frequency of branching and thin SH elements and B - 

point source, low frequency of branching and thick SH elements.

to  the available geologic information. The presented streamline based models may 

be efficiently tailored to site specific information related to geometry and interrela­

tionships.

5.4 A ssociated Code for Training Image Library

Fortran programs are included to extract statistics from the training images, per­

form model operations for the tailoring of training images to specific sites. These 

programs are described below.

5.4.1 Extraction of M ultiple-point Statistics from the Training Im­

ages

A program called MPSTAT was written to extract multiple-point statistics from the 

training images. The following statistics may be extracted; (1) multiple point his­

tograms, (2) transition probabilities, (3) distributions of runs and (4) connected 

geo-objects. Other statistics such as histograms and indicator semivariograms may 

be calculated with GSLIB programs (Deutsch and Journel, 1998) [23].

Multiple-point statistics are calculated over a specified multiple-point configu­

ration. This configuration is defined by lag vectors, h i , . . . ,  h/v, with h i =  0 by 

convention. This is known as a template. The selection of the appropriate template
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#i# 3#2

2

#i#2

R a n g e
C o m p e n s a tio n #1

0 Distal
T arget lo ca tio n
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S o u rc e  lo ca tio n

x coordinate (length)

Figure 5.24: A method for integrating a compensational stacking pattern  into 

streamline association placement. The source and target distributions are indicated 

at the proximal and distal edges respectively. At time step 0 the target distribution 

is uniform. Source and target locations are drawn and a streamline is placed. The 

target distribution is updated.
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prox im al

X  0
p rox im al

Figure 5.25: Example channelized sheet complex training image. Two horizontal 

slices A and B show the influence of compensational stacking between streamline 

associations.
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is a function of the available computational resources, and the character and scale 

of the salient features in the training image (Strebelle, 2002) [120].

M u ltip le  P o in t H is to g ram

The multiple-point histogram is a multiple-point probability density function (pdf) 

as defined below and represents the probability of a specific configuration of cate­

gories, 1 , . . . ,  K ,  existing at the template locations, h i , . . . ,  h/y.

/ ( h i , . . . ,  hjv; k u . . . ,  kK ) = Prob{Z{ u  +  h i)  € category h i , . . .  (5.6)

, Z (u +  h N) G category fcjv}

where k \ , . . . ,  k x  = 1, • ■ •, K,  Vu G A.

It is convenient to calculate an index representing as possible configurations of 

categories, z (u + h j), for template locations, 1 , . . . ,  N ,  tha t may take classes, 1, , K  

(Deutsch, 1992) [19].

N

index  =  1 +  ^ P [z(u  +  hj) — 1] • K l~l (5.7)
i = 1

where index  =  1 , . . . ,  K N .

The multiple-point histogram may then be represented as a table of the frequency 

of each index when the template is scanned over the training image. An example 

five-point template tha t may be applied to calculate a multiple-point histogram is 

shown in Part A of Figure 5.26.

T ra n s itio n  P ro b a b ility

The transition probability is a subset of the multiple point histogram for the specific 

case of two points, where the two points are typically adjacent. The transition 

probability from k\ to  &2 for lag h  is the probability tha t given Z(u)  is category k\ 

th a t Z (u  +  h) is in category k<z-

/ ( h; k i , . . . , k K ) = Prob{Z(  u) G category k \ , . . . ,  Z (u  +  h) G category fcjv} (5.8)

where fci,. . . ,  kK  =  1, • • •, K, Vu G A.

This statistic is summarized as a K  x K  matrix. This is an intuitive method 

for visualization of interrelationships of facies. The matrix may not be symmetric
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Figure 5.26: A schematic representation of the multiple point statistics calculated 

with the MPSTATS program. A - n-point histograms, a template is scanned through 

the image and the frequency of specific configurations is stored, B - transition prob­

abilities are the probability of contact between two facies, note to  avoid clutter only 

every second transition is shown, C - connectivity functions, the image is divided 

into connected geo-objects and D - the distribution of runs.
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due to the lag effect. The transitions for h =  (0,1) are illustrated in Part B of 

Figure 5.26.

C o n n e c tiv ity  F u n c tio n

The connectivity function calculates geo-objects approximated as connected regions 

for the identified net categories. The output is the original training image categories 

and the associated geo-object index, set as null for non-net categories. A fast al­

gorithm is applied tha t allows the user to specify whether edges and corners allow 

for communication (algorithm from Deutsch, 1998b) [20]. The distribution of runs 

is illustrated for h  =  (0,1) in Part C of Figure 5.26.

D is tr ib u tio n  o f  R u n s

For the categorical case, a run is defined as a sequence of locations with the same 

category. A single run is parameterized by its length. A specific lag vector, h 
identifies the configuration of 1-D strings within the training image, Z (u  +  m  ■ h) 
for u  € A  and m  is any integer such tha t u  +  m  ■ h € A. All possible strings are 

extracted and the distribution of runs is calculated. The associated probability may 

be shown as:

Prob{Run o f  Length M }  = Prob{Z(u) € category ki, (5-9)

Z (u  +  m  ■ h) € category k i , . . . ,  Z (u +  M  • h) G category ki}

where ki =  1 , . . . ,  K,  V u  € A.

The statistic is summarized as table with the length of run and associated fre­

quency. The distribution of runs is illustrated for h  =  (0,1) in Part D of Figure 5.26.

MPSTATS P a ra m e te r  F ile

The parameter file associated with the MPSTATS program is shown below and a 

summary of the input parameters is included in Table 5.8.

P a r a m e t e r s  f o r  MPSTATS
1 . m o d e l . d a t
2 . 1
3. 256 256 128
4. 3 1 2  3
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8 . -1  -1  0
9 .  0 1 0
10 . 1 0 0 
1 1 . -1  0

5 .  1 2

6 . 1

7 .  4

1 3 .  m p s t a t s . o u t
12 . 1 1

-n u m b e r  o f  p a y  f a c i e s ,  p a y :  l , . . . , n p a y  ( o p t i o n  
3 o n l y )

- o p t i o n  ( 1 - n p  h i s t . , 2 - t r a n s .  p r o b . , 3 - c o n n ,  
f u n c . , 4 - r u n s )

-n u m b e r  o f  c e l l s  i n  t e m p l a t e  ( o p t i o n  1) 
o r  num ber  o f  l a g s  ( o p t i o n  2 a n d  4 )

-  c e l l  #1 i n  t e m p l a t e  /  l a g  # 1 :  x , y , z  r e l a t i v e
-  c e l l  #2  i n  t e m p l a t e  /  l a g  # 2 :  x , y , z  r e l a t i v e
-  c e l l  #3  i n  t e m p l a t e  /  l a g  # 3 :  x , y , z  r e l a t i v e
-  c e l l  #4  i n  t e m p l a t e  /  l a g  # 4 :  x , y , z  r e l a t i v e
- t e s t e d g e ,  t e s t c o r n e r  ( o p t i o n  3 o n l y )
- o u t p u t  f i l e

Multiple-point histogram output is in GEOEAS format, with K N rows, and 

columns with the indices (see Equation 5.7), the categories at locations h i , . . . ,  h/v, 

the frequency and the conditional probability, Prob{z(hi)\z(h2 ), ■ ■ ■, z(hjv)}. These 

conditional probabilities may be read directly into a multiple point simulation algo­

rithm.

The transition probabilities output is a K  x K  matrix with the probability of 

transition. This output may be applied directly to infer quantitative interrelation­

ships as required by truncated Gaussian methods.

The output for the connectivity function is the original training image with the 

connected object index number appended in GEOEAS format. This index may be 

applied to visualize and quantify connected geo-objects. This information may be 

applied to  assess recovery factors and morphologies for object based simulation.

The distribution of runs output is in GEOEAS format, with N  rows (where N  

is the maximum run length), and columns with the length of run and the frequency. 

This output may be applied as soft information on connectivity or as input to 

simulation algorithms tha t consider the distribution of runs (Ortiz, 2003) [86].

5.4.2 Model Operations

A program called M0DEL0PS is provided to  tailor the training images to a specific site. 

This program performs operations such as: (1) arithmetic operations on multiple 

models, (2) merging two models, (3) extracting subsets and (4) grouping facies. The 

program reads in multiple models from any number of files and then performs model 

operations sequentially. The output may represent the entire model or a subset of 

the model (see an example parameter file below and Table 5.9 for a description of
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L ine D esc rip tio n

1 input file. The file should be in GEOEAS format and GSLIB grid 

convention.

2 column number with the associated categorical data.

3 size of the input model (see Figure 5.2).

4 number of facies and the associated indices.

5 number of pay facies and the associated indices. This is only used for 

the calculation of the connectivity function.

6 type of calculation: Option # 1  - multiple point histogram, Option 

# 2  - transition probabilities, Option # 3  - connectivity function and 

Option # 4  - distribution of runs

7 number of cells in the template (option 1) or the lags (option 2 and 4). 

Note for multiple point histograms the locations 0 is assumed at 0,0,0; 

therefore, a template with 4 cells defines a 5 point histogram. For 

transition probabilities and distribution of runs results are calculated 

for each lag separately.

8 to 11 relative locations of the template nodes /  lags. These are integers 

representing number of cells relative to location 0.

12 logical switches for accounting for edge and corner connections. This 

is only used for the calculation of the connectivity function.

13 output file.

Table 5.8: A summary o f the MPSTATS parameter file.
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the parameters).

P a r a m e t e r s  f o r  MODELOPS 
1 . 2 2 - 1 .0  100.0
2 .  d a t a l . d a t  -<
3 .  1 1
4 .  d a t a 2 . d a t  -i

- n f  i l e , n o p , t m i n , tm ax
- d a t a f l # l
- d a t a f l # l :  n d a t a ,  c o l s  
- d a t a f l  #2
- d a t a f l # 2 :  n d a t a ,  c o l s  
- n x , n y , n z
- o p e r a t i o n # l : d l ,  d 2 ,  o p ,  d3
- o p e r a t i o n # 2 :  d l ,  d 2 ,  o p ,  d3
- o u t p u t  f i l e
- n o u t ,  v a l u e s
- o s x , o s x
- o s y , o s y
- o s z , o e z

5 . 1 1
6 .  256  256  128
7 .  1 2  1 3
8 . 1 3  1 4
9 .  m o d e l o p s . o u t
1 0 .  4  1 2  3 4
1 1 .  1 256
12 . 1 256
1 3 .  1 128

1 : d l + d 2 , 2 : d l - d 2 , 3 : d 3 * d 4 , 4 : d 3 / d  4 , 5 : d3 * * d 4
6 : d l  m e rg e  i n t o  d2  i f  d 3 , 7 : g r o u p  f l  a n d  f 2  i n  d l  a s  f 3

MODELOPS operation parameters are further illustrated for an example with two 

data  files, with two data from the first file and one from the second. The first selected 

column from file # 1  is datai, the second selected column is data,2 and the selected 

column from file # 2  is dataz■ The following example operations are performed:

2 1 7  3 -  0 p e r a t i o n # l :  c a t l , c a t 2 , o p , d a t a l
1 2  1 4  -  0 p e r a t i o n # 2 :  d a t a l , d a t a 2 , o p , d a t a 3
3 4 3 5 -  0 p e r a t i o n # 3 :  d a t a l , d a t a 2 , o p , d a t a 3

Categories 1 and 2 are grouped as category 2 in dataz- data\ and data2 are 

added together and become data^. Product of dataz and data^ become dataz. Any 

combination of d a ta l through dataz may be included in output file.

Coordinates may be added to  the training images with the ADDC00RD program 

from GSLIB (Deutsch and Journel, 1998) [23]. The ADDC00RD source may be modified 

to adjust the format and order for input to a variety of software packages.

5.5 A nticipated Applications

There is a wide variety of anticipated applications for the fluvial and deepwater 

training image library. (1) Primarily, these training images may be applied to aid
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Line Description

1 number of input data files, number of operations to perform and the 

trimming limits. If any data is trimmed then tha t model location is 

set as null for all output.

2 to 5 the input data files, the number of data  from each file and the as­

sociated columns. The input data are indexed in logical order, for 

example is there are two data  files each with two data then: data\ 

and data,2 are the first and second data from the first file and datas 

and data,4 are the first and second data from the second file.

6 size of the input models

7 and 8 list of operations, the format generally follows this format, data\ 

operation1 data2 equals data\: Operation # 1 : addition (d \+d 2 =  ds), 

Operation #2: subtraction {d\ — ds =  ds), Operation #3 : multipli­

cation (d\ds =  d^), Operation #4 : division (di/ds  =  ds), Operation 

#5 : exponent (df2 =  ds), Operation #6 : merge two categories (g?2 

set to d\ if d‘z — ds), Operation #7 : group (set cat\ and cat2 as cat\ 

in ds)- Note: for this operation the parameters are: cat\ cat2 op ds-

9 the output file

10 the number of data to  write out and a list of their indices

11 to 13 the output model size. In this example the original model is written 

out. This allows subsets to be written out.

Table 5.9: A summary of the MODELOPS parameters file.
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in the inference to input statistics for conventional semivariogram and multiple-point 

based geostatistical models. (2) They may be utilized in comparative flow studies, 

for the calculation of recovery factors for reserves, to assess connectivity and to 

quantify geo-objects for input into object based simulation methods. (3) This library 

provides a documented set of “type-models” tha t demonstrate the capabilities and 

limits of geostatistical models and may be applied to help newcomers understand the 

techniques, tools and algorithms available in geostatistics. (4) This library provides 

scenarios for uncertainty analysis tha t are especially useful in frontier reservoirs.

5.5.1 Inference of Input Statistics

The primary application of these training images is to aid in the inference of in­

put statistics for conventional semivariogram based and multiple-point geostatisti­

cal models. Training images may be chosen from the existing library or tailored by 

merging a  variety of training images, such tha t spatial features deemed relevant to 

the site being characterized are represented.

The indicator semivariogram model is an im portant input for pixel based cat­

egorical geostatistics. The inference of the indicator semivariogram model is often 

problematic because of sparse data. Analysis of the experimental indicator semi- 

variograms from the appropriate training images may provide information on the 

nested structures, associated shapes and range of correlation, in the principal direc­

tions. This information combined with the available experimental indicator semi- 

variograms will result in improved indicator semivariogram model inference.

The need for training images in multiple-point geostatistical algorithms has been 

discussed. This training library provides a variety of high resolution training images 

and the tools to tailor them to a specific site and to extract the required consis­

tent multiple-point statistics. This library makes the application of multiple-point 

geostatistics more practical.

To demonstrate this application a streamline based training image with 60% 

NTG, high sinuosity channels, high amalgamation and 20:1 channel width to depth 

ratio was applied to calculate (1) indicator semivariograms, (2) transition proba­

bilities and (3) n-point histogram. Three sections through the training image are 

shown in Figure 5.27. The resulting statistics are shown in Figure 5.28.

The indicator semivariograms may be applied in the inference of semivariogram 

models for semivariogram based SI SIM. The transition probabilities may be applied
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A bandoned_C hannel_F ill

Figure 5.27: Example training image for the inference of statistics. A - plan, B 

- long section and C - cross section. Note the alternating course and fine grained 

channel fills.
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Figure 5.28: Statistics inferred from the example training image. A - horizontal 

indicator semivariograms calculated in the x positive direction, B - vertical indicator 

semivariograms, C - the transition probabilities pooled for the x, y and z directions 

and D - an example 3-point histogram for the indicated template.
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to assess ordering relationships for GTSIM. For example, LV elements are more likely 

to be adjacent to  FF  elements than any other element. The n-point histogram 

provides the conditional probability of an element occurring a t null location, u i, 

given a specific configuration at location, Uj, i — 2,..., N . The index is based on 

Equation 5.7 and the template is shown in Part D of Figure 5.28.

5.5.2 Comparative Flow Studies

In practice, only a small fraction of reservoirs are subjected to full flow simulation 

studies. In the absence of full flow simulation, these training images may be applied 

to aid in the inference of recovery factors and to quantify the connectivity, geometries 

and features th a t may constrain reservoir response.

Recovery factors are an im portant unknown parameter in the exploratory stage 

of reservoir development. The training images may be applied to calculate the 

potential recovery factors given the recovery method and expected geologic features. 

The resulting distribution of recovery factors may be applied to  aid in reservoir 

management decisions.

Connectivity and geometry may significantly constrain reservoir response. The 

training images provide various models tha t contain characteristic fluvial and deep- 

water features tha t may be analyzed for the formation of barriers, baffles and con­

duits. Connected geo-objects may be calculated to assess the potential for com- 

partmentalization. In addition, the identified geo-objects may be quantified and 

integrated into an object based simulation algorithm.

5.5.3 Documented “Type M odels”

These training images represent documented type models tha t demonstrate features 

tha t geostatistical models are able to reproduce and their associated limits. The 

features reproduced in these training images may be compared and contrasted with 

other spatial models, such as fractals, neural nets, genetic algorithms and other 

pattern recognition techniques and may aid in the integration of secondary data 

such as seismic and production data. Also, these type models may be applied as 

training tools.

All models have unique underlying assumptions tha t may significantly affect the 

simulated distribution of response variables after a transfer function. For example,
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the multi-Gaussian (MG) distribution assumption results in maximum disorder of 

the extremes. Models based on the MG distribution may result in exaggerated 

dispersive flow and may under represent the presence of conduits, barriers and baffles 

to  flow. The training image models may be compared with models generated by 

other algorithms to assess the impact of model assumptions after the application of 

a transfer function.

These training images represent different object and surface based geostatisti­

cal algorithms. These training images demonstrate a wide variety of input statistics 

and parameters tha t may be reproduced by geostatistical algorithms; therefore, they 

may be applied as a training tool for geologists, engineers, geophysicists and other 

professionals tha t are involved in reservoir characterization. Some of these algo­

rithms reproduce complicated geometries and interrelationships; this may inspire 

additional research into the integration of geologic information into geostatistical 

models.

5.5.4 Library for Scenario Based Uncertainty Study

There is often a high degree of uncertainty with respect to reservoir morphologies 

and geometries (e.g. lobes or channels), and their associated properties (large or 

small lobes or channels). This uncertainty may be quantified through the assignment 

of scenarios with their associated probabilities based on the available data, analogue 

information and expert judgment. The uncertainty in reservoir morphologies may 

be modeled by calculating multiple realizations with training images drawn from 

the identified scenarios (Pyrcz et. al, 2004) [103].

An example scenario tree is shown in Figure 5.29. For this example there is 

uncertainty with respect to the depositional setting, architectural elements and the 

scale of the sandbodies. Conditional probabilities are assigned for each decision and 

the probability of each scenario is calculated (recall Equation 5.10):

Prob{A, B , C } = Prob{C\A, B }  ■ Prob{B\A} ■ Prob{A}  (5.10)

Training images may be selected tha t meet these criteria. Then realizations based 

on a multiple point stochastic algorithm may be calculated with training images 

drawn from the selected scenarios.
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Reservoir Model

Architectural Elements

Sandbodles

Deposltlonal System

Prob(Flyy|dl)=0.7 ProblDe^pwafer)=0,3

(^D eepw ateT^)

Prob(Stralght| Fluvjjzri)=0.4 Prob(M^nderlng|Fluvlal)=0.6 ProbfLobes | Deepwater)=1.0 

C Straight ) CM eandering) (  Lobes )

NarrowNarrow

Scenario

Probability

# 1 #2 # 3 #4 # 5 #6
Prob(#l)=0.06 Prob(#2)=0.22 Prob(#3)=0.13 Prob(#4)=0.29 Prob(#5)=0.06 Prob(#6)=0.24

Figure 5.29: A potential scenario tree for a reservoir model with uncertainty with 

respect to  the depositional system, architectural elements and sandbody geometry. 

The resulting probabilities for each scenario may be applied for drawing training 

images

5.6 Discussion

This chapter has presented the static training image library for fluvial and deepwa- 

ter reservoirs and provided an algorithm for the flexible construction of deepwater 

training images. The many potential applications of these training images have been 

discussed. A major application is the exportation of multiple point statistics. An 

algorithm has been provided for the calculation of multiple point statistics. These 

training images provide an important tool to improving the geologic realism within 

geostatistical fluvial and deepwater reservoir models.
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Chapter 6

Gridding and Building Blocks

Quantitative models based on irregular grids more efficiently represent subsurface 

heterogeneity. The limitation of regular grids to represent heterogeneity with a lim­

ited number of cells is illustrated in Figures 6.1 and 6.2. The ability of irregular grids 

to capture complex features with few model cells is illustrated in Figure 6.3. The 

application of irregular grids within geostatistics may result in more realistic models 

and reduced numerical dispersion in flow simulation. Direct sequential simulation 

allows for efficient population of irregular grids.

This chapter covers the theory and methods required for simulation directly to 

irregular grids and presents the necessary code and example case studies. Section 6.1 

briefly reviews a variety of gridding schemes and their associated advantages, lim­

itations and some implementation details. Section 6.2 covers the direct sequential 

simulation (DSSIM) with histogram reproduction algorithm. Section 6.3 presents 

the building blocks for DSSIM. These building blocks are Fortran subroutines tha t 

perform the operations required by DSSIM in a CPU efficient manner. Section 6.4 

presents example applications of the DSSIM algorithm to simulate directly to a two 

gridding schemes and discusses related implementation details.

6.1 Gridding

The following is based on a review of gridding implications for geostatistical models 

by Deutsch (2003) [22]. A grid network must be assigned to the reservoir volume to 

allow for the modeling of geologic heterogeneity and to apply transfer functions such 

as flow simulation. The gridding scheme should consider the need to resolve geo-
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Figure 6.1: Cross sections of stochastic mud drape models upscaled for flow simula­

tion. Low NTG model: A - high resolution model eight million cells, B - upscaled for 

flow simulation two hundred thousand cells. High NTG model: C - high resolution 

model eight million cells, D - upscaled for flow simulation two hundred thousand 

cells. These upscaled models on regular grids lose im portant features such as con­

tinuous mud drape barriers.
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Figure 6.2: Plan views of streamline based stochastic models upscaled for flow 

simulation on regular Cartesian grids. CB type jigsaw fluvial model: A - high 

resolution model eight million cells, B - upscaled for flow simulation two hundred 

thousand cells. CB type labyrinth model: C - high resolution model eight million 

cells, D - upscaled for flow simulation two hundred thousand cells. These upscaled 

models on regular grids lose im portant features such as connected channel sands.
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Figure 6.3: Cross sections of stochastic mud drape models upscaled for flow simu­

lation on Voronoi grids. Low NTG model: A - high resolution model eight million 

cells, B - schematic of a upscaled model on Voronoi grids with perhaps a couple 

thousand cells. High NTG model: C - high resolution model eight million cells, D - 

schematic of a upscaled model on Voronoi grids with less than a thousand cells.
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logic feature such as reservoir boundaries, faults, stratigraphic surfaces and within 

sequence facies changes, trends in petrophysical properties and engineering con­

straints related to flow simulation such as flow paths and gradients. Gridding rep­

resents a modeling decision dependent on the available computer resources and the 

goals of the reservoir study. If the purpose of the study is the calculate volumetries 

then a coarse and simple gridding scheme should be sufficient. If the goal is to 

assess the effect of thinly bedded shales on reservoir response then a finer and more 

complicated gridding scheme may be required.

The general principle is to choose the simplest and coarsest grid tha t meets the 

reservoir study goals, although this is a difficult problem. This will save professional 

and computational time. The grid should represent significant heterogeneities. Sig­

nificance may be checked by comparing models with and without the specific geologic 

feature. Significance should always be measured by the impact on the results after 

the application of the transfer function. In addition, the resolution of the model 

should account for changes in the reservoir study goals and the potential need to 

scale up the grid for flow simulation. Long term  studies may consider the future 

increase in available computational power.

Implementation details and examples are presented below for regular and irreg­

ular grids, including regular Cartesian, tartan, nested, Voronoi and general corner 

point grids. The following brief discussion focuses on the advantages and limitations 

associated with each gridding scheme.

6.1.1 Regular Cartesian Grids

Regular Cartesian grids are commonly applied. These grids are characterized by 

few parameters and allow for simple indexing and fast locating (see Figure 6.4 

for an example regular grid). Only nine parameters are required to  characterize 

a regular Cartesian grids 3-D grid: number of cells, origin and size of the cells 

for each dimension. The parameters for a GSLIB (Deutsch and Journel, 1998) [23] 

Cartesian grid are shown in Table 6.1.

The level of discretization may be different in each direction but is constant over 

the entire model. This may result in wasted computational effort to finely resolve 

unim portant or relatively homogeneous subsets of the model at the same level of 

precision required by subsets tha t are more significant or highly heterogeneous. 

Regular Cartesian grids require a high resolution in order to represent complicated
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Figure 6.4: An example regular Cartesian grid and the associated parameters. This 

schematic is based on Figure II.1 from Deutsch and Journel, 1998.[23]

X Y Z

Number of Cells nx ny nz

Origin xm n ym n zm n

Cell Size xsiz ysiz zsiz

Table 6.1: The parameters required to define a regular Cartesian grid.

geologic structures. Geostatistics is commonly applied with regular Cartesian grids 

because of increased complexity in simulating to irregular grids.

Regular Cartesian grids are often coupled with prior stratigraphic coordinate 

calculation and the application of straightening and rotation transformations. This 

improves the ability of regular Cartesian grids to conform to geologic and engineer­

ing constraints. These calculations and transformations are discussed by Deutsch 

(2003) [22],

6.1.2 Irregular Grids

Irregular grids may be populated either by (1) simulation to a small scale regular 

grid and scaling up or by (2) simulation directly to the irregular grid. The issues 

related to  simulation to irregular grids are covered in Section 6.2.
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Figure 6.5: An example ta rtan  grid and the associated parameters.

X Y Z

Number of Cells nx ny nz

Origin xm n ym n zm n

Cell Size xs iz i , i  =  1 , . . .  ,n x ysizi, i =  1 , . . . , n y zs iz i , i  = 1 , . . .  ,n z

Table 6.2: The parameters required to define a ta rtan  grid.

Tartan Grids

Tartan grids are the simplest form of irregular grids. They retain simple para- 

metrization, indexing and locating and provide limited control over the local level 

of discretization (see Figure 6.5 for an example ta rtan  grid). The application of 

ta rtan  grids is demonstrated in Section 6.4. Tartan grid parametrization requires the 

addition of a size parameter for each row of cells in each dimension (see Table 6.2).

Nested Grids /  Local Grid Refinements

Nested grids are inserted to further refine a grid to capture important local geologic 

or engineering information. A common example is the application of nested redial 

grids around a well to reduce discretization artifacts in flow simulation due to radial 

flow and step gradients (see Figure 6.6 for an example nested grid).

Often the coarse grid may be regular Cartesian or tartan. In this case the nodes 

in the regular grid retain the simple search and indexing, while the nested nodes 

may require more complicated search and indexing. The use of nested grids may 

represent a compromise between regular and irregular grids.
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L— xmn,ymn -► xsiz <- nx

Figure 6.6: An example ta rtan  grid and the associated parameters; note the inclusion 

of two nested redial grids.

An efficient methodology for working with nested grids is to  account for the 

hierarchical relationship between the global and nested grid. For example, a point, 

u, may be located relative to the global grid and then if the specified node is refined 

with a nested grid, the location within the nested grid is calculated. For direct 

simulation, the regionalized property may be calculated over the global grid, then 

over the local grid refinements with the collocated simulated value as conditioning 

(see Section 6.4.1 for an example and further details).

V oronoi G rid s

The Voronoi grid is constructed by choosing control nodes and constructing Voronoi 

blocks defined by perpendicular bisectors. Voronoi block represents the subset 

within a domain tha t is closest to a specific control node (see Figure 6.7 for a 

schematic of a Voronoi grid).

Voronoi grids are flexible. The grid node location may be chosen independent of 

each other. Voronoi grids may freely conform to geologic features and engineering 

constraints and may vary in local discretization density (Palagi and Aziz, 1991)[89].

In addition, Voronoi grids may be designed to represent any other grid types 

(e.g. Cartesian, tartan , and local grid refinements). For example, a regular mesh of 

control points results in a regular Cartesian grids. Hybrids of gridding schemes may 

also be applied. Voronoi grid represent a natural methodology to connect local grid 

refinements within a coarse grid (Forsyth, 1989) [38].
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Figure 6.7: An example Voronoi grid and associated parameters.

6.2 Concepts Related to Direct Sequential Simulation

Reservoir simulation is often performed on irregular non-Cartesian grids. A common 

methodology for building the input reservoir models is to simulate geostatistical 

reservoir models on a fine grid and then to average up to the coarser unstructured 

grid.

The procedure for simulating a fine Cartesian grid and upscaling to an arbitrary 

grid is classical. Any type of averaging including non-linear averages and flow based 

averaging could be used. There are, however, two good reasons to  be interested in 

simulation directly to  irregular grids.

1. It may be more efficient to directly populate an unstructured grid than  to 

simulate to a fine grid and upscale. This will depend on the range of block 

sizes within the irregular grid, since the fine grid should have at least three cells 

in each dimension in each coarse irregular grid block (Journel and Huijbregts, 

1978) [59]. If there are very small blocks in the irregular grid the required 

regular grid will have a very fine resolution uniformly over the entire domain.

The CPU time and memory requirements may be large for very fine regu­

lar 3-D grids. Multiple realizations are required for uncertainty analysis and 

risk assessment. The proposed method to directly populate irregular grids 

performs most calculation upfront and subsequent realizations have reduced 

CPU intensities (see Section 6.4). Nevertheless, this reason alone would not 

be sufficient given the efficiency of regular grid simulation for most practical
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problems. There may be little or no speed advantage to directly populate 

irregular grids.

2. Consideration of input data at multiple scales requires the same elementary 

calculations as those required to simulate directly to irregular grids. Current 

geostatistical practice is to assume tha t secondary data such as seismic or 

inverted production data is at the fine scale of modeling. This is incorrect. If 

the data  is accounted for at their correct scale and precision then the ultim ate 

grid might as well be populated directly. This link is explained below.

In simulation to irregular grids the areas/volumes of the cells being populated 

must be accounted for; larger volume cells have less variability. Direct simulation 

(Journel, 1986) [55] must be employed, since variables do not average linearly after 

Gaussian transformation. Implicit to linear estimation (see Equation 2.17) and mean 

covariance values (see Equation 2.22) is the assumption or arithmetic averaging, 

th a t is, the variable averages linearly. Some variables, such as permeability do not 

average linearly. The power law transform may be applied to transform the variable 

so tha t it averages linearly (see Section 2.2.10) (Deutsch, Zanon and Nguyen, 2002 

and Deutsch, Pyrcz and Tran, 2002) [30, 24].

The direct sequential simulation (DSSIM) paradigm proceeds in the same manner 

as sequential Gaussian simulation (see Section 2.2.5), except (1) there is a non- 

Gaussian distribution assumption so the appropriate shape of the local conditional 

cumulative distribution function (ccdf) must be calculated, (2) support size of the 

grid nodes and the conditioning data are accounted for through the application 

of mean covariance values (see Section 2.2.5) and (3) the resulting models assume 

homoscedasticity unless heteroscedasticity is explicitly modeled. The following is a 

discussion of the methodologies applied to accomplish these requirements. Further 

implementation details are provided in the discussion on the building blocks (see 

Section 6.3).

6.2.1 Local CCDF in Direct Space

The kriging system, which is at the heart of most pixel based simulation algorithms, 

provides an estimate and the estimation variance. When working in Gaussian (Y)  

space these two parameters are sufficient to characterize the local distributions of 

uncertainty, since the local distributions are Gaussian in shape. The consistent ap-
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Figure 6.8: An schematic demonstrating the utilization of the link between global 

direct and Gaussian global distributions to construct the direct space local distri­

bution from Gaussian space local distribution.

plication of Gaussian distributions ensures tha t the global distribution is reproduced. 

In the DSSIM framework, the local distributions are not sufficiently characterized by 

the kriging estimate and the estimation variance.

Any local distribution with the correct mean and variance will allow for repro­

duction of the covariance, but will not reproduce the correct global distribution. A 

method to determine the shape of the local distributions, such th a t the global is 

reproduced is illustrated in Figure 6.8 (Deutsch et al., 2001; Deutsch et ah, 2002; 

Oz et ah, 2003)[27, 24, 88]. This is a quantile transform from local Y  or Gaussian 

space to  local Z  or direct space tha t utilizes the link between direct space (Z  space) 

and Gaussian space (T  space) global distributions.

Given a specific quantile of a local Y  space distribution with mean (m) and stan­

dard deviation (a ) a Z  space quantile may be calculated by the following procedure. 

The inverse of the specific quantile is calculated as the inverse of the nonstandard 

Gaussian function.

V a n  =  c<-„U)(«) t6' 1)

where ^  is the Gaussian function with the specific local mean and standard de-
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viation from kriging, and q is any quantile. The associated probability is calculated 

from the standard Gaussian distribution,

Val2 =  G{0>1)(Vall) = G m ( G ^ a)(q)) (6.2)

where G(o,i) is global Y  space distribution. The link between the global Y  space 

and global Z  space distributions is utilized to move into Z  space. The value in Z  

space associated to the probability Val2 is then calculated from the Z  space global 

distribution.

Val3 =  F - \ V a l 2 )  = F ~ \ G m { G ^ a)(q))) (6.3)

where Val3  is the Z  space quantile of a local distribution of uncertainty associated 

with the probability value q.

This procedure is repeated for a series of quantiles to characterize the full dis­

tribution. The mean and variance of the Z  space distribution is not known prior to 

characterization of the distribution; therefore, it is not possible to directly determine 

the Z  space local distribution for a specific mean and variance provided from the 

kriging system.

A practical approach is to construct a reference table of valid local ccdfs tha t 

span a range of mean of variances. The ccdf table is constructed by repeating the 

above procedure to calculate valid local Z  space ccdfs over a range of Y  space means 

and variances. A sufficient number of discretizations should be applied in both Y  

space mean and variances. Then, for a required Z  space mean and variance from 

the kriging system the nearest distribution is extracted from the ccdf look up table. 

An affine correction is applied to correct the exact mean and variance to the mean 

and variance from the kriging system.

Too few discretization points may result in large corrections applied to the ex­

tracted distributions. The affine correction assumes no shape change and is only 

considered valid over small changes in variances (Isaaks and Srivastava, 1989) [51]; 

therefore, the corrected realizations will be less reliable and the global histogram re­

production may be less precise. Too many discretizations will unnecessarily increase 

the computational intensity of the algorithm.

An example ccdf table was generated with a bimodal Z  space distribution, and 

the Y  space discretized into 100 equally spaced entries in both mean and variance
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Figure 6.9: Example Y  and Z  global distributions and the resulting ccdf table 

entries. A - the Z  space reference distribution is set as a bimodal distribution and B 

- the Y  space is the required standard normal distribution. D - the regular series of 

means and variances for which local distributions were calculated are shown along 

with C - the resulting means and variances of the Z  space entries.

(see Figure 6.9). The resulting Z  space ccdf look up table is very densely populated. 

For practical problems fewer discretizations may be applied.

6.2.2 Accounting for Support Size in Direct Space

The volumes of the conditioning data and estimated or simulated locations may be 

explicitly accounted for with mean covariances (see Equation 2.22) applied in the 

simple kriging equations (see Equation 2.21).

A numerical approximation of the mean covariance between two volumes {v\ 

and V2 ) is calculated by discretizing the volumes and then averaging the point co- 

variance over all possible combinations of discretized nodes between v\ and V2 (see 

Equation 6.4:
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1 n  m!

C(v i, v2) «  ——  ^ ] T  C (ui,U j) (6.4)
Tl • 71 . . .

i = i  j = i

It has been found tha t in 3-D the maximum number of discretizations required 

is four in each direction (Journel and Huijbregts, pg.97, 1978) [59]. Thus, a single 

mean covariance between two 3-D blocks may require up to  46 =  16,384 covariance 

calculations. Three discretizations require 36 =  729 covariance calculations for each 

mean covariance. This great number of covariance calculations will increase CPU 

effort. To keep run times under control either the number of discretizations (n and 

n') should be limited or the calculation of C(u, u') should be sped up by some other 

means.

Previous Approach to Reduce CPU Intensity of Mean Covariance Cal­

culations

Previous work by Xie and Deutsch (2001) [141] addressed these issues by (1) avoiding 

redundant calculations of the covariance, C(u, u') where u G v\ and u' €E v2, (2) 
calculating C (v i ,v 2) by regression and (3) applying a semivariogram look up table.

The n6 covariance calculations may include redundant calculations (especially if 

v\ and v2 have the same size and shape). These occur when the covariance, C'(h) is 

repeatedly calculated for the same lag vector translated, h (see Figure 6.10). The Xie 

and Deutsch (2001) [141] method was to identify redundant covariance calculations 

based on the geometries of each volume. While this technique may substantially 

decrease CPU intensity of the mean covariance calculation, it is very difficult to 

generalize.

A regression algorithm may be applied to calculate the approximate mean co- 

variance as opposed to the previous CPU intensive discrete solution (refer to Equa­

tion 6.4) (Xie and Deutsch, 2001) [141]. Neural networks were applied because of their 

ability to fit nonlinear regression problems (Bishop, 1995) [4]. The mean covariance 

was modeled as a function of the following following parameters; (1) separation lag 

vector, (2) orientation of v\ and v2 and (3) extents of v\ and v2.

Errors in the mean covariance approximation from the neural networks result 

in instability within the kriging matrices. This may result in unreliable kriging 

estimates and variances. In addition, the application of neural networks results in 

additional complexity and computational effort for design and training of a neural

231

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 6.10: An example setting with redundant covariance calculations. Note tha t 

for each one of these point covariances tha t the lag h between volumes v\ and 

are the same.

network.

Proposed Approach to Reduce CPU Intensity of Mean Covariance Cal­

culations

An alternative methodology for reducing the CPU intensity of mean covariance 

calculations with the application of (1) semivariogram tables and (2) a nonstationary 

covariance table. This methodology is applied in the building blocks algorithms (see 

Section 6.3).

The semivariogram calculations may be computational expensive (see Deutsch 

and Journel (1998))[23] for permissible semivariogram models). For example an 

exponential model is shown below:

where c is the contribution, a is the range and h is the lag vector.

A less computationally intensive method would be to construct a table with 

the semivariogram model for each structure and for each discretized lag distances 

(Xie and Deutsch, 2001) [141]. Then during estimation or simulation an index may

semivariogram values from the table. If the table is sufficiently discretized (on 

the order of 1000 bins over the range) the results are sufficiently precise. This is

232

(6.5)

be quickly calculated from the lag distance and applied to look up the associated
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Figure 6.11: An example to demonstrate the sensitivity of kriging estimate to the 

number of bins in the semivariogram look up table. A - the conditioning data 

and estimate location. An isotropic spherical semivariogram with a range of 100 

meters was applied. B - the kriging estimates with respect to  the number of bins 

in the semivariogram look up table. The kriging estimate based on the actual 

semivariogram values is indicated by the horizontal line.

demonstated with a simple example with three conditioning data and simple kriging 

applied to estimate at an unknown location (see Figure 6.11). Note the change in 

the kriging estimate is becomes very small after 500 bins for this configuration.

To further reduce redundant calculations a nonstationary mean covariance table 

is built. The mean covariance between all volumes within the range of correlation of 

each other is calculated and stored prior to simulation. The nonstationary mean co- 

variance table is sorted and a pointer array is constructed. This combines the search 

and mean covariance calculation into a single step prior to simulation. This results 

in an increased computational expense initially but greatly reduces the required 

computational effort to calculate subsequent realizations. Further implementation 

details are provided in Section 6.3.3.
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6.2.3 Accounting for Heteroscedasticity in Direct Space

A heteroscedastic distribution is one for which the local variance varies as a func­

tion of local mean while homoscedasticity assumes local mean and local variance 

are independent. In natural phenomenon with positively skewed distributions it is 

common for the conditional variance to systematically increase as the local mean 

increases. This feature is called the proportional effect (see Goovaerts, 1997; Journel 

and Huijbregts, 1978[43, 59] for a discussion on the proportional effect).

In Gaussian simulation the Gaussian transform is applied prior to the applica­

tion of kriging. The Gaussian distribution is homoscedastic, hence the Gaussian 

transform removes heteroscedasticity and the homoscedastic assumption of kriging 

is reasonable. The back transform after simulation from Gaussian to direct space 

generally replaces heteroscedastic features.

DSSIM does not apply a Gaussian transform; therefore, the results are homoscedas­

tic unless heteroscedasticity is modeled explicitly. This may represent a significant 

limitation. This issue is not dealt with in this dissertation. This has been addressed 

by Oz and Deutsch (2002) [87].

6.3 Im plem entation w ith the Building Blocks Subrou­

tines

The previously outlined methods allow for the direct simulation of irregular grid 

stochastic models. The building blocks are Fortran subroutines tha t perform the 

previously described tasks required by DSSIM in an computationally efficient manner. 

These tasks include:

1. Calculate valid local distributions of uncertainty in Z  space:

(a) construct a local ccdf look up table

(b) locate and correct local ccdfs

2. Calculate the average covariance between two blocks vi(u) and V2 (u'):

(a) construct semivariogram look up tables

(b) non-stationary covariance lookup table
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These building blocks are essential for many aspects of DSSIM with regular and un­

structured grids. Clean, well documented, and tested code has been prepared. These 

algorithms should be fast in comparison with the brute force method of simulating 

on a fine grid and averaging a posteriori to an irregular grid.

It is common when simulating directly to irregular grids to encounter spuri­

ous kriging weights as a result of the screening effect and limitations in precision. 

Techniques for addressing this problem are also presented.

6.3.1 Local CCDF Look Up Table

The local ccdf look up table is constructed by the Fortran subroutine PRECDIST. The 

inputs include the specified number of quantiles, means, and variances, and the range 

of means and variances in Y  space, and the global ccdf. The mean and variance of 

the Z  space local ccdfs are calculated. The resulting quantiles are stored in a ccdf 

list array and the associated Z  space mean and variance for each distribution are 

stored in separate arrays. A super block search (arbitrarily set to 20 x 20) over the 

ccdf table is set up to increase to speed of subsequently finding the ccdf entry with 

the closest Z  space mean and variance to a required mean and variance calculated 

by kriging. The super block search was adapted from the SETSPR subroutine from 

GSLIB (Deutsch and Journel, 1998) [23].

The arrays required for the generation of the ccdf lookup table are dimensioned 

as allocatable in the DISTMODULE module and are then allocated a t the beginning of 

the PRECDIST subroutine.

The series of quantile transforms to move from the local Y  space distribution to 

local Z  space distribution is applied as described previously in Section 6.2.1. The 

flow chart for this procedure within the PRECDIST subroutine is shown in Figure 6.12. 

An additional expanded flow chart is shown in Figure 6.13 tha t provides further 

detail on the application of the quantile transformation.

The PRECDIST subroutine establishes the framework required for the calculation 

and rapid retrieval of valid local distributions of uncertainty. The GETCDIST subrou­

tine retrieves a distribution from this table given a target Z  space mean and variance. 

This subroutine may be called any number of times after the PRECDIST subroutine 

has been executed. The flowchart of this subroutine is shown in Figure 6.14.

The tasks of the GETCDIST subroutine are divided into two main operations: (1) 

find the ccdf table entry nearest to the called mean and variance and (2) correct the
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Figure 6.12: The main PRECDIST subroutine flow chart. This subroutine builds a 

table of local ccdf and then sets up a super block search to facilitate the locating of 

the nearest ccdf entry to a required mean and variance.
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Figure 6.13: The transforms to move from Y  space to Z  space in the PRECDIST 

subroutine. These steps are illustrated graphically in Figure 6.8. Variables denoted 

in boxes are the same variables labelled in Figure 6.8.
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Figure 6.14: The GETCDIST subroutine flow chart. Given a required mean and 

variance a super block search is used to find the nearest ccdf table entry. Affine 

correction is then applied to forced the returned ccdf to have the exact mean and 

variance required.
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retrieved distribution to the kriging mean and variance. The super block search (see 

Section 6.3.1)is applied to speed the search of the table. If the specific super block 

has no entries then a search over all entries is performed. Although this global search 

requires more time, this situation will occur infrequently. The second operation is 

to correct the retrieved distribution to have exactly the required mean and variance. 

This is achieved through the affine correction of each quantile.

f <72
q t ~  \  ~ 2  fa o  -  m o )  +  rnt (6.6)

V a 0

where m 0 and <7% are the mean and variance of the ccdf from the look up table and 

m t  and o f are the target mean and variance identified by the kriging system.

Affine correction is commonly applied to correct distributions for change in sup­

port size (see Deutsch and Journel, 1998) [23]. The underlying assumption is tha t 

the shape does not change and the distribution is shifted and multiplicatively scaled. 

This assumption is generally acceptable for small changes in mean and variance. A 

high level of discretization in the ccdf look up table may be applied to  ensure tha t 

correction is minimal.

After affine correction, each quantile is checked to ensure tha t it remains within 

the range of the global distribution. Values outside this range are truncated to 

the distribution minimum or maximum. Severe cases may result in spikes in the 

retrieved ccdf.

6.3.2 Mean Covariance Calculation

All required global variables for the mean covariance calculation, such as the number 

of lag discretizations, and the semivariogram table array, are declared in the Fortran 

module, GAMMAMODULE. The PREGBAR subroutine builds a semivariogram look up 

table for each semivariogram structure over all direct and cross semivariograms (in 

the case of cokriging). The flow chart for PREGBAR is shown in Figure 6.15.

This subroutine should be executed once prior to mean covariance calculations 

or geometric distance calculations. There are two components to this subroutine, 

the first builds the rotation matrices required to calculated geometric distances. 

This step is applied in GSLIB’s (Deutsch and Journel, 1998) [23] semivariogram 

based algorithms. These are standardized such tha t the ranges of all structures are 

set to 1.0. Then the standardized covariances are calculated and entered into the
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Figure 6.15: The PREGBAR subroutine flow chart. This subroutine uses the semi­

variogram parameters to  build standardized rotational matrices and then to build 

a semivariogram lookup table.
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semivariogram table.

The CALCGBAR subroutine may then be executed any number of times to calcu­

late the mean covariance between any two volumes. This subroutine requires the 

semivariogram table and rotational matrices from the PREGBAR subroutine. Also, 

the shape (extents and orientation) and separation vector of the two volumes. This 

requires subroutines specific to  the applied gridding scheme.

There are two options available for the calculation of the mean covariance, (1) 

the traditional discretization approach (see Equation 6.4) and (2) a new approach 

of randomly sampling the point covariance between volumes v\ and V2 and assigning 

the sample mean as an approximation of the mean covariance. The sample mean 

covariance will be unbiased, and for most circumstances a close approximation may 

be acquired with as few as 30 samples. This random sampling method results in a 

drastic decrease in the computational effort required to calculate the mean covari­

ance (compare to 36 =  729 calculations for the traditional discretization approach). 

The application of approximate mean covariance values does result in increased in­

stability issues in kriging matrix solution. This is demonstrated in the ta rtan  grid 

case study (see Section 6.4.1).

The CALCGBAR subroutine flow chart is shown in Figure 6.16. The procedure 

loops over discretized combinations or random locations ui(u) and ^ ( u ')  and cal­

culates the geometric distance between these locations and then finds the point 

covariance between these locations. If the geometric distance is very close to 0 then 

the maximum covariance minus the nugget effect is assigned as the covariance.

C(0)' =  C(0) -  co (6.7)

where Co is the contribution of the nugget effect. This has the same practical result 

as applying a infinitesimal shift to offset coincidental discretizations. This prevents 

a bias in the mean covariance calculations due to the zero effect (Journel and Hui- 

jbregts, pg.96, 1978)[59].

6 .3 .3  N o n s ta t io n a r y  C o v a r ia n c e  T a b le

The subroutine tha t builds the nonstationary covariance table is called NONSTAT- 

COVTABLE. This algorithm scans the irregular grid for all volumes and data  combi­

nations within the range of correlation of each other. For each of these instances
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Figure 6.16: The CALCGBAR subroutine flowchart. The rotational matrices and semi- 

variogram lookup table calculated in PREGBAR are applied to calculate the mean co- 

variance between two rectangular volumes. This is accomplished by averaging point 

covariances over discretized node combinations or random locations.

242

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



the mean covariance is calculated and stored in the nonstationary covariance table.

Separate nonstationary covariance tables ares constructed for: (1) node to  node, 

(2) data to data and (3) node to data mean covariance. Each table has a single 

column with mean covariance values C(vi(ui),Vj(\ij)  cycling i = 1 , . . . ,  number of 

nodes or data and j  =  1 , . . . ,  number of nodes or data within the range of correlation. 

This redundancy (the table will include C(ui(ui), Vj(\ij)) and C'(uj(uJ ), Uj(ui))) in­

creases the size of the table and the number of initial mean covariance calculations, 

but this method allows for the use of fast index look up. For each % index location 

all the j  neighbor entries are sorted in the order of decreasing mean covariance, and 

the table location of each of these subsets is recorded in a separate pointer array. 

By applying this pointer array any subsequent search for nearest nodes and condi­

tioning data  only requires tha t the table is checked until maximum number of data 

or previously simulated nodes are found. This is faster than typical search methods, 

such as super block search.

A simple data  set and grid are provided to illustrate the construction of a non­

stationary covariance table (see Figure 6.17). The grid cells are denoted as volumes 

A,  and the conditioning data are are denoted 1 ,2 , . . . ,  5. The nonstation­

ary covariance table associated with grid nodes would be ordered C ( A , A), C(A,  B),  

C(A, D ), C(A, E), C(A,  C), C(A,  F), C ( A , G), C(A,  H ), C(A, I),  C ( B , B),  C ( B , A)  

,C ( B ,C ), C(B, E ) , ___  This order is based on decreasing covariance and the as­

sumption of an isotropic semivariogram model.

The nonstationary covariance table associated with conditioning data  would be 

ordered 0 (1 ,1 ), C(  1,4), C (l,2 ), C(  1,5), C(2,2), C (2,3), C(2,4), C (2,5), C(3,4),

C (3 ,1), C (3 ,2) ,C(3,5), C(4 ,4 ), The nonstationary covariance table associated

with conditioning data and conditioning data would be ordered C(A, 1), C(A,  4), 

C(A,  3), C(A, 2), C(A,  5), C(B,  2), C(B,  1), C(B,  3), C(B,  4), C(B,  5), C(C,  2) 

,C(C, 3), C(C,  1 ),___ The flow chart for this subroutine is shown in Figure 6.18.

6 .3 .4  S e a rc h  C o n s id e ra t io n s

While simulating irregular volumes, screening can cause extreme weights. This 

phenomenon was described by Xie et al. (2001) [29]. Figure 6.19 demonstrates a 

variety of settings which result in extreme weights.

These extreme weights may result in negative kriging variances (refer below to 

the kriging variance equation):
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Figure 6.17: An example ta rtan  grid and well data to demonstrate the construction 

of a nonstationary covariance table.

n

a%K =  C(v(u), u(u)) -  XaC{va {ua) ,u(u)) (6.8)
a=l

Given a positive definite covariance model and correctly calculated mean co- 

variances the resulting kriging variance should be non-negative. The cause of these 

negative variances is precision limitations in the solution of the kriging m atrix being 

magnified by large weights. Extreme weights are rare when simulating directly to 

a regular grid. An example is illustrated (see Figure 6.20) of a ta rtan  simulation to 

model with equal volumes for each cell. A realization with the same semivariogram 

and reference histogram but with an irregular grid is shown in Figure 6.21. This 

setting resulted in frequent extreme weights.

The problem of extreme weights may be addressed by (1) template screening, 

(2) iterative kriging and (3) octant search.

Template screening is based on preemptively preventing screening by rejecting 

any conditioning datum  tha t is shadowed by closer data. This is accomplished by 

applying a shadow template. When a datum is selected to condition an unknown 

location a shadow template is positioned with the apex on the datum  and oriented 

away from the unknown location. All locations within this template are set to 

‘unavailable’ and may not be subsequently selected as conditioning data  for this 

estimate.

Figure 6.22 shows an example application of shadow templates. The application
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Figure 6.18: The NONSTATCOVTABLE subroutine flowchart. Mean covariances are 

stored for all combinations of data and volumes tha t are correlated with each other.
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Figure 6.19: A variety of estimation settings tha t result in extreme weights. The 

estimation location coded with a weight of 0.0 and a white ‘X ’ and the conditioning 

data (previously simulated nodes) are colored according to their weights.
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Figure 6.20: TARTANSIM on a regular grid with an isotropic semivariogram (spherical, 

range =  50) and a reference distribution: A - a simulated realization, B - e-type 

estim ate, C - kriging standard deviation, D - maximum absolute kriging weight 

and E - map of negative variances. The realization appears well behaved, the local 

realizations are within the reference distribution and the weights and the maximum 

kriging weights are reasonable.
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Figure 6.21: TARTANSIM on a irregular grid with an isotropic semivariogram (spher­

ical, range =  50) and a reference distribution. A - the simulated realization, B - 

e-type estimates, C - kriging standard deviation, D - maximum absolute kriging 

weight and E - map of negative variances. There are many large weights and some 

negative variances present.
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Figure 6.22: The shadow template tha t is applied to filter screened data. This is a 

2-D example where four data have already been chosen as conditioning (rectangles). 

The shadow templates (grey areas) are located with their apexes on the chosen data 

and radiate away from the unknown location at the center square. These templates 

are like exaggerated shadows cast by the chosen data if the unknown location was 

a light source (indicated with a question mark).

of the shadow template removes screening and extreme weights. This technique 

is computationally expensive since trigonometric operations are required to build 

each shadow. In addition, this method leads to a significant increase in the level of 

complexity of the local data search algorithm.

In the iterative kriging method, the kriging weights are checked for large values. 

If an absolute weight larger than a threshold is encountered then the least correlated 

conditioning datum  is removed and the kriging matrix is solved again. This process 

is iterated until all absolute weights are below the threshold. The results from this 

technique are shown in Figure 6.23. The frequency of negative variances is decreased 

as the weight threshold is decreased, although many negative variances remain with 

a threshold of 1.0.

This technique does not add significantly to the complexity of the current al­

gorithm and is computationally cheap if anomalous weights are infrequent. Also, 

this technique is a self healing method, since the correction is only applied when 

required, the level of correction is tailored to the need and there is no need for 

parameter tweaking.

Another possible technique would be to apply the octant search method. This 

method is commonly applied in simulation (applied in programs such as SGSIM 

from GSLIB (Deutsch and Journel, 1998) [23]) to prevent all conditioning data  from
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Figure 6.23: Three TARTANSIM realizations with the same parameters, but with 

different kriging weight thresholds. A and B - kriging weight threshold of 5.0: 

realization and locations with negative kriging variances. C and D - kriging weight 

threshold of 3.0: realization and locations with negative kriging variances. E and 

F - kriging weight threshold of 1.0: realization and locations with negative kriging 

variances. Decreasing the kriging weight threshold reduces the incidence of negative 

variances.
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originating from a single well or drill hole. In this setting, screening could be avoided 

by only accepting the nearest conditioning data from each octant. The rationale is 

similar to template screening. This technique may unnecessarily limit the available 

conditioning.

These methods may affect the kriging estimate and the kriging variance. It is 

common practice in geostatistics to constrain the number of data  applied to condi­

tion a local estimate or simulated realization. It is assumed that less correlated data 

are screened and will have reduced influence on the estimate and tha t the applica­

tion of all available conditioning needlessly increases the computational intensity. 

There are other search issues related to conditional bias tha t are not discussed here 

(see McLennan and Deutsch, 2003 [71]).

There are cases in which “screened” data may carry im portant information con­

tent. When a hole effect semivariogram is applied then the previously discussed 

methods are not applicable. A datum  that falls in the shadow of a closer datum  

may actually be more correlated with the estimation or simulation location. Also, 

screening often results in negative weights. This allows kriging to extrapolate out­

side the data  interval. In this case the information content of the screened datum  

may be significant (Deutsch and Journel, 1998) [23].

6.4 Applications of Simulation in Direct Space

The following are examples of applications of the methods and subroutines to simu­

late directly to irregular grids. The building blocks outlined in Section 6.3 have been 

applied in the coding of algorithms to directly simulate to  regular grids DSSIM, ta rtan  

grids TARTANSIM and Voronoi grids (called atomic grids in the example) ATOMSIM. 

The following is a discussion on the TARTANSIM and ATOMSIM algorithms.

6.4.1 Direct Sequential Tartan Grid Simulation (TARTANSIM) 

with Radial Nested Grids

A Fortran program, TARTANSIM, is presented tha t performs simulation directly to 

ta rtan  grids. A module is included in this algorithm to  insert locally refined radial 

grids.

The program is based on building block subroutines discussed in Section 6.3. 

This section presents the general algorithm flow and provides some example out-
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put. Results are discussed and the algorithm is validated by comparison to  the 

theoretically established block averaged sequential Gaussian simulation (SGSIM).

In addition to  the building blocks, there have been added specific subroutines 

which interpret ta rtan  and radial grids. A modified PIXELPLT program from GSLIB 

(Deutsch and Journel, 1998) [23], called TARTANPIX is included which is applied to 

visualize the resulting ta rtan  and nested radial grid simulations. All illustrations of 

TARTANSIM output were generated with this program.

The TARTANSIM Parameters

The TARTANSIM algorithm is based on SGSIM from the GSLIB code (Deutsch and 

Journel, 1998) [23]. The general flow, parameter file format and annotation have 

followed the same form. An example parameter file is shown below. The new 

parameters in addition to the standard SGSIM parameters are indicated by an

Param eters f o r  TARTANSIM
d a ta .d a t  
1 2 0 6 0 0 
-100 .0  1.0e21 
1 500 10000 
100 100 100 3 .0  1.5  
0
r e f d i s t . d a t  
1 0
-3 .0  3 .0  
1 -3 .0  
1 3 .0
0
ta rta n s im .d b g  
ta r ta n s im .o u t 
201
5 0 .0  6 2 1 2 6 
5 0 .0  6 2 1 2 6 
1 0 .5  1 
69069 
0 8 
12 
1 3 
0
20 20 1
0.0  0 . 0  0.0
0 0 . 0  1.0
. . / d a t a / c l u s t e r .d a t

- f i l e  w i t h  d a t a
-  c o lu m n s  f o r  X , Y , Z , v r , w t , s e c . v a r .
-  t r i m m i n g  l i m i t s
*CBAR: random  s a m p l e s ( 1 - y e s , 0 - d i s c r . ) , n d i s . n l  
♦CCDF T a b l e :  n m , n v , n q , l i m m e a n , l i m s t d  
- c o n s i d e r  r e f .  d i s t ( 0 = n o ,  l = y e s )
-  f i l e  w i t h  r e f .  d i s t  d i s t r i b u t i o n
-  c o lu m n s  f o r  v r  a n d  wt 
- z m i n , z m a x ( t a i l  e x t r a p o l a t i o n )
-  l o w e r  t a i l  o p t i o n , p a r a m e t e r
-  u p p e r  t a i l  o p t i o n , p a r a m e t e r  
- d e b u g g i n g  l e v e l :  0 , 1 , 2 , 3  
- f i l e  f o r  d e b u g g in g  o u t p u t
- f i l e  f o r  t a r t a n  s i m u l a t i o n  o u t p u t  
-n u m b e r  o f  r e a l i z a t i o n s  t o  g e n e r a t e  
* t n x , o r i g i n x , d x ( i x ) , i x = l , . . . , n x  
* t n y , o r i g i n y , d y ( i y ) , i y = l , . . . , n y  
* t n z , o r i g i n z , d z ( i z ) , i z = l , . . . , n z  
- r a n d o m  num ber  s e e d  
- m in  a n d  max o r i g i n a l  d a t a  f o r  s im  
-n u m b e r  o f  s i m u l a t e d  n o d e s  t o  u s e  
- m u l t i p l e  g r i d  s e a r c h  (0 = n o ,  l = y e s ) , n u m  
-maximum d a t a  p e r  o c t a n t  ( 0 = n o t  u s e d )
-maximum s e a r c h  r a d i i  ( h m a x , h m i n , v e r t )
- a n g l e s  f o r  s e a r c h  e l l i p s o i d  
- k t y p e : 0=SK, 1=0K, 2=LVM, 3=EXDR, 4=C0LC
-  f i l e  w i t h  LVM.EXDR o r  C0LC v a r i a b l e
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1 -  column fo r  secondary v a r ia b le
1 0 .0  - n s t ,  nugget e f f e c t
1 1 .0  0 .0  0 .0  0 .0  - i t ,c c ,a n g l ,a n g 2 ,a n g 3

10.0 10.0 10.0 -a_hmax, a_hmin, a_ v ert

The CBAR  parameters are applied by the PREGBAR and CALCGBAR subroutines 

th a t deal with the calculation of mean covariances. The randomsamp param eter 

determines whether random samples are applied to calculate the mean covariance. If 

set to 0 then the traditional discretization method is applied. The ndis param eter is 

the number of random samples or the number of discretizations and nl is the number 

of discretizations applied to the semivariogram model. The CCDF parameters are 

applied in the PRECDIST program to build the ccdf lookup table for the purpose 

of accessing valid Z  space local ccdfs. The first three parameters, nm, nv, and 

nq indicate the number of descritizations used in the CCDF lookup table and the 

parameters limmean, and limstd control the limits of the descritization in Gaussian 

space. The gridding scheme applied in TARTANSIM is illustrated in Section 6.1.2. 

Unlike traditional GSLIB, the origin is set a t the lower, bottom left corner of the 

data space. Also, note tha t for true 2-D realizations the thickness in the Z  direction 

should be set to 0.0 or vertical volume will be considered. For all other parameters 

refer to Deutsch and Journel (1998) [23].

The Program Flow

The PRECDIST subroutine is called to build the ccdf look up table. Unconditional 

realizations must have a reference distribution. The PREGBAR subroutine is called 

to build the geometric search matrices and the semivariogram lookup table. For 

accurate results many (> 1,000) bins should be applied to the semivariogram model 

(see discussion in Section 6.2.2).

A subroutine unique to TARTANSIM, called TARTANINTERPRET, is called next. It 

translates the ta rtan  grid parameters into a table with block information for each 

node in the model. This information includes the extents in x,y,z directions and 

the center location. These parameters are illustrated in Figure 6.5. Next, the 

nonstationary covariance table is constructed.

During simulation and at each location the MATRIXBUILD subroutine searches 

the nonstationary covariance tables and builds the kriging m atrix in the format
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required by the standard GSLIB matrix solution subroutine, KSOL (Deutsch and 

Journel, 1998) [23]. If there any weights above a threshold (hard coded as + /-1.5) 

then the associated data is removed and the kriging is repeated.

For each location the local ccdf is calculated with the GETCDIST subroutine given 

the calculated kriging mean and variance and Monte Carlo drawing is applied as 

usual. In this manner all nodes are visited randomly.

Com putational Intensity o f TARTANSIM

All of the computationally intensive steps are completed prior to simulation. The 

ccdf lookup table is calculated and indexed for a super block search, and all the 

mean covariances are stored in indexed tables with pointer arrays. This computa­

tional effort required for this initial setup is a function of the grid size, the search 

range, and the level of discretization applied to the ccdf table and the mean covari­

ance calculations. During simulation the only significant calculation is the solving 

of the kriging matrix. In the following example, the first realization of block aver­

aged SGSIM required less than a seconds while the TARTANSIM equivalent required 

ten seconds (on a Pentium III, 1.5 GHz). For a suite of 101 realizations TARTANSIM 

requires twenty seconds whiles block averaged SGSIM requires 75 seconds. The ad­

ditional 100 realizations from TARTANSIM require only ten seconds! The following 

should be considered.

1. The speed advantage becomes more pronounced when the number of real­

izations is increased. For example, 1001 realizations would require about 1 

minute for TARTANSIM and about 6 minutes for SGSIM.

2. The smallest ta rtan  grid node decreases. Then a finer grid would be required 

for scale up.

Nevertheless, the speed advantage for the calculation of many realizations may 

be a moot point. Modern geostatistical studies account for uncertainty in the model 

parameters and do not only rely solely on ergodic fluctuations for a measure of 

uncertainty. In this case only one or a few realizations for each parameter set will 

be calculated and direct simulation may be at a disadvantage.
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Unconditional Example

Unconditional simulations generated by SGSIM and TARTANSIM were compared (see 

Figures 6.24 and 6.25). The SGSIM realizations were simulated on a 100 x 100 grid 

and then block averaged to a 15 x 15 ta rtan  grid. The semivariogram was set as a 

single isotropic spherical structure with a range equal to ^ of the size of the model.

The covariance between adjacent blocks was checked. The actual mean co- 

variance calculated with the semivariogram model was compared to the empirical 

covariance between adjacent blocks over 201 realizations. Also, the empirical co- 

variance of TARTANSIM and SGSIM were compared (see Figure 6.26). In this example 

the covariance are similar between TARTANSIM and SGSIM and in general the actual 

covariance is reproduced.

Conditioned Example

The cluster.dat 2-D data set (from Deutsch and Journel, 1997 [23]) was applied as 

conditioning. The Gaussian transformation was applied to remove heteroscedasticity 

and no declustering was applied. See Figure 6.27 for the distribution and location 

map of the transformed data set.

201 realizations where generated with SGSIM with 100 x 100 cells. These re­

alizations were block averaged to a ta rtan  grid (see Figure 6.28 for some example 

realizations). The same conditioning data were used in TARTANSIM for simulation 

directly to  the ta rtan  grid (see Figure 6.29 for some example realizations).

The e-type estimate (the expected value of multiple local realizations) was cal­

culated over the 201 realizations for both TARTANSIM and block averaged SGSIM 

results (see Figure 6.30). The e-type maps indicate tha t the conditional means from 

TARTANSIM are similar to the SGSIM results.

Some example local distributions of uncertainty were compared (see Figure 6.30). 

The local distributions of uncertainty generated with TARTANSIM are very similar to 

the SGSIM distributions. The covariance between adjacent blocks was once again 

checked (see Figure 6.32). The TARTANSIM results closely agree with the SGSIM 

results.
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Figure 6.24: Example unconditional SGSIM realizations and the associated block 

averaged results. A and B - first realization and block averaged results, C and D - 

second realization and block averaged results and E and F - third realization and 

block averaged results.
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Figure 6.25: Example unconditional TARTANSIM realizations: A - first realization, B 

- second realization, C - third realization and D - fourth realization.
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Figure 6.26: Scatter plots of the covariance for TARTANSIM and block averaged SGSIM 

for the unconditional case.
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Figure 6.27: The data locations and Gaussian transformed distribution. A - location 

map and B - distribution. Values are normal score transform of permeability.
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Figure 6.28: Example unconditional SGSIM realizations and the associated block 

averaged results. A and B - first realization and block averaged results and C and 

D - second realization and block averaged results.
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Figure 6.29: Example unconditional TARTANSIM realizations: A - first realization, B 

- second realization, C - third realization and D - fourth realization.

X Coordinate (m)

Figure 6.30: E- type estimated: A - the conditioning data  locations and the e-type 

estimates over 201 realizations for both B - TARTANSIM and C - block averaged 

SGSIM.
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Figure 6.31: Three example local distributions of uncertainty compared between 

SGSIM block averaged and TARTANSIM. A and B - SGSIM block averaged and 

TARTANSIM distributions for first location, C and D - SGSIM block averaged and 

TARTANSIM distributions for second location and E and F - SGSIM block averaged 

and TARTANSIM distributions for third location.
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Figure 6.32: Scatter plots of the covariance for TARTANSIM and block averaged SGSIM 

for the conditional case.

Radial Nested Grids

A module is included with TARTANSIM for the simulation of radial nested grids. The 

gird parameters and format are illustrated in Figure 6.33. Activation of this module 

requires the addition of a line at the end of the parameter file with a 1, the number of 

radial grids and the list of indexes where the radial grids will be placed. The radial 

grids are simulated after the ta rtan  grid has been simulated. Only the simulated 

value for the coincidental ta rtan  grid block is retained as conditioning. The method 

for simulation is similar to tha t of TARTANSIM. An adapted nonstationary covariance 

table subroutine called RADIALNONSTATCQVTABLE, and a matrix building subroutine 

called RADIALMATRIXBUILD is used. Since all the mean covariances are precalculated 

and stored in a 2-D matrix the search and construction of the kriging matrices is 

very rapid. An example with the previous conditioned data set and 6 nested radial 

grids is shown in Figure 6.34. It may be relevant to also consider the simulated 

values for adjacent nodes in the ta rtan  grid as conditioning.
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60

44

Figure 6.33: The nested radial grid format. The index proceeds first by sectors, 

then by tracks, and then by levels. The index begins at Y  axis and moves clockwise, 

the tracks begin on the inside and move outward and the levels begin a t the bottom  

and move upwards.

Figure 6.34: Example conditioned TARTANSIM realization with six nested radial grids. 

The same ta rtan  grid realization from Figure 6.29 is used. The figure is cropped to 

improve visibility of the nested radial grids.
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Figure 6.35: An atomic grid provided by D. Hale, Landmark Graphics (2002) [46].

R e m a rk s  o n  TARTANSIM

This section has demonstrated the viability and efficiency of direct simulation to 

irregular grids. DSSIM with nonstationary covariance tables and ccdf look up tables 

has been shown to be robust, and to  calculate results comparable to the theoretically 

established SGSIM algorithm.

6.4.2 Atomic Grid Example

An atomic grid generated to account for geophysical data and engineering con­

straints including mapped faults is shown in Figure 6.35(courtesy of D. Hale, Land­

mark Graphics) [46]. The problem of populating the grid will be considered.

A simplified dataset was generated by constructing Voronoi polygons from the 

provided point coordinates (1603 nodes with locations from 0 to 255 in both X  and 

Y  directions).

The largest polygon is about 50 times larger than the smallest polygon. As­

suming constant variability within the polygons would be an error. One approach 

would be to  simulate a fine scale Cartesian mesh and upscale. A grid of about 105 

cells would be required to ensure tha t nine simulated values are in the smallest grid 

cell (Assume 3 x 3  discretizations required in the minimum cell size of 2.6, if the
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Figure 6.36: A - a fine scale simulation for upscaling to the atomic grid. B - this 

fine mesh realization is averaged within the Voronoi polygons to yield the upscaled 

realization.

cell is nearly square then it is 1.6 x 1.6 length units in size. Thus we would need 3 

nodes in 1.6 length units, or about a 500 x 500 discretization). This is two orders 

of magnitude more than 1603 and it would be inefficient and cumbersome to deal 

with the fine grids and the required upscaling. A 256 x 256 simulation of a regular 

Cartesian grid is shown below in Figure 6.36 for demonstration. A finer grid would 

be required in practice.

A realization was generated with a point-scale lognormal distribution of per­

meability (mean of 100 mD and standard deviation of 100 mD) and a spherical 

semivariogram model with a range of 64 units. The point and block scale histogram 

are shown in Figure 6.37. The minimum block value is twice the minimum point 

value, the maximum block value is one half the maximum point value and the vari­

ance has decreased by more than 25%.

M eth o d o lo g y  a n d  R esu lts

T he direct sim ulation of the Voronoi mesh could be undertaken sequentially w ith  

DSSIM or all at once with a matrix method. A sequential formalism is often used 

because it permits very large grids, but given the relatively small size of this grid 

a m atrix method is considered (see for example LUSIM in Deutsch and Journel, 

1998[23]). There are n  =  1603 blocks of different size to assign. The n x n  covariance 

matrix of average covariance between the grid blocks is required (see Equation 2.22).
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Figure 6.37: The distributions at the support size of A - the fine regular grid and 

B - the Voronoi grid. The precise relationship between the point and block values 

depends on the block scale and on the semivariogram.

These can be calculated once by applying the speed enhancements described 

in Section 6.2.2. Then simulation comes down to inverting this n  x n  covariance 

matrix, generating random vectors, and simple multiplication. Conditioning data 

(wells, seismic, production and other types of conditioning) add to the size of the 

matrix, but we can integrate tha t data in one step. The covariance between all 

grids (1603 x 1603) was calculated. This was accomplished by applying the same 

level of discretization applied in the previous upscaled method. The LUSIM matrix 

simulation algorithm (Deutsch and Journel, 1998) was modified to load the grid node 

covariance table directly. A single realization was generated in just over a minute 

(see Figure 6.38). Additional realizations were generated in a couple seconds each.

6.5 Discussion

The application of irregular grids improves the ability of geostatistical models to 

represent geologic heterogeneity. Simulation directly to irregular grids may be more 

computationally efficient than upscaling from fine, regular grids, but most impor­

tantly it allows for improved integration of data of different support sizes.

The building blocks include efficient subroutines for the simulation directly to 

irregular grids. The construction of semivariogram tables and nonstationary covari­

ance tables increase the initial computational intensity, but allow for the efficient 

calculation of multiple realizations. The construction of a ccdf lookup tables al-
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Figure 6.38: A direct simulation based on the LUSIM m atrix method.

lows for the efficient calculation of local distributions of uncertainty tha t allow for 

reproduction of the global histogram.

The building blocks were demonstrated with sequential simulation to a ta rtan  

grid and LUSIM applied to an atomic grids. These building blocks may be readily 

adapted into current simulation algorithms such those included in GSLIB.
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Chapter 7

Concluding Remarks

Stochastic simulation is used to construct reservoir models tha t capture small scale 

heterogeneity and provide an assessment of uncertainty. Current stochastic model­

ing algorithms lack the flexibility to integrate the diverse range of available geologic 

information. The available information is specific to the depositional environment 

and systems trac t and may include, internal and external geometries and interre­

lationships of architectural elements including associations and stacking patterns. 

Methodologies have been developed for the construction of improved stochastic flu­

vial and deepwater reservoir models and training images with improved integration 

of this information.

7.1 Summary

The goal of this thesis is to develop a variety of tools to improve the integration 

of geologic information in geostatistical models. The original contributions of this 

dissertation include; (1) the advanced development and implementation of surface 

based simulation, (2) the development of building blocks for streamline based mod­

els, (3) the development of methodologies for the construction of hierarchical trend 

models, (4) the development of building block subroutines for the efficient simula­

tion directly to irregular grids and (5) the construction of a flexible training image 

library for fluvial and deepwater reservoirs.
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7.1.1 Surface Based Simulation

Surface based simulation has been advanced in Section 4.3 of this dissertation. The 

techniques and algorithms developed in this dissertation may be applied to con­

struct conditional surface based models for strataform sediments with gradational, 

erosional and missing well data contacts (see Section 4.4). In addition, a surface 

based simulation algorithm tailored to distal turbidite lobes is developed in Sec­

tion 4.5. This algorithm accounts for the geometry and stacking pattern  of small 

scale turbidite flow event deposits within turbidite lobes.

7.1.2 Streamline Based Simulation

Streamline based simulation was introduced for fluvial reservoir models in Section 3.2 

and extended to deepwater reservoir training images in Section 5.3.1. This technique 

is based on the characterization of architectural elements in these depositional set­

tings by primary flow axes. This technique allows for the reproduction of compli­

cated geologic features efficiently and with simple parametrization. The flexibility 

of this building block approach allows for the construction of realistic fluvial and 

deepwater reservoir models (see Sections 3.3.3 and 5.3.1 respectively). The result­

ing models may be updated to honor well conditioning in an efficient manner (see 

Section 3.4).

7.1.3 Hierarchical Trend Models

Hierarchical trend models provides an intuitive method for integrating a variety 

of geologic information related to the hierarchy of trends in reservoir properties 

in characteristic depositional directions (see Section 4.2). Geologists may quantify 

these trends with trend functions and combine these trends in composite trend 

models. A smooth correction method has been demonstrated to correct hierarchical 

trend models to honor large scale areal and vertical trends in reservoir properties 

(see Section 4.2.2).

7.1.4 Building Blocks for Direct Simulation to Irregular Grids

A set of building blocks have been developed for the direct simulation to irregular 

grids in Section 6.3. Irregular grids allow for flexible characterization of geologic 

heterogeneity. The application of these building blocks may provide a computational
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advantage over traditional methods of simulation to a small scale regular grid and 

scaling up. Perhaps of greater importance, these building blocks apply procedures 

required to account directly for data and model support size. This allows for the 

direct integration of geologic information data sources with a variety of support 

sizes.

7.1.5 Training Images

A suite of training images and algorithms for the dynamic construction of training 

images have been developed in Sections 5.2 and 5.3.2, respectively. In addition, algo­

rithms for the customization of training images and the calculation of statistics such 

as transition probabilities and n-point histograms are provided (see Section 5.4). 

The training images are based on stochastic models tha t integrate a variety of ge­

ologic information in the geometry and interrelationships of architectural elements. 

These training images may be applied in training image based geostatistics and flow 

studies to improve decision making (see Section 5.5).

7.1.6 Implementation

These developments have been presented in a variety of peer reviewed and conference 

publications during this Ph.D (Deutsch et al., 2002, Pyrcz and Deutsch, 2001, Pyrcz 

and Deutsch, 2003, Pyrcz and Deutsch, 2004a, Pyrcz and Deutsch, 2004b, Pyrcz and 

Deutsch, 2004c, Pyrcz and Deutsch, 2004d, Pyrcz and Deutsch, 2004e, Pyrcz and 

Deutsch, 2004f, Pyrcz et al., 2004)[24, 95, 96, 97, 98, 99, 100, 101, 102, 103] There 

has been a strong interest in the oil and gas industry in the application of these 

methodologies. Specific interest has been generated among developers of offshore 

reservoirs in fluvial and turbidite settings with: (1) sparse data, (2) high cost asso­

ciated with the collection of additional data, (3) complicated geologic features tha t 

are not well captured with traditional geostatistical models and (4) analog informa­

tion with regard to geologic features. In this situation the integration of additional 

geologic data  is a particularly valuable tool for improved geostatistical models.

7.2 Future Work

There is a variety of additional work tha t may be considered in the development of 

geostatistical techniques tha t allow for the improved integration of geologic infor-
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mation. The following are some ideas for future research.

7.2.1 Additional Depositional Settings

Additional depositional settings may be addressed. This dissertation focused on 

fluvial and deepwater systems. The former has been a favorite target of geostatistical 

research and the latter has recently received attention. Carbonates represent a 

significant source of hydrocarbon production. Deltaic, eolian, lacustrine, estuary and 

coastal environments also represent significant reservoir targets. These depositional 

settings are the product of well understood depositional processes tha t result in 

predictable geometries and interrelationships tha t may be explicitly accounted for 

in stochastic models. Geostatistical methodologies should be developed to account 

for information specific to these depositional settings.

7.2.2 Diagenesis

Diagenesis is not addressed by the techniques presented in this dissertation. This 

dissertation has focused on reservoir heterogeneity as a function of sedimentary 

processes. Diagenesis may significantly alter reservoir heterogeneity after sedimen­

tation. Future work is required to account for the impact diagenesis on reservoir het­

erogeneity. Diagenetic processes should be quantified and integrated into stochastic 

reservoir models.

7.2.3 Trend Models

There is a paucity of information available in the geostatistical literature on the 

construction and implementation of trend models in geostatistical models. Limited 

discussion is available in Deutsch (2003), Deutsch and Journel (1998) and Leuangth- 

ong and Deutsch (2003) [22, 23, 62]. Some issues require further elicitation, such as

(1) methods for constructing 3-D trends from areal and vertical trends, (2) the ap­

plication of the semivariogram of the variable or the residual and (3) the integration 

of soft analog information in trend models and the resulting stochastic nature of the 

trend models (as proposed in Section 4.5.2).

The hierarchical trend model technique developed and demonstrated in this dis­

sertation allows for the construction of trend models based on characteristic deposi­

tional trends for a variety of hierarchies and depositional directions (see Section 4.2).
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Qualitative information on trends in a variety of depositional settings is published 

by authors such as Allen and Allen (1990), Galloway and Hobday (1996), Miall 

(2000), Reading (1996) and Walker and James (1992) [2, 39, 74, 104, 136].

A compiled library of quantified trend functions is required. This library of 

trends functions on various case studies and available models of the depositional 

processes would be a valuable tool for the construction trend of models. It should 

include approximate trend shapes and strengths in principle depositional directions 

for a variety of systems tracts, depositional settings and associated hierarchies of 

architectural elements.

7.2.4 Improved Conditioning

Further research is required to develop flexible and conditional stochastic models. 

The constraint of conditioning well data  reduced the flexibility of the turbidite 

surface based simulation model (see Section 4.5). Methodologies for conditioning 

streamline based simulations are demonstrated (see Section 3.4). Further develop­

ment is required to  construct robust algorithms for conditioning streamline based 

models to a variety of architectural elements identified at along wells.

Methods to directly honor well data are often overly complicated and ad hoc 

while attem pts to constrain the initial and boundary conditions of forward mod­

eling do not hold much promise given the chaotic nature of dynamical problems. 

Two methods tha t have great flexibility for conditioning are simulated annealing 

(Deutsch, 1992) [19] and multiple point geostatistics (Strebelle, 2002) [21].

W ith the increased computational power available, it may be time to resurrect 

simulated annealing (Deutsch, 1992) [19]. Simulated annealing has the ability to re­

produce a variety of two point and multiple point statistics and interactions between 

lithofacies (transition matrices) and architectural elements through attraction and 

repulsion functions while reproducing conditioning data. It would be beneficial to 

develop a suite of programs and functions for simulation of a variety of geologic 

settings with simulated annealing.

Multiple point geostatistics has recently been advanced and applied to reservoir 

studies (Strebelle et al., 2002) [122]. This method has the ability to reproduce non­

linear features from training images. The ability to integrate information directly 

from training images tha t are constructed with all available geologic information and 

to honor local conditioning in an efficient manner is attractive. Future research is re-
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quired to improve the ability of multiple point techniques to reproduce complicated 

geometries and interactions between architectural elements.

7.2.5 Surface Based Models

Basic methodologies for surface based simulation were introduced in Section 4.3 and 

tailored to the distal deepwater environment in Section 4.5. Additional depositional 

settings should be explored for further implementation. Also, more general algo­

rithms may be developed with surface templates tha t may be easily tailored. This 

may be accomplished by allowing the user to input the geometry in the major and 

minor axis and then applying the same technique developed in Pyrcz and Deutsch 

(2004) [98] for the calculation of a consistent covariance table to calculate smooth 

surface template.

In the general surface based modeling approach (see Section 4.3) a variety of 

stacking patterns may be reproduced by applying probability fields for the horizontal 

positioning of the surface geometries. For example, a probability proportional to 

available accommodation will tend to a compensations! stacking pattern.

Techniques should be developed for the efficient conditioning of surface based 

models. The current technique becomes inefficient as the ratio of areal size of candi­

date surface relative to data spacing increases. Also, techniques for accounting for 

erosion have not been developed in the conditional framework.

7.2.6 Implementation of Irregular Grids

Irregular grids are often based on engineering considerations or large-scale structural 

controls. Engineering objectives are to minimize discretization effects and improve 

CPU efficiency of flow simulation. Geologic objective include a desire to characterize 

significant geologic features. Irregular grids may be fit to subsurface heterogeneity 

to avoid averaging out important subsurface features and to improve CPU efficiency. 

Im portant subsurface features may be characterized stochastically. It may be neces­

sary to construct multiple realizations of unstructured grids matched to subsurface 

property realizations. The efficient construction of irregular grids from stochastic 

realizations should be explored.

The simulation of categorical variables to irregular grids is problematic. Change 

of support size may require the consideration of mixtures of facies. Implementa-
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tion details and work flows should be explored, since facies distributions are often 

required in geostatistical models to constrain property distributions.

The relative computational cost of direct sequential simulation compared with 

the traditional fine scale simulation and scale up should be further explored. Some 

general comments have been made concerning this m atter in this dissertation, but 

it would be valuable to test CPU efficiency in a variety of realistic settings.

7.2.7 Application with Flow Simulation

The simulated realizations are only an intermediate step. The real concern is the 

response of the numerical model to flow simulation and the associated model of 

uncertainty. These results are the basis for reservoir development decisions. This 

dissertation does not address the application of transfer functions such as flow sim­

ulation. It would be valuable to apply flow simulation to assess the impact of the 

further integration of geologic information. If this impact is not significant in a 

specific setting then the additional effort may not be justified and traditional geo­

statistical methods may suffice.
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A p p en d ix  A

Algorithm s and Abbreviations

The following list of abbreviations and algorithms applied in this dissertation.

ADDCOORD - adds coordinates to model files, from GSLIB (Deutsch and Journel, 

1998) [23]

A  0 1  - area of interest

ALLUVSIM - streamline based alluvial simulation

ALLUVSIMCOND - streamline based alluvial simulation with well conditioning

ATOMSIM - direct simulation to atomic or Voronoi grids

CALCGBAR - subroutine tha t calculates mean covariances

C C D F  - conditional cumulative distribution function

C D F  - cumulative distribution function

C H  t y p e  - channel belt type fluvial reservoir

C H  - channel fill, fluvial or turbidite architectural element

C H ' - channel fill architectural element without specification of channel fill, lateral 

accretion or abandoned channel fill.

C R  - crevasse channel, fluvial architectural element

C S  - crevasse splay, fluvial architectural element

D A  - downstream-accretion macroform, fluvial architectural element
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DISTMODULE - module required for PRECDIST and GETCDIST subroutines

DSSIM - direct sequential simulation

F F  - flood plain fines, fluvial architectural element

F F ( C H )  - abandoned channel, fluvial architectural element

F F T  - fast Fourier transform

FLUVSIM - simulated annealing driven object based PV reservoir type modeling 

algorithm (Deutsch and Wang, 1996; Deutsch and Tran, 2002) [28, 25]

F R  - forced regression

F S  - frontal splay, turbidite architectural element 

F S S T  - falling stage systems tract

GAMMAMODULE - module required for PREGBAR and CALCGBAR subroutines

G B  - gravel bars and bedforms, fluvial architectural element

GETCDIST - subroutine tha t extracts a valid local ccdf from a ccdf look up table

G S L I B  - geostatistical library (Deutsch and Journel, 1998) [23]

GTSIM - Gaussian truncated simulation, from GSLIB (Deutsch and Journel, 1998) [23]

HIERTREND - hierarchical trend model calculated for generic categorical models

H O  - scour hollows, fluvial architectural element

H S T  - highstand systems tract

I H S  - inclined heterolithic stratification

L A  - lateral accretion, fluvial or turbidite architectural element

L M C  - linear model of coregionalization

L M R  - linear model of regionalization

LOBESIM - turbidite channel and frontal splay simulated annealing driven object 

based model, algorithm by Deutsch and Tran (1999) [26]
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L S  - laminated sand sheet, fluvial architectural element 

L S T  - lowstand systems tract

LUSIM - lower upper decomposition simulation, from GSLIB (Deutsch and Journel, 

1998) [23]

L V  - levee, fluvial or turbidite architectural element 

MAPS - maximum a posteriori selection 

M G  - multi-Gaussian

MODELOPS - modify a model (algebraic operations, merge and combine categories) 

M P S  - multiple point statistics

MPSTATS - calculate multiple point statistics from a 3-D categorical model 

M G  - massive sand facies association

NONSTATCOVTABLE - subroutine tha t sets up a nonstationary covariance table

N R  - normal regression

N T G  - net-to-gross fraction

OK  - ordinary kriging

PFSIM - probability field simulation

P D  - ponds, turbidite architectural element

PIXELPLT - regular grid plotting utility, from GSLIB (Deutsch and Journel, 1998) [23]

PRECDIST - subroutine tha t sets up a local ccdf look up table

PREGBAR - subroutine tha t constructs a semivariogram look up table

P V  t y p e  - paleovalley type fluvial reservoir

Q D S  - quantitative dynamic stratigraphy

RADIALMATRIXBUILD - subroutine tha t sets up a kriging matrices for radial nested 

grids
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RADIALNONSTATCOVTABLE - subroutine tha t sets up a nonstationary covariance table 

for radial nested grids

R F  - random function

R V  - random variable

S B  - sandy bedforms, fluvial architectural element

SETSPR - subroutine tha t sets up super a block search, from GSLIB (Deutsch and 

Journel, 1998) [23]

S H  t y p e  - sheet type fluvial reservoir

S G  - sedimentary gravity flow, fluvial architectural element

SGSIM - sequential Gaussian simulation, from GSLIB (Deutsch and Journel, 1998) [23]

SISIM - sequential indicator simulation, from GSLIB (Deutsch and Journel, 1998) [23]

S K  - simple kriging

SURFSIM - surface based simulation

SURFTREND - hierarchical trend model calculation for a surface based model model

T - R  - transgression - regression

TARTANPIX - ta rtan  grid plotting utility

TARTANSIM - direct sequential simulation to ta rtan  grids

TRENDCOR - correct a 3-D trend model to honor areal and vertical trends

TURBSIM - surface based simulation of compensational cycles in turbidite lobes

T S T  - transgressive systems tract
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