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Abstract 

Sensing of molecular analytes by probing the effects of their interaction with microwaves is 

emerging as a cheap, compact, label-free and highly sensitive detection and quantification 

technique.  Microstrip ring-type resonators are particularly favored for this purpose due to their 

planar sensing geometry, electromagnetic field enhancements in the coupling gap and 

compatibility with established printed circuit board manufacturing. However, the lack of 

selectivity in what is essentially a permittivity-sensing method, is an impediment to wider 

adoption and implementation of this sensing platform. By placing a polycrystalline anatase-phase 

TiO2 nanotube membrane in the coupling gap of a microwave resonator, we engineer selectivity 

for the detection and differentiation of methanol, ethanol and 2-propanol.  The scavenging of 

reactive trapped holes by aliphatic alcohols adsorbed on TiO2 is responsible for the alcohol-

specific detection while the different short chain alcohols are distinguished on the basis of 

differences in their microwave response.  Electrodeless microwave sensors which allow spectral 

and time-dependent monitoring of the resonance frequency and quality factor provide a wealth of 

information in comparison to electrode-based resistive sensors for the detection of volatile 

organic compounds. A high dynamic range (400 ppm - 10000 ppm) is demonstrated for 

methanol detection. 
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 Microwave resonators have shown their capability as sensing devices in a wide range of 

applications not only for analytes in the solid and liquid phase, but also recently in a gaseous 

environment.1-6 Planar microstrip resonators made from metamaterial-inspired split ring 

resonators (SRRs) have shown relatively sharper resonances and concomitantly increased 

sensitivity due to their higher coupling to the surrounding signal lines.7-9 These sensors are 

amenable to miniaturization, automation, mass production and wireless interconnection due to 

CMOS compatibility, low cost and a facile fabrication process.10 Such microwave resonators 

also offer noninvasive sensing through contact-less probing, which adds to their flexibility of 

usage and maneuverability for in situ characterization. Since SRR based passive sensors have a 

low response time and can almost instantly translate changes in the environment of study into 

measurement quantities, they can be used as real-time sensors.11, 12 

 The physical principle of all microwave sensors consists of the detection of the change in 

the complex permittivity of the active sensing region (coupling gap for a planar resonator or 

location of a resonant node for a cavity waveguide) due to the analyte.  The concentration of the 

analyte is deduced from the changes induced in the complex permittivity. In gas sensing, when 

the vapor type or concentration changes, the total effective permittivity variation is very small 

and cannot be directly detected by microwave sensors. This has been partially addressed in prior 

reports by the use of reagent-intensive binding receptors on the surface13 and/or incorporation of 

spectroscopic permittivity measurements.14, 15 In addition, most microwave sensors are primarily 

permittivity detectors that are oblivious to chemical differences due to the permittivity being a 

rather blunt detection tool and further improvements in selectivity are needed before the 

advantages of microwave sensing can truly be brought to bear in applications such as gas sensing 



in composite mixtures. Moreover, a key goal in the sensing field is the generation of selectivity 

without the use of immobilized chemoselective receptors.16 

 We propose the use of high-surface area semiconductor nanomaterials integrated into the 

active region of microwave resonators as a re-usable and selective sensing matrix.  The 

selectivity is engineered through the detection by microwaves of the specific interactions of the 

analytes with trap states in the semiconductor.  We demonstrate this concept using an open loop 

microstrip resonator containing a titania nanotube membrane in its coupling gap.  Different low 

molecular weight alcohols are distinguished by microwaves on the basis of their interaction with 

reactive trapped photogenerated holes in the TiO2 nanotubes and the resulting effect on the 

complex permittivity of the membrane. 

 Surface trap states in semiconductor thin films and nanostructures have generally been 

viewed negatively due to their deleterious effects on charge transport and luminescence in the 

active layers of switching, sensing, light emitting and light harvesting devices.  This view 

underwent a change first in field effect transistor chemobiological sensors wherein the 

perturbation of the charge transport in the channel induced by surface adsorption of the analyte 

was exploited to increase sensitivity of detection.17, 18  Likewise, nitrogen vacancy color centers 

in diamond have recently found use for the highly sensitive detection of magnetic fields, electric 

fields and temperature.19, 20 Surface traps have also been used in a positive role to increase the 

sensitivity and tune the temporal response of photodetectors.21, 22  Our study adds to the small but 

growing body of literature on the beneficial use of surface trap states by demonstrating the 

semiconductor surface trap-mediated engineering of selectivity in microwave sensing.       



 A planar open loop resonator with a resonance frequency of 5.12 GHz and a quality 

factor of 233 was designed and fabricated for use in sensing. The structure of the resonator is 

schematically illustrated in Fig. 1, parts a and b along with a presentation of the results of Finite 

Element Method (FEM) simulations of the resonator using HFSS software.  The electric field 

distribution in a plane with a constant distance of 1 mm from the resonator’s surface shows the 

hot-spots on that plane. These regions demonstrate more sensitivity to permittivity variation than 

the other regions in the close neighborhood of the resonator due to the capacitive mutual 

coupling between the split ring resonator and the transmission line.  Fig. 1b shows the electric 

field distribution over the sensor at two distinct frequencies. The maximum power transmission 

in the microstrip transmission line structure occurs at the frequency at which the length of the 

SRR equals half the wavelength. Likewise, the maximum electric field concentration is observed 

at the resonance frequency in the coupling gap of the resonator and decreases precipitously as 

either the frequency is moved away from resonance or the spatial location is moved away from 

the coupling gap. Fig. 1c shows the surface current distribution at the resonant frequency and 

indicates a high concentration of surface currents in the whole area of SRR, illustrating the 

fundamental (first) resonance, as well as strong coupling between transmission line and SRR. 

Fig. 1d depicts the frequency response of the bare resonator, where there is no analyte over it.  

The scattering parameter S21 indicates the power of the transmitted microwave signal from the 

input to the output (in dB) while S11 measures the reflected power.  Experimental details 

including, but not limited to, the resonator fabrication and measurement set-up, the monitoring of 

the environmental variables during the sensing tests, the preparation of the nanotube membrane 

sensing layer and the characterization of the nanotube membrane are provided in Section S1 in 

ESI†. 



 

Fig. 1 (a) Electric field intensities on the resonator substrate, field distribution and hot spots are shown (b) 

Field propagation comparison at resonance and off-resonance (c) Surface current density distribution on the 

resonator surface and (d) S21 resonant profile of the resonator. 

 The presence of the TiO2 nanotube membrane in the coupling gap (also the most sensitive 

region) of the resonator affects the resonator characteristics and creates a downshift in the 

resonance frequency of ~90 MHz (Fig. S1 in ESI†). The quality factor reduced from 233 to 75 

due to the increased capacitive coupling between the signal line and the resonance strip line 

owing to the higher permittivity (in comparison to air and the substrate) of the TiO2 nanotube 

membrane and also due to absorption of microwaves by electrons in n-TiO2 nanotubes (Fig. S1 

in ESI†) whose carrier concentration is known to be 1018-1020 cm-3.23 Post-measurement 

simulations of the microwave response of the membrane in the coupling gap were performed 

using HFSS (Fig. 2) and matched with the experimental data to extract the complex microwave 

permittivity of the TiO2 nanotube membrane.  Using this method, the effective dielectric constant 



and loss tangent of TiO2 nanotubes at ~5 GHz were found to be 9.75 and 0.36 respectively (Fig. 

S1 in ESI†).  As seen in Fig. 2, a 16 % variation of relative permittivity and 40 % variation in the 

loss tangent (tan δ) of the membrane produces a 12 MHz variation in the resonance frequency. 

These simulations describe the behavior of the nanotube membrane during photoexcitation and 

also during the subsequent relaxation period.   

 

Fig. 2 (a) Schematic of the resonator with a nanotube membrane mounted on top of the resonator and (b) 

Simulation results showing the effect of permittivity and loss tangent variation in the nanotube membrane on 

the resonant profile. 

     A 254 nm ultraviolet (UV) curing lamp was used to illuminate the membrane for five 

minutes at room temperature and at an incident intensity of 0.5 mW cm-2. The lamp was 

positioned far enough from the surface of the nanotube membrane and the illumination intensity 

was low enough so that membrane heating effects could be neglected. For each fresh membrane,  

two sets of experiments were performed (a) UV illumination without the presence of volatile 

organic compound (VOC) vapor and (b) UV illumination of the same membrane followed by 

introduction of VOC vapor after the stoppage of illumination. Fig. 3a shows the experiment 

setup and its schematics. During photoexcitation and the subsequent relaxation, variations in the 

amplitude, resonance frequency and quality factor of the resonance profile were observed. The 

forward transmission  coefficient (S21) of the resonator during the illumination period is shown 



in Fig. 3b.  Fig. 3, parts c and d compare the behavior of the resonant frequency and quality 

factor during a time period of 5 hours for the membrane in air and for the membrane exposed to 

methanol vapor respectively. The inset in Fig. 3d is a magnified view of the absolute value of the 

Q factor as a function of time that clearly depicts the different phases that occur while the 

experiment runs and the turning points in the quality factor graph explicitly show sharp 

transitions prior to illumination (PI), during illumination (I), during relaxation(R) and during 

vapor exposure (VE). 

 

Fig. 3 (a) Schematics of the Experiment setup, (b) S21 profile of the resonator with nanotube and during 

the illumination time, (c) Normalized resonance frequency variation to the initial resonance frequency of 

the sensor, (d) Normalized quality factor variation to the initial quality factor of the sensor during the time 

period of 5 hours; with an inset of Q variation with no methanol vapor illustrating a clear transitions 

between the following phases: prior to illumination (PI) , during illumination (I) and relaxation (R) 



 

Fig. 4 (a, b, c) FESEM images of the morphology of the TiO2 nanotubes taken at different angles and 

magnifications and  (d) FTIR spectra of annealed TiO2 nanotube arrays (black curve) and after exposure 

to MeOH vapors following the stoppage of illumination (red curve). 

 

Exposing the TiO2 nanotube membrane to bandgap illumination by ultraviolet photons results in 

a decrease in both the quality factor (Q) and the resonance frequency (f0) as shown in Fig. 3.  

After the illumination is switched off, Q and f0 recover to their pre-illumination values through a 

complex multi-exponential decay consisting of time constants in the range of seconds to hours 

(red curves in Fig. 3, parts c and d).  The mechanism of such a long-lived photoconductive 

response is extensively discussed in a recent publication from our group24 and in related work.25, 

26 Briefly, ambient oxygen traps free electrons in the TiO2 nanotubes and the resulting oxide 



anionic species chemisorb on to oxygen vacancy sites on the surface of anatase.  Trap-filling by 

photogenerated charges increases the number of bound charges and therefore the effective 

dielectric constant through the photodielectric effect while also simultaneously producing 

desorption of the adsorbed oxygen releasing free carriers. The TiO2 nanotube membranes are 

~120 μm thick (Fig. S2 in ESI†)  and consist of a well-documented double-walled structure27-29 

as seen in Fig. 4b and Fig. 4c. Fig. 4 parts a, b and c also indicate the outer wall to be relatively 

smooth while the inner wall has extensive voids and local asperities. The HRTEM electron 

diffraction pattern in Supporting Information Fig. S3 (in ESI†) confirms the nanotubes to be 

well-crystallized and composed of the anatase phase. The nanotube membranes thus possess a 

combination of a high geometric surface area as well as a high local roughness factor, which 

enables substantial oxygen adsorption on the surface of the membrane in ambient air. This in 

turn, produces large enough changes in the complex permittivity of the membrane upon UV 

illumination to produce shifts in f0 of up to 50 MHz when placed in the coupling gap of the open 

loop microwave resonator. The orientation of the anatase crystallites in the nanotube walls is also 

a determinant of the magnitude of the photoresponse since the magnitude of the conductance 

change following identical UV irradiation is known to be orientation-dependent in TiO2 single 

crystals.30 Spectroscopic microwave measurements using a dielectric probe clearly show a quick 

and nearly frequency-independent increase in the real permittivity due to illumination and a more 

gradual decrease after the illumination is turned off (See Fig. S4 in ESI†).  The loaded Q-factor 

in Fig. 3d decreases due to free carrier absorption in the nanotube membrane as well as through 

alternative dissipative paths in the resonator circuit rendered favorable due to the increase in 

effective permittivity of the coupling gap.  Likewise, the quick increase in the imaginary part of 

the dielectric constant of the TiO2 nanotube membrane followed by a much slower return to 



equilibrium following the stoppage of illumination is shown in Fig. S5 in ESI†. The long-lived 

recovery is a signature of thermal trap re-emission processes and is primarily due to the paucity 

of recombination pathways for free and trapped carriers.   

 Methanol vapors were introduced into the chamber containing the resonator after the 

illumination was switched off and the recovery of Q and f0 to their equilibrium values had 

commenced. This point in time is marked by the appearance of a transient spike in the temporal 

plots of both Q and f0. The adsorption of methanol (by reaction with and/or replacement of 

chemisorbed oxygen) on the surface of the nanotubes arrests the recovery process and results in a 

plateauing of the Q and f0 values close to their illumination values and far away from 

equilibrium.  The drastic change in the resonator response upon the introduction of methanol 

may be explained on the basis of its hole scavenging action. In the infrared (IR) spectra shown in 

Fig. 4d, the differences between the IR absorption of the bare membrane and that of the 

illuminated, methanol exposed membrane are highlighted. The methanol exposed membranes 

show additional bands at ~798 cm-1 and ~1750 cm-1 assigned to stretching vibrations of Ti-O-C 

bonds and ester linkages respectively.31-33 When combined with the additional C-H stretching 

bands between 2800 cm-1 and 3000 cm-1, the picture that emerges is one of the selective 

formation of methyl formate by the photocatalytic oxidation of methanol on TiO2 which is 

known to involve hole transfer to surface adsorbed methoxy species.34-36 However, a unique and 

hitherto unexplored aspect in the present study is that UV illumination of TiO2 nanotube 

membranes, and methanol exposure and adsorption do not occur simultaneously. Therefore the 

methanol in either vapor form or in adsorbed form, does not directly experience the UV photons.  

Rather, the methanol vapors encounter TiO2 after the stoppage of illumination while it is 

relaxing back to equilibrium. Adsorbed methanol scavenges reactive trapped holes highly 



efficiently and removes the recombination pathway for free and trapped electrons. Consequently, 

Q and f0 are unable to recover to their pre-illumination values during the timescale of the 

experiment.   

 To compare the effect of different VOC vapors, methanol (MeOH), ethanol (EtOH) and 

2-propanol (2-PrOH) were used and their effects on the sensor response were studied by 

monitoring the resonance frequency and quality factor variation of the sensor in the time domain. 

In Fig. 5, parts a and b, the kink(s) in the Q and f0 curves represent the point in time at which the 

alcohol vapors are introduced into the test chamber. MeOH arrests the recovery in the Q and f0 

curves following the stoppage of illumination and produces a plateauing of the curves far away 

from equilibrium in contrast to EtOH and 2-PrOH, which have weaker effects on the recovery 

curves. These results can be understood by considering the adsorption mechanisms and the 

structure of the alcohols. Aliphatic alcohols adsorb on to TiO2 surfaces through either molecular 

adsorption or dissociative chemisorption.37 However oxygen is adsorbed on the surface of 

oxygen-deficient polycrystalline anatase nanotubes leaving little room for molecular 

adsorption.38 Therefore the alcohols introduced into the test chamber react with adsorbed oxygen 

on the anatase surface to form adsorbed alkoxy and hydroxyl ions according to the 

reaction [ ]g ads adsads
ROH O RO OH

−− −
+ → + .39, 40 Adsorbed oxygen traps electrons and its removal 

due to the dissociative chemisorption reaction liberates these carriers. Furthermore, recent 

studies have shown that it is the adsorbed alkoxy rather than the molecularly adsorbed alcohol 

which is the efficient hole scavenger in alcohols on TiO2.36, 41 Consequently, in the case of both 

MeOH and EtOH, the recovery of Q and f0 to their equilibrium values is momentarily interrupted 

immediately following the introduction of alcohol vapors while this effect is much weaker for 2-

PrOH.  This is understood by considering that the molecular coverage of 2-PrOH, a secondary 



alcohol, on anatase TiO2 and the resulting yield of isopropoxide in temperature programmed 

desorption experiments is known to be substantially smaller than that of primary alcohols due to 

steric factors.37   

 

Fig. 5 (a) Resonance frequency variation versus time for 10000 ppm of 2-PrOH (green), EtOH (red) and 

MeOH (blue) vapors, which are injected 5 minutes after the stoppage of illumination and (b) Quality factor of 

the resonator sensor versus time for the same vapors. 

 

 TiO2 nanotube arrays have previously been demonstrated to be excellent platforms for the 

resistive sensing of H2, CO, NO2, NH3, acetone, methane and various alcohols in the vapor 

phase.39, 40, 42-49  However, these resistive gas sensors do not exhibit selectivity in their sensing 

action because all reducing gases and adsorbing molecules which react with adsorbed oxygen 

reduce the film resistivity by liberating trapped electrons.  On the other hand, the divergent 

recovery levels and time-constants of Q and f0 for the microwave sensing of the same 

concentrations of different alcohols demonstrated in Fig. 3 and Fig. 5 provide a fingerprint to 

obtain selectivity. We have previously shown that the recovery curves of Q and f0 for UV 

illuminated TiO2 nanotube membranes follow tri-exponential decays with a short-lived 

component in the range of 120-220 s, a slower lifetime in the range of 1000-3000 s and a very 

slow component with lifetimes extending from 6 hours to several days.24 In Fig. 3, in the 



presence of methanol vapors, both the fastest and slowest components in the recovery curve 

disappear and only the component with a lifetime of 1000-3000 s is retained, albeit in attenuated 

form.  Exposure to ethanol and 2-propanol vapors causes only the slowest component to vanish 

(Fig. 5).  These contrasting behaviors offer insights into the mechanism of trap-mediated alcohol 

sensing in photoexcited titania nanotube array membranes.  The longest lifetime component 

occurring at timescales of hours to days is due to the recombination of trapped electrons with 

trapped holes,50 and disappears completely due to the scavenging action of alcohols on trapped 

holes. However the fastest component (120-220 s), which we surmise to be determined by 

adsorption/re-adsorption kinetics of oxygen on the surface of TiO2 nanotubes, is quenched only 

for methanol exposed membranes since only methanol has a diffusivity and surface reactivity 

strong enough to displace the oxygen completely. Fig. 6 shows the effect of methanol 

concentration on the microwave response of the sensors.  From 400 ppm up to 5000 ppm, 

exposure of the TiO2 nanotube arrays to methanol produces distinguishable changes in the 

temporal microwave response of the resonator. At a MeOH concentration of 10000 ppm, the 

sensor response is saturated and the recovery curve is arrested.  The dynamic range of sensing 

demonstrated here is comparable to, or superior to recent results from resistive alcohol sensors 

based on nanostructured TiO2 and ZnO.51, 52 Furthermore, the detection of alcohol vapor 

concentrations below 400 ppm is limited not by the response of the nanotube membrane-

mounted resonator but by the ability of the home-built flow setup shown in Fig. 3a to reliably 

produce air-alcohol mixtures with alcohol concentrations lower than 400 ppm.  In Section S2 in 

ESI†, we show how a number of additional electrical parameters can be extracted for each 

measurement, which in turn can be used to generate quantitative measures for analyte selectivity. 



 

Fig. 6 (a) Resonant frequency and (b) Quality factor response of the nanotube membrane assisted microwave 

resonator as a function of time for different concentrations of methanol vapor.  

 The persistent photoconductivity of TiO2 nanotube arrays and the decreasing costs of 

violet and ultraviolet LEDs are particularly useful for the sensing modality proposed, since a 

high-Q membrane-integrated resonator sensor would respond with a sharp change in its f0 and Q 

to alcohol vapors introduced any time during a period of hours to days following illumination 

(charging of the resonator so to speak). The detection of the VOC vapors would provide the 

signal for re-charging of the sensor.  Another useful feature of the proposed sensor configuration 

is its reusability. The combination of moderate thermal cycling (to desorb adsorbates) followed 

by an oxygen plasma or UV-ozone treatment (to remove any pyrolyzed organics on the surface) 

provides a facile means to regenerate the TiO2 nanotube membrane for sensing.  

 Very few methods exist to engineer selectivity in the gas sensing action of wide bandgap 

semiconductors. Even when some selectivity is obtained, the reasons for the behavior are 

provided ex post facto lending no predictive insights.53  Yet another frontier in sensing consists 

of the detection of small molecules which have very few binding sites and wherein the binding 

event itself changes the possibilities of recognition by traditional molecular receptors. In 



comparison, the technique we demonstrate in this study allows for the design of selectivity in 

microwave-based and wide bandgap semiconductor nanostructure-based sensing of small 

molecules by leveraging the specific interactions of the molecule with the oxide surface, thus 

producing predictable changes in the conductive and photoconductive microwave response.  

These interactions include, but are not limited to, electron and hole scavenging effects of 

adsorbates, electron density donation and acceptance by adsorbates with strong interface dipoles, 

strong admixture of the molecular orbitals of π-conjugated adsorbates with the semiconductor 

surface states, and combinations thereof. As a proof of concept, we show how the hole 

scavenging effect of alcohols on titania can be used to detect short chain aliphatic alcohols as 

well as distinguish between them.  
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