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Abstract

To fully utilize magnetic structures, a rich understanding of their physical properties and

magnetic interactions is required. As device sizes shrink to the nanoscale, it is also important

to acquire characterization information in the presence of inevitable intrinsic pinning sites.

Nanomechanical torque magnetometry has been used for capturing the quasi-static magne-

tization of single, mesoscopic magnetic structures in a non-invasive way. We demonstrate

the subtle effects of intrinsic pinning sites on magnetization characterization. Moreover, we

study the important role of nanoscale defects by engineering artificial pinning sites on the

sample surface. Separated artificial sites can work together to eliminate the effect of intrin-

sic pinning sites. Additionally, we perform ac magnetic susceptibility studies including the

harmonics, from which non-linearities of magnetization response can be inferred.

The ability to simultaneously record the equilibrium magnetic hysteresis and the spin

excitations have been an experimental challenge. We demonstrate a down-mixing concept

using a nanomechanical torque sensor that enables the concurrent measurements of dc net

magnetization and of magnetic resonance spectra, in an individual magnetic structure and

at room temperature. A desired magnetic torque component can be measured by adjust-

ing the frequencies of perpendicular RF (or ac) drives in a broad frequency range (dc to

GHz). We investigate ferrimagnetic resonances in a yttrium iron garnet (YIG) structure,

nearly ideal case study due to its low ferrimagnetic resonance linewidths. An effective gyro-

magnetic ratio is assigned to some of the resonance modes and the ferromagnetic resonance

mode couplings are observed within an individual structure. Together with micromagnetic
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simulations, additional physical insights are developed through the spectroscopic map of the

YIG structure.



Preface

Some of the research conducted for this thesis are published in peer-reviewed
journals in collaboration with groups of Profs. J.P. Davis (University of Al-
berta); P.E. Barclay (University of Calgary); G.E. Bridges and D.J. Thomson
(University of Manitoba); and Drs. W.K. Hiebert and D. Vick at the National
Institute for Nanotechnology (NINT). The nanomechanical torque sensors were
fabricated at the University of Alberta NanoFab and NINT. More details are
below, following the order presented in the thesis.

Chapter 2 includes studies about the characterization of magnetic structures
in the presence of intrinsic or artificial defects, which act as pinning sites. Our
investigations have been published in Science 339, 1051 (2013) with J.A.J.
Burgess, A.E. Fraser, D. Vick, B.D. Hauer, J.P. Davis, M.R. Freeman. F.F
helped conduct the experiments, collect and analyze data. In addition, part of
chapter 2 is taken from published data in the Journal of Applied Physics 17,
17D131 (2013) with J.E. Losby, Z. Diao, L.C. Parsons, J.A.J. Burgess, D. Vick,
W.K. Hiebert, and M.R. Freeman. F.F conducted the experiments, collected
data, and performed micromagnetic simulations.

The magnetic susceptibility at Barkhausen steps are investigated in chapter
2 as part of work presented in Nature Nanotechnology 12, 127 (2017) with
Marcelo Wu, Nathanael L.-Y. Wu, Tayyaba Firdous, Joseph E. Losby, Mark
R. Freeman and Paul E. Barclay. In this paper, F.F. helped analyze data and
worked on the theoretical framework for the RF susceptibility mixing scheme
in the supplementary material. In addition, F.F. contributed simulations to
the manuscript. The work on ac harmonics arising in nonlinear magnetization-
field region is adapted from Solid State Commun. 198, 3 (2014) with J. E.
Losby, Z. Diao, D.T. Grandmont, M. Belov, J.A.J Burgess, W.K. Hiebert, and
M.R. Freeman. F.F. worked on calculating and analyzing the susceptibility
harmonics coefficients.

In chapter 3, part of the presented results (TMRS) are taken from Science
339, 798 (2015) with J.E. Losby., D.T. Grandmont, Z. Diao, M. Belov, J.A.J.
Burgess, S.R. Compton, W.K. Hiebert, D. Vick, K. Mohammad, E. Salimi, G.
E. Bridges, D. J. Thomson, and M.R. Freeman. In this paper, F.F. conducted
the experiments and collected data as well as helped analyze data. Moreover,
F.F worked on the theoretical framework of magnetic resonance (the trans-
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verse susceptibility) and performed the micromagnetic modelling. The results
on spectroscopy of the YIG disk in perpendicular dc bias fields, presented in
chapter 3, are in preparation for submission; F.F. performed the experiments
and collecting data, micromagnetic simulation, and analyzed the data. In all
the co-authored papers, F.F helped writing the manuscript and has the main
responsibility when first author.

In Appendix C, there are sections taken from the supplemental materials of
Science 339, 798 (2015) with permission. F.F added more information, includ-
ing instrumentation details, calibrations, thermal investigations, and vector
network analysis.
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Chapter 1

Magnetism

1.1 Background

Magnetism factors into many of the most perplexing phenomena in our uni-

verse. Migration is one example: scientists have attempted to understand how

some species instinctively navigate vast distance across the globe without get-

ting lost. There are many theories as to why this happens, among them is

the pull of the Earth magnetic field. Recent studies suggest that some ani-

mals have small, natural magnets in their bodies, which react to the Earth’s

magnetic field. These magneto-receptors work in much the same way that com-

passes do for humans, as a tool for navigation [1, 2, 3]. Likewise, there is a

class of bacteria known as magnetotactic bacteria show reactionto the Earth’s

magnetic field [4]. There are many other natural phenomena related to mag-

netism. These include the aurora borealis and magnetars, the latter of which

are a type of neutron star with an extremely powerful magnetic field.

An early sign of our relationship with magnetism dates back to Chinese an-

tiquity about 6000 years ago with the discovery of a permanent magnet crafted

by nature, lodestone (magnetite, an iron oxide). Chinese inventors polished a

brass plate and then put a spoon-like magnetite object on it that could align

easily with Earth’s field, thus making the first compass (3000 - 2500 BCE)
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[5]. William Gilbert, who published a landmark scientific paper, “De Mag-

nete” in 1600, found that the Earth was indeed a giant magnet. In 1820,

Hans Christian Ørsted accidentally discovered the relationship between elec-

tricity and magnetism while demonstrating that an electric current in the wire

near a compass changed the direction of compass needle. This breakthrough

tied together the separate disciplines of electricity and magnetism. A decade

later, Michael Faraday’s monumental demonstration showed the reverse rela-

tion – that moving a magnet near a stationary coil of wire induced a current.

This paved the way for electric generators. Later in the 19th century, James

Clerk Maxwell’s theoretical foundation of the physics of electromagnetism syn-

thesized the results of all the key experimental observations [6] – notably by

Charles-Augustin de Coulomb, Hans Christian Ørsted, Carl Friedrich Gauss,

Jean-Baptiste Biot, Félix Savart, André-Marie Ampère, and Michael Faraday

– and elucidated the nature of light as electromagnetic radiation.

1.2 Magnetic ordering

Why does a magnet very selectively attract materials like iron, cobalt, and

steel, but not copper, plastic, or glass? That is because magnetic properties

of materials can be sorted in different classifications based on the ordering

of unpaired electrons within atoms. In general, if a material does not pos-

sess permanent magnetization, it is described colloquially as non-magnetic; the

electron magnetic moment cancel each other. Permanent magnets are only

the most obvious class of magnetic materials, known in physics as hard ferro-

magnets. Ferromagnetics exhibit nearest-neighbour alignment and long-range

ordering of magnetic moments below a critical temperature known as the Curie

point. A kind of flowchart to loosely categorize magnetic properties is shown

in Figure 1.1.
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Figure 1.1: Flowchart of different magnetic ordering. Taken from [7].

To reveal, experimentally, a material’s magnetic properties, magnetization

(the net magnetic moment divided by volume) has to be measured as a function

of the magnetic field and temperature to obtain clues about the type of mag-

netic ordering and the phase transition. Ferromagents become paramagnetic

above the Curie temperature – because thermal motion destroys the magnetic

ordering [8]. Real ferromagnetic specimens characteristically break-up into

magnetic domains, to lower the energy embedded in stray magnetic fields out-
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side the objects. Weiss suggested that theoretically the energetics would drive

the introduction of domains and domain walls, high energy density boundaries

between different regions of uniformly aligned spins in ferromagnetic materials

(1906).

A magnetic material modifies its inside field, which will be different from the

outside applied external magnetic field. Three important vectors can be defined

in that regard: the net magnetization (M), applied field (H), and magnetic flux

density (B), which are related to each other as presented in Equation 1.1:

B = 𝜇0(H+M) = 𝜇0(1 + 𝜒)H, (1.1)

in which the 𝜇0 is the vacuum permeability and the magnetic susceptibility 𝜒 is

a dimensionless tensor where M = 𝜒H. The magnetic field inside a material is

related to a tendency of internal magnetic moments to align with the magnetic

source, which can be an attractive or repulsive force between the material and

magnetic source. The susceptibility tensor is simplified to a scalar, 𝜒, in a

linear relationship between net magnetization and the applied field.

The measurement of susceptibility in materials can determine the magnetic

ordering. Pierre Curie was the first to examine the thermal properties of mag-

netic samples. The sign and amplitude of susceptibility determine the attrac-

tion and repletion of the material in response to an applied field. Diamagnetic

materials usually have paired electrons. Non-magnetic ions or atoms induce

a magnetization opposed to the applied field, which results in small negative

values for susceptibility. Therefore, a diamagnet would be pushed weakly by

an applied field.

The magnetic moments in the magnetic materials can be due to localized

ions on crystal sites in dielectrics and ferromagnetic semiconductors, or par-

tially filled outer shells (like 3d, 4d,5d, or 4f, etc) in metals. The internal mo-

ments in this category create a force that causes the material to be attracted
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to the external source. Thus, a positive sign is achieved for the susceptibility.

In paramagnetic materials this attraction is very weak, but in ferromagnetic

materials, it is quite high, which creates larger susceptibilities in ferromagnetic

materials.

1.3 Theoretical framework for magnetism

Magnetic ordering happens as a result of quantum mechanical interactions,

which cannot be understood in a classical framework. However, for large-

enough assembliesof atomic and electron moments we can still use classical

descriptions like the Landau-Lifshitz equation of magnetization motion for dy-

namics in a magnetic system. The time-dependent evolution of a ferromagnetic

system away from equilibrium as described by Landau and Lifshitz in 1935 [9],

is brought in following equation:

𝑑𝑀

𝑑𝑡
= −𝛾𝑀 ×𝐻𝑒𝑓𝑓 −

𝛾𝛼

𝑀𝑠

𝑀 × (𝑀 ×𝐻𝑒𝑓𝑓 ) (1.2)

where 𝛾, 𝛼, 𝑀𝑠and 𝐻𝑒𝑓𝑓 are the gyromagnetic ratio (𝛾/2𝜋 = 28.025 GHz/T

for the electron), damping parameter, and effective field. The 𝐻𝑒𝑓𝑓 contains

a variety of magnetic interactions, including the external field, demagnetizing

field, crystalline anisotropy, exchange interaction and so on.The torque created

by the effective field leads to a time variation of magnetization: the first term

describes the precessional motion around the field. The second term is con-

sidered for the damping, which contains the interaction with the surrounding

system. The most commonly used form of this equation of motion is that mod-

ified by Gilbert in which the damping term depend on the time derivative of

the magnetization in the following form (1955), the LLG equation:

𝑑𝑀

𝑑𝑡
= −𝛾𝑀 ×𝐻𝑒𝑓𝑓 + 𝛼𝑀 × 𝑑𝑀

𝑑𝑡
. (1.3)
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Nuclear and electronic paramagnetic resonances have been extensively stud-

ied [10]. The effective field in these resonances contains only an external applied

field (𝐻𝑒𝑓𝑓 = 𝐻0). As a result the magnetic resonance angular frequency ap-

pears as the Larmor relation (𝜔 = 𝛾𝐻0).

In a ferromagnetic system, 𝐻𝑒𝑓𝑓 contains the demagnetizing and anisotropy

fields, which lead to geometry-dependent resonance frequency and |𝑚𝑧| (Kit-

tel expression) [11]. The Kittel expression for a confined structure in case of

perpendicular field orientation is shown here:

𝜔 = 𝛾

√︃(︂
𝐻𝑧 + (𝑁𝑥 −𝑁𝑧)𝑀𝑠

)︂(︂
𝐻𝑧 + (𝑁𝑦 −𝑁𝑧)𝑀𝑠

)︂
, (1.4)

in which H𝑧 is the perpendicularly applied field, M𝑠 the saturation magne-

tization, and N𝑥, N𝑦 and N𝑧 are demagnetization (shape-anisotropy) factors.

The demagnetization factors are positive, geometry-dependent values that are

obtained from the integral formulas [12].

In addition, for other effects like spin transferring in a system, it is required

to add related torque terms to the LLG equation. For example, Slonczewski in

1996 introduced a torque term corresponding to spin polarized current flows in

magnetic materials [13].

It is also possible to use the classical expression of exerted magnetic torque

as 𝜏 = 𝑚 × 𝜇0𝐻 , where 𝑚 = 𝑀𝑉 is the magnetic moment and 𝑉 is the

volume of the magnetic structure. A magnetic moment in presence of a variant

magnetic field experiences a torque that creates a new equilibrium moment

corresponds to the applied field. With the application of a radio-frequency
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(RF) field, the magnetic moment and total applied field can be written as:

𝑚 = 𝑚dc + 𝑉 𝜒𝐻RF,

𝐻 = 𝐻dc +𝐻RF,

𝜒 =

⎛⎜⎜⎜⎝
𝜒x 0 0

0 𝜒y 0

0 0 𝜒z

⎞⎟⎟⎟⎠ ,

(1.5)

where 𝑚dc is the static response to 𝐻dc and 𝜒 is a magnetic susceptibility

tensor induced in the presence of RF fields. Therefore, the general torque

terms can be rewritten as follow:

𝜏 = 𝑚dc × 𝜇0𝐻
dc +𝑚dc × 𝜇0𝐻

RF

+𝜒𝑉𝐻RF × 𝜇0𝐻
dc + 𝜒𝑉𝐻RF × 𝜇0𝐻

RF.
(1.6)

A torque sensor is a mechanical paddle to which a magnetic structure is

affixed. The magnetic structure in presence of an applied field experiences a

torque. That magnetic torque is transferred to the mechanical movements.

Then, the mechanical movements are read out accurately using optical inter-

ferometry.

Knowing the magnetic torque expression helps us to acquire a desired mag-

netic moment or the susceptibility terms, experimentally. By adjusting the dc

bias and RF drive fields, we can selectively measure specific magnetic terms.

A simple geometry is chosen in such a way that the torque sensor is sensitive

to the y-direction, 𝜏𝑦. Thus, 𝐻dc
y and 𝐻RF

y cannot contribute to the torque

terms. The torque terms can be simplified even more if we only consider RF
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contributions of torque formula, as shown in following equation:

𝜏y = −𝜇0𝑚
dc
x 𝐻RF

z + 𝜇0𝑚
dc
z 𝐻RF

x

−𝜇0𝜒x𝑉 𝐻dc
z 𝐻RF

x + 𝜇0𝜒z𝑉 𝐻dc
x 𝐻RF

z

−𝜇0(𝜒x − 𝜒z)𝑉 𝐻RF
z 𝐻RF

x .

(1.7)

In the following section, more details will be given about our method, by which

we can read a magnetization response, susceptibility harmonics, and magnetic

resonances of an individual mesoscopic structure from the mixing technique.

1.4 Experimental backgrounds

Magnetic resonance is a key feature in many spectroscopic analysis techniques

to non-invasively study the physical, chemical, and biological properties of mat-

ter. In chemistry, it has been utilized to identify different molecules and to

characterize their structures. Magnetic resonance has further important appli-

cations for medical diagnostics, through magnetic resonance imaging (MRI);

and in atomic clocks, without which global positioning systems (GPS) would

not work accurately.

The theory of ferromagnetic resonance was developed by Landau and Lif-

shitz [14], who predicted the existence of the ferromagnetic resonance of the

Larmor precession, 𝜔 = 𝛾𝐻0, in 1935. In 1936, Gorter predicted the existence

of nuclear magnetic resonance (NMR), when he unsuccessfully attempted to de-

tect the NMR phenomenon in lithium fluoride utilizing calorimetric detection

[15] . Stimulated by Gorter’s work, magnetic resonance spectroscopy began in

1939 with observations based upon the deflection of molecular beams in gradi-

ent fields [16]. Zavoisky experimentally discovered the electron paramagnetic

resonance (EPR) in 1944 [17], and explored a variety of paramagnets in solids,

liquids, and gas phases using calorimetric detection. Purcell et al. [18], and

Bloch [19] independently developed NMR for solids and liquids in 1946. Fer-

8



romagnetic resonance (FMR) was explored by Griffiths in 1946 through the

energy lost by a current flowing in ferromagnetic metals, changing the effective

permeability [20]. Griffiths showed that the anomalously larger frequency (by

factors of about two to six) compare to the Larmor frequency, but he could

not explain these numbers. In 1947, Kittel showed that the ferromagnetic reso-

nance frequency is not at all a Larmor resonance; rather it depends essentially

on the sample shape [11], as shown in equation 1.4.

The development of an experimental technique for measuring both dc mag-

netization and the resonance response is highly desirable to probe local effects

from variation in the magnetic microstructure such as grain boundaries, vacan-

cies, and other intrinsic or extrinsic inhomogeneities. This method would be

a complement to most techniques that can measure one or the other, such as

superconducting quantum interference devices (SQUID) [21], and Hall micro-

magnetometers [22, 23]. SQUID can measure dc magnetization or resonance

response with very good sensitivity, but cannot perform the measurement si-

multaneously. Both SQUID and Hall micromagnetometers are limited to very

low temperatures and small fields.

The development of the universally applicable electromagnetic induction

method for magnetic resonance detection set the stage for advancing the pow-

erful techniques now used throughout science and medicine. Many comple-

mentary methods have emerged over the past six decades, including the non-

universal but extraordinarily sensitive EPR and NMR spectroscopies of specific

materials via optical or spin-electronic detection. Magnetic resonance force mi-

croscopy (MRFM) [24] and scanned diamond nitrogen-vacancy (NV) center

probes [25] have measured signals from very small numbers of nuclear spins

near surfaces. In MRFM [26, 27, 28], a gradient-dipole interaction between

the spin system and a magnetic probe causes a deflection of a micromechanical

cantilever, with strong local field gradients leading to very high spin sensitivity

and spatial resolution.
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The pioneering demonstration of pure mechanical torque detection of spin

resonance was reported in 1967 with direct observation of the angular mo-

mentum change from resonant RF absorption-induced spin-flips [29]. In 1992

Rugar et al. proposed a very sensitive mechanical detection of EPR based on

magnetic force microscopy, in which a paramagnetic sample was affixed to a

cantilever [30]. A nanomagnet fashioned from the rare-earth permanent mag-

net (NdFeB) was used to apply a strongly inhomogeneous field parallel to the

axis of the cantilever. A signal transduction arises from the magnetic gradi-

ent force, responding to the reduction of the longitudinal net moment under

magnetic resonance conditions.

A magnetic resonance modulation technique was used to overcome the mis-

match between mechanical and magnetic resonance. The modulation has been

performed on the dc field, with an additional electromagnet, although the mod-

ulation can be performed on amplitude or frequency of the RF source. This

approach was also revisited by Ascoli, Alzetta and co-workers in a microme-

chanical implementation [31] in 1996 with the observation of angular momen-

tum.

In this thesis, we present a complementary approach to MRFM for read-

ing the magnetic resonances along with the concurrent magnetization response

based on a torque-mixing technique [32]. The nanomechanical torque sensor

magnifies the measurement on its torsional resonance. It is assumed that the

net magnetic torque will transfer to the lattice and twist the resonator: me-

chanical torque (on the torsional resonator) is equal to the net magnetic torque

(on the magnetic structure).

The magnetic structures transferred to torque sensors through nano-fabrication

processes can be Permalloy (Py) islands, a single crystal yttrium iron gar-

net (YIG) patterned disk, or even small numbers of iron-oxide nanoparticles

[33, 34, 35]. We design our torque sensors to function at the mechanical reso-

nance frequency 𝜔mech/2𝜋 on order of 1-10 MHz and in a specific direction (the
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y-direction in this thesis). Moreover, we design ultra-high frequency paddles

with the ability to measure torque in two separate directions, at two distinct

mechanical frequencies. More detail can be found in Appendix C.

We tackle the mismatch between the mechanical and magnetic resonance

frequencies by using two RF sources. One is perpendicular and the other paral-

lel to the dc bias field to excite spin-waves and exert torque terms, respectively,

at the mechanical resonance frequency. The magnetic torque that corresponds

to the mechanical deflection is read out through optical interferometry (more

details in Chapter 3).

1.5 Overview of the thesis

This chapter provided an introduction to magnetism, including magnetic or-

dering and theoretical and experimental backgrounds. The organization of the

rest of the thesis is described below.

Studying magnetization characterization (M-H) curves is very important for

acquiring information about the magnetic structure, specifically about the dis-

tribution of spin orientations (spin textures). In Chapter 2, we present mainly

quasi-static measurements performed using conventional torsional magnetom-

etry on confined disk structures. The effect of pinning sites in magnetic struc-

tures, both as-grown intrinsic or fabricated artificial defects, are investigated,

while artificial surface modifications are made utilizing focused ion beams.

We present effective measurements of interaction between local energy po-

tential made by inhomogeneities and the spin texture, in an individual system.

The study reveals remarkable information about the energy potential of the

pinning sites and their dimensions with the help of analytical investigations

and micromagnetic simulations. The Barkhausen effect refers to the stochastic

jumps in magnetization resulting from the pinning of magnetic domain struc-

tures that produce the stick-slip motion of the vortex magnetization texture
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[36]. With elaborated engineered pinning sites, it is shown that the effect

of intrinsic sites which is usually shown as small jumps on the M-H curve

(Barkhausen effects), can be eliminated for a wide field range.

Furthermore, using only one RF coil and changing the sample position on

top of the coil, allows us to obtain susceptibility peaks at intrinsic sites on

the M-H curve. By using two crossed coils, we gather information about the

local non-linearity in magnetization texture transitions by investigating the ac

susceptibility harmonics.

In Chapter 3 we describe the torque-mixing technique through experimen-

tal showcases, which demonstrate what the method can do. The simultane-

ous measurements start with the crossed coils, with a limited bandwidth, in

polycrystalline Py devices with and without artificial defects. The pinning

sites cause the resonance frequency to shift to a higher range. The overlapped

magnetization and spin dynamics show the effect of pinning even at a limited

bandwidth.

We access a higher range of frequency bandwidth by replacing the coil

system with transmission lines designed on a circuit board to produce in-plane

and out-of-plane RF fields. A single-crystal YIG ferromagnetic disk fabricated

through Ga+ ions milling is considered for further tests because of its extremely

narrow magnetic resonance linewidth.

The YIG structure’s frequency-field dispersions have been thoroughly ex-

amined for in-plane and out-of-plane uniform magnetizations, and in a vortex

state that is a ground state of a cylindrical structure with specific aspect ratios.

We present a coupling of two modes (avoided crossing) and an investigation

of Kittel-like modes to obtain an effective gyromagnetic ratio. A direct com-

parison with micromagnetic simulations guides us to extend our understanding

about the imperfection made through ion fabrication in the YIG disk, in addi-

tion to the geometric implication.

In Chapter 4, the concluding chapter, we suggest some possibilities for fu-
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ture research. Appendices are included for further details. In the first two ap-

pendices, A and B, we discuss micromagnetic simulation method and case stud-

ies, respectively. There are simulated examples of different materials, shapes,

and pinning sites in the magnetic structures. These examples enhance our

understanding and predict what to expect from the experiments. Appendix

C includes the technical supports: a short description of schematics with de-

tails about the experimental setups, and devices fabrication of the mechanical

sensors and the magnetic sample. There is also a description of designs and

calibrations of the transmission lines.
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Chapter 2

Quasi-static study of magnetic

structures in presence of pinning

sites

2.1 Motivation

Studying inhomogeneities and defects in magnetic materials is crucial especially

when the size of a structure shrinks down to the nanoscale, which is comparable

to the size of the defects. Making point-like defects, pinning potentials, in

a magnetic disk with Ga+ ions provides a great test bench for studying the

pinning mechanisms, as well as some insights into the nature of ion damage

to the magnetic structure. Although the modifications are limited to small

areas on the surface, these artificial pinning sites demonstrate very effective

vortex core trappings, which differentiate this work from the earlier studies

of controlled pinning of magnetic vortices with hole defects, which create a

core-less curled magnetization state.
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2.2 Introduction

Nanoscale disorders are intrinsic to most materials used in nanotechnology and

can affect both static and dynamic magnetic responses [37, 38]. Understanding

the effects of nanoscale inhomogeneities in magnetic systems is of increasing

interest, for example in the context of future spintronic devices [39]. The

role of intrinsic pinning potentials in polycrystalline disks is always significant

but has never been fully characterized previously, particularly in an individual

structure [40, 38]. Usually, an array of structures has been used in quasi-static

measurements of magnetization in which the magnetization characterization is

averaged and manifested as a temperature-dependent residual magnetization

(coercive field) [41].

In the present work, the magnetic response of patterned magnetic disks

is explored via nanomechanical torque magnetometry in which the magnetic

sample is put on top of a mechanical resonator using nanofabrication techniques

[42, 43, 33]. From the magnetic torque expression, 𝜏 = 𝑚× 𝜇0𝐻 , the sample

can experience a torque as a result of an external magnetic field or a change in

the magnetization equilibrium. Since the sample is affixed to the mechanical

resonator, the magnetic torque transfers to mechanical torque. This results in

a mechanical displacement, which can be read out with red light (HeNe with

𝜆 = 632 nm) in a low-finesse Fabry-Perot cavity (optical interferometry).

Figure 2.1 shows the 3D rendering of the torque sensor, in which the me-

chanical resonator has three paddles. The fundamental torsional resonance fre-

quency, 𝑓𝑚𝑒𝑐ℎ = 2.81 MHz, has been used in our measurement. In addition, the

laser spot was focused on one of the outer paddles, far from the torsional axis

to capture the highest deflection. The constructive and destructive patterns

guide us to resolve the mechanical deflection and consequently the magnetic

torque is obtained.
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Figure 2.1: A 3D rendering of a silicon nitride torque sensor. a) The mechanical
structure is demonstrated with texture generated from scanning electron microscopy
(SEM) data and holding a ferromagnetic disk. Magnetic torque arises from applying
an out-of-plane (z) RF field in the presence of net in-plane magnetization. The re-
sulting torsional resonance has an amplitude proportional to the magnetization of the
affixed structure (Taken from [44]). b) The fundamental torsional mode is obtained
via COMSOL finite element modelling, in which all three paddles oscillate in phase
(from [43]).

To obtain the magnetic hysteresis loop or the M-H characterization with

the torque sensor, we apply a radio frequency (RF) field to the sample via an

electric coil perpendicular to the dc bias field. First, from a thermo-mechanical

noise measurement, the mechanical resonance is determined for the device at no

drive. Then a sinusoidal current with the RF frequency matched to the natural

resonance of the torsional paddle is sent out to the RF coil, while the sample

is set at the center of the coil to only experiences an out-of-plane component

of the RF field. Note that the RF current amplitude should not alter the

magnetization equilibrium. For this reason, small RF amplitudes are chosen.

The magnetic torque, 𝜏𝑚, which is proportional to m , is resolved from reading
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the mechanical deflection via a lock-in technique (a Zurich lock-in amplifier has

been used [45]). By having the amplitude of the RF drive, 𝐻𝑅𝐹 , it is possible

to obtain the magnetization m .

To obtain the hysteresis loops, the position of a permanent magnet (bias

field) is changed by translating it on a stepper motor. The new magnet position

creates a new magnetization equilibrium in the sample. At a given bias field,

the net magnetization m reaches its equilibrium quite fast in a time frame

on the order of a nanosecond (dynamics rates). On the other hand, in the

highest speed of the motor around 2500 turns per second (each turn puts the

magnet in a new position), it takes around 0.4 ms to put the magnet in a new

position, which is still millions of times higher than dynamics rates. Therefore,

this capturing of data while moving the magnet is considered a quasi-static

measurement.

In this chapter, after a introducing the vortex state, we use torque magne-

tometry to characterize the intrinsic and artificial pinning sites. The ability to

deliberately control the magnetic consequences of the inhomogeneities is very

important and can be achieved by studying artificial pinning sites. An elegant

method of ion manipulation, focused ion beams (FIB), has been used to modify

the surface of magnetic disks and create artificial pinning sites. Varying the

beam current and exposure time tailor the strength and lateral dimension of

the pinning sites.

The magnetic responses of a 42nm thick Permalloy (Py, Ni80Fe20) disk are

shown in the presence of natural (as-grown) inhomogeneities as well as artificial

pinning sites made with Ga ions. In addition, a dose-dependent study of artifi-

cial inhomogeneities in thin magnetic Py disks (12 nm thickness) is presented.

A mapping of local properties provides valuable insights into the nature of ion

damage and FIB irradiation on the pinning potentials. Artificial pinning sites

can be engineered to change energetic landscapes. These sites provide a basic

control mechanism for spintronics devices. The torque magnetometry method
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with an analytical model and micromagnetic simulation gives us quantitative

understandings of magnetic pinning sites; both the intrinsic magnetic disorder

potential responsible for the Barkhausen effects and artificial surface modifica-

tion.

2.3 Magnetic vortex state

A magnetic vortex is the ground state of low anisotropy magnetic disks with

small enough thickness-to-diameter aspect ratios. Figure 2.2 shows the phase

diagram of a magnetic disk with respect to diameter and height. The vortex

state has a curling in-plane flux-closure magnetization distribution with an

out-of-plane point-like core component at the center.

Figure 2.2: Phase diagram of magnetic state (in-plane, out-of-plane, and vortex) in a
magnetic cylinder. a) The data points are obtained via scanning electron microscopy
with polarization analysis. b) Phase diagram obtained from micromagnetic simulation
in the same range of diameter and thickness (OOMMF micromagnetic simulation).
At the dashed boundaries a combination of states is predicted. From [46], used with
permission.

Through the application of an in-plane external bias field, the vortex core

can be moved around inside the disk to reveal the energetic landscape by inter-

acting with intrinsic disorder and other magnetic inhomogeneity. When there
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is no external bias field, the vortex core sits nearly at the center of the disk

producing zero in-plane magnetization (Figures 2.3a and 2.3d). While the bias

field increases slowly, the vortex core will move towards the edge of disk, per-

pendicular to the field direction (Figure 2.3b). By further increasing the field,

the annihilation of the vortex core happens and the single in-plane domain

(saturation state) is achieved (Figure 2.3c). Figure 2.3 shows a micromagnetic

simulation of a Py disk with 2 𝜇m diameter and 10 nm thickness to demonstrate

magnetization textures.

Figure 2.3: Magnetic states in a Py disk at different field values (simulation). a) The
vortex state (ground state) at H𝑥 = 0, b) the vortex state at a finite in-plane field,
and c) uniform magnetization (saturation state). The direction of the applied field
corresponds to red in the colour-wheel. d) A 3D rendering of the vortex magnetization
at the ground state with colour coding the m𝑧 component (H𝑥 = 0).

The magnetic vortex can be described by two independent components:

a chirality, which is the direction of in-plane magnetization curling; and a

polarization, which is the up or down orientation of the core, as shown in

Figure 2.4. The vortex nucleation and annihilation are dominant transitions

on the hysteresis loop from a uniform magnetization to a vortex state and

reverse. Different chiralities have a dominant effect on the statics appearance
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of this transition. The vortex polarization, however, has almost no effect on

these static interactions, but it is a leading factor in the dynamics and the

vortex core switching.

Figure 2.4: Degenerate magnetic vortex states. Four possible cases are presented
with two polarities (𝑝 = ± 1, up and down) and two chiralities (clockwise (CW) and
counter-clockwise (CCW)). The core profiles have been obtained via simulations of a
1 𝜇m diameter and 10 nm thick Py disk.

With an in-plane external dc field, the vortex core moves perpendicular

to the field towards the edge of the disk to make a new equilibrium position

with more net magnetic moment aligned with the external field. While in the

perpendicular dc configuration, the size of the core will change. In addition,

the vortex core with a diameter on the order of 10 nanometers is a localized

region of high demagnetization and exchange energies. Thus a vortex core is

a nearly-ideal probe for short-range variations of magnetic properties that can

interact with the surface energetic landscapes as the core position is raster-

scanned within the disk through the application of external magnetic fields

[44, 47, 48].

In the following, the interaction of a vortex with a distribution of nanoscale

natural defects is examined directly through the variation in M(H), analogous

to the Barkhausen effect familiar from the case of domain wall pinning [49].
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2.4 Characterization of intrinsic pinning sites

In a poly-crystalline Py structure, there are intrinsic surface inhomogeneities.

The distribution of native nanoscale magnetic inhomogeneities in polycrys-

talline films with different granularities was mapped through their influence on

the gyrotropic frequency of a vortex displaced by a static field throughout the

disk. The pinning site was found to depend on the grain size [40, 37]. Albeit

in coarse-grained films, the number of magnetic pinning sites that enable to

modify the magnetization dynamics is significantly exceeding the number of

grains found by atomic force microscopy.

Figure 2.5: Full hysteresis of an as-grown Py disk with 42 nm thickness and 1 𝜇m
diameter. a) and b) At room and LN2 temperatures, respectively. The zoom-in of
M-H curves is presented in the lower-right insets in each panel. At 77 K, minor
hysteresis loops (bistable states) arise between the up (red) and down (blue) sweeps,
in contrast to the apparently reversible steps in magnetization in the room temperature
measurements.

Quasi-static magnetization measurements of a disk in the vortex state re-

veal irregular step-like features in the magnetization versus applied field char-

acterization. That reflects the interaction of the point-like vortex core with

locally-varying magnetic properties of the disk material. The local variation of

the core energy with positions will be manifest as changes in the slope of the M-

H curve (dynamic susceptibility), and as hysteric minor loops if the variations
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are large enough to produce local pinning sites in the disk and concomitant

local irreversibility in the magnetization curve.

The full hysteresis between the magnetic vortex and the quasi-uniform mag-

netization states of disk-shaped elements has been investigated in great detail,

both through measurements which yield the average response of arrays con-

taining many elements [50, 51], via micro-Hall magnetometry [52, 53, 54] and

torsional magnetometry [43] of single dots. The sample in this study is a 42 nm

thick, 1 𝜇m diameter Py disk on a 100 nm thick silicon nitride torsional res-

onator. A fine-grained, smooth Py disk is created by electron beam deposition

in an ultrahigh vacuum through a stencil mask onto a silicon nitride membrane

suspended in a silicon frame. The resonator is cut around the disk using a dual

beam focused ion milling system [43].

The hysteresis loop of our device at T = 295 K and T = 77 K are presented

in Figures 2.5a and 2.5b, respectively. There are two big jumps: in the field

sweep down which corresponds to transitions from the quasi-uniform state to

the vortex state (vortex nucleation), and in the sweep up from the vortex state

to the quasi-uniform state (vortex annihilation). By taking sets of measure-

ments at room temperature, T = 295 K, and at the liquid Nitrogen (LN2)

temperature, T = 77 K, we investigate the tiny slope changes in the M-H curve

that occurred because of intrinsic pinning sites. The inset shows a zoom-in

around a minor loop.

The energy barrier of defects is so small that at room-temperature measure-

ments there is no minor loop, just a stair-like jump in the magnetization, which

is related to the thermally activated hopping of the vortex between neighbour-

ing pinning locations. The evidence of energy barriers is shown in the minor

loops at the LN2 temperature. Consequently, the energy potential on the or-

der of 1-2 eV has been obtained for the vortex core displacements by using the

analytical method deformable vortex pinning model (DVPM) [55].

To obtain the field position of the features independently from the temper-
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ature, one can scale the magnetic field to the saturation magnetization (H𝑠𝑐𝑎𝑙𝑒𝑑

= H ×[𝑀𝑆(𝑇 = 0)/𝑀𝑆(𝑇 )]) [51, 54].

2.5 Characterization and control of the ener-

getic landscape using Ga+ ions

The quantitative understanding of magnetic pinning will allow for further con-

trol of both magnetostatic and dynamical processes in future spintronic devices.

The locally-varying energy landscape caused by anisotropy, thickness, or satu-

ration magnetization variations can be accessed by introducing artificial defects

to amplify the effects [53, 49].

To make artificial surface pinning sites, we introduced single point-like FIB

exposures on the order of 10, 000 ions for gentle surface modifications and, con-

sequently, an alteration of local magnetic energy landscapes [44, 47]. Through

FIB exposure, high-energy Ga+ ions sputter away some surface atoms and im-

plant into the disk under the exposed area to change the magnetic properties

of that region, which is described mainly in terms of the variation in the satu-

ration magnetization and/or exchange strength [56, 57]. The strengths of the

pinning sites are tailored via the total Ga dose (beam current × exposure time),

while their lateral width should be dictated by the ion scattering volume in the

film (∼ 20 nm diameter, larger than the nominal beam focus). Appendix C

contains more details about the device fabrication and FIB process.

For a magnetic disk in low field ranges, both the magnetization m𝑥 and the

core displacement are linearly proportional to the applied field H𝑥, as described

by the rigid vortex model (RVM), [58]. This corresponds approximately to the

core displacements up to half of radius, R/2 distance from the disk center.

Therefore, we design the position of pinning sites to be in a circle with the

radius of R/2, as shown by a dashed circle in the schematic of the design in

Figure 2.6a.
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Figure 2.6: Designing the position of artificial pinning sites in a magnetic disk. a)
Schematic of idealized vortex core position versus field. The core displacement shows
a linear response versus the applied field up to approximately R/2 from the center of
the disk (R is the disk radius). The presented curve is based on the cubic polynomial
in the rigid vortex model (𝑎ℎ⃗ − 𝑏ℎ 3). b) The layout of the designed site for using
the two sides of the disk for exploring a single (S) pinning site, and proximal pairs
(inner, I, and outer, O.

The core interactions with the pinning sites, which show the slope changes

in the magnetization, are perceptible signatures in the M-H curve in this range.

However, for the core position larger than R/2, the nonlinearity of the response

plays an important role and finding the interaction vortex core with pinning

sites would be more complicated.

To investigate an individual site and the effect of coupling between the

pinning sites, we consider making a site S (single) on one side and two close

pinning sites, I (inner) and O (outer) on the other side of the center line. In

the first sample, which is a 42-nm thick Py disk, the disk radius of 550 nm is

measured from the SEM imaging. Then, the maximum position limit of R/2

= 275 nm is considered for creating the pinning sites. We initially calculated

the position to be S = 0.2R, (O,I) = 0.3R ± closest centre-to-centre distance,

which is limited to the beam focus, as illustrated in Figure 2.6 b. To consider

the uncertainty in the vertical direction, with a concern that defects being too

close together, we decided to go with a slightly bigger spacing. Therefore, we

selected 0.3R for the S site (165 nm from the center) and the paired sites are
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centered around 0.4R (220 nm), with 50 nm between them (80 nm center-to-

center). The I and O sites are at 180 nm and 260 nm, respectively.

In the FIB experiment, fiducial markers on the paddles were created first

with 1000 ms exposures, to calibrate the relative Ga/electron beam alignment.

Then, we exposed the defined defects in the direction of the torsional rod (y-

direction), so by changing only the H𝑑𝑐
𝑥 magnetic field the vortex core can

interact with all the pinning sites. We measured the positions of artificial sites

after introducing point exposures to ∼ 75, 000 Ga+ ions that sputter away only

2 nm of film material at their centers compared to the AFM dose test [44].

The actual values are around S = (20, -110), I = (40, 200), and O = (50, 280),

which have discrepancies from the design values; it seems the beam was tilted

from the central line.

Two sets of measurements are presented with opposite in-plane dc field

directions in Figure 2.7 top-left inset. The two minor loops (those shaped like

a dumbbell) on each experiment are a signature of core pinning/depinning at

the single defect in the M-H curve. By rotating the dc magnetic field 180∘ at

“high field”, the other side of the disk with paired defects is not accessible and

only chirality of the created vortex changes, but vortex nucleation will occur

on the same side.

Compared to the hysteresis loop of the as-fabricated disk presented in Figure

2.5, it is evident that the pinning sites strongly modify the low-field character-

ization of M-H curve. The pinning sites also have a significant influence upon

the process of creating vortex from the quasi-uniform state.

To reach the other side that has the paired sites, we perform the field rota-

tion at a low field, after the vortex nucleation field. Accordingly, by applying

more fields, the vortex is pushed further to interact with the paired sites. Three

minor loops are seen in the negative field (Figure 2.7), which shows a coupling

between the paired pinning sites. If the pinning sites are farther apart, the

core can interact with them separately and four minor loops will be created.
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However, in this case, while the applied field pushes the vortex core to depin

it, the core hops into the second site.

Figure 2.7: The core interactions with all the artificial pinning sites related to minor
loops in the M-H curve. The red/blue curves correspond to the single pinning site,
while the light/dark green curves show the magnetization responses in the presence of
paired pinning sites. The SEM image of the witness Py disk with Ga-made defects (S
side on top and I and O in the bottom part of the disk) is presented in the lower-right
inset. The top-left inset shows the full hysteresis loop in which, the vortex core has
been nucleated with different chiralities but in the same portion of disk that contains
the S site (with different nucleation absolute field values). The single plateau on the
positive field represents the S site, while two plateaux on the other side correspond to
the paired I and O pinning sites.

The vortex core can be inside the pinning potential for a large magnetic

field range. Due to the presence of artificial defects, the vortex core pinnings

are much stronger within an area that has already been characterized in the

unaltered condition. This demonstrates, unambiguously, enormous latitude for

patterned control of the energetic landscape of the vortex core, for applica-

tions for vortex-based devices including memories and oscillators. Using the

analytical model, DVPM, the energy potential of the Gaussian pinning sites
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was found to be 19 ± 2 eV deep and 42.39 nm wide. However, the positions

obtained from the analytical model show large discrepancies, at 110 nm, 215

nm, and 300 nm. That is because the model begins to return fit values larger

than the actual positions of the pinning site due to systematics in the model.

An additional study of dose-dependent defects has been performed for thin-

ner Py disks, with the thickness of 12 ± 2 nm. The strengths of pinning sites

are characterized for point exposures to 30 keV Ga+ ions in doses nominally

1× 104, 2× 104, and 4× 104 ions, which provide good ‘pinned vortex suscep-

tibility’ over a wide range of fields. An SEM image of the single site sample

created with a Ga beam current is shown in the upper left inset of Figure 2.8.

Figure 2.8: A room temperature magnetization response versus in-plane field for a 1
𝜇m diameter and ∼12 nm thick Py disk with one FIB-induced defect. The DVPM
fit (dashed line) to a Gaussian pinning potential well yields: disk thickness = 12 nm,
defect position = 126 nm, Gaussian width = 29 nm, and pinning potential 9.5± 0.5
eV. A numerical simulation result for a 1 𝜇m disk with 12 nm thickness and a single
defect corresponding to an absence of moment of 4 nm depth is shown in the lower
right inset, and displays a similar response.

For a single pinning site, there is an asymmetric dumbbell-shaped hysteresis
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response with two jumps each on field sweeps up and down, as shown in Figure

2.8. Even this very small surface alteration overwhelms the regular magnetic

response at room temperature. From the two depinning fields, an approximate

position of the defect can be estimated, and is found to agree closely with

the design location [44, 59]. The effective pinning potential depth for this

artificial defect is estimated to be ∼ 10 eV by analytical fitting with DVPM,

which captures both the flexing and translational response of the core-pinned

magnetic vortex texture [55].

After making fiducial markers with 1000 ms exposures, the lowest beam

current of 0.15 pA is quickly exposed for 10 ms, ∼ 10000 Ga+ ions, to induce

this very shallow pinning site at the desired location while positional drift

remained negligible. The artificial defect is invisible to SEM. So the design

position at 𝑥0 = - 43 nm, 𝑦0 = +156 nm from the disk center, relative to the

reference marks, is illustrated by means of the orange horizontal and vertical

indicators on rulers in the SEM image. The micromagnetic simulation for

an off-centered defect with thickness around 5 nm and diameter of ∼ 44 nm

(circular cross-section) in a micron Py disk with 12 nm thickness demonstrate

similar hysteresis loop, as shown in the lower right inset of Figure 2.8.

A full hysteresis loop of a single defect in the micron diameter Py disk is

presented in Figure 2.9. The hysteresis loop starts with the pinned vortex at

low field, and in sweeping towards the negative high field, the first depinning

field is observed. Then in the field sweep up, the vortex is again pinned, and at

the positive field, the other depinning event is obtained. There are additional

tiny jumps in the minor loops, that we try to qualitatively understand them. By

considering that ion beams might be misaligned, then there could be additional

rings appeared around the pinning site, very similar to the Airy pattern. In

optics, the diffraction patterns of a focused spot of light with a circular aperture

are described by the Airy disk and Airy pattern, the bright region in the center

and concentric bright rings around it, respectively. The simulation result in the
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inset shows winder internal loop for a rectangular ring with 2-cell separation

from the pinning site (cell size ∼ 5 nm).

Figure 2.9: A full minor loops for a 1 𝜇m diameter and ∼12 nm thick Py disk with
one FIB-induced defect. The labeled arrows show the directions of performing the
field sweep. A numerical simulation in the inset obtained for a single defect with a
additional rectangular ring with 2-cell separation around the defect.

In our initial study for the 42-nm thick microdisk, the efficacy of magnetic

potential well excavation is ∼ 0.25 meV per implanted ion (19 eV/75000 ions).

However, for the 12-nm thick microdisk, this number is one meV (10 eV/10000

ions), which demonstrates a non-linear response between the number of ions

and the potential well energy. It appears that the thinner disk is more respon-

sive to ions and the pinning energy is about three times greater per implanted

ion than what is found for the thicker Py disk. The 12-nm film thickness here

is well matched to the implantation depth of 30 keV Ga+ ions. The greater

efficacy of the artificial pinning site formation in the latter suggests that ions

are disrupting the exchange coupling between grains through the complete film

thickness.
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The pattern of three off-centered pinning sites in the 2 𝜇m Py disk is shown

in the upper-left inset of Figure 2.10, in which site S is at 210 nm from the

center and the other sites (I and O) are on the opposite side, at 80 nm and 220

nm. A very small beam current of 0.3 pA and dwell times of 10 ms and 20 ms

are used for making single and the pair defects exposures, respectively.

By introducing more than one pinning site, the coupling effect between them

can make a remarkable field and magnetization range of “Barkhausen-free”

response, as illustrated in Figure 2.10. Additional artificial pinning sites on the

2 𝜇m disk leads to substantially an extension of the net moment change of the

disk while the core remains pinned in the first site, unlike the earlier case for a

smaller, thicker disk [44], where the sites on two sides behaved independently.

The addition of an extra artificial pinning site makes it even easier energet-

ically for the magnetization to flex in the vicinity of the pinned core at a single

site over an applied field range comparable to the vortex annihilation field of

the unaltered disk. The net magnetization change without depinning is nearly

equal to the saturation moment of the disk. The response is Barkhausen-free

as long as the moment changes with the core remaining pinned. With the core

trapped at O (𝑦0 = −220 nm), when it is driven by the field towards positive

𝑦 there is much additional flexing of the magnetization texture around I and

the depinning event yields vortex annihilation (the core jumps past I and S all

the way to 𝑦 ≥ 1𝜇m). The thinner, larger disk emphasizes the ability of the

net moment to change by flexing of the magnetization distribution.
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Figure 2.10: Magnetization response versus in-plane applied field for a 2 𝜇m diameter
and ∼12 nm thick Py disk with three FIB-induced defects. A FIB exposure of 10 ms
at 0.3 pA was used for site S (single), +210 nm from the center, and 20 ms exposures
created I (inner) at -85 nm and O (outer) at -220 nm. The DVPM fit (dashed line)
yields: disk thickness = 11 nm, O site position = -220 nm, Gaussian width = 29
nm, and pinning potential 10±1 eV. Lower right inset: simulation result for a 2 𝜇m
disk with 10 nm thickness, and defect depths 2.5 nm (S), and 5 nm (I and O).

The DVPM yields a pinning potential depth of 10 ± 1 eV from fitting to

the minor loop with the half of pinning signature. When the field drives the

core towards negative 𝑦, depinning occurs in a manner well described by DVPM

and by simulation. In contrast, both the DVPM and micromagnetic simulation

predict that the core will depin much earlier than is measured, for the field

sweep down, proving the cooperativity of the O and I sites in effecting the

extended Barkhausen-free response in this direction. This remarks that even

DVPM be inadequate in describing the flux when there are more than one

pinning sites. In addition, we anticipate that the well depth of the single

pinning site in the small disk should be half that of the single site in the bigger
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disk (nothing to do with the disk diameters, just the exposure being dialled

down another factor of two for that last, single pinning site). But on the

controversy this is not justified from the DVPM.

Thanks to the high signal-to-noise ratio of nanomechanical torque mag-

netometry, in the full hysteresis loops shown in Figure 2.11 the Barkhausen/

Barkhausen-free regimes are clearly contrasting. It is evident at a glance which

are the Barkhausen-free segments of the hysteresis loops and which exhibit the

irregular magnetization evolution with field owing to the overlay of intrinsic core

pinning resulting from as-grown magnetic disorder in the Py film. The former

sections are almost indistinguishable in appearance from numerical simulation

lines, when plotted on this scale. A fit using the third-order, susceptibility-

corrected rigid vortex model (RVM, dashed line) confirms the disk thickness of

11 nm [51].

The highly confined pinning sites can trap a magnetic vortex core to the

extent of suppressing Barkhausen transitions in the magnetization response

with an applied field. In addition, because the thinner disks are even more

permissive of texture flexing, a cooperative response of two artificial point-like

sites arises. This induces Barkhausen-free behaviour over a remarkably large

net moment change approaching the saturation moment of the disk.

Introducing more than one defect has led to the presence of different vortex

annihilation trajectories. Figure 2.11 exhibits a bistable behaviour of full hys-

teresis loops for the sample with three defects. If the vortex is created on the

S site (the blue curve), it can easily pin into the I site around -0.5 kA/m, inde-

pendent of how far away the I site may be (magnetization jumps from around

-0.2 to about 0.09, which is corresponding to normalized pinning site positions;

𝑟𝑆 = −0.21, 𝑟𝑂 = 0.22, and 𝑟𝐼 = 0.085).
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Figure 2.11: Two different vortex creation and annihilation trajectories in a full
hysteresis loop for the disk with three pinning sites. Depending on the initial position
of the nucleated vortex, the core will interact with either S or O sites. O, being of
higher dose, pins the vortex core until annihilation while suppressing Barkhausen
signatures (red trace). When the core nucleates on the side of the S site, it depins
into I and, upon escaping I, can be brought back into O (blue trace). Paths along
which the vortex core is pinned are labeled by site letter and simulation thumbnails.An
RVM fit to the unpinned vortex state magnetization is presented with dashed line.

By sweeping up the field, the vortex is pushed towards the edge of the disk

on the double defect side, and depinned from the I site at a field around 4

kA/m. In the sweep down on this path, the vortex is pinned in the O site, a

strong pinning site, remaining there until the flexing causes vortex annihilation.

On the red path, however, the core is nucleated on the (I,O) side and pinned

directly into O, remaining pinned until saturation occurs. The I and O defects

are strong enough to keep the vortex pinned while the field sweep pushes the

vortex towards the S site. The lower dose S defect, on the other hand, releases

the core to I comparatively easily.
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To reproduce core pinning in simulation, one-quarter and one-half of the

disk thickness are set to zero magnetization over an area of 678 nm2 in order

to represent the single and paired sites, respectively. This area corresponds to

a circle with a diameter of 29.4 nm chosen closely to beam width of 30 nm.

For the remaining region of disk, Py properties at room temperature (𝐴 = 13

pJ/m and 𝑀𝑠 = 700 kA/m) are used. More details of the investigation about

the shape of defect, area, and depth have been brought in Appendix B.

To further this study, the magnetization reduction caused by the He ions

were investigated using a helium ion microscope (HIM). It seems that imaging

with He+ ions can extend the pinning strength on the O site as shown in Figure

2.12, which could be related to the interaction of He ion during imaging with

the pinning site. Thus the extension pinning loop suggests that even imaging

with He ions could modify the surface magnetization.

Figure 2.12: The minor hysteresis loop in a 2-𝜇m diameter Py disk with triple defects
(made by Ga+ ions) before and after HIM. The blue dotted line shows the minor
loop before imaging with He ions and the solid green curve demonstrates the M-H
characterization after imaging.

Although HIM imaging with the sub-nanometer resolution should have pro-
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vided us with a better imaging of the pinning sites, we did not obtain a better

contrast from all defects compared to the previous use of a traditional SEM. It

appears that the currents of 0.54 pA and 0.4 pA have been used for imaging and

milling. These currents are considerably larger than what had initially been

used to make the pinning site initially. After imaging with He ions, there was

an unexplained frequency shift in the mechanical resonance (from 4.39 MHz

to 5.24 MHz), and also field dependent. As a result, we used a phased locked

loop (PLL) option in the Zurich Instruments lock-in amplifier to obtain the

magnetization response.

2.6 Susceptibility at the Barkhausen steps

In a conventional nano-mechanical torque magnetometry, which reads the mag-

netic moment, one RF drive coil or a dc applied field is required. However, it is

possible to obtain susceptibility terms in addition to magnetization with that

one coil, which provides new insight into the properties of the pinning processes.

Different RF field components are accessible by changing the sample position

on top of the coil. To facilitate this process, an additional in-plane component

of the RF field (parallel to the nominal dc field direction) is introduced by

tuning the device position relative to the center of the RF coil.

The torque in the y-direction can be extracted at the mechanical frequency

from Equation 1.7:

𝜏y ≡ 𝜏𝑚𝑥 + 𝜏𝑚𝑧 + 𝜏𝜒𝑥 = −𝜇0𝑚
dc
x 𝐻RF

z + 𝜇0𝑚
dc
z 𝐻RF

x − 𝜇0𝜒x𝑉 𝐻dc
z 𝐻RF

x , (2.1)

where 𝜏𝑚𝑥 and 𝜏𝑚𝑧 are dc-moment torques, and 𝜏𝜒𝑥 is the torque generated by

the RF moment. When the sample is positioned on the coil axis, it is driven

by a pure 𝐻RF
z and the torque on the sample is proportional only to 𝑚dc

x (𝜒𝑧

is ignored due to the shape anisotropy inherent in the thin Py island). When
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the sample is offset from the coil axis, 𝐻RF
x ̸= 0 and the in-plane susceptibility

𝜒x can contribute to the net torque. The relevant torque terms for both cases

are summarized in Table 2.1.

Torque On-axis Off-axis

terms 𝐻RF
x = 0 𝐻RF

x ̸= 0

Magnetization −𝜇0𝑚
dc
x 𝐻RF

z 𝜇0(𝑚
dc
z 𝐻RF

x −𝑚dc
x 𝐻RF

z )

Susceptibility - −𝜇0𝜒x𝑉 𝐻dc
z 𝐻RF

x

Table 2.1: Torque terms for two sample positions, on- and off-axis.

We calculate the RF field distributions of a finite solenoid by numerically

integrating over the current source using the Biot-Savart law in Matlab. The

resultant simulation of magnetic fields for a solenoid with 3 turns and diameter

of 0.49 mm are presented in Figures 2.13b and 2.13c for a current amplitude of

0.24 A.
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Figure 2.13: Attain different RF field components via changing the device position
on top of the RF coil. a) Schematic of the positioning Δ𝑥 of the device relative to
the center of the coil (red). b) and c) 𝐻RF

z and 𝐻RF
x RF magnetic field simulations

of the coil (green dotted circles) at a current of 𝐼 = 0.24 A, respectively. The approx-
imate positions of the device for experiments are shown by the dashed boxes. After
supplemental information of Nat. Nanotech. Advanced Online publication (31 Oct.
2016).

When the chip is centered (∆𝑥 = 0 mm, about 2 mm above coils), 𝐻RF
z is

at its strongest point while 𝐻RF
x is approximately zero due to symmetry. For
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the observations of RF susceptibility requiring a non-zero in-plane component

of 𝐻RF, the chip was positioned with offsets of ∆𝑥 = -3.6 and 1.9mm relative

to the center of the coil as depicted in Figure 2.13a. It is found from Figures

2.13b and 2.13c that both x and z-components have comparable amplitudes,

𝐻RF
x = 𝐻RF

z = 𝐻RF for ∆𝑥 = 1.9mm. For the other offset to the left at

∆𝑥 = −3.6mm, we obtain 𝐻RF
x ≈ −6𝐻RF

z .

Figure 2.14: M-H characterization of a Py element with enhanced magnetic sus-
ceptibility features at Barkhausen steps at room temperature. Hysteresis sweep of
the Py structure is captured at the coil position with 𝐻RF

𝑥 = 𝐻RF
𝑧 = 35 A/m. The

upward peaks have been highlighted in dark blue to show the contribution to torque
from susceptibility. The tilted SEM inset shows a torque sensor device (split-beam
cavity optomechanic) with highlighted magnetic element in red. b) The low field 𝐻dc

x

field sweep up. After supplemental information of Nat. Nanotech. Advanced Online
publication (31 Oct. 2016).

Figure 2.14a shows the full hysteresis loops for 𝐻RF
x = 𝐻RF

z = 𝐻RF field

orientations (𝜑 =45∘). The green highlighted region corresponding to the low-

field responses is brought in 2.14b. The torque values remain normalized to the

90o orientation in the presence of only 𝐻RF
z . The other useful way to readout

the data is to normalize it to saturation magnetization, as presented on the
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right axis of panels a and b in Figure 2.14. The magnetometry for this device

is performed using the high quality factor cavity for readout the deflection of

mechanical resonator. The inset in Figure 2.14 shows the mushroom-like device

integrated in a cavity optomechanics.

Key features here are the RF susceptibility signatures, which contribute to

the peaks in presence of in-plane RF field component. The phase between RF

field components is related to sign of susceptibility terms that can appear as

a peak or dip on top of the magnetization response (here only peaks are pre-

sented). The larger transitions, which correspond to changes in magnetization

states in the main loop are irreversible and therefore exhibit no accompany-

ing RF susceptibility features. When the energy barrier between neighbouring

pinning sites is small enough, the in-plane RF field is able to drive the core

synchronously back-and-forth (the Barkhausen effect). Given the already im-

portant role of thermally-driven rapid hopping in eliminating observed minor

hysteresis at Barkhausen steps [44], the synchronization must be thermally-

assisted.

Numerical estimates of 𝜒x at each peak is achieved in the following. By

considering the ratio of the torques generated by the RF and dc magnetization

at Barkhausen step from Equation 2.1,

𝜏𝜒𝑥

𝜏𝑚𝑥

=
𝜇0𝜒x𝑉 𝐻dc

z 𝐻RF
x

𝜇0𝑚dc
x 𝐻RF

z

, (2.2)

one can simplify it to the following:

𝜒x =
𝑚dc

x 𝐻RF
z

𝑉 𝐻dc
z 𝐻RF

x

𝜏𝜒𝑥

𝜏𝑚𝑥

. (2.3)

where |𝜏𝜒𝑥| is the size of the peak overshoot (or undershoot) and 𝜏𝑚𝑥 is the

torque from the dc magnetic moment. For |𝐻RF
x | = |𝐻RF

z |, the peak suscepti-
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bility is expressed as

𝜒peak
x =

𝑚dc
x

𝑉 𝐻dc
z

⃒⃒⃒⃒
𝜏𝜒𝑥

𝜏𝑚𝑥

⃒⃒⃒⃒
. (2.4)

The normalization scale set by the saturation moment of the film, which is a

multiplication of the sample volume and the saturation magnetization of Py

(𝑉 𝑀s) and the definition of the net magnetization, 𝑚dc
x /𝑉 ≡ 𝑀dc

x allow us to

obtain 𝜒x from the experimental data based on the following:

𝜒peak
x =

𝑀dc
x

𝐻dc
z

⃒⃒⃒⃒
𝜏𝜒𝑥

𝜏𝑚𝑥

⃒⃒⃒⃒
. (2.5)

We investigate the effect of the RF drive on the susceptibility. In Figure

2.15, a set of torque response (dc and susceptibility peaks) are considered for

the case of |𝐻RF
x | = |𝐻RF

z |. At each drive, the amount of torque being generated

by the susceptibility term is proportional to the peak height.

Figure 2.15: Low-field M-H curves versus various applied RF drives along with the
fitting curves. The drive has been increased from 25 mV to 300 mV in various steps.
The universal fit to each curve is shown in the dotted curve, which is only varied in
the scalar factors, 𝐴𝑖.
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Then the different heights for a given peak can all be measured with the

same ruler to see how the effective susceptibility for that peak varies with

drive, and in addition the only scaling parameter between different peaks will

be: 𝑀dc
x /𝐻dc

z . So if one put the different drives on equal footing, the trend of

susceptibility at each field position can be determined from the peak values.

Figure 2.16: The extracted experimental susceptibility overlapped for different drive
using the presented model. The two blue and yellow panels show the zoom in of the
measured susceptibility. It is clear that susceptibility values depend on the dc bias
field and also the RF drive, as one could predict from the model.

We start with rescaling the family of the low-field curves measured for

different drive amplitudes with a “universal fit” so that they can all be plotted

together. The universal fit, Y = 𝐴𝑖[𝑎0 + 𝑎1 ℎ − 𝑎3 ℎ
3] is intended to find a fit

function with only one free variable 𝐴𝑖, as a scale factor; and other fixed values:

𝑎0 as offset, and 𝑎1 and 𝑎3 in the cubic model for the vortex displacement in

a given applied field (𝑎1 ℎ− 𝑎3 ℎ
3). Scaling the curves enables them to overlap

all one another. In addition, the saturation torque in all cases corresponds to

the saturation moment of the element times the 𝐻RF
z field. Our model of the
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system predicts that the signal amplitude response to 𝐻RF
z increases should

be linear. The differences would be limited to Barkhausen-y features with an

added component of 𝐻RF
x .

After subtracting the fit (normalized curves), what remains is the magnetic

torque related to susceptibility peaks that are still normalized to saturation

magnetization, as shown in Figure 2.16. Now refer to the expression for the

susceptibility contribution in Equation 2.5, and considering the tilt angle of

the permanent magnet, which introduces the 𝐻𝑑𝑐
𝑧 , the unit-less susceptibility

terms are obtained.

Figure 2.17: The experimental susceptibility as a function of RF drive amplitude.
For selected peaks (peak 1 to 5 in Figure 2.14) the susceptibility terms have been
extracted and presented for various RF drive. The dotted line shows the low-field
quasi-static susceptibility that is determined from the lower branch in the absence
of pinning. After supplemental information of Nat. Nanotech. Advanced Online
publication (31 Oct. 2016).

The extracted values of 𝜒peak
x at some selected peaks (the peak numbers are

presented in Figure 2.14), are illustrated as a function of RF drive amplitude in

Figure 2.17. The susceptibility values range between 40 - 400, depending on the

peak. The maximum value of 𝜒peak
x is ∼ 10 times larger than the quasi-static
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low field susceptibility in absence of pinning (unattainable in practice). On the

other hand, the enhancement is ∼ 25 times larger than a typical susceptibility

with the core pinned. Observed enhancements of up to 25 times over the

susceptibilities while the core is pinned suggest applications to RF susceptibility

engineering in applications such as field-sensing magnetometry and detecting

small volumes of magnetic material.

Moreover, a two-coil implementation provides independent control of RF

field components, which enables quantitative separation of the susceptibility

and magnetometry components through 𝜋 phase shifts of individual RF drives;

without changing anything else. That will provide further confirmation of the

phenomena reported above, where different susceptibility components of the

pinning events are detected. Finally, 𝑚dc
z is small on account of the shape

anisotropy of the Py island, but should be resolvable in future experiments

if back-to-back measurements can be performed at different relative phases of

𝐻RF
x and 𝐻RF

z while keeping all magnitudes constant.

2.7 Measuring ac susceptibility harmonics

The measurement of ac magnetic susceptibility is an important tool, which

makes it possible to probe the hysteresis characterization and dynamics of many

materials including the bulk magnetic materials and superconductors. Our

technique can be easily extended to detect the harmonics of ac susceptibility at

low-frequency ranges by using two orthogonal fields, here through a Helmholtz

coil assembly (𝐻𝑎𝑐
𝑥 ) and single coil (𝐻𝑅𝐹

𝑧 ), as shown in Figure 2.18. The ac coil

makes a small in-plane dither field with a low frequency at around 400 Hz. The

operating bandwidth of the ac coil, which is hundreds of Hz, will not disturb

the magnetization and keep it remain in quasi-static equilibrium with the dc

field at all times.

The slope change and/or the minor loops associated with Barkhausen tran-
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sitions in the the M-H characterization can strongly influence and complicate

the RF susceptibility [44]. We select a short cylinder of a single-crystalline yt-

trium iron garnet (YIG), which is fabricated from an epitaxial thick film using

FIB and is nano-manipulated in-situ onto a prefabricated torsional resonator

[34]. The YIG sample provides a Barkhausen-free platform to simplify the in-

terpretation of the susceptibility signals in absence of nanoscale imperfections

such as grain boundaries in polycrystalline materials. The SEM of the Si me-

chanical paddle with the affixed YIG disk on top is shown in the upper left

inset.

Figure 2.18: Instrument schematic for frequency-mixed nanomechanical detection of
ac susceptibility. Two orthogonal ac and RF fields are used through a Helmholtz
coil assembly (𝐻𝑎𝑐

𝑥 ) and single coil (𝐻𝑎𝑐
𝑧 ), taken from Solid State Commun. 198, 3

(2014).

The ac susceptibility harmonics arise when the magnetization response is

nonlinear in the field, e.g., near the vortex nucleation or annihilation (the

major transitions in a typical magnetic disk hysteresis loop). We can describe

the magnetization by a polynomial series in field,

𝑀𝑥 = 𝑎1𝐻𝑥 + 𝑎2𝐻
2
𝑥 + 𝑎3𝐻

3
𝑥 + 𝑎4𝐻

4
𝑥 + 𝑎5𝐻

5
𝑥 + 𝑎6𝐻

6
𝑥 + 𝑎7𝐻

7
𝑥 + . . . , (2.6)
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where 𝑀𝑥 is the density of magnetic moment such that 𝑚𝑥 =
∫︀∫︀∫︀

𝑉 𝑜𝑙𝑢𝑚𝑒
𝑀𝑥𝑑𝑣,

and 𝐻𝑥 = 𝐻𝑑𝑐
𝑥 + 𝐻𝑎𝑐

𝑥 cos(2𝜋𝑓1𝑡). By considering 𝑀𝑥 expression from Equa-

tion 2.6, with the assumption of uniform magnetic moment density over the

structure volume (V), the torque terms can be obtained in presence of RF field

𝐻𝑅𝐹
𝑧 = 𝐻𝑅𝐹

𝑧 cos(2𝜋𝑓2𝑡) as follows:

𝜏𝑦 = 𝑀𝑥𝑉 × 𝜇0𝐻
𝑅𝐹
𝑧

= 𝑉 𝜇0

∞∑︁
𝑛=1

𝑎𝑛

(︁
𝐻𝑑𝑐

𝑥 +𝐻𝑎𝑐
𝑥 cos(2𝜋𝑓1𝑡)

)︁𝑛
𝐻𝑅𝐹

𝑧 cos(2𝜋𝑓2𝑡),
(2.7)

The nonlinearity response leads to the multiple harmonics of 𝑓1 in the torque

terms. By simplifying the series as
∑︀∞

𝑛=1𝐴𝑛

(︁
1+(𝐻𝑎𝑐

𝑥 /𝐻𝑑𝑐
𝑥 ) cos(2𝜋𝑓1𝑡)

)︁𝑛
, where

𝐴𝑛 = 𝑉 𝜇0𝑎𝑛(𝐻
𝑑𝑐
𝑥 )𝑛𝐻𝑅𝐹

𝑧 cos(2𝜋𝑓2𝑡) and then by considering the binomial series,

the n-th term in the series simplifies to an internal series of cos𝑘(2𝜋𝑓1𝑡):

𝐴𝑛

(︁
1 +

𝐻𝑎𝑐
𝑥

𝐻𝑑𝑐
𝑥

cos(2𝜋𝑓1𝑡)
)︁𝑛

= 𝐴𝑛

∞∑︁
𝑘=0

(︂
𝑛

𝑘

)︂(︁𝐻𝑎𝑐
𝑥

𝐻𝑑𝑐
𝑥

)︁𝑘
cos𝑘(2𝜋𝑓1𝑡). (2.8)

Moreover, the power-reduction formulas are used to make the cos𝑘(𝜃) in terms

of cos(𝑛𝜃), and 𝑛 = 1, 2, 3, . . . , 𝑘. The power-reduction formulas for the power

of cosine functions, up to 𝑛 = 6, are brought as follow:

cos2(𝜃) =
1 + cos 2𝜃

2
,

cos3(𝜃) =
3 cos 𝜃 + cos 3𝜃

4
,

cos4(𝜃) =
3 + 4 cos 2𝜃 + cos 4𝜃

8
,

cos5(𝜃) =
10 cos 𝜃 + 5 cos 3𝜃 + cos 5𝜃

16
,

cos6(𝜃) =
10 + 15 cos 2𝜃 + 6 cos 4𝜃 + cos 6𝜃

32
,

cos7(𝜃) =
35 cos 𝜃 + 21 cos 3𝜃 + 7 cos 5𝜃 + cos 7𝜃

64
,

. . .

(2.9)
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Therefore, the n-th term contains multiplications of [cos
(︀
(2𝑛)𝜋𝑓1𝑡

)︀
×cos

(︀
2𝜋𝑓2𝑡

)︀
],

which is mixing frequencies; the multiplication of two tunes results in tunes at

sum and difference frequencies, 𝑓2 ± 𝑛𝑓1. This suggests it is possible to tune

the frequencies to match the natural resonance frequency of the torque sensor,

allowing the sensor to function with a background-free signal that is related to

the susceptibilities. On the other hand, one can consider a Fourier sum for the

susceptibility harmonics,

𝜒𝑥(𝐻𝑥) =
∞∑︁

𝑛=−∞

𝜒𝑥
𝑛(𝐻𝑥)𝑒

−𝑖(2𝜋𝑛𝑓1)𝑡

= 𝜒𝑥
0 + 2

∞∑︁
𝑛=1

𝜒𝑥
𝑛(𝐻𝑥) cos(2𝜋𝑛𝑓1),

(2.10)

in which 𝜒𝑥
0 is the dc response in the x-direction and 𝜒𝑥

𝑛(𝐻𝑥) = 𝑑𝑛(𝑀𝑥)/𝑑(𝐻𝑥)
𝑛

is a partially derivative of 𝑀𝑥.

Table 2.2: Harmonics of the ac susceptibility

𝑓2 ± 𝑛𝑓1 Amplitude coefficients related to

𝑓2 + 0 𝑎1ℎ0 + 𝑎2[ℎ
2
0 +

1
2
] + 𝑎3[ℎ

3
0 +

3
2
ℎ0]

+𝑎4[ℎ
4
0 + 3ℎ2

0 +
3
8
]

+𝑎5[ℎ
5
0 + 5ℎ3

0 +
15
8
ℎ0]

+𝑎6[ℎ
6
0 +

15
2
ℎ4
0 +

45
8
ℎ2
0 +

5
16
]

+𝑎7[
35
16
ℎ0 +

105
8
ℎ3
0 +

21
2
ℎ5
0 + ℎ7

0]

𝜒𝑥
0(𝐻𝑥)

𝑓2 ± 𝑓1 𝑎1 + 2𝑎2ℎ0 + 𝑎3[3ℎ
2
0 +

3
4
] + 𝑎4[4ℎ

3
0 + 3ℎ0]

+𝑎5[5ℎ
4
0 +

15
2
ℎ2
0 +

5
8
]

+𝑎6[6ℎ
5
0 + 15ℎ3

0 +
15
4
ℎ0]

+𝑎7[
35
64

+ 210
16
ℎ2
0 +

105
4
ℎ4
0 + 7ℎ6

0]− 𝑑𝑀𝑧

𝑑𝐻𝑧
|ℎ0

𝜒𝑥
1(𝐻𝑥)

𝑓2 ± 2𝑓1
1
2
𝑎2 +

3
2
𝑎3ℎ0 + 𝑎4[3ℎ

2
0 +

1
2
] + 𝑎5[5ℎ

3
0 +

5
2
ℎ0]

+𝑎6[
15
2
ℎ4
0 +

15
2
ℎ2
0 +

15
32
] + 𝑎7[

105
32
ℎ0 +

35
2
ℎ3
0 +

21
2
ℎ5
0]

𝜒𝑥
2(𝐻𝑥)

𝑓2 ± 3𝑓1
1
4
𝑎3 + 𝑎4ℎ0 + 𝑎5[

5
2
ℎ2
0 +

5
16
]

+𝑎6[5ℎ
3
0 +

15
8
ℎ0] + 𝑎7[

21
64

+ 105
16
ℎ2
0 +

35
4
ℎ4
0]

𝜒𝑥
3(𝐻𝑥)

𝑓2 ± 4𝑓1
1
8
𝑎4 +

5
8
𝑎5ℎ0 + 𝑎6[

15
8
ℎ2
0 +

3
16
] + 𝑎7[

21
16
ℎ0 +

35
8
ℎ3
0] 𝜒𝑥

4(𝐻𝑥)
𝑓2 ± 5𝑓1

1
16
𝑎5 +

3
8
𝑎6ℎ0 + 𝑎7[

7
64

+ 21
16
ℎ2
0] 𝜒𝑥

5(𝐻𝑥)
𝑓2 ± 6𝑓1

1
32
𝑎6 +

7
32
𝑎7ℎ0 𝜒𝑥

6(𝐻𝑥)
𝑓2 ± 7𝑓1

1
64
𝑎7 𝜒𝑥

7(𝐻𝑥)
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Then the amplitude coefficients for the first seven entries in the susceptibil-

ity harmonic representation are calculated using the power-reduction formulas

as shown in Table 2.2. Once the 𝑎𝑖, 𝑖 = 1, 2, 3, ... are obtained with a polyno-

mial fit to the M-H curve, from Equation 2.6, the corresponding 𝜒𝑥
𝑛 terms can

be distinguished at a specific ℎ0 = 𝐻𝑑𝑐
𝑥 and considering 𝐻𝑎𝑐

𝑥 = 1𝐴/𝑚.

A spectroscopic frequency-versus-field mapping of high order ac susceptibil-

ities for the YIG disk is shown in Figure 2.19 for a field sweep-down from 31 to

4 kA/m. Here the frequency response was recorded at each magnetic field step

while keeping both 𝑓1 (H𝑎𝑐
𝑥 ) and 𝑓2 (H𝑅𝐹

𝑧 ) constant (400 Hz and 1.8092 MHz,

respectively). The torque response corresponding to the susceptibility term is

normalized to its maximum value.

Figure 2.19: Spectroscopic mapping of higher harmonics of the ac susceptibility. The
band of highest intensity is the demodulation of 𝑓2, with the successive bands repre-
senting the harmonics of ac susceptibility, 𝑓2 ± 𝑛𝑓1. A line-scan thorough the high
susceptibility peaks is shown in the bottom left, showing up to the n=7 harmonic.
The original normalized intensity scale was cropped (from 0.003 to 0.02) to show the
highest order signals.

The colorbar shows part of normalized signal to highlight the ac suscepti-
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bility harmonics in Figure 2.19. The 𝑓2 drive was shifted from the resonance

frequency (1.808 MHz) to allow for more susceptibility harmonics to be recorded

within the mechanical resonance line-width. The brightest band is the demod-

ulation of the 𝑓2 drive, while the subsequent bands represent the harmonics of

the magnetic susceptibility. The reason that 𝑓2 and the sidebands are bright

through the field range is that they fall under the mechanical resonance peak,

with a mechanical linewidth around 1.5 kHz.

Figure 2.20: Frequency response of the harmonics at H𝑥 = 12.75 kA/m. The fre-
quency difference between peaks is 400 Hz.

Figure 2.20 shows the susceptibility peaks at H𝑥 = 12.75 kA/m, which is the

onset of vortex nucleation. The susceptibility peak values are reported in Table

2.3. By having the amplitude of multiple harmonics, we can locally reconstruct

magnetization. In a recursive method 𝑎𝑖, 𝑖 = 1, 2, 3, ...7 are obtained from the

susceptibility harmonics (Table 2.3). Then, by inserting 𝑎𝑖 in Equation 2.6 at

the bias field, the magnetization is determined.

The reconstructed magnetization around the vortex nucleation is presented

in Figure 2.21a with only the first six magnetization coefficients, 𝑎𝑖. Including
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Table 2.3: Harmonics of the ac susceptibility at H𝑥 = 12.75 kA/m

𝜒𝑥
1 𝜒𝑥

2 𝜒𝑥
3 𝜒𝑥

4 𝜒𝑥
5 𝜒𝑥

6 𝜒𝑥
7

0.0478 0.01263 0.0126 0.0078 0.0053 0.0035 0.0024

the seventh term changes the reconstructed magnetization coefficients slightly,

e.g., normalized 𝑎6 changes from 4e−7 to 5e−7 by including 𝜒𝑥
7 in the calcula-

tions.

The accompanying magnetization was not recorded for this experiment,

since finding the susceptibility harmonics was our first trial for read-out using

the mixing technique. The magnetization response presented in Figure 2.21b,

is obtained in a separate experiment.

Figure 2.21: Magnetization response near vortex creation and the ac susceptibility
harmonics. a) Reconstructed magnetization response from the susceptibility harmon-
ics in the non-linear Equation 2.6. b) The experimental result of the magnetization
response in the vicinity of the vortex creation.

The fit is in close agreement with the magnetization signal. Also, the sus-

ceptibility harmonic fit works locally, and we could not determine the entire

magnetization curve based on the current peak values. It is possible to go in

the reverse direction, and from the magnetization response and non-linear fit

find the susceptibility harmonics value at a specific bias field range. Moreover,
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the scale of magnetization is presented as an arbitrary unit because the ampli-

tudes of the ac and RF drives are represented as currents and not calculated

as field values.

We demonstrate the ac harmonics of susceptibility using a very small op-

erating bandwidth for 𝑓1 (a few hundred Hz, using a large Helmholtz coil out-

side the chamber). For the next chapter, we use transmission lines produce

two perpendicular RF fields to probe the magnetic resonance spectroscopy

measurements. In principle, this will enable very broadband measurements

of frequency-dependent susceptibility to consistently benefit from resonantly

enhanced detection, simply by arranging the sum or difference frequency to

line up with a torsional mode.

2.8 Conclusion

The local magnetic patterning of nanoscale pinning potentials in ferromagnetic

Py disks was achieved using focused ion beam irradiation. As a result of artifi-

cial surface pinning sites induced in thin Py disks by point exposure to as few

as 10000 ions from a focused Ga+ beam, a first order change appears in the

magnetization response of the disk. We can measure the low-field susceptibil-

ity in this instance (defect with the size comparable to vortex core diameter)

corresponding to the susceptibility of a pinned-core, which could unlock the

mysterious nature of the small slope of the magnetization curve found at the

low field for the non-perforated disk.

Making point-like defects in the disk, which is invisible to SEM tool but still

demonstrates very effective pinning sites, differentiates this work from earlier

studies of controlled pinning of magnetic vortices. We present a mapping of

local properties (dose-dependent artificial inhomogeneities in thin films) on very

short length scales in two dimensions. This represents a powerful, quantitative

tool. From the artificial pinning sites made in these three disks with different
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doses, we learned much about the basic control mechanics of pinning sites as

well as modeling and engineering the pinning effects. Using these structures,

we showed that several widely separated sites can work together to keep the

core pinned in one place while the Barkhausen effect is eliminated from the

magnetization curve over a range approaching the saturation moment of the

disk. This represents a new regime of artificial control over the micromagnetic

response.

Measuring the susceptibility in addition to magnetization helps us to unlock

some more information about the magnetic structure. In this case we need two

perpendicular ac (or RF) fields to be able to read the susceptibility terms

on the torsional resonance, using a mixing technique. Using only one coil,

by displacing the sample on top of it to have in-plane and out-of-plane field

components, we measure the in-plane susceptibility term at the Barkhausen

steps. In addition, we present the susceptibility harmonics, from which we can

construct the magnetization locally in the non-linear range using a two-crossed

coil configuration.
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Chapter 3

Torque magnetometry for

concurrent acquisitions of

magnetostatics & spin-dynamics

3.1 Motivation

Magnetic disks have been extensively studied since the late 20th century, be-

cause many applications relies on them. Among these applications are magnetic

memory elements. To fully utilize magnetic elements, a rich understanding of

their physical properties is required. In addition, it is important to acquire

characterization information in the presence of intrinsic pinning sites, which

are indispensable parts of a nanoscale structure and can affect both spin dy-

namics and magnetization response.

Directly correlating spin dynamics with the complementary information ob-

tained from the net equilibrium magnetization (hysteresis curve) has been an

experimental challenge. Nanomechanical torque magnetometry, due to its ex-

ceptional sensitivity, has been used widely to capture the quasi-static magneti-

zation of single, mesoscopic magnetic structures in a non-invasive way. More-

over, we demonstrated a down-mixing concept, torque-mixing magnetic reso-
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nance spectroscopy (TMRS), which makes it possible to concurrently measure

dc magnetization and magnetic resonance spectroscopy in an individual mag-

netic structure using nanomechanical torque sensors. The simultaneous mea-

surement of magnetization and related broadband spin resonances can enrich

the understanding of pinning mechanism in magnetic structures.

3.2 Introduction

Nanostructures display distinctive magnetizing-demagnetizing fingerprints on

account of unavoidable imperfections arising during their fabrication, usually,

a blur-out in measurements of arrays of nominally identical objects. Chapter

2 includes quantitative information of magnetic pinning obtained by studying

the quasi-static (Barkhausen) response of the magnetic vortex core interacting

with the local energetic landscape. Studies have shown that a Ga+ focused

ion beam (FIB) has a significant effect on the magnetization of mesoscopic

structures [47, 44]. The local modifications of the magnetization with FIB occur

through the interaction mechanism between the FIB and a magnetic system.

That mechanism is still not well understood [56, 60]. The FIB-induced regions

have been utilized to act as pinning sites for the high energy vortex core ends

[47, 44], and for domain walls [61].

It is necessary to study individual structures to probe the local effects caused

by variations in the magnetic structure due to grain boundaries, vacancies, and

other intrinsic or extrinsic inhomogeneities. This is even more crucial as the

size of a structure shrinks down to the nanoscale, which is comparable to the

size of the defects. The local variations can affect both static and dynamic

magnetic responses. Therefore, it is highly desirable to develop an experimental

technique to measure both the dc and dynamic responses of magnetization.

We had demonstrated that nanomechanical torque magnetometry has an

exceptional sensitivity (the magnetic moment resolution is approaching 10−19
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Am2 at room temperature) with the ability to non-invasively measure single,

mesoscopic elements [44, 34]. This is the reason that existing nanomechanical

torque sensors with zepto-Newton-meter (10−21 Nm) sensitivity are capable of

resolving 106 spins in the presence of the Earth’s magnetic field (20-60 𝜇T).

We built up on torque sensor a complementary broadband mechanical ap-

proach with greater generality, TMRS, which enables direct readout of the

transverse components of precessing magnetization in a geometrically confined

nanostructure [32]. That is directly analogous to how inductive detection of

spin resonance is usually implemented and is much more versatile for many

applications.

The main part of Chapter 3 is to study magnetic resonance in disk struc-

tures. A short description to low-frequency dynamics (gyrotropic frequencies)

at the vortex state is presented with considering the geometric effects. Af-

terwards, with the TMRS demonstration for detecting magnetic resonances,

we show the effects of surface modifications and pinning sites (intrinsic and

artificial) on the magnetic resonance spectra. Chapter 3 includes detailed ex-

perimental studies in a single-crystalline yttrium iron garnet (YIG) disk in two

cases of in-plane and out-of-plane bias field orientations. In addition, polycrys-

talline Permalloy (Py) structures in the case of in-plane bias field are discussed.

Compared the experimental resonance spectra with micromagnetic simulations

reveals more insights into the modes as well as the shape of specimens.

3.2.1 Gyrotropic modes

A magnetic vortex is a ground state of a magnetic disk with low anisotropy

and a small enough aspect ratio, as described in detail in Chapter 2. The

fundamental magnetic resonance of a vortex texture is a translational mode

or gyrotropic mode, in which the vortex core circulates around its equilibrium

position.

To excite the gyrotropic modes an in-plane radio-frequency (RF) field or a
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pulse are used. In this case, the vortex core is moved away from its equilibrium

position perpendicularly to the applied field direction, e.g., on the rising and

falling edges of pulse transitions. Subsequently, the vortex core starts gyration.

The pulse width should be selected wisely. A short discussion on the pulse

width is provided in Appendix A, where we used pulse excitation for finding

the magnetic resonance spectrum in a magnetic structure. In linear excitations

with small RF drives, the gyrotropic mode is well studied experimentally and

analytically [62, 63, 64, 65]. The drives with higher amplitude put the vortex

gyration in nonlinear dynamics such as deformation of a vortex, which can lead

to a core reversal [38].

The Thiele’s equation is a general theoretical approach that could simplify

dynamics of magnetic domains. Likewise, the magnetic resonance frequency

can be calculated in a vortex state, which is analytically described by the

Thiele’s equation of motion [66], as follows:

�⃗�× 𝑑�⃗�

𝑑𝑡
−∇𝑊 (𝑟) = 𝐹 (𝑡), (3.1)

in which, �⃗� = −𝑝𝐺0𝑧 is the gyrovector with an out-of-plane direction corre-

sponding to the sign of the polarization 𝑝 and with the constant 𝐺0 = 2𝜋𝐿𝑀𝑠

𝛾

(L is the disk thickness, 𝑀𝑠 is the saturation magnetization, and 𝛾 is the gy-

romagnetic ratio), 𝑊 (𝑟) is the magnetostatic energy of the displaced vortex,

𝐹 (𝑡) is a time-dependent excitation force, and �⃗� is the displacement of the vor-

tex core from its equilibrium position. For the vortex state, the magnetostatic

energy is isotropic in the disk plane and can be written as a quadratic function,

𝑊 (𝑟) = 𝑊 (0)+ 1
2
𝜅𝑟2, where 𝜅 is the parabolicity of the confinement or stiffness

coefficient.

The resonant gyrotropic solution of Equation 3.1 is obtained as 𝜔𝐺 =

2𝜋𝑓𝐺 = 𝜅/𝐺0. From the “pole-free” or two-vortex model of Guslienko [67],

the stiffness coefficient which depends on the boundary condition is calculated

for the vortex at the center: 𝜅 = (2/3𝑀𝑠)
2𝜋𝐿/𝜒0, where 𝜒0 is the vortex sus-
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ceptibility. As a result, the gyrotropic resonance frequency, typically on the

order of a sub-GHz frequency, is related dominantly to the geometry of a disk

and initial dc susceptibility. One can insert the dissipation term that contains

the Gilbert damping 𝛼𝐺 to the Equation 3.1; however, the damping term would

not come into play in calculating the resonance frequency. Moreover, the core

polarization, 𝑝 =±1, determines the direction of gyration [68, 69].

In a thin disk, the core can be considered as a rigid column of an out-

of-plane magnetization. The dominant gyrotropic mode seen in thin disks is

associated with the zero-order (uniform) gyrotropic mode, where the vortex

core precesses uniformly through the disk thickness with in-phase core ends on

the top and bottom surfaces. The existence of higher spatial order gyrotropic

modes is a function of the thickness of the disk [70, 71]. The higher order

gyrotropic modes appear in disks with higher aspect ratios, e.g., the one-node

(first-order) gyrotropic mode, in which the vortex core high-energy ends precess

out of phase. Depending on the aspect ratio, a first-order gyrotropic mode can

be the lowest excited mode.

To examine the effect of disk thickness on the gyrotropic modes, we per-

form micromagnetic simulations. Constant diameter (980 nm) YIG disks with

thickness variations from 50 nm to 450 nm are considered. For each disk at the

ground state (vortex state at the disk center), we excite the dynamics by ap-

plying a 1.43-ns width magnetic pulse in the y-direction. Then, the gyrotropic

modes are extracted through Fourier transform of the temporal response of

the in-plane component of magnetization, [𝑚𝑦(𝑡) - 𝑚𝑦(0)] (more details in Ap-

pendix A). Figure 3.1 shows the nonlinear dependence of the disk thickness on

the gyrotropic resonances.

As the disk thickness increases, the zero-order mode crosses over into a

higher frequency band at 200 nm. The real “cross-over” does not occur, as it

is forbidden. Instead, a mode repulsion, which is a characterizing of dynam-

ical modes happens, as shown in Figure 3.1. Panels a and b show two core
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profiles (spatial Fourier transform) after the cross-over region at the thickness

of 250 nm: the zero-order gyrotropic mode at 𝑓 = 345 MHz and first-order

gyrotropic mode at 𝑓 = 134 MHz, respectively.

Figure 3.1: Simulated gyrotropic mode frequencies as a function of thickness in a
980nm-diameter YIG disk. Panels a and b represent the core profile of the dynamics
acquired with micromagnetic simulation for a 250-nm thick disk.

Inhomogeneities in real materials influence the vortex dynamics profoundly.

When a vortex is pinned by a defect, the gyrotropic frequency increases and the

amplitude approaches zero [72, 73, 74]. The effect of pinning on the structure

can cause changes in the energy potential and consequently on the suscepti-

bility. As a result, the gyromagnetic frequency shifts to the higher range. To

study the effect of pinning sites, Chen et al., added a Gaussian modification to

the quadratic energy function in the Thiele’s equation of motion, which has a

local minimum and vanishes for large 𝑟. Accordingly, the equation of motion

became a 2D nonlinear system with explicit time dependence, which can be

solved numerically. The threshold for RF amplitude to depin the vortex from

the grain-boundary disorders has also been studied [38]. It has been antici-

pated that pinning sites in a thin disk would dramatically shift the gyrotropic

frequencies to a higher range. In a similar manner, Zaspel calculated what the
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magnetostatic and exchange energy contributions to take into account surface

pinning in the Thiele’s equation; he solved the Euler-Lagrange equation from

a variational method in the case of a disorder on one side of the disk surface.

The frequency shift would be much smaller for thick disks [75].

In the following sections, we experimentally and through simulation ex-

amine the effects of impurities and pinning sites on the magnetic resonance.

Section 3.4 focuses on the study of surface modification in a mono-crystalline

YIG thick disk fabricated through Ga+ ions. Section 3.5 shows the polycrys-

talline Py structures with intrinsic and artificial pinning site investigations.

3.3 Torque-mixing magnetic resonance spec-

troscopy

The TMRS technique builds on a torque measurement of ac susceptibility at

400 Hz, presented in the previous chapter [34]. Our torque sensors are sensitive

to torque along their torsional rods, which are considered along y-direction in

this thesis. By having RF fields along 𝑦 and 𝑧 directions, via transmission lines,

the only net moment term that produces direct torque is 𝑚𝑥. The magnetic

torque expression is brought in following:

𝜏𝑦𝑦 = 𝑚𝑥�̂� × 𝜇0𝐻
𝑅𝐹
𝑧 𝑧. (3.2)

A tensor notation for the magnetic permeability of ferrites is formalized by con-

sidering the anisotropic characterization in presence of magnetic field, usually

in high fields, known as the Polder tensor [76]. For a material magnetized in

the z-direction as illustrated in Figure 3.2A, the in-plane RF-driven moments

are related to RF field, 𝐻𝑅𝐹
𝑦 = 𝐻𝑅𝐹

𝑦 cos(2𝜋𝑓1𝑡), in the Polder tensor notation
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as [77]:

⎛⎝𝑚𝑥

𝑚𝑦

⎞⎠ = 𝑉

⎛⎝𝜒𝑥𝑥 𝜒𝑥𝑦

𝜒𝑦𝑥 𝜒𝑦𝑦

⎞⎠⎛⎝ 0

𝐻𝑅𝐹
𝑦 cos(2𝜋𝑓1𝑡)

⎞⎠ , (3.3)

in which the 𝜒𝑥𝑦 = −𝜒𝑦𝑥 = −𝑖𝜒𝑡(𝑓1). By solving the Bloch equation and

assuming 𝐻𝑅𝐹
𝑦 ≪ 𝐻0 [78], the transverse susceptibility, 𝜒𝑡(𝑓1), is obtained with

a Lorentzian profile [79] in terms of the magnetic resonance frequency, 𝑓res, the

resonance linewidth, ∆𝑓 , and the baseline low-frequency susceptibility, 𝜒0:

𝜒𝑡(𝑓1) =
𝜒0𝑓res(︁

(𝑓res − 𝑓1)
2 +

(︀
Δ𝑓
2

)︀2 )︁1/2 . (3.4)

It is convenient to describe the transverse moment amplitude, 𝑚𝑥(𝑓1), via an

experimental transverse susceptibility, 𝜒𝑡(𝑓1). This RF transverse moment is

ideally suited to nominally background-free mechanical torque detection, mim-

icking the original crossed-coil concept for inductive detection [80]. Therefore,

by inserting the 𝑚𝑥 term from Equations 3.3 and 3.4 into Equation 3.2 and

noting that 𝐻𝑅𝐹
𝑧 = 𝐻𝑅𝐹

𝑧 cos(2𝜋𝑓2𝑡), the torque becomes

𝜏𝑦 = −
(︁
− 𝑖𝑉 𝜒𝑡(𝑓1)𝐻

𝑅𝐹
𝑦 cos(2𝜋𝑓1𝑡)

)︁(︁
𝜇0𝐻

𝑅𝐹
𝑧 cos(2𝜋𝑓2𝑡)

)︁
= 𝑖

𝜇0𝑉 𝐻𝑅𝐹
𝑦 𝐻𝑅𝐹

𝑧

2
𝜒𝑡(𝑓1)

(︃
cos
(︀
2𝜋(𝑓1 − 𝑓2)𝑡

)︀
+ cos

(︀
2𝜋(𝑓1 + 𝑓2)𝑡

)︀)︃
.

(3.5)

The key is exposing the sinusoidally-varying moment to a second, orthogonal

RF tone 𝐻𝑅𝐹
𝑧 at frequency 𝑓2. The two sinusoids then cooperatively generate

RF magnetic torques at sum and difference frequencies, 𝑓1 ± 𝑓2. Then, the

phase-sensitive detection at 𝑓mech = 𝑓1 − 𝑓2, where the frequency offset 𝑓mech

corresponds to a torsion resonance of the mechanical sensor, enables sensitive

detection of a ‘mixing torque’ proportional to the susceptibility in Equation

3.4:

𝜏𝑦(𝑓mech) =
𝜇0𝑉 𝐻1𝐻2

2
𝜒𝑡(𝑓1). (3.6)
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This simple analysis assumes the spin-lattice relaxation time of the specimen

to be shorter than the oscillation period of the torque sensor (allowing for

magnetic-to-mechanical torque conversion), but otherwise, the choice of 𝑓mech

is unconstrained by sample properties (𝑓res,∆𝑓). The torsional motion of the

resonator also induces fields, which should be included in a full analysis. At

the peak angular speeds of the torque sensor (∼ 3000 rad/s with 𝑓mech = 2

MHz and angular displacement of 𝜃 = 3.5 × 10 −4 rad), the effective magnetic

field via the Larmor theorem is on the order of 0.01A/m, several orders of

magnitude lower than the smallest RF fields applied for the measurements.

In a second motional mechanism, the magnetic anisotropies of the specimen

(shape and magnetocrystalline) drag the spin texture out of alignment with the

external field by an amount up to (in the limiting case) the angular amplitude

of the mechanical oscillation, 𝜃. In the mechanical resonator coordinate, the

effective field equals 𝐻0 sin(𝜃). By using the small angle approximation, the

field simplifies to 𝐻0𝜃. In a strong magnetic resonance, e.g. at 𝑓res = 500 MHz,

the required bias field is obtained from the Larmor theorem around 𝐻0 = 14

kA/m. Consequently, the resulting effective field could reach amplitudes on the

order of 1 A/m. This also is small enough to neglect for present purposes, but

approaches the range where one can begin to conceive of measurements designed

to look for this effect via a transverse RF moment driven by this field mixing

with the 𝐻𝑅𝐹
𝑧 tone to create an internal torque that would modify the spin

resonance amplitude (akin to a back-action or radiation damping). Higher-

order effects will arise when the effective magnetic fields due to mechanical

rotation become non-negligible, at much larger peak angular speeds of the

torque sensor.

Detail of our experiment is illustrated in Figure 3.2A, a schematic of the

applied RF excitation and demodulation field geometry in the context of a

nanotorsional resonator-supported magnetic specimen. A net moment 𝑚0 is

induced by a dc magnetic field 𝐻0, applied perpendicular to the torsion axis (𝑧-
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direction). The magnetic resonance is driven by an RF magnetic field applied

transverse to the dc field with amplitude 𝐻1=𝐻𝑅𝐹
𝑦 at frequency 𝑓1, shown

aligned with the torsion rod (𝑦-direction), while another perpendicular RF field

𝐻2=𝐻𝑅𝐹
𝑧 is presented at frequency 𝑓2. In this arrangement, an RF magnetic

moment, orthogonal to both𝐻0 and𝐻1, arises from spin precession at magnetic

resonances.

Figure 3.2: Schematic of torque-mixing magnetic resonance spectroscopy (TMRS)
with a demonstration. A) Applied field and torque sensor geometry for TMRS. A spin
system (illustrated as a micromagnetic disk), supported by the sensor with mechanical
resonance at 𝑓mech, is biased in an applied field 𝐻0 (direction arrows not to scale).
𝐻𝑅𝐹

𝑦 (at 𝑓1) is applied to drive the transverse component of magnetic resonance,

𝑓res (inset), accompanied by 𝐻𝑅𝐹
𝑧 (at 𝑓2) such that 𝑓1 − 𝑓2 = 𝑓mech. B) Frequency-

space representation of the downconversion scheme. C) Torque detection of magnetic
resonance at 𝐻0 = 70.5 kA/m. 𝐻𝑅𝐹

𝑦 and 𝐻𝑅𝐹
𝑧 were driven with peak-to-peak field

amplitudes of 78A/m and 190A/m, respectively.
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The amplitude of the resulting mechanical oscillation is measured by optical

interferometry with lock-in amplification at 𝑓mech. Spectroscopy is performed

by sweeping 𝑓1 through 𝑓res while keeping the frequency offset of 𝑓2 constant

at 𝑓mech, as illustrated by Figure 3.2B.

There is no requirement for 𝑓1 and 𝑓2 to be separated by more than the

resonance linewidth. In situations where 𝐻2 also drives spin resonances, the

mixing torque remains zero because 𝐻1 is parallel to the torsion axis. RF fields

are applied using transmission lines on a custom, multilayer circuit board. All

RF tones are generated using an ultrahigh multifrequency lock-in amplifier [45],

when the spectrum bandwidth of 500 MHz is a desire. For higher frequency

ranges, up to 2.1 GHz, we use signal generators with power amplifiers.

Figure 3.2C shows the mixing torque signal from an 𝑓res = 517 MHz FMR

mode of a microscopic disk of YIG in an applied field 𝐻0 = 70.5 kA/m. The

field geometry for the resonance mode in Figure 3.2C (shown in Figure 3.2A)

is the same as for NMR and electron paramagnetic resonance, but the 𝑓(𝐻)

dependence is nonlinear, modified by the strong dipolar fields in the ferrimagnet

[11]. The full resonance linewidth at half maximum, 4.76 MHz, is obtained by

fitting the Lorentzian presented in Equation 3.4 to the normalized data.

3.4 Spin resonance spectroscopy of an in-plane

magnetized YIG disk

TMRS enables direct readout of the transverse RF components of the precessing

magnetization and thereby introduces much more versatility for applications of

pure torque detection of spin resonances like FMR, which is not restricted to

uniform applied fields. FMR is the common expression for EPR in materials

with spontaneous magnetic order yielding a net moment [14, 20].

The ferrimagnetic insulator YIG is an ideal material for TMRS. YIG has

the narrowest known ferro/ferri-magnetic resonance line and in the form of a
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mesoscopic structure has a rich resonance spectrum. The magnetic hysteresis

exhibited by YIG permits demonstration of the simultaneous capability to mea-

sure the net moment of the sample while performing resonance spectroscopy

in a microfabricated device. This is of immediate interest in the context of the

resurgence of YIG for spin-based device applications [81, 82, 83, 84, 85].

Figure 3.3: The YIG disk structure and its concurrent magnetization and reosnace
at 𝑓1 = 100.1000MHz. A) FIB-defined microdisk in a bulk YIG crystal prior to
nanomanipulation onto a torsional mechanical resonator (see Fabrication chapter for
fabrication procedure, Appendix C). B) Electron diffraction pattern of a reference YIG
lamella milled from the same crystal. C,D) Simultaneous acquisition of net moment
and dynamic response hysteresis loops. The net moment signal (C) was captured by
supplying and lock-in demodulating a small RF drive (𝐻3 = 23A/m peak-to-peak)
off the mechanical resonance peak, 𝑓3 = 1.8031MHz, in the z-direction while 𝐻0 was
swept in the x-direction. The field configuration is shown schematically in the inset
of (D). The sweep in (D) is demodulated at 𝑓mech = 1.8037MHz while 𝐻1 = 78A/m
peak-to-peak amplitude was driven at 𝑓1 = 100.1000MHz and 𝐻2 = 190A/m at
𝑓2 = 101.9037MHz. The two colors represent different spin textures, quasi-uniform
(dark blue) and 3D vortex (gold).
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The monocrystalline YIG disk is sculpted from a thick-film epitaxial starting

crystal [86], using a FIB milling procedure designed to minimize ion beam mod-

ification of the magnetism of the material. The final structure is 450 ± 10 nm

thick and has a radius of 550± 30 nm on account of the slightly tapered side-

walls imprinted by the intensity profile of the ion beam. An electron micrograph

taken at the penultimate step of disk fabrication is seen in Figure 3.3A. Details

of the fabrication procedure are included in the Appendix C. The monocrys-

talline nature of the FIB-sculpted mesoscopic YIG is confirmed by 300 kV

electron diffraction from a YIG reference lamella FIB-milled from the same

bulk substrate (Figure 3.3B). The hexagonal Laue pattern represents a cubic

structure in the (111) crystal orientation. After mounting to the mechanical

resonator, the crystal (110) orientation is along �̂�, perpendicular to the torsion

bar axis. The (h,k,l) crystal plane indices are indicated, consistent with the

(111) orientation (the zone axis normal to the disk surface). The configura-

tion of magnetization within a mesoscopic magnet is a spatially nonuniform but

well-defined spin texture. The mesoscopic disk has a fully demagnetized ground

state at 𝐻0 = 0, a circularly-symmetric magnetic vortex texture [87, 88]. As

a function of the magnetic field 𝐻0, there are abrupt, hysteretic (irreversible)

transitions between vortex textures and quasi-uniform states, as one or the

other configuration becomes favoured energetically. Some spin textures, be-

tween vortex and quasi-uniform states, are discussed further in Appendix B.

The magnetizing/demagnetizing behavior of the YIG disk as a function of

𝐻0 along �̂� is shown in Figure 3.3C. Because 𝐻0 is not parallel to the torsion

axis, the net moment can be recorded simultaneously through torque generated

by an additional magnetic tone along 𝑧: 𝐻3 (see Figure 3.3D inset), at a

frequency 𝑓3 slightly detuned from 𝑓mech but still intersecting the mechanical

resonance peak. The two steep transitions in the measured net moment of

the disk are magnetic vortex nucleation field at 11.5 kA/m during the field

sweep-down, and vortex annihilation field happens at 18 kA/m during the
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field-increasing half of the measurement (reminiscent of the two-dimensional

vortex behaviour of thin Py disks [87, 88]). The YIG disk is always in a three-

dimensional (3D) vortex state below the nucleation field.

Magnetic resonance spectroscopy often is performed at fixed frequency,

sweeping the strength of 𝐻0. An example of fixed-frequency TMRS is shown

in Figure 3.3D, where the frequency 𝑓1 = 100.1000MHz of the RF drive field

𝐻1 is chosen such that the vortex and quasi-uniform textures both exhibit a

resonance (at different values of 𝐻0). The simultaneous dc moment acquisition

distinguishes unambiguously the magnetic resonances of the two different spin

textures.

3.4.1 Quasi-uniform magnetizations

A spectroscopic map of spin resonances is presented in Figure 3.4 for𝐻0 along �̂�,

corresponding to the upper branch of Figure 3.3C (sweeping the field from high

to low). A ladder of modal oscillations is observed [89], akin to a standing-wave

resonance hierarchy wherein each new mode adds a node. The field strength

steps down in 26.5A/m increments during this measurement, and at each field

step, the frequency is swept from low to high. The data of Figure 3.4A ex-

hibits decreasing mode amplitudes towards the higher field and higher mode

number. Two factors contribute to this trend: as the texture becomes more

uniform, a smaller effective volume from each mode contributes to the torque;

and higher order modes have less net coupling to a spatially uniform 𝐻1 drive

field. The rich experimental phase diagram provides many features that may

be exploited with complementary numerical simulation. For instance, the slope

changes common to all ladder modes in Figure 3.4A near 16 kA/m indicates a

metastable intermediate spin texture involved in the vortex nucleation process.

In simulations, all modes show a similar, although more abrupt (hysteretic), a

pair of jumps where the texture transitions from the quasi-uniform state to a

metastable two-vortex state before the creation of the single-vortex state.
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The complex nature of nucleation processes presents an experimental chal-

lenge. However, simultaneous monitoring of the net magnetic moment of the

sample is a powerful advantage of the TMRS method. Figures 3.4B and 3.4C

show individual pixels of the field vs. frequency map in the vicinity of the vortex

nucleation transition, from both torque amplitude channels: the mixing torque

(from 𝐻1 and 𝐻2, the transverse RF susceptibility) and the direct torque (from

𝐻3, net moment), respectively.

Figure 3.4: Torque-mixing Magnetic Resonance Spectroscopy of the YIG microdisk.
A) The spectrum is acquired while sweeping the field from high to low, with 𝐻𝑅𝐹

𝑦 =

78A/m and 𝐻𝑅𝐹
𝑧 = 190A/m as in Figure 3.3C. The field and frequency step sizes

are 30A/m and 1.8MHz, respectively. The arrow represents the direction of the field
sweep. B) Zoom-in of region outlined in (A). Each pixel represents a data point.
C) The simultaneously acquired net magnetic moment measured with 𝐻3 = 23A/m.
The abrupt transitions in both the mixing torque (B) and direct torque (C) signals
between the fifth and sixth frequency steps from the bottom at field 𝐻0 = 12.3 kA/m,
represents the resonantly-assisted vortex nucleation event.
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Upon the transition to the 3D vortex state (12.3 kA/m), the quasi-uniform

spin texture resonances abruptly end and those corresponding to the new con-

figuration appear. Vortex state nucleation is triggered as 𝑓1 steps up onto the

first resonance mode, in this instance. This is a reproducible occurrence, show-

ing that the method is a natural tool for the study of resonantly-assisted tran-

sitions in mesoscopic magnets [90, 91]. Beyond the use of the exquisite mode

fingerprint and the simultaneous dynamic and static capabilities of TMRS to

study coarse transitions, the sensitivity of the technique also lends itself to

study of extremely small effects.

3.4.2 Vortex state

FIB offers unique possibilities for nanofabrication of monocrystalline objects

but still suffers in comparison with lithographic methods in terms of dimen-

sional accuracy. Utilizing Ga+ FIB, an epitaxially-grown single-crystalline YIG

film is milled out to form a disk. The dimensions have been inferred with a

comparison to simulation to be 980 nm in diameter and 250 nm in thickness.

In addition, the interaction of Ga+ ions reduces the magnetic properties of the

YIG disk and creates a magnetically dead shell around the disk. We present

a study of gyrotropic resonances in the FIB-fabricated YIG disk and the ef-

fect of surface roughness on the magnetic resonances as a function of in-plane

magnetic field using TMRS.

In contrast to two-dimensional thin magnetic disk, higher spatial-order gy-

rotropic modes exist in a three-dimensional (3D) YIG disk. The disk has a

great effective stiffness for the core to be straight-up-and-down and to remain

uniformly magnetized in the z (thickness) direction. In a 3D vortex state [92],

the core diameter increased towards the middle of the disk, lowering the core’s

energy density. An illustration of magnetization at its ground state is shown in

Figure 3.5 with the top and bottom cross sections demonstrating the in-plane

magnetization direction (the color-wheel) and the perpendicular plane showing
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the 𝑚𝑧 intensity (color-bar).

Figure 3.5: 3D rendering of the vortex magnetization at the ground state. Top and
bottom surfaces show the angle of in-plane curling magnetization vertical. The ver-
tical plane shows the cross-section of 𝑚𝑧 magnetization and the gray color-bar shows
the intensity (simulation of 1-𝜇m diameter and 250-nm thick YIG disk).

There is a rich resonance spectrum for a confined magnetic structure like a

disk in the presence of RF actuations. The TMRS map of fundamental modes

of the 3D vortex texture in the single-crystalline YIG disk, which involves

gyrations of the core is shown in 3.6A. The in-plane dc bias field swept from

ground state to high field to obtain the field dispersion of resonances in the

vortex state. The first two modes presented in the spectrum are the gyrotropic

modes. It is shown from the simulation of YIG disk with 250-nm thickness,

presented in Figure 3.1, that lowest frequency mode of the thick YIG disk is a

first-order spatial mode. In this mode, the vortex core interacts with the disk

surface while the high-energy ends are precessing out of phase at the top and

bottom surfaces.

Monitoring simultaneously the net magnetic moment of the sample with

the related resonance spectrum is a powerful advantage of TMRS. Figures

3.6B and 3.6C show individual pixels of the field versus frequency map in the

vicinity of the vortex core annihilation transition, from both torque amplitude

channels: the transverse RF susceptibility torque and the net moment torque,
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respectively. Upon the transition to the quasi-uniform spin (∼18.4 kA/m), the

3D vortex texture resonances abruptly end and those corresponding to the new

configuration appear. The vortex core annihilation is reproducibly triggered as

𝑓1 steps close to the first resonance mode. Recognizing this, however, is also a

realization that the method is a natural tool for the study of resonantly-assisted

transitions in mesoscopic magnets [90, 91].

Figure 3.6: Low field TMRS for the YIG disk in the 3D vortex state. The resonances
correspond to the first-order (lowest) and zero-order (second) vortex core gyrations.
The frequency step size is 1.8MHz and the field steps are 45A/m. The arrow in-
dicates the field sweep direction. The RF drive amplitudes are 𝐻1 = 78A/m and
𝐻2 = 190A/m.

In Figure 3.7, clearly visible amplitude and frequency modulations of the
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lowest mode reveal the imperfections in the disk. The modulations could be

attributed to the FIB-induced magnetic roughness, in which the gyrotropic

modes for the pinned core are slightly modified.

Figure 3.7: Frequency and amplitude modulation of the lowest (first-order) gyrotropic
mode in the low-to-high field sweep. The spectrum is obtained via a crossed coil
configuration. For highlighting the mode, part of the color bar, in a log format, is
presented (white background).

When the dc external field is applied (increasing along �̂�), the equilibrium

position of the precessing vortex core is translated in the 𝑦 direction towards

the edge of the disk while interacting with the imperfections.

To obtain frequency and amplitude variations, we extracted information

about the first resonance peak using an averaging box with a 9-MHz width

around the peak at each field. Figure 3.8 shows a rendering of the simulta-

neously measured information of the mixing torque averaged around the first

resonance mode and plotted together with net moment versus field (averaged

over the full frequency range).
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Figure 3.8: 2D representation of the first mode magnetic resonance data versus ap-
plied field overlapped with the concurrent net magnetization response. The averaged
mixing torque around the lowest mode in Figure 3.6A is plotted on the left axis. The
colors of the underfills represent the peak frequencies of the resonance (see inset color
bar). The simultaneously acquired net magnetic moment is shown on the right axis
averaged over the full spectrum in Figure 3.6C.

The value of the peak amplitude corresponds to the left axis of Figure 3.8,

while the frequency of the peak signal is represented by the underfill colour.

The gyrotropic frequency variability is on the order of 10 percent as the field

changes by a few kA/m ; this is believed to be imperfection-related. An even

larger relative variation of modal amplitude supports this interpretation. At the

same time, the YIG magnetizing curve exhibits only subtle slope (differential

susceptibility) variations, near the resolution of the present measurements, as

shown in the red curve in Figure 3.8.

The other trend, the red-shift of resonance frequencies as the annihilation

field is approached, is a separate effect, not related to disorder [68]. The

quasi-uniform spin modes presented in the previous section, in contrast, are

more ‘internal’ to their respective textures and are not significantly affected

by roughness as they do not exhibit energy densities highly localized at the
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surface.

The qualitative variations in mode amplitude, frequency, and differential

susceptibility are reproduced in the simulation through the introduction of

shallow defects at one surface. The FIB milling can cause the surface modifi-

cations as during the milling of the undercut creating the lamella, the bottom

surface of the YIG structure was heavily exposed to the FIB. Moreover, a very

small system drift may create nanoscale corrugated features along the direction

of the FIB as well.

Figure 3.9: Simulation spectroscopic mapping of a YIG disk in a 3D vortex state with
shallow imperfections at one disk surface. The three linear surface defects (shown
in inset) were applied as vacancies in the simulation grid that are 9.8 nm wide 6.25
nm deep. As the applied field increases, the core begins to translate toward the edge
of the disk, and interact with the imperfections. Two significant modes are clearly
visible with the qualitatively similar amplitude and frequency modulations.

In the micromagnetic simulation, three very narrow magnetic linear vacan-

cies (9.8 nm wide and 6.25 nm deep) were introduced in the simulation grid on

the bottom layer of the disk (more detail in Appendix B). The vacancies are
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placed in the direction of the FIB beam during fabrication and perpendicular

to the path of vortex translation at 100, 200, and 350 nm from the center of

the disk.

The simulated dynamic spectrum is presented in Figure 3.9 with the appli-

cation of an RF pulse (400 A/m amplitude and 10.34 ns pulse width) in the �̂�

direction at each applied field step. Moreso than symmetric defects, asymmet-

ric defects modify the transition fields between textures in simulation. For that

reason, asymmetric defects are used for better comparison to the smooth-faced

disk in the simulation. Before quantitative simulations of magnetic hysteresis

can be performed, it is necessary to complete a detailed characterization of the

magnetic interface.

A modulation of amplitude and frequency of the resonances is also observed

in the simulated spectrum for a 980 nm diameter and 250 nm thick YIG disk

with line imperfections. As the core on the bottom surface of the disk ap-

proaches the defect it becomes pinned, while the core on the top surface is

free to precess at an increased frequency. However, the wider modulations of

the simulated frequencies, compared to experiment, are believed to be due to

creation of larger pinning sites in the simulation than exist in the experimental

YIG disk. A 6.25 nm deep for the imperfections was the limit imposed by the

minimum grid size of the simulation. The observation of vortex core pinning

through the interaction of resonant dynamics with nanoscale imperfections is

not directly evident in the dc magnetization response. More simulation discus-

sions are found in Appendix B.
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3.5 Spin resonances spectroscopy for in-plane

magnetized thin Py disks, in the vortex

state

TMRS measurements yield more insight into phenomena such as vortex core

pinning in an individual magnetic structure. For thin film disk, the magnetic

structure can be considered as a 2D system and consequently the vortex core

gyration excited with an in-plane RF field would be the zero-node mode. The

Py structures with a thickness of 14 ± 4 nm were deposited directly onto an

array of torque resonators using the lithographic method described in [33]. In

this section, we study the polycrystalline thin Py disks, in which the grainy

structures have intrinsic pinning sites. A case with artificial pinning sites is also

investigated. Here, we use two perpendicular coils with 100-Hz bandwidths,

which limit the working frequency range of the TMRS.

3.5.1 In the presence of intrinsic pinning sites

Figures 3.10A and 3.10C show torque spectroscopy of the gyrotropic resonances

in a two-micron diameter Py disk with intrinsic pinning sites for an in-plane

bias field sweep and two H𝑅𝐹
𝑥 drives of 140 mV and 180 mV, respectively. The

precessing core undergoes pinning potentials as it is pushed towards the disk

edge with an applied field. For the higher drive, the mixing torque in Figure

3.10C shows mode-splitting as well as signal drop-out because of core pinning.

The discontinuity of the resonance signal with applied field is associated with

the suppression of gyration, as the translating vortex core interacts with mag-

netic disorders. There is a drive threshold for each pinning site that depends

on the pinning potential energy, below which the resonance frequency is sup-

pressed. Using a higher drive amplitude could help to depin the vortex by

making the core gyrate at larger amplitude orbits. However, at a large ampli-
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tude nonlinear dynamics (e.g., the mode splitting of the resonance) can also

appear.

The simultaneously acquired magnetization and gyrotropic responses make

it possible to directly correlate the suppression of the dynamic modes with

vortex core pinning events. The accompanying net dc magnetizations are shown

in Figures 3.10B and 3.10D for𝐻𝑅𝐹
𝑥 = 140 mV and𝐻𝑅𝐹

𝑥 = 180mV, respectively.

These magnetizations demonstrate very similar features, which confirm that

the higher drive could not overcome the pinning potential in regions with the

corresponding signal drop-out.

Figure 3.10: TRMS map of a thin, polycrystalline Py disk with 2-𝜇m diameter in
the presence of intrinsic pinning sites. The vortex core gyrotropic mode with the
concurrent magnetization is investigated for two values of in-plane RF drives: 𝐻𝑅𝐹

𝑥

= 140 mV (A and B) and 𝐻𝑅𝐹
𝑥 = 180 mV (C and D).

The higher drive provides larger splitting of the resonances. Figure 3.11
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shows the different spectrum obtained from subtracting spectra in Figures

3.10A and 3.10C. The hot (red) part of the colorbar shows modes at the H𝑅𝐹
𝑥

= 180 mV drive, while the cold (blue) part shows the resonance at H𝑅𝐹
𝑥 = 140

mV. In addition, the micromagnetic simulation result for a 15-nm thick, 2-m

diameter Py disk follows closely with experiment as shown in grey line with

circles.

Figure 3.11: Magnetic resonance spectra in comparison to micromagnetic simulation.
Through a subtraction operation, the two RF drives spectra are overlapped and ac-
companied by micromagnetic simulation. In simulation bulk Py parameters are used:
𝑀𝑆 =680 kA/m, 𝐴𝑒𝑥=10.5 pJ/m, and the resonance frequencies are extracted by
fitting the temporal response of the 𝑚𝑦 component to an analytical form of Thiele’s
equation.

Figure 3.12 shows an average of the mixing torque (left axis) overlapped

with the simultaneously acquired net magnetic moment (right axis) for the 2-

𝜇m Py disk. A box with a width of 9-MHz is considered to perform averaging

around a resonance peak at each field in the spectrum of the lower RF drive

(Figure 3.10). However, for the accompanying magnetization, the averaging

is performed with the integration over a full frequency range. The step-like

Barkhausen transitions in the magnetization response (right axis) represent
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the interaction of the vortex core with disorders, as it is pushed towards the

edge of the disk with the increasing dc applied field. The drop-outs of the

resonance signal correlate with plateaus of reduced differential susceptibility

that occur while the vortex core is pinned by the grain boundary along its

pathway. Between these regions, the core is free to precess, as correlated with

the spin dynamic response.

Figure 3.12: Overlap of the averaged torque of vortex core gyration and net magne-
tization in the thin, polycrystalline Py disk. The integrated dynamic and simultane-
ously acquired net dc magnetic moment responses are presented in the left and right
axes, respectively.

3.5.2 In the presence of artificial pinning sites

The Ga+ ions have been used to make three artificial pinning sites in a 2-𝜇m

Py disk. A gentle surface modification using FIB exposures has been used to

make pinning sites: a single site 210 nm from the center, and paired sites 85

nm and 220 nm from the center on the opposite side. The quasi-static study

of a Py disk with three artificial pinning sites has been presented in Chapter

2. We use the same disk to investigate magnetic resonances.
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The magnetic resonance spectrum of the disk is presented in Figure 3.13a.

The field sweep is chosen from high to low to push a free vortex toward the

pinning sites. The spectrum is very quiet, which might be because of the

pinning effect that shifts the resonance frequencies to an even higher range.

However, it appears that there is narrow field dependence in the mixing signal,

and the resonance frequency has a similar range of resonance in comparison

to the unmodified Py disk. Because of the limited bandwidth of the crossed-

coil configuration, the pinned gyrotropic mode of the vortex core could not

be captured. Future investigation with the transmission lines would be very

helpful to understand more about the pinning mechanism and its effect on the

resonance spectra, as discussed in Appendix B.

The sharp transition near 2.87 kA/m in Figure 3.13b is a vortex pinning and

actually appears to be more dependent on the frequency sweeps of the RF field

rather than the dc field sweep. The RF field helps the vortex to get pinned,

while in Chapter 2 similar vortex pinning phenomena seems to be caught at

lower field.

Figure 3.13: TMRS responses in the Py disk with artificial pinning sites. a) At high
field, the vortex is free to gyrate. In a field sweep down, the vortex approaches the
artificial pinning site and gets pinned at 𝐻𝑑𝑐

𝑥 = 2.87 kA/m. b) The spectrum and
magnetization responses are normalized to 1. A 3D view of the responses shown in
the insets.
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3.6 Spin resonances in a perpendicularly mag-

netized YIG disk

In this section, we consider the spectrum of the YIG structure in the presence

of a bias field in the 𝑧 direction; there is an option in the LabView program

that could automatically rotate the permanent magnet in the experimental

setup to achieve the external field in �̂� or 𝑧. By having a perpendicularly

applied field, obtaining the magnetization would be a challenge. Because of

transmission-line orientation, the torque sensor is sensitive to only in-plane dc

magnetization, m𝑥. However, increasing the applied field from the low values

in the z-direction only changes the m𝑧, and will not significantly modify the

in-plane components. In a perpendicular applied field, the vortex state would

still be the ground state. In addition, after the vortex annihilation that oc-

curs at a higher field compared to in-plane dc field orientation, the in-plane

magnetization component is completely ignorable.

One solution to this challenge that is left for future work is to measure

dc susceptibility instead of magnetization in the perpendicular orientation. dc

susceptibility not only reveals similar features in the hysteresis loop (e.g., state

changes), it is sensitive to the small transitions like the pinning/depinning

effects. The additional coil in the x-direction is also helpful for measuring the

out-of-plane component.

3.6.1 Vortex state

Figure 3.14 shows the spectrum of modes in the field sweep starting from the

low field, at the vortex state, up to ∼ 65 kA/m. A piecewise spectrum is

made out of four separate spectra to capture the modes in appropriate time

slots and avoid signal drift. The vortex annihilation clearly happens around 59

kA/m, which is related to a slope change signature for resonance modes. Below

the annihilation field, there are two dominant modes related to the gyrotropic
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modes; Section 3.4 showed that a thick YIG disk provides higher gyrotropic

modes. There are some amplitude/frequency modulations for the resonance

mode that are believed to be related to the surface modification of the YIG

disk studied in Section 3.4.

Figure 3.14: Spectrum of a perpendicularly magnetized thick YIG disk in the vortex
state. In the field sweep up, there are gyrotropic modes of a vortex state in the
YIG disk. The RF fields are provided through a Zurich lock-in amplifier and power
amplifiers. There is a 550 MHz bandwidth limit constrain associated with the Zurich
instrument.

For the initial adjustments, we use a small H𝑥 offset to identify the in-plane

component. The vortex annihilation strongly depends on this additional in-

plane field offset. The small offset in the field can also shift the resonance

modes in the spectrum.
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3.6.2 Uniform magnetization and Kittel-like modes

The Kittel expression for ferromagnetic resonance is a gold standard for de-

termining fundamental properties of magnetic films, owing to the weak depen-

dence of Kittel modes on film geometry. The Kittel mode, a uniform precession

of spins, has a magnetic resonance frequency that depends on the field inten-

sity as well as the field orientation. The Kittel formula has been modified by

additional terms for specific geometries such as an ellipsoid. The simple analyt-

ical Kittel expression determined the frequency-field dispersion for a confined

structure in the case where a perpendicular field orientation is brought into the

Equation 3.7:

𝜔 = 𝛾

√︃(︂
𝐻𝑧 + (𝑁𝑥 −𝑁𝑧)𝑀𝑠

)︂(︂
𝐻𝑧 + (𝑁𝑦 −𝑁𝑧)𝑀𝑠

)︂
, (3.7)

in which 𝛾 is the gyromagnetic ratio, H𝑧 is the perpendicularly applied field,

M𝑠 the saturation magnetization, and N𝑥, N𝑦 and N𝑧 are shape-anisotropy or

demagnetization factors. The demagnetization factors are positive geometry-

dependent values that are obtained from the integral formulas [12]. In the case

of a cylindrical disk where N𝑥 = N𝑦, the Kittel expression is simplified to a

linear relation between frequency and applied field:

𝜔 = 𝛾

⃒⃒⃒⃒
𝐻𝑧 + (𝑁𝑥 −𝑁𝑧)𝑀𝑠

⃒⃒⃒⃒
. (3.8)

This equation allows us to directly obtain fundamental magnetic properties

of a magnetic disk such as an effective g-factor that corresponds to the gyro-

magnetic ratio and can be acquired from the slope. In addition, the absolute-

value function in the Equation 3.8 has a slope change feature at its root; from

that aspect, we can anticipate that the resonance frequency would reach very

close to zero values. By knowing the field in which the root happens, one can

determine other fundamental magnetic properties such as the saturation mag-
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netization and demagnetization factors. Note that the intercept could contain

more terms if one includes the crystalline anisotropy, an exchange term includ-

ing the wave vector and maybe a couple of more related energy terms to the

Kittel expression articulated in Equation 3.7, [11, 93].

For a magnet, the dispersion relation converges to a single mode, Kittel

mode. However, for a confined magnetic structure like a disk, there is a rich

spin resonance spectrum, which appears because of disk boundary conditions.

The theoretical analysis suggests that the resonance modes in a perpendicularly

magnetized disk, because of cylindrical symmetry, would be Bessel functions in

the radial direction and standing waves along the thickness. Finding the mode

numbering, associated with the zeros of the Bessel and sine functions, is more

complicated in the case of a thick disk.

Multi-resonance modes in an unrestricted in-plane magnetic film are quan-

titatively described using a dipole-exchange theory of spin waves [94], which

considers not only dipole-dipole but also exchange interactions. If the disk

thickness is lower than the exchange length, then a 2D system is considered

with constant mode profiles along the thickness. With some modifications, the

dipole-exchange theory for the film can be used for a thin disk with discrete

in-plane wave vectors (radial mode number) [95].

𝜔𝑘 = 𝛾

√︃(︂
𝐻𝑒𝑓𝑓 +

2𝐴𝑒𝑥

𝑀𝑠

𝑘2

)︂(︂
𝐻𝑒𝑓𝑓 +

2𝐴𝑒𝑥

𝑀𝑠

𝑘2 +𝑀𝑠𝑓(𝑘𝐿)

)︂
, (3.9)

where 𝐻𝑒𝑓𝑓 is the effective internal bias field including the external field, de-

magnetizing factors, and perpendicular anisotropy field; 𝐴𝑒𝑥 is the exchange

constant; wave vectors k → k𝑚 are discrete values related to radial mode num-

bers; and 𝑓(𝑘𝐿) = 1− 1−exp(−𝑘𝐿)
𝑘𝐿

is the dipole-dipole interaction matrix element

for a perpendicularly magnetized disk, in which L is the film thickness.

The obtaining of the mode numbering for thin disks from simulations is

presented in reference [96]. The confined modes can exhibit the non-monotonic
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evolution of frequency with a field familiar from Kittel modes [97]. The down-

side is that only specific dimensions are considered (close to 2D structure) and

the anisotropy term is not considered. For instance, in YIG disk, there is a

cubic anisotropy that could not be ignored, and the 3Dness of the structure

makes the identifying of modes even harder.

Figure 3.15: Experimental measurement of magnetic resonance spectrum in a per-
pendicular uniform magnetized YIG disk. The field is swept from high to low-field.
The field calibration is performed by finding the resonance of a 250-𝜇m YIG sphere
with VNA. field sweep direction is from high to low field.

Fig. 3.15 shows the 2D map of frequency-field dispersion of the perpendic-

ularly magnetized YIG structure obtained with torque-mixing magnetic reso-

nance spectroscopy (TMRS) technique. We extend the frequency bandwidth

to 2.1 GHz using signal generators. TMRS enables us to capture subtle details

with very fine resolution in the spectrum, with a frequency step of ∆𝑓 = 5

MHz, and field step of ∆𝐻= 40 A/m shown in Fig. 3.15.
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At the high field, 𝐻𝑧 ∼ 75 kA/m, there are around 28 modes with some

interactions between the modes while some modes are brighter than the other

ones. This is the highest number of modes one can achieve via magnetometry,

with fine field and frequency resolution.

There are two striking features in Figure 3.15: a V-shape feature in which

slopes of the resonances are reversed before and after and a ladder of modes

at uniform state (high fields). The location of the V-shape corresponds to a

transition from the uniform state to the vortex state, where the frequency of

resonance modes reduces to a minimum value and it appears mainly because

of a vortex nucleation. The number of modes reduces after vortex nucleation

around 𝐻𝑧 = 57 kA/m in a field sweep from high to low direction.

The Kittel expression in Equation 3.8, anticipates another V-shape corre-

sponding to the slope change at the root of the absolute value function. That

case would be of interest to obtain directly the saturation magnetization or the

demagnetization factors. However, this V-shape feature would not relate to the

vortex nucleation, where a softening of the magnetic texture causes a red shift

in the resonance frequencies. It is worth mentioning that the Kittel equation

is valid only when the magnetization is oriented approximately in the direction

of applied field. By nucleating a vortex, the uniform magnetization condition

would not be satisfied anymore, and as a result, the Kittel expression could not

be used for the lower field.

In the spectrum, numerous modes are visible in two distinct regions of

uniform and vortex states in a high-to-low field sweep. Furthermore, there

are some mode coupling, anti-crossings between modes, which are not well

understood. The ladder of modes at the high field has appeared because of the

standing waves created by the disk boundary conditions. In addition to the

different slope, the number of modes is slightly lower in the vortex state. This

decrease in number of modes could be related to the different nature of modes.

It is mentioned that for a thin disk there should be a bijective relationship
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between the number of modes in the vortex state and uniform state; however,

due to the symmetry, some modes might have degeneracy [96] and also this

higher thickness would add more complexity to the spectrum.

Note that the field calibration has been performed based on the Kittel

expression as well. A single-crystalline, 250𝜇m-diameter YIG sphere is replaced

rather than the sample on top of transmission lines. The corresponding fields

are obtained from frequency read out via a vector network analyzer (VNA

E5072A). The field axis is calibrated based on a known linear relation between

ferromagnetic resonance frequencies and corresponding applied magnetic fields

for a magnetic sphere: 𝜔 = 𝛾𝐻, which is independent of demagnetizing factors

and considering 𝛾 = 28.025 GHz/T. The field calibration is obtained based on

the Kittel expression as well.

Furthermore, the micromagnetic simulation has been used to obtain a more

qualitative understanding of the spectrum. During the thinning process of the

lamella thickness through FIB fabrication (one step before making a disk out

of the YIG film), a normal-incidence dose is used. The wings of the ion beam

(approximately Gaussian shape) could taper the dead-layer in the thickness

direction.

It is shown that ion exposure that could make a magnetically rough surface

with a surface corrugation less than 5 nm has an impact on the resonance

modes in the vortex state, as presented in Section 3.4.2. However, the uniform

magnetization state is more internal and the surface roughness effects are less

significant. The disk dimensions have been obtained via a close comparison

between the spectrum of the YIG disk with an in-plane magnetization and

simulation results to be with 980 nm diameter and 250 nm thickness.

Therefore, similar dimensions are used for the perpendicularly magnetized

disk and the spectrum is presented in Figure 3.16a. There are two similar

signatures in the simulation: a change in the slope of modes at the V-shape

softening point (at the vortex nucleation) and a bunch of linear modes before
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the vortex nucleation (at uniform state). The mode profiles of 250 nm YIG

disk, obtained from spatial Fast Fourier transform (FFT), are presented in

Appendix B, Figure B.17.

Figure 3.16: Micromagnetic simulations of magnetic resonance spectra in perpendic-
ularly magnetized YIG structures. a) The spectrum of 980nm diameter and 250nm
thick YIG disk is presented. The disk simulations show very similar features compared
to experimental results presented in Figure 3.15, but specifically at the saturation, the
modes in the simulation have the higher slope and there is lower number of modes.
b) The mapping of the resonance spectrum for a tapered YIG disk with 980nm diam-
eter and thickness taper of 100-300 nm is depicted. The spectrum qualitatively shows
more similarity to the experiment. Scale bars are presented in log scale. c) and d)
are illustrations of a 250-nm thick disk and a tapered disk with tapering of 100 nm
to 300 nm in the thickness.

The slope of modes in the uniform states is larger and the number of modes

is lower in comparison to the experiment. As a result, based on the fabrication

insight, a tapered disk is considered in simulation and its simulated spectrum

is shown in Figure 3.16b. The depictions of a tapered disk is illustrated in
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Figure 3.16d. The vertical cross-section of a tapered disk is considered as a

right trapezoid with the base of 980 nm and two thicknesses of 100 nm and 300

nm, which corresponds to a tapering angle of 11.5∘. In term of magnetization

volume, the tapered disk is equivalent to a disk with 200 nm thickness and 980

nm diameter. Note that the spectrum of the 200-nm thick disk is very similar

to the 250-nm thick disk, but in the former, the modes shifted to the lower

frequencies. The tapering of the disk thickness breaks the circular symmetry

and non-degenerate modes can appear. As a result, the thickness modification

of the YIG disk has a huge impact on the number of modes and their brightness.

The spectrum of the tapered disk has more similarities in terms of increased

number of modes, the interaction of modes like the mode couplings, and the

closer slope of modes to experimental data in comparison to the simulated

disk spectra. Thus, the actual geometry is more like a tapered disk inferred

from the simulation insights. For all the simulation, the following magnetic

parameters are used: M𝑠 = 140 kA/m, 𝐴𝑒𝑥 = 12 pJ/m, and 𝐾𝑐 = -610 J/m3.

More simulated spectra and details have been presented in Appendix B.

3.6.3 Avoided crossing of confined modes

It has been shown that for sufficiently thick disks in the ground state, the lowest

resonance mode is not the uniform gyration, but instead there is a crossover

between the two first gyrotropic modes as discussed previously in Chapter 3.

Likewise, similar mode crossings may occur between the Kittel mode and first

spin-wave mode in the thick magnetic disk at the uniform state (for more

information see Appendix B, Section B.1.6).

The zoom in the spectrum of the tapered disk with the mode profiles is

presented in Figure 3.17. The mode profiles are obtained through spatially

resolved FFT analysis of the time-evolution magnetization in each cell of the

tapered disk. From micromagnetic simulation for the tapered YIG disk, how-

ever, the first mode at high field resembles Kittel-like mode with uniform mode
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profile, shown in Figure 3.17c. Interestingly, the mode profiles of the first

mode at the lower field (H𝑧 = 87 kA/m) and the second mode at the higher

field (H𝑧 = 103 kA/m), presented in Figures 3.17a and 3.17d, are very simi-

lar. One explanation would be that there is a mode crossing, while the Kittel

mode smoothly evolves through the softening of the texture at the beginning

of vortex nucleation.

Figure 3.17: Zoom-in simulated spectrum of tapered disk and selected spatial FFTs.
The spectrum with selected fields highlighted with the dashed lines is shown. The FFT
mode profiles at 𝐻𝑧 = 87 kA/m (a and b), and at 𝐻𝑧 = 103 kA/m (c and d) are
shown in amplitude and phase of the bottom layer of the tapered disk.
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The frequency-field dispersions obtained from the simulations suggest that

the structure geometry will affect the slope. In addition, it appears that the

magnetic texture will affect the slope of mode in an intermediate field range.

Figure 3.18: The first two modes in the experimental spectrum with linear fits. The
inset shows the subtraction of two modes with the vertex position at H𝑧 = 68.5 kA/m
with the gap of 60 MHz.

We consider the first two modes in the experimental spectrum through a

script Matlab that finds the high peaks. The accuracy of script can be changed,

but may not be sufficient when there are mode couplings, or avoided crossing

modes. In Figure 3.18, the two modes and their interestingly avoided crossing

are presented. The subtraction of two modes shown in the inset demonstrates

a parabola shape. Therefore, the two modes would not continue the linear

slope for a full given field range. We used a polynomial fitting for each mode

to perform the subtraction. The gap is determined at 𝐻𝑧 = 68.5 kA/m, where
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the parabola has the lowest value, as shown in Figure 3.18 inset.

We also attempt a fitting with a hyperbola containing two crossing lines to

find the coupling strength of the two first modes. Figure 3.19 demonstrates a

preliminary fit to an avoided level crossing, superposed on an image of data.

The hyperbolas fit is obtained from determining the two straight lines, which

intersect near the middle of the gap. An estimate of the coupling strength is

obtained around 60 MHz at the intersect 𝐻𝑧 = 69.14 kA/m. That is in close

agreement with the results obtained from the other method presented in Figure

3.18 inset, in which the coupling strength is determined at the vertex of modes

difference.

Figure 3.19: Mode-coupling and the Kittel like mode. To investigate the mode cou-
pling, Figure 3.15 is zoomed in around the first two modes at high field. The Kittel-
like mode Experimental measurement of magnetic resonance spectrum in a perpen-
dicular magnetized YIG disk.

The overall shape of curves deviates from the hyperbolas. It is partly due
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to a limited experimental field range used for fitting. We first estimate the

asymptotic lines, although the linear fit might not overlap on the measurements,

then hyperbolas would be fitted on the data. The two asymptotic lines used

here have slopes of 12.6 GHz/T and 22.2 GHz/T.

3.6.4 Effective gyromagnetic ratio

To further our understanding of the magnetic properties of the structure, we

perform analysis such as the linear fitting to obtain an effective 𝛾, or the gy-

romagnetic ratio. The Kittel expression anticipates a linear relation between

frequency and applied field, in which the slope corresponds to the gyromagnetic

ratio. The Kittel mode, with uniform precession, is usually the lowest excited

mode in the uniform state.

Thus, we consider linear fitting for the field range higher than the vertex

of the parabola, as shown in Figure 3.18. The slopes found from the linear

fits beyond the avoided-crossing region are 13.2 GHz/T and 20.7 GHz/T for

the first and second modes, respectively. Although both values are different

from the accepted gyromagnetic ratio value for an electron, 𝛾𝑟𝑒𝑓(𝑠𝑖𝑚) = 28.025

GHz/T, the slope of the first mode is even less than half of the gyrotropic value.

The original single-crystalline film we started with for the fabrication of the

YIG disk has 1% Bismuth doping, and it could account for the lower initial

gyromagnetic value. Using a VNA measurement, we obtained the gyromagnetic

ratio of a piece of unmodified Shin-Etsu YIG, the original wafer, 𝛾𝑟𝑒𝑓(𝑒𝑥𝑝) = 25.8

GHz/T as a reference value. As a result, the normalized experimental values

are 𝛾1,𝑒𝑥𝑝= 0.51 𝛾𝑟𝑒𝑓,𝑒𝑥𝑝 and 𝛾2,𝑒𝑥𝑝= 0.80 𝛾𝑟𝑒𝑓,𝑒𝑥𝑝.

Also, the Ga ion disruption may cause the doping of Ga in the crystal

structure. Moreover, the uniform magnetization is an initial assumption in

deriving the Kittel expression, which does not satisfy for confined structure

because of the boundary conditions specifically for the intermediate fields. The

Quasi-uniform state could be a perturbation from Kittel expression that leads
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to an effective gyromagnetic factor.

We perform similar linear fit procedures for the simulation spectra for the

first mode and by considering 𝛾𝑟𝑒𝑓(𝑠𝑖𝑚) = 28.025 GHz/T as a reference. The

normalized value for the gyromagnetic ratios are obtained as follows: 𝛾𝑑𝑖𝑠𝑘=

0.94 𝛾𝑟𝑒𝑓,𝑠𝑖𝑚 and 𝛾𝑡𝑎𝑝𝑒𝑟𝑒𝑑𝑑𝑖𝑠𝑘= 0.82 𝛾𝑟𝑒𝑓(𝑠𝑖𝑚).

The normalized experimental values for the gyromagnetic ratio for the sec-

ond mode are very close to the normalized gyromagnetic ratio obtained from

simulation. A summary of the gyromagnetic values appears in the following

table.

Experiment 𝛾𝑟𝑒𝑓,𝑒𝑥𝑝 = 25.8 GHz/T 𝛾1,𝑒𝑥𝑝
𝛾𝑟𝑒𝑓,𝑒𝑥𝑝

= 0.51 𝛾2,𝑒𝑥𝑝
𝛾𝑟𝑒𝑓,𝑒𝑥𝑝

= 0.80

Simulation 𝛾𝑟𝑒𝑓,𝑠𝑖𝑚 = 28.025 GHz/T 𝛾𝑑𝑖𝑠𝑘
𝛾𝑟𝑒𝑓,𝑠𝑖𝑚

= 0.94
𝛾𝑡𝑎𝑝𝑒𝑟𝑒𝑑
𝛾𝑟𝑒𝑓,𝑠𝑖𝑚

= 0.82

Table 3.1: Gyromagnetic ratio obtained from linear fits, experiment and simulation.

The experimentally limited field range is a challenge to obtain more accurate

gyromagnetic ratio values. We will manage to use a higher magnetic field range

for future investigation for a more uniform magnetization consideration.

3.7 Conclusion

The direct correlation of spin dynamics with complementary information in the

magnetization hysteresis curves typically has been an experimental challenge;

most techniques yield nice observations of one or the other. TMRS provides the

capabilities of simultaneous monitoring of equilibrium net magnetization and

detecting of the transverse RF moment in an individual magnetic structure.

With an excellent coupling to small specimens, TMRS results in high spin

sensitivities. On one hand, the simplicity of the technique is owed to the recent

development of multi-UHF lock-in instrumentation [45], and to the natural

compatibility of RF transmission line actuators with on-chip nanomechanical

torque sensors. On the other hand, straightforward processing to integrate
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samples onto sensors [33, 34] opens TMRS to a wide variety of materials. The

approach is fully broadband, is massively scalable through microfabrication,

and has the intriguing potential for low-frequency work where induction signals

become very small, per Faraday’s law. However, the amplitude of the TMRS

torque is frequency-independent.

TMRS provides tantalizing possibilities to study a single (misshaped), low-

damping element, broadband frequency response with fine frequency resolution.

Using the nanofabrication processes, we can design the shape of a magnetic

structure to study the shape anisotropy, engineer the magnetic properties, and

introduce shallow pinning sites on the surface. We experimentally examined the

modifications of magnetic resonance dynamics due to impurities and pinning

sites effects. We obtained great insights about the pinning mechanism by mak-

ing artificially fabricated surface modifications to the magnetic Py structures

by utilizing focused ion beams.

We presented the spectra obtained through TMRS measurements, which

shows fine physics, with very good resolution in comparison to time domain

and even frequency domain techniques. The spectra of spin resonances in a

single crystalline YIG disk were shown in two cases of in-plane and perpendic-

ular field orientations. In the last case, the frequency range extended to 2.1

GHz. As a result, we examined the effect of surface roughness on the mag-

netic resonance and obtained the effective gyromagnetic ratio 𝛾 at a given field

range from the Kittel expression. This study, with the help of micromagnetic

simulation, allows us to elucidate the effect of geometry on 𝛾, which produces

an effective value and provides promising new possibilities for engineering new

devices based on the modification of geometry.
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Chapter 4

Conclusion & remarks for the

future

In this thesis, we presented demonstrations of the torque-mixing technique in

which the concurrent measurement of a single mesoscopic element’s magne-

tostatics and spin dynamics of is achieved, based on torque sensing. TMRS

affords very high sensitivity with excellent coupling to small specimens. A

desired magnetic torque component can be measured using a mechanical reso-

nance by adjusting the frequencies of perpendicular RF (or ac) drives. Using

TMRS, we have studied magnetic phenomena including quasi-static responses,

magnetic susceptibilities, and magnetic resonances with a very broad frequency

range (dc to GHz) at room temperature.

Using nanofabrication processes, a variety of magnetic materials can be af-

fixed to the mechanical resonator. Moreover, we can engineer artificial pinning

sites on the sample surface, and design shape anisotropies to study the im-

portant role of nanoscale defects. This is possible by using a FIB to mill and

surface modify the magnetic structures. Point-like defects are created in Py

disks. These point-like defects are not visible using SEM imaging, but are still

very effective pinning sites. They differentiate this work from earlier studies

that examined the controlled pinning of magnetic vortices. The local surface
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modification in a thin Py disk is achieved with a point exposure with as few as

∼ 10000 Ga+ ions.

The vortex core, with its high energy density, is an exceptional probe to

determine small-scale imperfections at disk surfaces. The vortex core can be

moved around the surface by using the in-plane bias field. Using that, we have

demonstrated the elaborate mapping of local properties of intrinsic and dose-

dependent artificial inhomogeneities in thin disks. The diameters of artificial

pinning sites in this study are comparable to the vortex core diameter. There-

fore, a first order change corresponding to the susceptibility of a pinned core

appears in the magnetization response of the disks.

Engineering adjacent pinning sites enhances the “Barkhausen-free” range.

In addition, it gives rise to a completely different trajectory for vortex annihi-

lation. We have shown that several widely separated sites can work together

to keep the core pinned in one place, while the Barkhausen effect is eliminated

from the magnetization curve over a range approaching the saturation moment

of the disk. This is a new regime for the artificial control of the magnetic

response. Additionally, we performed studies to measure susceptibility terms

on Barkhausen jumps along with the ac harmonics of susceptibility. From the

latter result, one gets more information about buckling, a non-linearity in the

vortex nucleation/annihilation.

Thin-film polycrystalline Py disks provide dramatic examples for demon-

strating the TMRS technique with intrinsic magnetic disorders (which are grain

boundary dominated). To eliminate the effect of grain boundaries, FIB milling

is used to sculpt a thick disk from a single crystalline YIG film. This was an

ideal TMRS case study due to the absence of intrinsic pinning sites, and due

to YIG having one of the lowest ferromagnetic resonance linewidths.

The ability to record both the equilibrium magnetic responses and the spin

excitations allow for the development of a complete understanding of mag-

netic devices. We investigate RF-assisted transitions related to ferromagnetic
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resonances in the YIG structure. We have demonstrated that the nucleation

(annihilation) transition is tuned to occue at a higher (lower) bias field, using

the magnetization response, and it was characterized as a function of the RF

amplitude in the vicinity of the lowest frequency resonance of the spin tex-

ture. In combination with micromagnetic simulations, slight (nm-amplitude)

corrugations at the surface of a disk can be induced during fabrication. The ge-

ometric insights are developed using the spectroscopic map of the YIG structure

when it is magnetized perpendicularly. Finally, we are able to study Kittel-like

modes, which allowed us to measure an effective gyromagnetic ratio, and the

ferromagnetic resonance mode coupling of an individual structure.

Using magnetic resonance as a tool to study magnetic properties in an indi-

vidual nanoscale gemstone, where impurities have a significant impact, is very

important. The study of periodic artificial defects can be essential in investigat-

ing the effect that defects have in a material; the nano-scale defects will become

significant components of the sample, as the device shrinks down to sized com-

parable with the size of defects. More complicated pinning patterns tailored by

ion irradiations can lead to magnonic devices with bandgaps for spin-waves. It

is possible to design a magnonic-cavity integrated with cavity optomechanics

[98], and this could reveal more information about the spin (magnon), photon,

and phonon interactions. In fact, by using cavity optomechanics, the sensi-

tivity of the TMRS method can be increased [99]. Torque spectroscopy, in

combination with optomechanical devices, will be most likely used to explore

novel phenomena in emerging spin-mechanical physics [100, 101].

Measurements of other materials (e.g., paramagnets, solutions) will illumi-

nate the next question to be answered by TMRS: how does the whole-body

torque on the mechanical resonator cascade from magnetic torques on the in-

dividual spins? As a litmus test, large samples such as ferri-spheres could be

used to measure the Gilbert damping to confirm that shape anisotropy has

no (or a very little) effect on the TMRS measurement. DPPH, the organic
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chemical compound (2,2-diphenyl-1-picrylhydrazyl) is a standard material for

electron paramagnetic resonance (EPR) studies and can also be considered as

an option.

The spin-lattice relaxation time has been studied extensively in nuclear and

electronic paramagnetic resonances [10], where the effective field contains only

the external applied field (𝐻𝑒𝑓𝑓 = 𝐻0) and as a result the Larmor frequency

relation (𝜔 = 𝛾𝐻0). Moreover, there are some investigations of spin-lattice re-

laxation in ferromagnetic materials as a function of high-level microwave power,

but only the upper limit for 𝑇1 is presented [102, 103, 104]. In a ferromagnetic

system, 𝐻𝑒𝑓𝑓 contains the demagnetizing and anisotropy fields, which lead to

a geometry-dependent resonance frequency and |𝑚𝑧| (Kittel expression) [11].

Consequently, heating up the spin system should be done in a different way.

One suggestion to overcome the geometry dependent relations in ferromagnets

is to use spherical samples, in which the Kittel expression is simplified to the

Larmor expression.

In conclusion, with its ability to simultaneously measure static magnetiza-

tion, and dynamic responses in an individual structure, TMRS opens up new

avenues for further research on magnetic materials. Broadband TMRS forms

a foundation for nanomagnetism lab-on-a-chip applications for highly sensi-

tive, non-invasive, and rapid prototyping of individual mesoscopic elements. It

presents another functional method to create and detect dynamic spin-based

devices.
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Appendix A

Micromagnetic simulation -

Methods

We performed micromagnetic simulations to identify the equilibrium magne-

tization configurations (spin textures) and spin-dynamical modes in magnetic

structures. There are several platforms for micromagnetic simulations such as

the LLG micromagnetic simulator, developed by M.R. Scheinfein [105]; NIST

open source code, object oriented micromagnetic framework (OOMMF) [106];

mumax, a GPU-accelerated micromagnetic simulation program developed at

Ghent University [107]; MagPar, Parallel Finite Element Micromagnetics Pack-

age [108]; and Nmag, suitable for non-cuboidal structures [109].

In 2012 I started working with LLG micromagnetic simulator (version 2.46)

developed by M.R. Scheinfein. A couple of months later I began working with

mumax version 2. The speed of simulation runs on mumax was extraordinary,

at least 100 times faster than the former CPU-based platform. Moreover,

memory usage has been optimized in mumax in such a way that the software

can handle about 16 million cells within 2GB of GPU RAM. In this thesis,

mumax has been dominantly used for micromagnetic simulations, including all

the results presented in this chapter. mumax is run on an nVIDIA GeForce

GTX TITAN with double-precision floating-point format.
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All the micromagnetic simulation techniques have similar principles, which

are based on the dynamic integration of the Landau-Lifshitz-Gilbert (LLG)

equation of motion [9]. The LLG equation is a finite difference time domain

problem. A magnetic structure is divided into discrete cells with constant

magnetization and a given direction is considered at the center of each cell.

The coupling quantities such as the exchange constant are updated in a neigh-

bouring approach on the faces between the cells, so at each time every cell is

updated from the initial condition, and each cell is independent from the far

cells; that is why it is possible to run these simulations on the GPU system for

faster results.

In the following sections, general parameters in simulation are presented,

usually with the simulation representatives. Some case studies are described to

provide a detailed understanding of related experimental investigations. The

chapter concludes with sample codes to show how to execute the program.

A.1 General parameters

In mumax, a Go programming language scripting[110] has been used to describe

simple to complicated simulations. The first parameters to consider are the

geometry-related parameters including the discretization factor or cell size and

the total number of cells. The cells can be orthorhombics in a 3D structure. For

accurate results, the cell size must be smaller than the exchange length, 𝑙𝑒𝑥 =√︁
2𝐴𝑒𝑥

𝜇0𝑀𝑠
2 , in which the 𝐴𝑒𝑥 is the exchange constant and 𝑀𝑠 is the saturation

magnetization (SI units). Although any combination can be used for the total

number of cells, to speed up the computing time, the total number should

contain one prime number multiplied by powers of two such as 1× 2𝑛, 3× 2𝑛,

5× 2𝑛. The dimensions in simulation that are obtained should be justified by

the total cell number multiplied by the the cell size.

In the case of Cartesian meshing, there is a staircase instead of a smooth
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boundary for a magnetic structure. In some cases, the staircase boundaries

add unwanted pinning sites to the structure that would make it difficult find

the equilibrium magnetization and calculate the dynamical modes. There is a

command in mumax that smooths the boundary

A.1.1 Saturation magnetization

Saturation magnetization is a material-related property and its value for a spe-

cific magnetic material is usually obtained from experimental measurements

such as torque magnetometry or Brillouin light scattering (BLS) experiments,

and is usually tabulated. This value is used to determine the maximum mo-

ment aligned with the external field. Beyond the corresponding field the mag-

netization cannot be increased. Furthermore, saturation magnetization is a

temperature-dependent function, and for a specific temperature, the Currie

temperature, reaches zero.

A.1.2 Exchange constant

The exchange constant, 𝐴𝑒𝑥, is considered as a positive value for ferromagnets

(FM) and negative value for anti-ferromagnets (AF), besides Ruderman-Kittel-

Kasuya-Yosida (RKKY) interaction. For AF, atomic resolution is needed, but

resolution lower than the exchange length is sufficient for FM (exchange length

𝑙𝑒𝑥 =
√︁

2𝐴𝑒𝑥

𝜇0𝑀𝑠
2 ).For instance, in Py material the exchange length at room tem-

perature (𝑀𝑠 = 780 kA/m) is calculated to be 5.72 nm, and in YIG material

the exchange length is around 12 nm.

A.1.3 Magnetic anisotropy

The magnetic anisotropy can be manifested through the directional dependence

of magnetic crystalline with the applied field. That means the magnetization

aligns along some easy axes that are energetically more favourable. In a case
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of no anisotropy, the equilibrium magnetization will always be aligned with

the applied field. Another anisotropy term is the shape anisotropy, which

is quite different. The shape anisotropy is usually considered by calculating

demagnetization factors (dipolar effect).

In Py structures the crystalline anisotropy is neglected because of small val-

ues. However, in a YIG disk, we consider the cubic anisotropy with three axes.

Because the anisotropy constant is negative for YIG, the axes are hard axes.

Moreover, because the axes are obtained from a cross-product relationship, a

determination of only two axes out of three is sufficient. Note that in mumax,

we always insert the easy axis.

To investigate the effect of in-plane field rotation and the directional de-

pendence of magnetization, we selected a YIG disk with cubic anisotropy. The

simulations started from the ground state (3D vortex), and then the applied

in-plane magnetic field in a specific direction was swept from zero to high field

to annihilate the vortex state. The simulation parameters for a YIG disk are:

the cell size 6.25nm × 6.25nm × 6.25nm, 𝑀𝑠 = 140 kA/m and 𝐴𝑒𝑥 = 2 p(J/m),

and the cubic anisotropy with K𝑐 = -610 J/m3. The hard axes are determined

in such a way to make the easy axis in a z-direction: c1 = (-0.4085, 0.7075,

0.5774), c2 = (-0.8165, 0.7075, 0.5774), and c3 = c1 × c2.

Figure A.1 shows a high field responses (close to vortex annihilation) with

groupings in similar directions. It is very hard to see the similarities of the

grouped traces; therefore a subtraction of a linear fit is considered to highlight

the differences at each field angle. The residuals of the linear fit are plotted on

a polar graph in Figure A.1 and show a directional dependent of magnetization

versus an in-plane angle of the applied field.
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Figure A.1: Simulation of in-plane magnetic field sweeps in a 1.2 𝜇m diameter and
500 nm thick YIG disk with cubic anisotropy. a) The magnetization responses are
shown for the in-plane field angle with steps of 30∘, which are grouped based on
similarities. The field sweep is performed from a low field with the 3D vortex state
(ground state) to obtain the vortex annihilation, and the sweep direction is shown
with the yellow arrow. b) The subtracted magnetization responses from a linear fit
are presented in polar diagram with field range of 16-26 kA/m.

In the other example, we show the effect of uniform anisotropy in mag-

netite nanoparticles. The mask is obtained from a SEM image of a device with
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aggregated magnetite nanoparticles deposited on an Si3N4 membrane. The sim-

ulation parameters are cell size 3nm × 3nm × 3nm, 𝑀𝑠 = 480 kA/m and 𝐴𝑒𝑥

= 13.3 pJ/m. Increasing the anisotropy shows a tendency for magnetization to

be in specific direction, and as a result creates a bigger loop. In comparison to

experimental data, the case without any anisotropy is a better match.

Figure A.2: The effect of anisotropy in a masked magnetite nanoparticles. The hys-
teresis loops of a structure with two uniaxial anisotropy values (red and green curves)
are shown along with a response of the same structure without any anisotropy (blue
curve). The lower left inset shows the magnetization profile of magnetite nanoparti-
cles at 𝐻𝑥 = 0 in a field sweep down.

A.1.4 Temperature

One option to make the simulation result more closely resemble the experiment

is to consider the finite temperature in the system. The random thermal fluc-

tuations are not included in the LLG equation. However, in mumax a finite

temperature is provided by considering the fluctuating thermal field, which is

related to the square root of the temperature. The default value for the tem-

perature in mumax is T = 0 K. Therefore the thermal field is zero. The option
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to use finite temperature in mumax comes with a constraint of selecting the

proper solver like Euler or Heun . Either of which enables using the fixed time

steps, usually 1-10 fs.

An example of the temperature effect in the nanoparticle system is consid-

ered here, as shown in Figure A.3. The high temperature, washed out the jumps

in the magnetization response creating a smoother curve for the magnetization

characterization.

Figure A.3: Temperature effect on masked nanoparticles without anisotropy. Two
temperatures of T = 0 K (default) and T = 300 K, corresponding to the experimental
condition, are presented.

A.1.5 Initial magnetization

Selecting an initial magnetization is very important to obtain the correct results

– sometimes there are multiple ground states or local minimum potentials which

can mislead the system into choosing the incorrect state. Depending on the

shape and geometry of a structure and the applied field, some well-known
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initial conditions exist. These include uniform, vortex, two domain, random

magnetization, vortex wall, bloch-skyrmion, Néel-skyrmion.

When the magnetization equilibrium is disturbed because of a change in the

external field or temperature, a torque term tries to align the magnetization

to the new equilibrium state. There are different convergence criteria in sim-

ulation. One is to set the running time as a large number, about nano-second

scale, to make sure all the ring-downs are settled. Another is to establish a

maximum torque limit, which is more accurate in many cases. The latter is

usually used to find quasi-static responses as in states in a hysteresis loop. The

former is used when it is necessary to obtain spin dynamics in the magnetic

structure.

The magnetic parameters for some magnetic materials that have been used

in simulation are summarized in the following table.

Magnetic

Material

Saturation

Magnetization

Exchange

Constant

Exchange

Length

Anisotropy

Constant

𝑀𝑠, kA/m 𝐴𝑒𝑥, pJ/m 𝑙𝑒𝑥, nm K, J/m3

Py 850 13 5.35 ∼ 0

YIG 140 2 12.74 -610

Magnetite

(nParticles)

480 13.3 9.59 0

Table A.1: Magnetization properties of materials used in simulation.

A.2 Spin dynamics

To obtain the dynamical response, one can apply a time-variant magnetic field

to a magnetic structure. The field can be spatially confined too, but we ignore

it for now because in our experimental setup a uniform radio-frequency (RF)

field is provided.
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We utilize a time-domain approach in simulation, although in the laboratory

we capture the spectrum of resonance response directly in frequency domain by

sweeping the RF frequencies at a constant external field. In the time-domain

approach, an RF pulse with a specific width. The frequency bandwidth of the

pulse is inversely related to the pulse width. Then the magnetic spectrum at a

given external dc field can be obtained from a Fast Fourier transform (FFT) of

the time evolution of magnetization, normalized to that of the applied pulse.

Two main time-domain parameters that affect the frequency domain results

are the total time span and sampling rate. The frequency resolution comes

from the total time, ∆𝑓= 1/t𝑡𝑜𝑡𝑎𝑙. In contrast to the experiment, in which the

frequency resolution can be decreased to less than 1 MHz, in simulation a long

evolution of time is needed to achieve such a fine frequency resolution.

The total time span of 1 𝜇sec makes the frequency resolution around 1 MHz.

One of the fine frequency/field resolution spectrum presented in Chapter 3 was

taken at around two days. However, in simulation it took around two weeks to

obtain the result with similar resolutions, even with running fast GPUs. One

might think that a time span of 1 𝜇sec in simulation should not take that long,

but the time sampling is chosen at around 10−12 second.

Another important variable is the total sample equal to total time/sam-

pling rate. In the FFT procedure, the total sample should be rounded to the

next power of 2. The more samples that are collected, the more accurate the

spectrum will be.

A.2.1 Adjusting the RF pulse excitation

The Fourier transform of any rectangular pulse is a sinc function (𝑠𝑖𝑛𝑐(𝜃) =

sin 𝜃
𝜃
, with 𝜃 in radians), in which there are periodic nodes corresponding to

the nodes of the sinusoidal function. The node positions in frequency domain

are inversely related to the pulse width, as shown in Figure A.4. Therefore,

the pulse width should be chosen in such a way as to cover experimentally
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accessible frequency ranges.

Figure A.4: A time-domain pulse and its Fourier transform. The frequency domain
response corresponds to a Sinc function, in which the nodes’ positions are related to
the pulse width 𝑇 .

The drive bandwidth of a pulse has an inverse relation with the pulse width

(1/t𝑤𝑖𝑑𝑡ℎ, corresponds to the frequency of the first node). The pulse width of

1.43 ns provides a frequency range of dc to 700 MHz; for the higher frequency

range, a lower pulse width should be chosen.

The pulse width can be considered as a relative phase of tones, at which

the constructive or destructive interference can be applied. For instance, for a

specific tone, if the relative phase between the rising and falling edges is zero

or multiple integers of 2𝜋, the excitement has been suppressed for that tone.

In Figure A.5, we present the time evolution of two oscillations at frequen-

cies 100 MHz and 600 MHz. The oscillations are described by adding two

phase-shifted sinusoidals, as brought in the equation:

𝐴
√︀

1 +𝐵2 + 2𝐵 cos(𝜔𝑡+ 𝐶)), (A.1)

at which A = 0.68, B = 0.93, C = 𝜋.

For the higher frequency, the first smallest amplitude corresponds to a rel-

ative phase of 2𝜋 at t = 1.67 × 10−9 second. It is best to choose the pulse

width at which all the frequency tones will oscillate below reaching their rela-
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tive phase of 2𝜋, e.g., the pulse width of 1.43 ns, as shown in a time stamp on

Figure A.5.

Figure A.5: Pulse width and the frequency bandwidth investigation. This figure shows
the time evolution of two phase-shifted sinusoidal functions with frequencies of 100
and 600 MHz. The time stamp t = 1.43 ns is shown as a sample point, at which both
the waves will not reach their first relative phase of 2𝜋 in time domain.

The pulse amplitude is crucial as well. It should be neither too small nor

too high. In the case of small amplitude, the response sampling in simulation

might not be captured. In the case of high drive, the magnetization will be

disturbed and might cause a non-linear response, which is not of interested for

this thesis.

A.2.2 Damping factor

The LLG equation contains a dimensionless constant that corresponds to damp-

ing in the magnetic system. Depending on the statics or dynamics, the damping

factor, 𝛼, is considered with different values: 𝛼 equal or greater than 1 is set for

relaxation and lower than 1 is considered for dynamics. In the case of dynamics

(0 < 𝛼 < 1), 𝛼 should be selected as a small value to make the results more

accurate. However, selecting a small damping factor like 𝛼 = 0.0001 will slow

the convergence; this value corresponds to a lowest experimental value for YIG
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material. For YIG simulations, however, we use a larger value obtained from

the linewidth of magnetic resonance in our experimental results, 𝛼 = 0.008.

Here, we show that the value of 𝛼 should not play a significant role in finding

the resonance frequencies, just in the linewidth of the resonances. Figure A.6

shows a simulation of gyrotropic frequencies in a micron diameter and 10 nm

thick Py disk for two damping factors.

Figure A.6: The effect on the gyrotropic frequency of changing the damping factor.
The simulations of core gyrations in the vortex state are presented for two damping
factors, 𝛼 = 0.01, and 0.02 in a 1 𝜇m diameter and 10 nm thick Py disk. In
addition, the dotted black line represents the fitted sinusoidal function and shows
identical resonance frequencies for the two damping factors.

The magnetic properties are 𝑀𝑠 = 700 kA/m, 𝐴𝑒𝑥 = 13 pJ/m, and cell

size 5.21 nm× 5.21 nm × 5 nm. To make the vortex core begin to gyrate, a

step (𝐻𝑥 = 1 Oe) is applied to the disk at its ground state. Shown here is the

y-component of the magnetization, which reaches zero at the new equilibrium.

The resonance frequencies are obtained via sinusoidal fitting, the same for two

cases, and the decay rates are obtained from the exponential fits. It takes

longer for the system with the lower damping factor to reach its equilibrium.
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A.2.3 Fourier transform with windowing process

To obtain frequency information about the time-domain simulations, we use

FFT algorithm in Matlab. The time-domain parameters, such as the sampling

and running times, should be considered very accurately to produce very nice

resolution field-frequency dispersions. For instance, it is good to select the total

number of samples in the power of 2, an input in the FFT function in Matlab.

Moreover, when a pulse is applied to the system, usually there are some

high frequency excitations included in the response. Therefore, to overcome

the transient response and obtain only the desired dynamics, we use the FFT

with a windowing process. Here, the Hann windowing in Matlab is described

with the following equation [111]:

𝑤(𝑛) = 0.5

(︂
1− cos(2𝜋

𝑛

𝑁
)

)︂
, 0 ⩽ 𝑛 ⩽ 𝑁, (A.2)

in which n is the sample, N total number of samples, and the window length L

is equal to N+1. Figure A.7 shows the time domain and Fourier transform of

a Hann window with L = 64.

Figure A.7: The representation of Matlab Hann-windowing function. The time do-
main representation of the Hann function with a selected window of L = 64 is shown
in the left panel and the corresponding FFT response is presented in the right panel.
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We use a modified Hann function so that half of the time domain data has

been used to reduce just the initial transition, but the resonance will continue

ringing. First a Hann function with twice the length of time data is selected.

Then, the time-domain data is multiplied by the modified Hann function(time-

domain) with the same length, and the FFT function is applied to this new

vector.

A.3 Sample codes

An example of a complete code for obtaining a hysteresis loop in a cuboid

is presented following by part of codes for Voronoi tessellation and non-zero

temperature.

When a text code is ready, a mumax executable file can be run in the

terminal. There is a browser-based user interface that allows the user to run a

simulation or modify the code.

A.3.1 Sample code for hysteresis loop

1 /* . . . . . Geometry . . . . . */

2

3 Se tGr id s i z e (64 , 64 , 64)

4 S e tC e l l s i z e (1 e−9, 1e−9, 1e−9)

5

6 setgeom ( cuboid (50 e−9, 50e−9, 50e−9) )

7

8 /* . . . . . Input parameters . . . . . */

9

10 Msat = 480 e3 // Saturat ion magnet izat ion in A/m

11 Aex = 1.33 e−11 // Exchange s t i f f n e s s in J/m

12 alpha = 1 .0 // Gi lbe r t damping constant

13 save(Msat )

14
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15 m = uniform (0 , 0 , 1 ) // I n i t i a l magnet izat ion

16 saveas(m, ” m i n i t i a l ” )

17

18 anisU = vecto r (1 , 1 , 1) // un i a x i a l an i so t ropy vec to r

19 Ku1 = −2.8 e4 // un i a x i a l an i so t ropy constant in ( J/m3)

20 save ( anisU )

21 save (Ku1)

22

23 // time , magnet izat ion , and app l i ed f i e l d s are the

24 tableadd ( E to ta l )

25 tableadd ( E anis )

26

27 // i n c r e a s i n g f i e l d in a loop

28 f o r Bi :=0; Bi < 100 ; Bi+=5{

29 B ext = vecto r ( Bi*1e−4 ,0 ,0)

30 p r i n t ( Bi )

31 RunWhile(MaxTorque > 1e−3) // r e l ax

32 tab l e s ave ( )

33 save (m)

34 pr i n t ( B ext ) }

A.3.2 Voronoi tessellation

1 // de f i n e g r a i n s with r eg i on number 0−255 (maximum number o f

r e g i on s 256 in mumax)

2 g r a i nS i z e := 40e−9 // m

3 randomSeed := 1234567

4 maxRegion := 255

5 ext makegra ins ( g ra inS i z e , maxRegion , randomSeed ) % bu i l t−in

func t i on us ing Voronoi t e s s e l l a t i o n

6

7 de f r e g i on (256 , Mask . i nv e r s e ( ) ) // r eg i on 256 i s outs ide , not

r e a l l y needed

8 Msat = 700 e3 // sa tu ra t i on magnet izat ion (A/m)
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9 Aex = 13e−12 // exchange constant ( J/m)

10 alpha = 1 // damping f a c t o r

11

12 // s e t random parameters per r eg i on

13 f o r i :=0; i<maxRegion ; i++{

14 // random 30

15 MS := 700 e3

16 Msat . SetRegion ( i , MS + randNorm ( ) * 0 .1 * MS) // 10%

sa tu ra t i on magnet izat ion va r i a t i o n

17 }

18

19 snapshot (Msat )

20

21 f o r i :=0; i <maxRegion ; i++{

22 f o r j :=i+1; j <maxRegion ; i++{

23 ext ScaleExchange ( i , j , 0 . 9 ) // reduce exchange coup l ing

between g ra i n s by 10%

24 }

25 }

A.3.3 Changing the temperature

1 setsolver (1 )

2 fixdt = 1e−14

3 thermalseed (1 )

4 Temp = 300

5 thermalseed (0 )

A.3.4 Magnetic resonance response

1 f o r Bi := 1000 ; Bi > 0 ; Bi−=5{

2

3 alpha = 1 // Set the damping f a c t o r f o r r e l a x a t i o n

4 B ext = vecto r (0 , 0 , Bi*1e−4)
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5 relax ( )

6 tablesave ( )

7 save(m)

8

9 t = 0 // r e s e t the time to zero f o r FFT ca l c u l a t i o n

10 alpha = .008 // Set the damping f a c t o r f o r resonance

11 B ext = vecto r ( 0 , . 0 05 * (1− heav i s i d e ( t−7.34e−9) ) , Bi*1e−4)

12 tableautosave(10 e−12)

13 Run(100 e−9) // run f o r 100 ns

14 t = 0

15

16 }
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Appendix B

Micromagnetic simulation -

Case studies

Many general problems have been simulated for magnetic structures, as well

as various interesting case studies with the experimental insights and future

devices. Among them are the disk structures with different magnetic materials

(YIG, Py, Co), Py ellipse and complicated structures such as a mushroom Py

shape. A concise summary of these case studies is presented in the following

sections, in the same order presented in the main thesis chapters.

B.1 Experimental insights

B.1.1 Artificial pinning potentials in a Py disk

We study about the effect of the pinning sites on the magnetization characteri-

zation, mainly to control the Barkhausen free path in multigrain structures such

as Py disks. Engineering the position of the pinning sites results a larger pinned

characterization. In the experiment, we introduce the point-like pinning sites

with the help of a beam of Ga+ ions. The Gaussian beam-width makes a cir-

cular cross-section at the surface of magnetic material. Some surface molecules
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are sputtered away with a dead-layer around the defect. Consequently, the

pinning sites will not annihilate the vortex, but will keep the core pinned with

the signature of slope change in the magnetization characterization.

Based on Cartesian meshing in simulation, we design defects with cross-like

shape areas resembling circle intersections. In order to make pinning sites, in

simulation we set the designed area with a selected depth to be not magnetic.

This is a simplified version of finding the equivalent regions that correspond

to the defects made using different approaches. These approaches include de-

creases in the saturation magnetization and/or exchange constant. Moreover,

various shapes with combinations of area and height could be considered: e.g.,

instead of a pillar for a defect region, one can consider a Ziggurat pattern for

the height. Many different cases are tested, but to be concise we are reporting

only the results of simple cases, in which defects are pillars with no magnetic

properties.

Figure B.1 shows an investigation into how size and dimension affect off-

centered defects for a single pinning site in a 1-𝜇m diameter and 12-nm thick-

ness Py disk. A dumbbell feature in the hysteresis loop shown in the inset

is a signature of the interaction of the vortex core with a pinning site, getting

pinned and depinned in two field sweeps up and down. For each depth and area,

only one of the minor loops is presented with an estimated position obtained

from the experiment, at 126 nm in the y-direction. However, the magnetization

(M-H) curve of a defect with 4 nm depth, 86 𝑛𝑚2 area, and at a slightly shifted

position is plotted in full. The areas of 86 𝑛𝑚2 and 125 𝑛𝑚2 are considered as

11 and 16 cells in a square shape orientation with the cell size of 7.8125 nm.

The width of the minor loops corresponds to the strength of pinning site,

which depends on both the area and depth of the defect. However, the defect

depth has a more significant effect on the size of minor loops.
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Figure B.1: Single defect characterization in a micron diameter and 12 nm thick
Py disk. The M-H curves are obtained for some variation of defect depth and area.
The depth of the defect is more effective in the pinning characterization. The top-left
inset shows a cartoon of a full dumbbell-shape hysteresis loop.

An estimate of the effective vortex core size can be determined by running

simulations for the same defect “depth”, and just changing the pinning site as

a function of the area. The width of minor loops at first should grow with the

area (when the site area is less than the core area, the energy depth is still

growing), and then “saturate” (when the pinning site is so large that the core

falls into a flat-bottomed potential well, is propelled across by field, and later

depins). But it would be better to mimic the pinning potential with a variation

of 𝑀𝑠 and/or exchange constant for a big study.

We also investigated another condition using insights gained from the ex-

periment: a single pinning site and an additional ring around the defect in a

micron Py disk. This ring could have appeared because of a misalignment of
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the Ga beam and it could be analogous to adding a faint shoulder to the defect.

Figure B.2: Simulating the beam misalignment in creating the single defect. This
figure shows the hysteresis loop characterization in a micron diameter and 12 nm
thick Py disk with a rectangular ring around the single defect. The defect was made
with 3 × 3 cells with two additional cells on the top and bottom. The insets show
additional information about the mask of rings in two cases of two-cell and three-cell
separations.

In a simulation we chose a rectangular ring because of the simplicity. Two

cases are considered: two-cell and three-cell separations between the pinning

site and the ring in the vortex movement direction. The related hysteresis loops

are presented in Figure B.2 with the corresponding simulation snapshots in the

insets. It seems that the ring should be closer to the defect in our sample to

produce similar result compared to the experiment.

The magnetization characterization for a Py disk with three surface pinning

sites is shown in Figure B.3. The position of the pinning sites was taken from

SEM images of Py devices at 210 nm (single site, S), -85 nm (inner site, I), and
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-220 nm (outer site, O).

Figure B.3: Simulation of the pinning enhancement with three defects in a 2-𝜇m
diameter and 20 nm thick Py disk. The magnetization response with a variation of
defect depths and areas is presented. The pinning positions are obtained from the
experiment, single (S) site at 210 nm, inner (I) site at -85 nm, and outer (O) site
at -220 nm, as shown in the lower-right schematic.

A cross section with an area of 678 nm2 shown in the inset has been chosen

so that the area will be close to the area of a circle with 30 nm diameter. Some

variations of defect depth are considered, while the defect areas are kept the

same.

The hysteresis loop starts from a free vortex close to the S side of disk. With

the applied field, the vortex is pushed towards the S site and pinned there; the

corresponding field is very close in all the cases. The presence of other sites

keeps the vortex further in the S site, while the in-plane magnetization flex

creates a domain wall (DW) that is extended to all three defects. After the

DW connects the three defects, with a hop (small transition in the hysteresis
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curves) the vortex moves to the I site. Depending on the depth of the pinning

site, the pinned field range can be extended to vortex annihilation, which is

not the case here, but was in the experimental result.

Figure B.4: Magnetization characterization in a 2-𝜇m diameter and 20 nm thick
Py disk with three pinning sites. The characterization is performed for in-plane
applied fields with a free vortex state. Some magnetic profiles are presented with
the corresponding labeles in the hysteresis. The color-wheel shows the direction of
in-plane magnetization with related colors.
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Based on the selected dose during FIB, the initial defect depths were selected

as 4 nm for a single defect in a micron Py, and 8 nm (S site) and 16 nm (I and

O sites) in a 2-𝜇m diameter and 20 nm thick Py disk. However, the selection

of 10 nm and 17.5 nm depths for the S, and I,O, respectively, generate results

that are more closely related to that from the experiment.

In addition, we select smaller defect areas, 20-nm diameter circles, which

make a larger pinning enhancement with additional transition to O site. Figure

B.4 shows a full hysteresis loop with the corresponding magnetization profiles

for a Py disk with a defect in smaller areas. The presence of more than one

pinning site makes it possible to into the disk a completely different “trajectory”

for vortex annihilation. The touchstone is that the magnetization changes its

sign, a big energetic cost, without jumping to the second defects, through

“flexing”, which can enhance the “Barkhausen free” range.

B.1.2 Defects in a mushroom-shaped Py structure

In the simulation, a mushroom structure supports different ground states de-

pending on the orientation of applied bias fields. The M-H characterizations of

field sweep-up for two initial ground states are shown in Figure B.5.

The two-vortex state (V-V) with different chiralities and two-vortex (the

same chiralities) with the anti-vortex (VAV) are shown in red and blue curves,

respectively. The subtle difference between the two initial states is the big jump

at the intermediate field due to the annihilation of the anti-vortex. There are

other subtle tiny jumps which are related to the annihilation of the vortex in

the stem. In addition, a field sweep down from a uniform magnetization is

shown as a black trace. The jumps are transitions to a single vortex in the

mushroom cap, and the initialization of a two-vortex state. The nucleation of

an additional vortex in the stem happens in the negative fields, which is not

shown here.
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Figure B.5: The M-H characterization in a pristine mushroom-shaped Py structure
with 40 nm thickness. Two colored curves show the field sweep up with the specified
initial states, the two-vortex state (V-V, red curve) and vortex-anti-vortex-vortex
state (V-AV-V, blue curve) as shown in the insets. The black curve shows the field
sweep down from uniform magnetized structure.

The main focus of this section is to investigate the interaction of the two-

vortex state with defects. First, we introduce a single pinning site in the

mushroom cap and then add an additional pinning site to the stem. The defect

positions are determined from the core trajectories calculated in a structure

without pinning sites. Finally, we use the Voronoi tessellation to simulate ran-

dom defect distributions (grainy-like Py structure) and obtain the susceptibility

term.

Figure B.6 shows the in-plane magnetization versus applied field, in which

the core depinning happens from a single pinning site. The pinning site has

a diameter of 32 nm and thickness of 10 nm at (220 nm, 0 nm). The cores’

displacements shown in the lower-right inset demonstrate that the two vortices

are somehow coupled. When one is pinned, the movement of other is also

restricted. As a result, the overall in-plane flex demonstrates a lower slope
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while one of the core is pinned.

Figure B.6: Characterization of a single pinning site in the mushroom-shaped Py
structure at a two-vortex state. The vortex depinning from a pinned core is presented
with the corresponding core displacements in the inset.

To study the effect of the additional pinning site to the stem in the mushroom-

shape structure, we established a weaker defect while keeping the cap defect

the same as in the previous case. The weaker defect is considered in two cases:

as squares with dimensions of 8 nm and 12 nm at (-461 nm, -22 nm), and a

height of 10 nm. A cartoon of the pinning position is presented in the top-left

inset of Figure B.7; the weaker pinning site is barely visible.

In addition, the initial core polarities have been chosen to be parallel or

antiparallel, making it possible to overlap the magnetization. Figure B.7 shows

the hysteresis loops of in-plane and out-of-plane magnetization components.

The two-jump signature in both directions (sweep-up and sweep-down) shows

the effect of two pinning sites. Moreover, the jump height in 𝑚𝑧 magnetization

in the nine-cell defect M-H curve is twice as the four-cell defect curve.
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Figure B.7: The characterization of two pinning sites in the mushroom-shaped Py
structure, one defect in the cap and the other in the stem. The magnetization re-
sponses, 𝑚𝑥 and 𝑚𝑧 components, versus applied field are presented for two cases: the
cap defect is kept the same and the other defect is considered with surface removal of
4 cells and 9 cells (cell size ∼ 4 nm). The device mask is shown in the top-left inset.

In the experimental data, there are some transitions in the M-H character-

ization due to the local pinning sites. To reproduce the pinning sites, a grainy

Py structure is presented in simulation by using the Voronoi tessellations in

mumax. Part of the code in which we make the grain regions and determine

the magnetic parameters in each grain (the saturation magnetization of Py with

10% change and the exchange coupling reduced to 10% between the grains), is

presented at the end of this previous chapter. Only 256 regions can be defined

in mumax.
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Figure B.8: Investigation of RF susceptibility through application of a perpendicular
dither. The magnetization components, 𝑚𝑥 and 𝑚𝑧, the applied fields, 𝐻𝑥 and 𝐻𝑧,
and the term including the susceptibility, 𝑚𝑥 + 𝜒𝑧𝐻𝑥, are presented versus sampling
points. The 𝑚𝑧 magnetization shows an irregular pattern on the 𝑚𝑥 jump due to the
depinning process, which corresponds to the susceptibility peaks.

To enable a close comparison with the experimental data and to study the

effect of the susceptibility term, we included a sawtooth waveform as a per-

pendicular RF field, resembling an RF sine-function in the experiment, along

with the dc sweeping bias field, 𝐻𝑥. Figure B.8 shows the magnetization and

field components, as well as the torque term, 𝑚𝑥 + 𝜒𝑧𝐻𝑧. The 𝑚𝑧 component

is modulated with the 𝐻𝑧. Except the vortex pinning/depinning transition sig-

nature happens at the point = 21 in the magnetization components, the mean
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value of 𝑚𝑧 remains very close to the value for 𝑚𝑧 before introducing a dither.

Figure B.9: The characterizations of magnetization in a grainy Py structure. The
green curve is the magnetization response versus the applied field. The blue trace
demonstrates additional peaks at the pinning/ depinning events, which are due to
the out-of-plane susceptibility term. The top-left inset shows the grainy structures
obtained via Voronoi tessellation and the bottom-right inset (red trace) shows the
susceptibility peaks versus the applied field.

In a constant 𝐻𝑥 bias field, a sine-like dither with a sawtooth function with

six points is applied to the system. We selected the sawtooth with a positive

slope for the first five points in a row. As a result, the calculated susceptibility

based on 𝜒𝑧 = 𝑑𝑚𝑧

𝑑𝐻𝑧
, is always a positive value for those points. At the sixth

point that the slope becomes negative, the transition in all terms is ignored in

final calculations.

The corrected hysteresis loop obtained from the susceptibility term is shown

in Figure B.9. Those small jumps in the signal occur because of the core hops

from one site to the other site – the size of the jump depends on the nearby

favourable site in which the core jumps (spatial position). Note that the data

processing has been done in Matlab, and here the differentiate or numerical
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derivative function is used.

B.1.3 Gyrotropic frequency in a disk with defects

The gyrotropic frequency, which is the fundamental resonance mode in the vor-

tex state, is tightly dependent on the structural geometry and magnetization.

Figure B.10 shows the effect of three Py disks with different aspect ratios. The

gyrotropic frequency is inversely related to the aspect ratio at the ground state.

The magnetic resonances are obtained from the Thiele equation.

Figure B.10: Geometry-dependent gyrotropic frequencies in Py disks. The effect of
aspect-ratio (diameter/thickness) in three Py disks at the ground state is presented:
disks with 1𝜇m diameter and 20 nm thickness (green trace with 𝑓0 = 152.51 MHz),
2𝜇m diameter and 20 nm thickness (red trace with 𝑓0 = 79.65 MHz), and 2𝜇m
diameter and 10 nm thickness (blue trace with 𝑓0 =46.32 MHz).

While the gyrotropic frequency can be excited with a pulse at a given ap-

plied field (pulse properties discussed in the other section), there are two options

for obtaining the resonances. One method is to use FFT, and the other is to use

a fit function to a temporal magnetization. The latter fit function is obtained

from the Thiele’s equation of motion and it has the form of exp (𝛼𝑡) cos(2𝜋𝑓𝑟𝑒𝑠𝑡).

This fit can be used for only one mode, usually the fundamental mode. How-
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ever, in the thicker structure that will be discused in the next section, there

are more gyrotropic modes. So FFT would be a more accurate way to resolve

all the modes.

In this section, we investigate the pinning effect on gyrotropic frequency

in thin disks with pinning sites. We consider a Py disk with a single defect,

and obtain its spectrum in a field sweep up from a free vortex at the ground

state towards the pinning site. A single defect with 30 nm diameter area is

set at 210 nm in the y-direction (off-centered in the way of the vortex trajec-

tory). The spectra of two separate defects with depths of 5 nm and 2.5 nm

are presented in Figures B.11a and B.11b, respectively. The overlapped static

magnetizations are shown in Figure B.11c. Although there is a slight difference

in the magnetization responses for the two cases, the spectra are very different

in the pinned regions. The disk with a 2.5nm-depth pinning site shows a lower

pinned resonance frequency.

Moreover, we consider the disk with three defects. The defects have been

chosen at the same depth of 5 nm and an area around 706 𝑛𝑚2 (a circle with

diameter of 30 nm), at the spatial positions of -220 nm, -85 nm and 210 nm.

To initiate the dynamical response, a step (instead of pulse) with 80 A/m

amplitude is applied to a relaxed equilibrium magnetization state with 𝛼 =

0.01. The total time evolution of 100 ns is considered, which corresponds to a

10-MHz frequency resolution, for each field with increments of 160 A/m. The

time evolution of the magnetization shows a normal gyration while the vortex

is free, but when the core gets pinned, the gyration jumps to a higher resonance

frequencies with a smaller amplitude gyration inside the pinning site.

144



Figure B.11: Simulated magnetic resonances of vortex core in and out of a single
defect. a) and b) The magnetic resonance spectra are presented before and after
the vortex pinning in a single defect with depth of 5 nm and 2.5 nm, respectively.
The defects are considered in a 1-𝜇m diameter and 10 nm thick Py disk. c) The
magnetization responses in the two cases are overlapped.

There is a significant difference between responses at the positive and neg-

ative fields, which is due to the pinning positions. In the positive side, there is

only one pinning site, and the chosen position of defect is in the linear regime of

core movement with an applied field (less than 250 nm). This position is strong

enough that not only can it keep the vortex for a large field range, but also

the depinning field causes the core to be annihilated (assisted annihilation).

However, on the negative side, there are two pinning sites, one of which is

closer to the center. As a result, the core gets pinned while the depinning field
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pushes the vortex core to around a -370 nm position, out of the reach the outer

defect. As a result, there is a spectrum of free vortex until the usual vortex

annihilation field at H𝑥 = -17.5 kA/m. Moreover, the spectrum experiences a

very large meandering, around 1 GHz, while the vortex core is pinned.

Figure B.12: Simulated magnetic resonances of triple defects in a 1-𝜇m diameter
and 10 nm thick Py disk. The spectrum is obtained via overlapping of two individual
simulations from zero field to high positive and negative field values. The static
response overlaps on top of the spectrum.

The spectrum would be different if the field sweep had been started from

the high field, independent of which side of the disk the vortex core was created.

Then the pinning positions of 210 nm and -220 nm create a roughly symmetric

situation for a vortex: the free vortex sees only one pinning site (does not matter

if it is the outer of the paired ones, or just the single one). But there is a middle

ground between having the defects behave as if they are fully independent

(where the core would depin, then reside unpinned in the disk before dropping

into the next pinning site), and having the defects interact but with a more
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dramatic dependence on separation – the domain wall opens a “conductance

channel” from one pinning site to the next.

B.1.4 Quasi-static in a thick YIG disk

The FIB fabrication offers unique possibilities for nanofabrication of individ-

ual, monocrystalline nano-objects. We use FIB to mill a thick disk from a

single-crystalline YIG film. However, the disruption by Ga+ ions reduces the

magnetic properties of YIG crystal near the surface and creates a magnetically

dead shell encapsulating the magnetic core of the resultant structure. To ob-

tain a qualitative understanding of the device spectrum, dimensions of a YIG

magnetic disk are determined from SEM images of the device. The shell di-

ameter is obtained from the last step, disk milling, 550 ±30nm, but due to a

symmetric dead-layer consideration in the radial direction, the diameter of 980

nm is set in simulation. The thickness of 250 nm is empirically determined

from the experimental resonance frequencies for in-plane magnetizations with

a direct comparison to simulation.

The gyrotropic frequency versus disk thickness is obtained in YIG disks at

the ground state with three diameters, as shown in Figure B.13. The Thiele’s

expression is used to find the resonance frequencies. Up to 100 nm thickness, all

three disks have shown similar linear trends of increasing gyrotropic frequency.

However, at around 200 nm thickness, there is a plateau corresponding to mode

cross over, at which the FFT is more reliable to find all modes, as shown in

Figure 3.1.
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Figure B.13: The effect of YIG disk dimensions on the magnetic resonance at the
ground state. Three different disk diameters (980 nm, 1100 nm, and 1200 nm)
have been used to obtain the relationship between the gyrotropic frequencies and disk
thickness (without considering the anisotropy). Compared to the experimental data,
the disk with 980-nm diameter produces closer resonance at 250 nm thickness.

The hysteresis loop shown in Figure B.14, is obtained for a 250-nm thick

YIG disk with 980-nm diameter for an in-plane applied field in the x-direction

with a resolution of 800A/m, from zero to 23 kA/m and returning back to

zero field (the hysteresis loop is shown up to 21 kA/m). The color contrast

of the hysteresis loop represents the regions where the spin texture exists as

a three-dimensional vortex (yellow green) or quasi-uniform (dark blue) states.

The hysteresis loop with the vortex annihilation at ∼ 18 kA/m and nucleation

of a three-dimensional vortex state at the transition ∼ 14 kA/m is consistent

with the results of the experiment. The corresponding labeled spin textures are

shown as thumbnails in Figures B.14A-E insets, with in-plane magnetization

direction represented as a color-wheel for the bottom and top disk surfaces. 𝑚𝑧

magnetization is shown in a gray scale-bar at the plane passing the center.

148



Figure B.14: 3D Spin Textures of the Mesoscopic YIG disk. The hysteresis loop
for a 980-nm diameter and 250-nm thick YIG disk is presented. The insets (A to
E) illustrate the spin textures (in-plane and 𝑚𝑧) at the corresponding fields. The
in-plane magnetization directions (for the top and bottom surfaces of the disk) with
the accompanying color wheel and the 𝑚𝑧 components through a plane intersecting
the center of the disk are shown in grayscale. The spin textures (in-plane direction
and 𝑚𝑧) for vortex and quasi-uniform states corresponding to 0 and 19 kA/m applied
fields are shown in the bottom-right and top-left insets, respectively.

The aspect ratio of the YIG disk permits variation of the spin texture with

the 𝑧 position. Figure B.14E shows the ground-state of the structure as a

three-dimensional vortex for which the core sits at the disk center at zero field.

As the applied field is increased, the core is translated towards the edge of the

disk, and annihilated. Figure B.14A shows the quasi-uniform state at 19 kA/m

shows a major magnetization along �̂� direction and small non-uniformity near

the edges.

Room-temperature bulk properties of YIG were used as the input parame-

ters to the simulations [112]: exchange stiffness constant 𝐴𝑒𝑥 = 2pJ/m, 𝑀𝑠 =

140 kA/m, and anisotropy constant 𝑘𝑐1 = -610 J/m3 with the anisotropy axes

oriented such that one of the easy axis is along the cylinder axis (as in exper-

iment). The calculated exchange length for YIG is 12.7 nm, so a cell size of

9.8 × 9.8 × 6.25 nm3 for the 3D simulations. The lower size in the z direction

for the cell size was chosen to obtain a more accurate result, and it will be
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explained in the ‘shallow imperfection’ section.

B.1.5 Line defects and magnetic resonances of YIG disk

Through FIB fabrication, ion exposure makes a rough surface with a surface

corrugation less than five nm, which has an impact on the resonance modes

in the vortex state. Qualitative micromagnetic comparisons are performed for

a pristine YIG disk and a disk with six shallow grooves on the bottom layer.

The observation of the vortex core pinning through the interaction of reso-

nant dynamics with nanoscale imperfections is not directly evident in the net

moment (dc magnetization) response in both measurement and micromagnetic

simulations.

Figure B.15: Low-field comparison between magnetization responses in a pristine and
defected YIG disks. The subtraction of two M-H curves shows a slight change, three
peaks corresponding to three surface defects, as demonstrated in the lower-right inset.

Figure B.15 shows the simulated magnetization responses for both cases,

with no defects and with imperfections, in which the disk with imperfections

shows a very slight wobble as the core interacts with the defects. The subtrac-

tion of two magnetization responses in Figure B.15 inset shows a very small
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difference (smaller than the experiment sensitivity).

Figure B.16: Comparison of magnetic resonance spectra in the YIG disks with and
without surface modifications. A) and B) The quasi-uniform in YIG disks with and
without surface modifications, respectively. D) and E) The vortex state spectra in the
YIG disks with and without surface modifications, respectively. The arrow indicates
the direction of the field sweep (low-to-high direction for vortex state and high-to-
low for quasi-uniform state). The surface modifications have a higher impact on the
spectrum of the vortex state than on the spectrum of the quasi-uniform state. C)
Isosurface of the 𝑚𝑧 = 0.35 component of magnetization is presented at H0 = 12
kA/m and 𝑓𝑟𝑒𝑠= 116 MHz. The dashed lines and arrows depict a breathing mode
of the two-vortex state. F) Mode profile of the gyrating magnetic vortex (isosurface
𝑚𝑧 = 0.5) is illustrated at H = 0 kA/m and 𝑓𝑟𝑒𝑠 = 140 MHz. The core ends at the
top and bottom of the disk circle out-of-phase about the center (the state illustrated
corresponds to zero applied field).

The resonance frequencies are extracted through FFT of the temporal re-

sponse of 𝑚𝑦(𝑡) − 𝑚𝑦(0) and shown for the cases of a pristine disk and disk
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with surface modification (six line defects), in Figure B.16. The insets in Figure

B.16B and B.16E illustrate the pattern of linear surface defects. The dynamics

were excited by applying a square pulse (400A/m amplitude, 1.43 ns width)

at each field step upon the convergence of the spin texture to an equilibrium

state with LLG 𝛼 was set to 0.008.

In the quasi-uniform spin textures, because the state is more internal the

surface roughness has little influence on the modes (compare Figures B.16A

and B.16B). The resonance frequencies are slightly higher in the presence of

roughness, but the field-frequency variations are the same as for the pristine

disk. That is because the high field spin modes are more ‘internal’ to their

respective textures, as illustrated in Figure B.16C.

This is in contrast to the case for the vortex texture (shown in Figures

B.16D and B.16E), where a clear qualitative difference between the simulated

spectra of the gyrotropic modes is seen by comparing the disk with roughness

and the pristine disk. When a vortex core end (the highest energy density

region of the spin texture) interacts with a defect, the resonance frequency

and amplitude are strongly modulated. As the core on the bottom surface of

the disk approaches the defect it becomes pinned, while the core on the top

surface is free to precess at an increased frequency. The first mode gyration

in the pristine disk is illustrated in Figure B.16F. The wider modulation of

the simulated frequencies, compared to the experiment, are believed to be due

to the imperfections in the simulation creating larger pinning sites than what

exist in the experimental YIG disk (a limit imposed by the minimum grid size

of the simulation).

B.1.6 Kittel-like modes in a YIG structure

Knowing an accurate geometry of the disk is crucial for understanding the

modes. From our previous study of an in-plane magnetized disk, an estimate

of 250 nm was found for the YIG disk thickness. Having the resonance spec-
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trum for out-of-plane field direction helped show that the overall shape has

an asymmetric thickness, like a trapezoid in a side view. For that reason,

the simulation investigations about the adjusted shape are presented here in a

step-by-step procedure.

First, we selected a disk with the same dimension as obtained in the pre-

vious section, 980-nm diameter and 250-nm thickness. Then, we obtained the

resonance frequencies at H𝑧 = 2000 Oe, which we selected to be higher than

the saturation magnetization in YIG (M𝑠 =1780 Oe) and which is sufficient

to make the structure uniformly magnetized in the z-direction. Figure B.17

shows the frequency responses at this perpendicular field, accompanied by spa-

tial FFTs (both spatial amplitude and phase) for the first five modes. The first

mode in 250-nm thick YIG disk has two nodes along the thickness, which does

not correspond to the uniform response.

Figure B.17: Resonance spectrum in a 250-nm thick YIG disk at 𝐻𝑧 = 2000 Oe =
159.2 kA/m. The related amplitude and phase profiles are presented for the five first
resonance modes.

However, the second mode with the highest amplitude in the frequency

spectrum displays a more uniform response internally. This is very similar to
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the ’crossover’ that occurs for the gyrotropic modes in the thick YIG disk.

The nodes along z are another manifestation of the crossover behaviour as a

function of thickness, which means the lowest frequency mode doesn’t have the

minimum number of nodes. Moreover, the radial nodes increase with the mode

number, after the second mode.

Then, the larger spectra of perpendicular magnetized YIG disks with three

different thicknesses – 200 nm, 250 nm, and 400 nm – are presented in Figures

B.18 a, B.18b, and B.18c, respectively. The field sweep-down starts from 𝐻𝑧

= 2000 Oe = 159 kA/m in a uniform magnetization towards a vortex state.

There are two similar signatures in the simulations: a change in the slope

of modes at the softening point (whcihc corresponds to the vortex nucleation,

a V-shape feature) and a bunch of linear modes before the vortex nucleation

(at the uniform state). There are around 10 bright modes in the saturation

magnetization, and there is a coupling between the second and third modes.

By increasing the thickness, that coupling occurs at higher frequencies, but

there is no mode crossing or joining as seen in the experiment.

Figure B.18: An investigation into the effect of disk thickness on the resonance
spectra of 980-nm diameter YIG disks (field sweep down). a) The spectrum of a
200-nm thick disk is presented with a field step of 10 Oe = 796 A/m and frequency
steps = 24.41 MHz (total running time = 40.96 ns). b) The simulation spectrum of
a 250-nm disk with a field step of 2 Oe = 159 A/m and frequency steps = 6.1 MHz
(total running time = 163.84 ns) is illustrated. c) A disk with a 400 nm thickness
field step = 10 Oe = 796 A/m, frequency steps = 24.41 MHz (total running time =
40.96 ns).

Because 250-nm thickness has been confirmed from the previous discussion,
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finer resolutions in the field and frequency are considered for Figure B.18 b

with the field step of 2 Oe = 159 A/m and frequency steps = 6.1 MHz (total

running time = 163.84 ns).

On the other hand, the field at which the V-shape occurs depends on the

disk dimensions: for instance, in a thinner disk, that feature will be pushed

towards a higher field, while in a thicker disk the vortex nucleation happens at

lower field. Compared to the experiment presented in Figure 3.15, the V-shape

field, slope of modes in the uniform states and the number of modes in the

disk spectra are not in good agreement. We also investigate the effect of the

in-plane field offset on the spectra. It appears that the additional in-plane bias

field will shift the whole spectrum at a uniform state, but in the vortex state

resonance modes, the modes are less sensitive to the additional in-plane field.

Moreover, this additional field will change the spin texture, the vortex creation,

annihilation fields and so on.

During the thinning process of the lamella thickness (one step before making

a disk), a normal-incidence dose is used. The wings of the ion beam (approx-

imately Gaussian shape) can taper the dead-layer in the thickness direction.

One possibility for increasing the number of modes in the uniform state is to

break the symmetry in the structure, since some modes can be coupled because

of cylindrical symmetry. Therefore, in a first trial, we partially cut one side of

the structure in the thickness to make a step. In Figure B.19, the spectrum of

a deformed structure is shown with the schematic of the structure in the inset.

The initial structure is considered as a YIG disk with 980-nm diameter

and 400-nm thickness. Then a cuboid with dimension of 135 nm × 980 nm ×

150 nm is removed from the top – as if a D-shape has been removed from the

structure. Compared to the disk spectrum, there are more modes in a given

frequency range. However, breaking the symmetry in a discontinuous way will

not provide a good agreement with the experiment. Our investigation also

shows that a smaller deformation will not significantly disturb the spectrum of
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the disk.

Figure B.19: Simulated spectrum of a YIG structure with a step artifact. In right
inset the spectrum of the YIG disk (Figure B.18) is presented, while a schematic of
the structure is shown in the left inset.

For the next step, we consider making a tapered disk, in which the height is

modified on a gradient. The tapering of the disk thickness breaks the circular

symmetry and accordingly, degenerate modes can appear. The schematic of the

tapered disk in 3D and side views is illustrated in Figure B.20. The vertical

cross-section of a tapered disk is considered as a right trapezoid with the base

of 980 nm. Two thicknesses, h1 and h2, correspond to the tapering angle. In

terms of the magnetization volume, the tapered disk is equivalent to a disk

with 980-nm diameter and equivalent thickness of (h1 + h2)/2.
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Figure B.20: The cartoon of a tapered disk. a) and b) 3D view and side view are
presented, respectively. On the side view, from the trapezoid cross-section, the angle
of the tilt plane is obtained. The tapered disk in terms of a magnetic volume is
equivalent to a disk with h = (h1+h2)/2.

Figure B.21 shows the spectra of various tapering angles. The thickness

modification of the YIG core disk has a huge impact on the number of modes

and their brightness. Among all the panels presented in Figure B.21, Panel

a with ℎ1 = 300 nm and ℎ1 = 100 nm (𝜃= 11.5∘), has a spectrum closer to

that of the perpendicular magnetized YIG structure in the experiment. For all

the simulations, the following magnetic parameters are used: M𝑠 = 140 kA/M,

Aex = 12 pJ/m, Kc = -610 J/m3. To obtain the spectrum, the time-domain

pulse width of 50 ps is chosen. This width provides an accurate excitement

of modes up to 20 GHz bandwidth. Qualitatively, compared to the simulated

disk spectra the spectrum of the tapered disk has more similarities in terms of

an increased number of modes, interaction of the modes and also the slope of

modes to the experimental data. So it is inferred that the actual geometry is

more or less like a tapered disk.
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Figure B.21: The spectra of tapered disks with 980-nm diameter and different tapering
angles. The tapered disk with a) ℎ1 = 300 nm and ℎ1 = 100 nm (𝜃= 11.5∘), b) ℎ1 =
300 nm and ℎ1 = 200 nm (𝜃= 5.8∘), c), ℎ1 = 400 nm and ℎ1 = 100 nm (𝜃= 17∘),
and d), ℎ1 = 400 nm and ℎ1 = 200 nm (𝜃= 11.5∘). The other simulation parameters
are kept the same and total running time = 40.96 ns (frequency steps = 24.41 MHz)
is considered for b) and d), while the total running time = 163.84 ns (frequency steps
= 6.1 MHz) is used for a) and c).

The finer resolution of panel a in Figure B.21 is presented in Figure B.22.

Figure 3.17 shows more investigations, including the mode profiles of the first

two modes at two fields.
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Figure B.22: Zoom-in spectrum of a tapered YIG disk with ℎ1 = 300 nm and ℎ1 =
100 nm (𝜃 = 11.5∘). The field steps of 2 Oe = 159 A/m and frequency steps of 6.1
MHz (total running time = 163.84 ns) are used to obtain the spectrum.

B.2 Future devices

B.2.1 YIG spheres with different dimensions

Magnetic spheres are a good test bench to obtain and study the Kittel expres-

sion. Because of the spheres’ symmetry, the Kittel formula simplifies to 𝜔 = 𝛾𝐻

, which does not depend on the saturation magnetization and the anisotropy.

However, to find the lowest possible FMR frequency in a YIG sphere, we should

have a good estimate of the lowest field at which the structure is still in uniform

magnetization.

The commercial YIG spheres have diameters as low as 250 𝜇m. So, for a

reference, we first simulate a 250-nm diameter YIG sphere, where the exchange

is still important. The 7.8125-nm cell size is chosen to be smaller than the

exchange length of 12.7 nm. Afterwards, a 250-𝜇m sphere (1000 times larger

in diameter) is simulated with different (bigger) cell sizes. To obtain a faster

result bigger cell sizes are chosen.
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The M-H characterizations of spheres with two sizes are presented in Figure

B.23 for field sweep-down. The smaller sphere keeps the uniform magnetization

down to 18 kA/m, while the 250-𝜇m sphere has a transition to a complicated

state at 44 kA/m.

Figure B.23: Geometry effect on the magneto-static response of YIG spheres with
cubic anisotropy (easy axis along z-direction). The M-H curves with the field sweep-
down (H𝑧), from uniform magnetized spheres to low field, are presented. For the
250-𝜇m sphere, the cell sizes bigger than the exchange length of YIG have been used:
1.95 𝜇m, 3.91 𝜇m, and 7.8125 𝜇m. The M-H curves with different cell sizes show
very similar results.

For cubic anisotropy, we need to determine at least two out of the three

anisotropy vectors (axes). For the case of a negative anisotropy constant, we

select the two hard axes in such a way that the crystalline easy axis (111) will

be in the z-direction.

The magnetization profiles for m𝑧 and m𝑥 components are demonstrated in

250-nm and 250-𝜇m diameter spheres, in Figure B.24. In the smaller sphere,

the ground state is a vortex state with the core component pointing up at

low field (H𝑧 = 0.4 kA/m). However, the ground state in a bigger sphere is

more complicated. To plot the profiles, some sample cuts of the spheres are
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shown. By considering the constant 𝛾 = 2.8 MHz/Oe = 35.176 MHz/(kA/m),

the nanoscale sphere has a minimum limit of an FMR signal at 644 MHz, while

for the larger sphere this limit is at 1.54 GHz.

Figure B.24: Low-field magnetization profiles for YIG spheres with nano-meter and
micro-meter scales. A vortex state in a 250-nm YIG sphere is shown at 𝐻𝑧 = 0.4
kA/m with the 𝑚𝑧 and 𝑚𝑥 components presented in a) and b), respectively. A more
complicated state in a 250-𝜇m YIG sphere is demonstrated at 𝐻𝑧 = 8 kA/m with the
magnetization components 𝑚𝑧 and 𝑚𝑥 shown in c) and d), respectively.

B.2.2 Ellipse structure

Magnetic ellipses are interesting structures with the future possibilities, e.g. to

study of a two-vortex state and the coupling between the cores. In this thesis,

only the ground-state investigations are presented in Py ellipses with a minor-

to-major axes ratio of one-half. Figure B.25 showa the possible ground states in

Py ellipses with different thicknesses for an in-plane H𝑑𝑐
𝑥 applied field.It seems

the two-vortex state happens in 30 nm and higher thicknesses. The highest
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thickness provides the two-vortex state is not investigated. The two-vortex

states in a 40-nm thick Py ellipse are shown in Figure B.25.

Figure B.25: Ground states investigation for various thicknesses in a Py ellipse with
major axis of 2.56 𝜇m and minor axis of 1.28 𝜇m. For 10-nm thickness there is only
a single domain along the major axis direction. For 20-nm thickness, it depends on
the field direction: the magnetic field along the major axis supports a vortex state,
while in the other direction only modifications of a single domain exist. Jumping to
40-nm thickness, there are varieties of two-vortex states as the ground state.

In the lowest thickness (10 nm), the shape anisotropy causes the system to

have variations of only a single domain state. However, in the 40-nm thickness,

there are combinations of two-vortex states. If the two vortices have the same

chirality, there should be a domain wall or anti-vortex to keep the system stable.

The hysteresis loops starting from variant ground states at 40-nm thickness

might be very similar. However, the additional tiny jumps in the hysteresis

loop, which could be related to annihilations, are significant changes. We obtain

these different ground states by manually inserting the desired state in the
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system and applying additional small fields to keep the local energy minimum.

As a rule of thumb, similar field orientations can be used in the experiment,

by having H𝑑𝑐
𝑦 offset along the H𝑑𝑐

𝑥 most of the time, to have the ground state

be a two-vortex state with different chiralities in a 40 nm thick ellipse.

Figure B.26: The hysteresis loop of a Py ellipse with 2.01 𝜇m major axis and 1.04
𝜇m minor axis. The ellipse supports a two-vortex state with opposite chiralities at
the low magnetic field. The top left inset shows the magnetization profile at 𝐻𝑥 =
1.2 kA/m. The time evolution of the gyrotropic frequency at the two-vortex state is
shown in the lower-right inset. A sinusoidal fitting (part of Thiele’s equation) has
been used to obtain the resonance frequencies, 𝑓 = 262 MHz.

The static characterization in a Py ellipse with 40-nm thickness and a minor-

to-major axes ratio of one-half is presented in Figure B.26. The resonance fre-

quency of the two-vortex state at H𝑥 = 1.2 kA/m is also obtained with a pulse

excitation. The lower-right inset shows the 40-ns run oscillation with the fitted

sine function with a resonance frequency of ∼ 262 MHz. The full spectrum of

the ellipse will give us some hints about the two-vortex coupling and engineer-

ing the pinning site for two cores, as well as the boundary modifications for

controlling the resonance of the two cores.
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Appendix C

Technical Supports

C.1 TMRS instrumentation scheme

The instrumentation schematic for torque-mixing magnetic resonance spec-

troscopy is shown in Figure C.1. The RF fields (𝐻1 and 𝐻2, in y and z

direction, respectively) are produced at the Zurich UHF lock-in amplifier ref-

erence (multifrequency (MF) and frequency modulation (MOD) options are

installed, [45]) and each output to separate RF power amplifiers (ENI 510L

with 45 dB gain and 1.7 MHz to 500 MHz bandwidth).

Both signals are sent through microwave transmission line (TL) geometries

designed to produce local orthogonal RF fields at the region of the device chip

housing the torque sensor (described in the next section). Device motion is

detected using optical interferometry, with the torque sensor and substrate

forming the interferometric cavity. The reflected intensity signal from the pho-

todetector is demodulated at the difference frequency (𝑓2 − 𝑓1 = 𝑓mech) to

acquire the dynamic response of magnetization, where 𝑓mech is the torsional

resonance frequency of the torque sensor. Accompanying 𝐻2 = 190A/m is a

small RF field 𝐻3 = 23A/m. 𝐻3 is oriented along the z-axis and monitors the

net magnetic moment using torque magnetometry at a frequency slightly off

the 𝑓mech resonance peak.
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Figure C.1: Instrumental schematic for torque-mixing magnetic resonance spec-
troscopy. RF signals 𝑓1 and 𝑓2 are generated at the lock-in and power-amplified.
A small signal 𝑓3 can also be applied and demodulated to measure the net magnetiza-
tion simultaneously with the dynamic response. The signals are sent to a microwave
transmission line-printed circuit board (blue-green) designed to generate orthogonal
RF fields H1 and H2 (and H3, if desired) at the location of the torque sensors (which
are housed on a SOI chip). The deflection of the sensor is detected interferometrically
using a laser source focused through a microscope objective (obj.) and the modulated
reflected light is detected with a fast photodetector (PD).

For spectroscopy, 𝑓1 and 𝑓2 are concurrently swept while maintaining the

𝑓mech frequency difference, using the internal capabilities of the Zurich lock-in.

The dc applied field 𝐻0 is provided by a permanent magnet housed on mo-

torized linear positioner. Computer control is through LabView programming

with data read directly from the lock-in through a high-speed LAN interface.

The measurements are conducted at room temperature in a home-built vacuum

chamber at a pressure of ∼10−4 mTorr.

For extending frequency ranges to the Gigahertz, we utilize an SRS signal

generator (SG396 with a 6-GHz frequency bandwidth) followed by amplifiers

(MiniCircuits with frequency ranges between 200 MHz-2.8 GHz). The power

amplifiers because of having the lower bandwidth put the experimental band-

width limits. A Zurich 10-MHz internal clock source synchronizes two signal

generators, as shown in Figure C.2. The amplified tones are sent to transmis-
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sion lines (TLs), which are producing in-plane and out-of-plane RF magnetic

fields. Through LabView programming, we adjust the frequencies of SRSs so

that the two tones have a frequency difference of f𝑚𝑒𝑐ℎ.

Figure C.2: Schematic of setup with extension of frequency bandwidth. A 3D ren-
dering of a sample on top of TLs is presented. Utilizing signal generators and Mini-
Circuits power amplifiesr allows the bandwidth to increase to GHz ranges.

C.1.1 Setup details

The results presented in this thesis are obtained through measurements in three

setups, with slight differences. The measurements are initiated with a conven-

tional nanomechanical magnetometry with one coil producing a perpendicular

RF field. The chamber contains a cooling system that allows the investigation

of a sample at stable temperatures from approximately 3 K to room tempera-

ture. Because of limited space in the cold finger, we use an external Helmholtz

configuration coil, with low bandwidth, to make an additional in-plane field

for susceptibility harmonic investigations. Then a setup with two crossed coils

was used, and finally we replaced the coils with TLs to extend the frequency
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bandwidth.

In all the setups, the Michelson interferometry was used with a red laser,

beam splitter, and long-distance objective to focus the laser spot on the me-

chanical device in the high vacuum regime. A lock-in technique was utilized

to resolve the mechanical motion of the paddle sensitively. Before using Zurich

Instruments, we used an SRS DSP lock-in amplifier (SR 830). From the in-

ternal source, a tone at the mechanical frequency to the RF was sent to the

RF coil. Then, we separated the dc and RF signal from the PD readout. The

RF signal returned as a lock-in input, from which, both amplitude and phase

were used to determine the mechanical mode – movements of the paddle’s two

side should be in an out-off phase in the torsional mode and in-phase in the

flexural mode. The PD dc signal is very important too, since it can provide a

big picture of the device. A significant breakthrough in our measurements was

the use of a Zurich look-in amplifier with many digital modules and features,

such as scope, and a spectrum analyzer.

There are two possible ways for spatially rastering over the sample: chang-

ing the sample poison in a fixed laser beam, or fixing the sample position and

changing the beam position. We use the former case with piezo controls to

adjust the sample position, since aligning the optics is more sensitive. Al-

though a fixed sample position could overcome signal drifts usually caused by

touching the chamber to optimize the sample position, the heating sources like

laser heating or the local RF heating can also cause drifts. The laser optical

power is adjusted to decrease the heating effect on the resonator. Typical val-

ues of 300 nW to 60 uW have been used. Then the reflected light comes to a

photodetector, with a 125-MHz-free range (NewFocus 1801).

For dc field calibration, a Senis 3-axis Hall probe (HP) is used. One method

is to perform the field calibration before and after taking measurements. We

have the advantage of putting the HP as close as possible to the sample po-

sition in our measurements. Another method is to use a single-crystalline,
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250nm-diameter yttrium iron garnet (YIG) sphere on top of TLs, where the

sample supposed to place. Then, the corresponding fields are obtained from

a frequency read-out via a vector network analyzer (VNA E5072A) based on

a relationship between ferromagnetic resonance frequencies and corresponding

applied magnetic fields. For a magnetic sphere, magnetic resonances have a

known linear relationship with the magnetic field 𝜔 = 𝛾𝜇0𝐻 that is indepen-

dent of demagnetizing factors. By considering 𝛾 = 28.025 GHz/T, the field

axis is calibrated. The magnetic resonance calibration method provides a very

accurate field mapping, however, it is limited to a specific high field range. The

Kittel expression needs the uniform magnetization and our YIG sphere does

not have uniform magnetization below ∼ 40 kA/m, as shown in Appendix A,

Section B.2.2.

In addition, with high RF signals (GHz range), shielding the chamber from

noise is very important. To reduce the high frequency self-resonance of the

chamber/TLs, some copper sheets have been employed. Interestingly, the posi-

tion of copper sheets is very critical to reduce the main noises at 1.2, 1.58 and

2.5 GHz.

C.2 Torque sensor

We used three procedures to make torque sensors: in the first method, a Py

disk was patterned via sputtering (electron beam deposition) through a stencil

mask on top of a SiN membrane. Then, focused ion beam (FIB) milling was

used to fabricate the torsional sensor (triple paddle) [43]. In the second method,

electron beam lithography and a lift-off process were used to pattern an array of

1 𝜇m and 2 𝜇m diameter Py microdisks on nanomechanical torsional resonators

[33].

The nanomechanical torsional resonators are patterned from a silicon-on-

insulator substrate (Si device layer thickness = 300 nm, buried oxide thickness
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= 1 𝜇m) through electron beam lithography, reactive ion etching of the de-

vice layer, and release the sensors through buffered etching of the oxide layer.

CO2 critical point drying completed the process. In the third method, using

FIB nano-manipulation, a single-crystalline YIG disk was cut and put on a

pre-fabricated nanomechanical torsional resonator. More details about the me-

chanical sensor and fabrication with FIB are discussed in the following sections.

C.2.1 Mechanical and spin sensitivities

The sensor geometry is a torsional resonator consisting of a thin torsion rod

(250 nm wide, torsion rod lengths ranged from 12 to 30 𝜇m) with a square

paddle at the center, designed sufficiently large enough to affix a mesoscopic

sample (5.8 𝜇m square). The sensor is operated at its fundamental mechanical

torsional resonance mode, 𝑓𝑚𝑒𝑐ℎ=1.82MHz (COMSOL Multiphysics, a finite

element program is used to determine the torsional resonance frequencies).

Figure C.3: Signal power spectral density from thermomechanical noise spectrum of
the torque sensor supporting a YIG disk measured at room temperature, with no ap-
plied field. The area under the peak calibrates the angular displacement (right-side
axis). thermal power spectral density, 𝑆𝑇𝑀

𝑉 , was calibrated with the torque sensor
deflection spectra, 𝑆𝑇𝑀

𝑋 (𝑓). The measurement was taken using 40𝜇W of laser power
incident in the objective, with the sample in a vacuum of ∼10−4 mTorr. The me-
chanical quality factor is Q=2890.

The calibrated, thermomechanical angular-displacement noise spectrum is
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shown in Figure C.3 (the calibration procedure is described in detail in [113]).

The signal power spectral density, 𝑆𝑇𝑀
𝑉 (𝑓), is related to the angular displace-

ment, 𝑆𝑇𝑀
𝜃 (𝑓), by 𝑆𝑇𝑀

𝑉 (𝑓) = 𝛼𝑆𝑇𝑀
𝜃 (𝑓)+𝑆𝑛

𝑉 where 𝛼1/2 = 0.41 𝜇V/𝜇rad is the

responsivity factor and 𝑆𝑛
𝑉 = 0.004𝜇V2/Hz is the technical experimental noise

[114] (constant over this frequency range). The torque sensitivity of the device

is 3.5 aNm/Hz1/2, based on a calculated torsional spring constant for the sensor

of 𝜅𝑡𝑜𝑟 = 2.2×10−11Nm/rad.

The spin sensitivity is high in comparison with most implementations of in-

ductive detection (and sensitivity comparable to the best state-of-the-art tech-

nique, superhigh frequency ESR using electromagnetic micro-resonators [115]).

The torque on a single Bohr magneton, in a typical dither amplitude for mod-

ulated ESR, 𝐻2 = 100 A/m, is 1 x 10−27 Nm. Existing nanomechanical torque

sensors with zeptoNewton-meter (10−21Nm) [116, 117] sensitivity are therefore

capable of resolving 106 spins, or (for example) 107 classical spins precessing

with a cone angle of 0.1 rad. The spin sensitivity in pulsed magnetic reso-

nance applications, in which torque will be sampled stroboscopically after a

programmable interval of free precession, will be less on account of the sam-

pling duty cycle. A portion of the continuous-wave sensitivity may be recovered

with higher amplitude 𝐻2 torque-sampling pulses.

C.2.2 Fabrication a monocrystalline, mesoscopic YIG

disk

To overcome the limitations and difficulties of lithographically patterning meso-

scopic magnetic garnet structures, FIB was employed to sculpt a micromagnetic

disk from a bulk YIG crystal. A nano-manipulation probe (housed within the

FIB chamber) was then used to transfer the YIG disk onto the torque sensor.

The source material is a 1 mm×1 mm chip diced from a commercial wafer of

thick-film (108𝜇m) YIG grown by liquid phase epitaxy on gadolinium gallium
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garnet [86]. A side of the die is mechanically polished to produce a sharp

ninety-degree edge, and then coated with 5 nm of carbon to reduce charging

effects during FIB milling.

Figure C.4 shows an intermediate result after the first three major steps

of the milling procedure. In the first step, a trapezoidal back-trench (on the

left in Figure C.4A) is milled, leaving a YIG lamella 3.5𝜇m wide at the edge

of the chip. The back-trench allows for the evacuation of sputtered material

during subsequent milling steps. In the second step, the crystal is rotated

ninety degrees, and a similar cavity milled 1 𝜇m from the other edge to create

a through-trench. The result is a bridge of YIG suspended across the through-

trench. The bridge is then thinned to 450 ± 10 nm by fine polish-milling of the

underside.

The third step of FIB processing defines a disk with a design radius of

650 nm, by milling a circular channel through the bridge with the ion beam

at normal incidence to the crystal surface (figure C.4A). The final measured

radius of the disk is 550 ± 30 nm, smaller than the design radius on account

of the finite width of the ion beam. The resultant magnetic disk is smaller

than the outside dimensions of the material structure, being encapsulated in

a non-magnetic, ion-damaged ‘dead layer’ [118]. The magnetic damage from

the initial FIB fabrication steps producing the suspended YIG bridge has been

shown to be confined to a layer less than 40 nm thick[119]. The milling strategy

minimizes but does not eliminate normal-incidence ion exposure of the final

structure. A small normal-incidence dose occurs from the wings of the ion

beam (shape approximately Gaussian) when the outline of the disk is defined,

and again when brief ion imaging occurs during the specimen transfer to the

torque sensor. Quantification of the ion damage is a topic of ongoing study.

Here, our estimates of the final magnetic disk thickness (250 nm), and radius

(490 nm), are based upon comparisons of the magnetic measurements with

micromagnetic simulations.
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Figure C.4: Scanning electron images outlining the fabrication process of a nanome-
chanical torque sensor housing a single-crystal YIG micromagnetic disk. (A) The
circular trench was defined in the thinned suspended YIG beam by three-dimensional
FIB milling. (B) A nanomanipulation probe was attached to the section of the YIG
beam (false-colored) adjacent to the disk and the section was removed for transfer to
a prefabricated torsional resonator. (C) Top-down image during the approach of the
YIG disk onto the resonator. (D) The completed torque sensor after the disk was
bonded by electron beam-assisted platinum deposition and released from the nanoma-
nipulation probe. All scale bars are 2𝜇m.
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The only FIB modification to the prefabricated SOI device prior to attach-

ment of the disk was the creation of a cavity in the silicon handle layer to

ensure that the micro-manipulator did not contact the substrate during disk

transfer. Electron-beam induced deposition of trimethyl (methylcyclopentadi-

enyl)platinum(IV) precursor gas creates an organo-metallic weld that bonds

the YIG structure to the manipulator. The tab on the edge of the disk enables

this attachment without affecting the disk itself. The disk is released from the

bar by three small cuts around the manipulator attachment site, and trans-

ported to the torque sensor (figure C.4B). The disk position in 3D is gauged

using alternating ion and electron imaging from the two beam perspectives 54

degrees apart, until contact is made with the center paddle (figure C.4C). The

net ion dose to specimen from this procedure is approximately 415 ions/cm2

(10 pA current, 20.13 s image time, 5 frames, 0.0045 fraction of image area

taken up by the disk). Once in contact, the disk is attached to the paddle with

another platinum organometallic weld and separated from the tab, resulting in

the completed device (figure C.4D).

C.3 Design of microwave printed circuit boards

(Transmission Lines)

For generating orthogonal RF fields (in- and out-of-plane, 𝐻1 and 𝐻2 (and

𝐻3)) to the nanomechanical torque sensors, two separate planar TL circuits

were patterned on the same FR-4 printed board. The printed circuit board

layout is presented in Figure C.5a and the 3D rendering with the calculated

fields are shown in Figure C.5b. The in-plane field is produced by the stripline

at the board surface (brown, designated TL1) and the rectangular loop (yellow,

TL2) generates the out-of-plane field components.

Each loop is connected to 50 Ohm TLs (top and bottom of the ground

plane, green) and driven by separate RF power amplifiers (ENI 510L). The chip
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Figure C.5: Microwave TL geometry for generation of orthogonal RF magnetic fields.
a) Transmission lines layout with PCB footprint of 1.7 cm × 3 cm. b) The loop
(yellow) produces the out-of-plane RF field while the loop (brown) generates the in-
plane component. The loops are driven by TL above and below the ground plane
(green). Field strengths from TL1 and TL2 are shown in the color scale for a 1mA
current. The red square above TL1 represents the torque sensor location. The sample
substrate (transparent red) is 10mm × 10mm × 0.7mm.
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(transparent red block) holding the nanomechanical torque sensors is centered

and mounted atop the loops (the torque sensors are located at the center of the

chip shown as a 250 × 250 𝜇m2 red square). The calculated field magnitudes

(using COMSOL Multiphysics), 𝐻1 and 𝐻2, in the plane of the sensor are

shown for 1 mA amplitude drive currents, which at the sensor location are

approximately 0.13 A/m for 𝐻1 and 0.19 A/m for 𝐻2. The symmetric loop

design reduces mutual inductance and cross-coupling of the fields generated by

each loop.

Figure C.6 shows in addition the simulated spatial profile of the in-plane RF

field component from TL1 and the out-of-plane component from TL2. With the

present sample height of 0.7 mm above the microwave circuit board, positional

accuracy of ±100 𝜇m is sufficient to ensure high directional accuracy of the RF

fields. Considering the sample-board separation as a design variable, there is

a trade-off between the accuracy of sample placement and the field strengths

per unit current.

C.3.1 Transmission lines calibration

Zurich lock-in and RF amplifiers were used to drive the current through TLs

(from 50 MHz to 500 MHz). We first characterize Zurich and ENIs (RF am-

plifiers) as functions of frequency to characterize TLs. The frequency spectra

of Zurich internal generators were characterized for some amplitudes, as shown

in Figure C.7. We directly connected the output (internal generator signal) to

the input. In addition, low-amplitude drives were considered because of a limit

on the input of the Zurich detectors (max of ± 3.5 V).

There was a tiny decrease in the output, around 4 % of the initial value

for each response at the end of the frequency sweep, which is insignificant.

However, for obtaining a uniform drive, a correction related to the drop function

was considered in LabView programming.

We used two ENIs with a gain of 45 dBs to amplify the RF voltage corre-
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Figure C.6: Simulated RF field profiles to illustrate the variation of RF field strengths
and directions if the sample placement is off-center. a), b): Out-of-plane, in-plane
field strengths from the horizontal loop, for a 1 mA current. c), d): In-plane, out-of-
plane fields strengths from the vertical loop, for a 1 mA current. Scale bar = 1 mm.

Figure C.7: Calibration of Zurich input versus frequency. Various amplitudes of
input drive are examined to obtain the frequency characterization of Zurich internal
signal generators. The output amplitude is presented in (rms) values, while the Zurich
input is presented in peak-to-peak (p-p) voltage.
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sponding to 𝐻1 and 𝐻2. We drove each amplifier individually via Zurich input

and read the frequency response through Zurich as well. Considering the input

limitation, we adjusted the input voltage so that by applying the amplifiers,

the output to the Zurich would be less than a one V𝑟𝑚𝑠. The frequency of

two identical ENIs are presented in Figure C.8. One of the amplifiers has a

self-resonance at 𝑓 = 460 MHz.

Figure C.8: Calibration of the ENI output versus frequency. he frequency responses
are obtained by Zurich internal generators.

Next, we used a current probe, Tektronix CT1 with 1-GHz bandwidth to

calibrate the RF fields. The current probe was placed as close as possible to

the input terminal to measure the current through the lines. However, there

is an experimental limit by the position of rigid connectors where the current

exactly at the TLs could not be obtained. We used the Zurich Instrument and

ENIs to set 𝐻𝑦 and 𝐻𝑧 lines at 80 mV𝑝−𝑝 and 125 mV𝑝−𝑝, respectively, and the

frequency is swept from 50 MHz to 500 MHz.

Figure C.9a shows each line field calibration versus frequency in the case

where the other line is terminated. We performed some other tests for open end
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and termination with long wire (10 ns). The configuration of the latter case

is presented in Figure C.9c. The load of other line did not have a significant

effect on the field calibration.

Figure C.9: Field calibration of TLs versus frequency. The field average values are
𝐻𝑦 = 78 A/m and 𝐻𝑧 = 190 A/m. b) and c) The configurations for the current
measurement for a terminated end and terminated with a longer wire (10 sec delay).

The field strengths are obtained from the current readout of the probe and

the calculated ratios of 0.13 A/m for 𝐻𝑦 and 0.19 A/m for 𝐻𝑧, for 1 mA

amplitude drive currents.
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C.3.2 Thermal investigations

The calibration by Zurich Instruments provides the limited bandwidth, so in

order to cover the calibration for GHz frequency ranges, we use thermal imag-

ing. In addition, we used higher bandwidth amplifiers (mini-circuits power

amplifier). Figure C.10 shows the amplifier’s gain over a frequency range of

300 MHz to 2.8 GHz. The gain is almost flat, 44.5 ± 2 dBm in the range of

500 MHz and 2.6 MHz. Beyond this range, there are sharp jumps in the gain

characterization.

Figure C.10: The frequency-dependent gain of mini-circuits power amplifier. Taken
from device datasheet.

It would be helpful to use thermal tests to investigate losses in the system.

It looks like the current-carrying traces are the main source of heating and RF

losses. We used a thermistor to measure the thermal effect of TLs heating. The

thermistor was fixed in the place, close to TLs, by using a kapton tape wrapped

it with semi-rigid wire to one of the posts in the chamber. The temperature was

obtained by a direct readout of the thermistor voltage, and by transforming

that value to Celsius degrees from a reference table. At each reading, we

captured the transmitted power to the TLs through a Bird wattmeter that was

placed after the amplifier. There was very little reflected power (towards the
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amplifiers) in the measured cases. In Figure C.11a, at a constant amplitude

drive (-10 dBm), the frequency was set with a couple of minutes wait time for

reading out the power and temperature.

Figure C.11: Thermal investigation about working frequency range of TLs in vacuum.
a) at a given input (-10 dBm), temperature of thermistor and transmitted power of
the transmission lines. b) The temperature and transmitted power versus the input
power are plotted at 2.5 GHz.

Above 2 GHz the temperature begins to rise rapidly, while the power drops.

From measurements in air, it appears the trend is very similar to what happens

with vacuum data. But the temperature did not jump higher than 100 ∘C and

the additional jump in power appears at 1.8 GHz. The two peaks at 1.8 and 2.2

GHz tend to be internal resonance of TLs, at which the reflected power is very

high. Higher frequency was not achievable because the wattmeter elements

could not reach 2.8 GHz.

In addition, a parabolic relation between the temperature and input power

was obtained. Figure C.11b shows the temperature and transmitted power as

a function of input power at 2.5 GHz. The temperature changes slowly at a

lower input drive, and varies more at a higher drive, e.g., by lowering the initial

drive to half, dT -33 ∘C.

On the other hand, we use an IR camera, Reed-R2100 with 0.7 mm resolu-

tion (minimum focus 20 cm, 3.3 mrad), to perform thermal scans. An Si chip

is placed on top of the TLs and is held down with black electrical tape on each
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side. The chip is nearly transparent at these wavelengths.

Figure C.12 shows the thermal scans for each line driven at -5 dBm and 𝑓

= 2.4 GHz. The spatial sweeps show the temperature gradient. The H𝑧 RF

line heats up about 10 ∘C higher than the H𝑥 line and it appears that there is

more heat along the left side of the loop.

Hz AC (-5 dBm)  Hx AC (-5dBm)  

T-line Thermal Tests 07/07/15 

Figure C.12: Thermal scans of the transmission lines at f= 2.4GHz via Fluke Ti32
with the standard lens.

C.4 VNA measurement

Vector network analyzer measurements are very straight forward. We connect

the TLs input to the VNA, and then at the set power, the spectrum is obtained

from 100 kHz to 8.5 GHz. We use VNA to characterize the TLs and also to

obtain the field calibration, as well as a gyromagnetic ratio of YIG film. The

details are presented in the following section.
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C.4.1 TLs characterization

S12 and S21 are overlapped and has two self-resonance peaks at 42.6 MHz and

298 MHz, as shown in Figure C.13. The S11 has resonances at 4.36 and 6.42

GHz, while S22 has resonances at 4.42 and 6.67 GHz.

Figure C.13: Calibration of TLs via VNA E5072A. S11 and S22 are plotted on the
left axis and S12/S21 on the right axis.

Although the frequency characterization of TLs did not show any self-

resonance in 500 MHz-2.5 GHz range, connecting cables and the chamber itself

can change the resonance spectrum.

C.4.2 Gyromagnetic ratios

The YIG, by virtue of having a very narrow ferromagnetic linewidth, is an

ideal candidate to be used in the VNA measurements (S-parameters). A

single-crystalline, 250𝜇m-diameter YIG sphere is put on top of TLs and the

S-parameters (S21) are directly read out via a VNA E5072A. The 1-axis HP
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BGM-101 field sensor from Brockhaus with 0.1 mT resolution has been used

to obtain the field values.

Figure C.14: Obtaining a gyromagnetic ratio in a 250-𝜇m YIG sphere. Magnetic
resonance frequencies are obtained in the presence of a permanent dc magnet, the
position of which is changed manually. The sharp resonance at each field is fitted
with a Gaussian function to obtain the exact resonance frequency, while the field
is read out via a 1-axis HP. Two orientations are considered, and from the Kittel
expression, the average gyromagnetic ratio of 𝛾 = 28.3 ± 0.1 is obtained.

Two field orientations, in-plane and out-of-plane, are used to determine the

gyromagnetic ratio in the YIG sphere. The magnetic resonance spectra are

presented in Figure C.14. The accepted gyromagnetic ratio for the electron,

𝛾 = 28.025 GHz/T, is in the range of averaged experimental values, 𝛾 = 28.3

± 0.1 GHz/T.

For that reason, to obtain the field calibration, we use the YIG sphere

instead of the sample on top of the TLs in the chamber. Although an observable

signal exists even in the lower power of -50 dBm, the incident power of -20 dB is

selected to drive RF fields in TLs. We measured the ferromagnetic resonance of
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the YIG sphere by changing the magnetic dc bias. At each field step we sweep

the frequency from 2 GHz to 8 GHz. We used the fundamental mode while the

magnetization of the YIG is fully saturated in a perpendicular magnetic field.

The corresponding fields are calculated from the analytical Kittel expression

for a sphere and considering 𝛾 = 28.025 GHz/T.

Figure C.15: Obtaining gyromagnetic ratio in pieces of original Shin-Etsu YIG wafer.
a) and b) The magnetic resonance of two pieces, 5-mm and 10-mm squares, are
presented with the Kittel fits.

An experimental reference for the gyromagnetic ratio value in the original

YIG wafer was also measured with a couple of pieces of unmodified Shin-

Etsu YIG. The magnetic resonance spectra for 5-mm and 10-mm squares of

YIG are presented in Figure C.15. We put the substrates on top of the TLs.

In the various applied field (both the in-plane and out-of-plane direction) the

resonance frequencies are obtained via VNA. From Kittel fits, two gyromagnetic

ratios are obtained: 26.5 ± 0.3 GHz/T and 25.0 ± 0.1 GHz/T for 5-mm and

10-mm squares, respectively. One reason that both the values are smaller than

the accepted value for the electron could be the 1% Bismuth doping of the

wafer, as mentioned in the specs report.

In 1961, Van Vleck showed that in iron garnet materials there should be an

effective g-factor, related to an effective gyromagnetic ratio. This effective value
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could be lower than the accepted value for g-factor [120]. In addition, the ion

doping could decrease the magnetization properties of the substrate by making

some magnetically dead-layer [121, 122, 123]. However, more studies shouls be

perfomred to learn about obtaining the gyromagnetic ratios in materials with

substitute ions and confined structures.
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