
Time-Resolved Terahertz Spectroscopy of

Semiconductor Nanomaterials

by

Charles E. Jensen

A thesis submitted in partial fulfillment of the requirements for the degree of
Doctor of Philosophy

Department of Physics
University of Alberta

©Charles E. Jensen, 2024



Abstract

We investigate the microscopic nature of charge-carrier conduction in nanoscale (∼ 10 −9 m)

semiconducting materials using time-resolved terahertz spectroscopy (TRTS). TRTS uses

picosecond (10−12 s) pulses of terahertz radiation (0.5-2.5 THz) to explore photoexcited

charge-carrier lifetimes and dynamics with picosecond resolution. Owing to the small length

scales probed by THz radiation (∼ 10 nm), TRTS provides a valuable, non-contact approach

to characterize charge-carrier transport in the novel nanomaterials studied herein for the first

time.

Photoexcited charge-carriers are known to catalyze chemical reactions in CdS nanowires,

however, the underlying ultrafast photoconductivity dynamics remain relatively unexplored.

Here, we combine TRTS and time-resolved photoluminescence (TRPL) to form a new,

self-consistent understanding of ultrafast transport in CdS nanowires wrapped in C3N5

nanosheets. We find that charge carriers exhibit Drude-Smith conductivity spectrum, with

bulk-like mobilities (∼ 400 cm2/Vs) on short length scales (< 25 nm). We construct a

theoretical model of band-edge photoconductivity and photoluminescence lifetimes in CdS

nanowires that encompasses charge-carriers undergo subpicosecond hot-carrier cooling, bi-

molecular recombination, and surface recombination for the first time. By simultaneously
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fitting photoconductivity and photoluminescence lifetimes we reveal that charge-separation

(∼ 150 ps) plays a significant role in the relaxation dynamics of CdS nanowires.

Atomically thin materials are a rapidly growing field of study, and there is a growing

number of studies conducted in the THz frequency band. Here, we explore the temperature-

and fluence-dependent charge carrier dynamics in a WSe2 monolayer. We find that ultrafast

exciton dissociation yields localized charge-carriers that dominate the photoconductivity in

the THz frequency range. Furthermore, we find that the charge carrier mobility does not

significantly change with fluence (50 - 500 µJ/cm2) or temperature (80 - 295 K).

High mobility semiconductors are desirable in battery applications, but the price is pro-

hibitive in large-scale manufacturing. Inverse-opal nanostructures can simultaneously reduce

costs and enhance device performance, however, it is unknown how this affects charge-carrier

participation in battery chemistry. Here, we use TRTS to investigate charge-carrier dynamics

in SixGe17−x inverse opal films. Our Drude-Smith fits indicate long-range (> 30 nm) mobil-

ities of ∼ 3− 19 cm2/Vs. The photoconductivity lifetimes indicate significant charge-carrier

trapping in inverse-opal films, with activation energies of ∼ 40− 140 meV.

Silicene is a candidate for next-generation optoelectronics and photovoltaics because it

may be easier to integrate into existing technologies than graphene, however, silicene quickly

oxidizes when exposed to air. Encapsulation techniques prevent oxygen from reaching the

nanosheet, but it is unknown how C12H25 (dodecene) encapsulation impacts the photocon-

ductivity of a silicon nanosheet (SiNS). Here, we use TRTS to explore ultrafast photocon-

ductivity in SiNSs for the first time. Dodecene encapsulation results in a short-lived (∼ 1

ps) photoconductivity, which is an improvement over the nonexistent photoconductivity we

observe in hydrogen terminated SiNSs. Our Drude-Smith fits indicate strong localization in
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the dodecene-encapsulated SiNSs (c = 0.99 ± 0.06) that nearly halts long range (> 30 nm)

transport.

Gallium nitride nanowalls permit control over the facets exposed to erosion during pho-

tocatalysis, which can enhance the lifetime of the nanowalls. How this morphology impacts

the ultrafast photoconductivity is unknown. Here, we use TRTS to study charge-carrier

dynamics in GaN nanowalls for the first time. We find that the photoconductivity lifetimes

are described by a bi-exponential model, with recombination lifetimes of 5.45± 0.08 ps and

67± 3 ps. We also find a long-lived recombination mechanism that lasts longer than 125 ps.
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Preface

The research conducted in this thesis was performed from September 2017 to March 2024.

Unless explicitly stated, this thesis is a work of my own. Some of the work in this thesis

was performed as part of the ATUMS (University of Alberta - Technical University of

Munich) International Graduate School for Functional Hybrid Materials, which, herein, will

be referred to as the ATUMS collaboration.

Chapter 5 contains time-resolved terhertz spectroscopy of CdS nanowires. This work

resulted in one publication, one draft of a subsequent publication, two conference abstracts,

one conference poster, and three conference presentations. Kazi Alam wrote the article

published in ACS Advanced Materials, and I wrote the time-resolved terahertz spectroscopy

section with help from David Purschke. These results can be found in Section 5.3.1. The CdS

nanowires studied in the ACS Advanced Materials paper were made by Kazi Alam under the

supervision of Karthik Shankar in the Department of Electrical and Computer Engineering at

the University of Alberta. I designed the time-resolved terahertz spectroscopy experiments

after preliminary measurements conducted by Naaman Amer. Some of the time-resolved

terahertz spectroscopy was performed with Anders Palmgren as part of his undergraduate

thesis under the supervision of Prof. Frank Hegmann. Some of the SEM images in Section

5.2.1 were provided courtesy of Kazi Alam and Karthik Shankar.

In the later sections of Chapter 5, a deeper study of the charge-carrier dynamics in

CdS nanowires was performed. The CdS nanowires were made by Kazi Alam under the

supervision of Prof. Karthik Shankar. I designed the time-resolved terahertz spectroscopy

experiments and performed measurements with Anders Palmgren as part of his undergradu-

ate thesis under the supervision of Prof. Frank Hegmann. I performed the analysis contained

in this thesis. Prof. Alkiviathes Meldrum provided initial time-resolved photoluminescence
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measurements that stimulated further research. Howe Simpson, Aran McDowell, and myself

performed the time-resolved photoluminescence spectroscopy contained in Chapter 5. Chris-

tian Weindl, Navneet Kumar, and I performed the scanning electron microscopy. Christina

Strilets helped perform time-resolved terahertz spectroscopy, and Julieta Hernandez mea-

sured the film thicknesses.

Chapter 6 contains time-resolved terahertz spectroscopy of atomically thin WSe2. The

measurements were performed by myself and Sydney Dufresne as part of her undergraduate

thesis supervised by Prof. Frank Hegmann. Leonie Gommell and Naaman Amer assisted

with analysis and data acquisition. The WSe2 sample was purchased from 2D Semiconduc-

tors, and BeiPei Shi provided technical assistance. The interpretation and analysis in this

thesis is my own.

Chapter 7 contains time-resolved terahertz spectroscopy of inverse-opal germanium nanos-

tructures. The results of this work were presented in my poster that won first place in the

student poster competition. Michael Giebel made the inverse opal nanostructures under the

supervision of Prof. Thomas Fässler at the Technical University of Munich as part of the

ATUMS collaboration. I trained Michael on the ultrafast laser system. Michael and I de-

signed/executed the subsequent time-resolved terahertz spectroscopy experiments under the

supervision of Prof. Frank Hegmann at the University of Alberta. Michael and I analyzed

the results with help from Naaman Amer. The analysis and interpretation in this thesis are

my own.

In Chapter 8 we explore ultrafast carrier dynamics in silicon nanosheets. The results of

this work were presented in my poster that won first place in the student poster competition.

Josef Mock and Marc Kloberg made the silicon nanosheets at the University of Alberta under

the supervision of Prof. Jonathan Veinot as part of the ATUMS collaboration. I trained Josef

on the ultrafast laser system with help from Naaman Amer. Josef and I conceived/executed

the time-resolved terahertz spectroscopy measurements at the University of Alberta under

the supervision of Prof. Frank Hegmann with help from Naaman Amer, Sydney Dufresne,

and Leonie Gommel.

In Chapter 9 we study charge carrier dynamicxs in GaN nanowalls. The GaN nanowalls

were grown by Andreas Ziedler and Theresa Hoffman under the supervision of Martin Stutz-
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mann at the Technical University of Munich. Andreas Zeidler, David Purschke and I con-

ceived the experiment, and I trained Andreas on the ultrafast laser system. Preliminary

analysis was performed by Andreas, Theresa Hoffman, David Purschke and myself. The

analysis and interpretation in this thesis is my own.

Appendix E contains time-resolved terahertz spectroscopy of a Hg0.8Cd0.2Te film. The

terahertz spectroscopy performed on this sample has resulted in three conference abstracts

and one submitted paper. Appendix E contains an initial attempt to describe the physical

origin of a negative real photoconductivity. Nils Refvik organized and executed the exper-

iment, with help from myself, and Howe Simpson. The data that is fit in Appendix E was

provided by Nils Refvik, and the analysis is my own.
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Frank Hegmann. I wrote the time-resolved terahertz spectroscopy section of this paper with
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Chapter 1

Introduction

As the demand for high-speed computation and communication increases, it becomes neces-

sary to consider how materials operating at gigahertz frequencies (1 GHz = 109 Hz) might

behave differently at terahertz frequencies (1 THz = 1012 Hz) [1–3]. Fig. 1.1 shows the

THz band of the spectrum lying between the microwave and infrared regions. For many

years it was difficult to manufacture sources of radiation at these frequencies [4]. Indeed,

this can be seen in the designation of far-infrared radiation (10 cm−1 to 200 cm−1), which

arose from technical limitations of infrared spectroscopy at the time [4, 5]. The only way to

obtain suitably bright far-infrared radiation was to use high temperature black bodies (such

as a mercury lamp ∼ 1300 K) combined with strong filtering of the higher frequencies [4, 6].

Detection also proved to be exceptionally difficult. Often, the monochromators had grat-

ings which were manufactured in-house, and the entire detector had to be designed around

operation in vacuum conditions [4].

Nonetheless, scientists still constructed spectrometers to specifically explore the far-

infrared regime. Early interest focused on molecular rotation modes that occur at far-infrared

frequencies because they give rise to sharply defined absorption lines [7, 8]. Perhaps the most

unwelcome example is water vapor, which has rotational transitions near 74 cm−1 that can

obscure the behavior of materials under study [4, 7–11]. Intramolecular bond-stretching (≲

200 cm−1) [4] and bending (∼ 20 cm−1) also showed strong resonances in the far-infrared

[4, 11, 12]. Of particular interest to this thesis, semiconductors exhibit strong absorption in

the far-infrared that arises from three main sources: phonon modes, free charge carriers, and
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Figure 1.1: THz band of the spectrum (highlighted in blue).

transitions at localized impurities or lattice defects [13].

A crystal can be considered the sum of a Bravais lattice and a basis [14]. The lattice

describes the periodic nature of the crystal, while the basis affixes atoms to the lattice coor-

dinates. One can construct a crystal by repeating the lattice with the basis atoms attached.

Vibrations can occur along the bonds of basis atoms, forming what are collectively known as

phonons. In polar crystals, the infrared absorption of optical phonon modes is strong because

polarization is directly associated with the displacement of ions. Electromagnetic waves can

inelastically scatter on optical (acoustic) phonons, giving rise to the Stokes and anti-Stokes

shifts used in Raman (Brillouin) scattering experiments [15–21]. Inelastic neutron scatter-

ing measurements rely on neutrons to interact with the nucleus of the basis atoms through

spin-spin interactions [22]. The phonon dispersion can be measured by recording the energy

lost to (or gained by) the crystal as a function of neutron momentum [23–30]. Far infrared

photons can create transverse optical phonons which generally give rise to sharp peaks in

the far-infrared absorption spectrum. Since phonons arise from damped oscillations, their

absorption spectrum is well described by a Lorentzian function that is centered at a singular

resonance frequency [31–38]. Combining photon scattering, neutron scattering, and infrared

spectroscopy experiments provides powerful evidence of the structural features that impact

vibrational modes of nanomaterials [39–44].
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Due to the periodicity of the atoms that make up semiconductors, the Bloch condition

gives rise to bands of energy that electrons can occupy up to the Fermi energy. The high-

est occupied band is called the valence band. The next unoccupied energy band is called

the conduction band and is separated from the valence band by an energy gap. Through

thermal excitation, some electrons are in the conduction band (conduction electrons), and

some vacancies (holes) are in the valence band. The conductivity of a semiconductor is thus

determined only by the conduction electrons and holes, generally called free charge carri-

ers [13]. Measuring the response of free carriers to external stimuli such as an electric or

magnetic field can inform us of the mechanisms that limit charge-carrier transport in nano-

materials. Despite the difficulty of manufacturing clean electrical contacts, great success has

been found in measuring the resistivity of nanomaterials such as atomically thin semicon-

ductors, nanowires, nanowalls, and nanoporous structures [45–52]. Far infrared spectroscopy

provides a non-contact alternative that allows us to infer the microscopic dynamics of free

charge carriers. Free carriers absorb far-infrared photons due to the availability of nearby

states. Free carrier absorption is described by the Drude model, where free carriers scatter

isotropically with an average scattering time τ . Signatures of free carrier absorption include

strong absorption at low THz frequencies and a 1/ω2 roll off in the conductivity at higher

far-infrared frequencies [53–61].

Imperfection in the crystalline order gives rise to energy states within the band gap. Since

these energy levels exist within the band gap, they are susceptible to excitation with energies

below the band gap energy. Hence, if the state is close enough to the conduction or valence

band, it may be excited by far-infrared radiation. These energy levels are often referred

to as localized states or traps because carriers that occupy these states do not contribute

to the long-range conductivity of the semiconductor. Imaging techniques like field emission

scanning electron microscopy (FESEM) and optical microscopy allow for direct observation

of dislocations such as grain boundaries, twin boundaries, point defects, and stacking faults

[62–65]. Luminescence lifetimes measured with time-resolved photoluminescence (TRPL)

and conductivity lifetimes measured with time-resolved terahertz spectroscopy (TRTS) are

sensitive to a nanomaterial’s ultrafast trapping timescale. Combining knowledge of the defect

distribution with indirect observations of carrier trapping thus provides a powerful statement
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of the microscopic subpicosecond recombination pathways that are (are not) limiting carrier

transport in nanomaterials [66–73].

This thesis will discuss phonons, free carriers, and localized states extensively as we

explore the THz dynamics of free carriers in nanomaterials. Nanomaterials in this thesis

will encompass dimensions of ∼ 1 nm up to ∼ 100 nm, and present unique features in

the THz regime. Phonons play a large role in the dielectric background of nanomaterials

[71, 74], low-frequency free-carrier conduction is suppressed by the boundaries of nanomate-

rials [55, 69, 75–78], and trapping at surface states is significant [79–85]. More detail of the

ultrafast carrier dynamics in semiconductors can be found in Chapter 2. Although dielec-

tric background and surface trapping are important topics of nanomaterial conduction, the

primary feature we will repeatedly observe is the low-frequency suppression of free carrier

conduction.

Consider the complex conductivity in a ubiquitous semiconductor such as silicon at room

temperature (T = 295 K). The Drude model of conductivity works remarkably well in silicon,

implying that electrons undergo isotropic scattering that randomizes electron momentum

within an average time τ . Given a moderate excess electron density of 4 × 1014 cm−3, it

is known that τ = 0.27 ps, and the electron effective mass is m∗ = 0.2me, where me is

the free electron mass [86]. Free carriers excited in silicon will diffuse from regions of high

density into regions of low density. Driving this diffusion with a THz wave at frequency of

f = ω/2π = 1 THz displaces the carrier density by a distance ℓD, given by

ℓD =

√︃
D

ω
=

√︃
τkBT

m∗ω
= 30 nm, (1.1)

where, kB is the Boltzmann constant, and D is the electron diffusion constant of silicon. As

the dimensions of the silicon crystal are reduced to ℓD, free carriers are collectively accelerated

by the electric field. Over time, some of these carriers will interact with boundaries. Since

the boundary possesses a finite transmission probability, the charge carriers that do not pass

through the will accumulate at the boundary. The diffusion force acts against the force

from the electric field, and so the carriers are concentrated in a region near the boundary.

There are two critical outcomes of this. First, the pile-up reduces the long-range conductivity
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because some free carriers are unable to traverse the boundary. Second, the pile-up of charge

causes a lag between the driving field and the current, which imposes capacitive features on

the conductivity spectrum. As the nanomaterial dimensions decrease further, free carrier

localization sets in, completely suppressing long-range conductivity.

This localization sequence is illustrated in Fig. 1.2 (a)-(c). On top of Fig. 1.2 (a), we

show a square of bulk silicon that has dimensions significantly larger than ℓD ∼ 30 nm. Below

is the resultant complex conductivity of the Drude model. The real part (σ1) monotonically

decreases as the frequency is increased. Furthermore, σ1 is greater than zero, indicating

current losses due to the resistivity of bulk silicon. The imaginary part (σ2) has a maximum

at ω = 1/τ , where it intersects σ1. For silicon at room temperature, this results in a crossover

between σ1 and σ2 at 0.6 THz. Indeed, for many semiconductors the crossover frequency falls

within 0.5-3 THz [11, 86, 87]. The imaginary part is also greater than zero, indicating that

the current leads the driving field in a fashion similar to an inductor. Figure 1.2 (b) shows the

case for when the nanomaterial dimensions are close to ℓD in size. Under these circumstances

σ1 begins to drop for frequencies below 0.25 THz. Furthermore, σ2 turns negative at these

frequencies, reflecting the aforementioned capacitive response. Finally, Fig. 1.2 (c) shows

that when the nanomaterial has dimensions below ℓD, the long range conductivity is zero,

reflecting the complete localization of free carriers. The localization sequence presented here

demonstrates the ability of THz radiation to probe the carrier dynamics of nanomaterials

despite the associated wavelength of 1 THz ∼ 300 µm.

Indeed, since far-infrared spectroscopy began, extensive technological developments have

paved the way for new approaches to generating and detecting far-infrared radiation. Today

one can find facilities dedicated to free-electron lasers (FEL) and synchrotrons that pro-

vide high-power, coherent, continuously tuneable sources of far-infrared radiation [88, 89].

On a more table-top scale, developments in mode-locking paved the way for near-infrared

(wavelength ∼ 800 nm) pulses with 100 fs duration [90–92], and chirped-pulse amplifica-

tion amplified the mode-locked pulses by over 1000× [93]. The short duration and high

power near-infrared pulses can be used to generate phase-stable bursts of far-infrared radi-

ation through photoconductive switches [94], optical rectification [95, 96], and air plasmas

[97, 98].
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Figure 1.2: Charge-carrier localization modifies the conductivity. (a) Drude free carriers
in silicon. (b) Semi-localized charge carriers yield suppressed low-frequency σ1, and their
capacative behavior produces a negative σ2. (c) Completely localized charge carriers with
σ1 = 0 at ω = 0.
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Figure 1.3: (a) Terahertz pulse with ∼ 0.45 ps half-cycle duration. The amplitude of the
THz electric field is ∼ 300 V/cm. (b) Amplitude spectrum of the THz pulse in (a).

Figure 1.3 (a) shows a coherent measurement of a terahertz pulse generated via optical

rectification in ZnTe. Perhaps the most important feature of Fig. 1.3 (a) is that it is a record

of the electric field, not the intensity. As such, the phase and amplitude of the waveform are

retained, eliminating the need for the Kramers-Kronig relations that were traditionally used

in far-infrared spectroscopy. THz pulses in this thesis typically have half-cycle durations

of ∼ 0.45 ps, which yields a ∼ 1.1 THz center frequency. Our THz pulses have a slight

up-chirp due to normal dispersion in ZnTe. Our pulses also possess more than a single cycle

oscillation, which is a result of the sharp cut off in the spectrum at 2.2 THz. The cut off

is due to a phonon absorption at 2.2 THz [99]. Detection sensitivity reaches signal-to-noise

ratios of ∼ 2000 owing to the noise reduction associated with gated-sampling and lock-

in detection. Figure 1.3 (b) shows the corresponding amplitude spectrum. Due to strong

phonon absorption above 2.5 THz in ZnTe, there is a sharp cutoff in the frequencies available

for spectroscopy [32, 100].

Nonetheless, the phase stability of terahertz pulses provides access to coherent detection,

which, in turn, permits time-domain spectroscopy. Terahertz time-domain spectroscopy

(THz-TDS) is a powerful technique that provides direct access to the real and imaginary

parts of the conductivity spectrum. Indeed this allows for direct observation of the σ1-

σ2 crossover within the observable bandwidth, making THz-TDS an excellent approach to

quantifying free-carrier density, mobility and scattering times in semiconductors and metals
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[57, 101–106].

Furthermore, the synchronization of THz pulses (repetition rate ∼ 1 kHz) combined with

the short pulse duration (∼ 2 ps) yields the opportunity for a pump-probe configuration. In

an optical-pump, terahertz-probe experiment, a 100 fs laser pulse is used to photoexcite a

population of free charge carriers. Subsequently, terahertz spectroscopy can be performed

on the photoexcited charge carriers, revealing how the carrier density, scattering time, and

mobility evolve on ultrafast (picosecond) timescales. This time-resolved terahertz spec-

troscopy (TRTS) provides insight into recombination pathways, scattering mechanisms, and

hot-carrier effects that evolve mere picoseconds after excitation [11, 32, 99, 107–110]. The

pump-probe configuration is shown in Fig. 1.4. An optical excitation pulse (red) arrives at

the nanomaterial film before the THz pulse (orange). The THz pulse transmitted through

the nanomaterial film in equilibrium (blue, Eref ) is recorded along with the THz pulse trans-

mitted through the photoexcited nanomaterial (burgandy, Epump). The difference between

Eref and Epump is the result of attenuation via the transient photoconductivity of the nano-

material film. More detail of the time-resolved terahertz spectroscopy method can be found

in Chapter 3, and the technical details used in this thesis can be found in Chapter 4.

Terahertz spectroscopy has become a central tool for exploring ultrafast charge carrier

dynamics in various nanomaterials primarily because of the non-contact nature of the tech-

nique [31, 111–114]. Depositing clean contacts onto semiconductor nanowires is difficult,

and has caused TRTS to become a premier tool for characterizing transport in nanowires.

Free- and localized-carrier dynamics in semiconducting nanowires [67–69, 80–83, 110, 115]

and internal exciton transition in CdSe nanorods [116] have been unveiled through TRTS

experiments. CdS nanowires have great promise for use in photocatalytic water splitting

[117], however, there may be transport mechanisms that limit charge carrier participation in

surface chemistry. In Chapter 5 we investigate how wrapping CdS nanowires (diameter ∼

50 nm, length ∼ 1 µm) in atomically thin sheets of C3N5 changes the photoconductivity of

the nanowire [69]. The nanowires are grown in solution, and are deposited onto a substrate

in a fashion similar to Fig. 1.5. Currently, wrapping nanowires in a core-shell configuration

is a promising approach to enhancing photocatalytic applications of nanowires [69, 83]. We

demonstrate, using TRTS, that CdS nanowires are best grown apart from the C3N5 shell. If
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Figure 1.4: Pump-probe terahertz spectroscopy configuration.
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Figure 1.5: CdS nanowires on a substrate.

grown in-situ, the C3N5 nanosheets appear to interfere with the growth of CdS nanowires,

giving rise to a poor mobility and a short photoconductivity lifetime. When nanowires

are wrapped after growth, the photoconductivity is nearly unaltered, yielding a bulk-like

short-range mobility that maximizes charge carrier participation in surface chemistry.

Atomically thin transition metal dichalcogenides (TMDCs) have gathered a great deal

of attention owing to the emergence of a direct band gap in monolayer form [118, 119].

To date, atomically thin (∼ 0.7 nm) sheets can be grown with macroscopic dimensions of

up to 1 cm × 1 cm. Atomically thin TMDCs begin as triangles that self-assemble into a

monolayer over time when grown via metalorganic chemical vapor deposition (MOCVD).

The orientation of the triangles impacts their optical properties, and so the orientation

of these triangles has been imaged with optical techniques [120], similar to the schematic

shown in Fig. 1.6. Atomically thin, direct gap semiconductors hold great promise for use

in solar cells [121], photovoltaics [122], and optoelectronics [123]. Time-resolved terahertz

spectroscopy has unveiled exciton formation dynamics [124], free carrier dynamics [125], and

ultrafast transitions between exciton phases in TMDC hetrerostructures [126].In Chapter 6,

we contribute to this exploration by investigating the impact that photoexcitation density

and temperature have on free charge carrier dynamics in the monolayer TMDC WSe2.
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Figure 1.6: WSe2 monolayer on a substrate.

Group 14 elemental semiconductors Si and Ge are essential in a broad range of appli-

cations such as optoelectronics, sensing, photovoltaic, and battery applications [127–133].

In the literature, one can find films comprised of nanowires, nanoparticles, and periodically

porous nanostructures [130, 134–138], which have attracted attention due to their large sur-

face area-to-volume ratios. Combining Group 14 elements (among others) with Group 1 or

Group 2 elements yields a Zintl phase, a uniquely soluble semiconductor (and sometimes su-

perconductor [139]) phase. Recently, Zintl phase germanium is finding new use in nanoscale

templating [138]. Chapter 7 contains a study of picosecond charge carrier dynamics in a

germanium inverse opal nanostructure fabricated via templating of Zintl phase germanium

onto 300 nm PMMA beads. The inverse-opal structure consists of α-phase germanium pos-

sessing spherical voids with a diameter of roughly 300 nm, as shown in Fig. 1.7. Owing to

the chemistry of the Zintl phase, it is possible to remove germanium from the crystal and

substitute it with silicon [138]. TRTS of pure inverse opal germanium was performed by

Narreto et al. [140], and here we use TRTS to explore the consequences of substituting Ge

with Si in an inverse-opal nanostructure.

Silicene is the silicon analog of graphene that has the potential for enhanced compati-
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Figure 1.7: Inverse opal Ge on a substrate.

bility with current silicon technology. The silicon nanosheets possess a thickness of ∼ 1 nm

[141], as shown in Fig. 1.8. The most significant obstacle in constructing next-generation

silicene devices is oxidation. Preventing oxygen from bonding to the silicene can be achieved

by bonding molecules to the silicene surfaces, forming a new class of materials called sili-

cane. Hydride-terminated silicon nanosheets (SiNS-H) and 1-dodecene-functionalized silicon

nanosheets (SiNS-dodecene) are the most thoroughly investigated passivations, and in Chap-

ter 8 we extend the present knowledge with the first TRTS performed on silicon nanosheets.

We find that excitation with 400 nm light results in a weak photoconductivity in SiNS-

dodecene that may be robust to temperature. We find that the short-range mobility in

SiNS-dodecene is 400 cm2/Vs, which is comparable to the mobility seen in monolayer tran-

sition metal dichalcogenides [142] and high-mobility 2-dimensional polymers [143]. SiNS-H

does not appear to exhibit a substantial photoconductivity.

Recently, group III-nitride materials such as GaN have gained considerable attention

regarding photocatalytic water splitting. The alignment of the energy bands to many pho-

tocatalytic reactions has proven to be favorable, and the ability to remain stable in harsh
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Figure 1.8: Silicon nanosheets on a substrate.

chemical environments makes them a valuable tool in photocatalysis [144, 145]. Increasing

the surface area-to-volume ratio can be achieved by growing GaN nanowires and proves to be

an excellent avenue to achieve increased molecular participation in surface chemistry. How-

ever, Kraut et al. showed that the nanowire growth exposes the crystallographic m-planes

to photochemical etching, which erodes the GaN nanowires [146]. Fortunately, the crystallo-

graphic c-plane is stable [146]. Maximizing the c-plane exposure while minimizing m-plane

exposure can be achieved by moving from a nanowire geometry to a nanowall configuration,

as shown in Fig. 1.9. By utilizing selective area growth and molecular beam epitaxy, parallel

nanowalls with highly tunable height, separation, and length can be grown, opening up many

avenues for optimization [144]. In Chapter 9 we perform the first study of TRTS on GaN

nanowalls (width ∼ 270 nm, height ∼ 500 nm, and pitch ∼ 1 µm) grown via selected area

molecular beam epitaxy.
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Figure 1.9: Gallium nitride nanowalls on a substrate.
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Chapter 2

Ultrafast Carrier Dynamics in

Semiconductors

2.1 Introduction

2.1.1 Band Structure

In equilibrium, a semiconductor can be considered a periodic arrangement of atoms, each

having their own local potential Uc. To find the electron wave function ψk(z) the Schrödinger

equation must be solved. The Schrödinger equation for an electron in the periodic potential

is given by [︃
− ℏ2

2m0

d

dz
+ Uc(z)

]︃
ψk(z) = Eψk(z), (2.1)

where m0 is the free electron mass and E is the electrons total energy. A Bloch wave is a

wave function that is a product of a function with the periodicity of the crystal uk(z) and a

plane wave eikz. Thus,

ψk(z) = uk(z)e
ikz (2.2)

where k is the electron wavevector. Given that uk(z) contains the periodicity of the lattice,

it follows that uk(z) = uk(z + a), where a is the lattice constant. For any k we can solve for

uk(z) by inserting Eq. (2.2) into Eq. (2.1) and leveraging the periodic boundary condition.

The energies of the kth state is also found this way. Since, for each k, there is an infinite

number of eigenvalues, we can denote each by introducing the band number n. The spacial
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periodicity placed on the Bloch functions results in periodicity of the band En(k). In general,

En(k) = En(k + kℓ) (2.3)

where kℓ = 2πℓ/a (ℓ = 1, 2, 3, ... ) are the reciprocal lattice vectors. Because the band

structure En(k) is periodic, all available energies can be found in the range of wave vectors

−π/a ≤ k ≤ π/a, referred to as the Brillouin zone. It is convenient to work within the

Brillouin zone, under what is called the reduced zone scheme. If the band structure is

known, En(k) can be expanded in a Taylor series about k = 0, such that [147]

En(k) ≈ En(0) + k

[︃
∂En(k)

∂k

⃓⃓⃓⃓
k=0

+ k2
[︃
1

2

∂2En(k)

∂k2

⃓⃓⃓⃓
k=0

+ ... (2.4)

The band minimum is an extrema by definition, and so the terms linear in k vanish. Defining

the effective mass through
1

m∗ =
1

ℏ2

⃓⃓⃓⃓
∂2En(k)

∂k2

⃓⃓⃓⃓
(2.5)

we can rewrite Eq. (2.4), in the form of the parabolic band approximation

En(k) ≈ En(0)±
ℏ2k2

2m∗ (2.6)

where the ± comes from the curvature of band n. Remarkably, crystals possess a dispersion

relation similar to a free electron dispersion.

2.1.2 Semiclassical Absorption

The electronic band structure is inextricably linked to the index of refraction, which de-

termines the amount of light that a semiconductor can absorb. A frequency-dependent,

complex index of refraction ñ(ω) = n(ω) + iκ(ω) provides a compact way to describe how

the phase and amplitude of an electromagnetic wave E (with angular frequency ω and wave

vector k) are altered by propagating in a medium. For example, Beer’s law states that an

electric field propagating in a dielectric medium of thickness L is described by

E = E0e−αL/2ei(nkL−ωt) (2.7)
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where α = 4πκ/λ is the absorption constant, and E0 is the field amplitude. Bringing αL/2

into the exponent brackets we see that

E = E0ei(ñkL−ωt) (2.8)

which provides a compact way to encode the absorption of a medium into the index of

refraction.

Equation 2.8 shows that only k is modified by ñ. The reason for this is that the index

of refraction describes the microscopic interaction between the incident light wave and the

atoms that compose the medium. The incident light wave does work on the electrons sur-

rounding the atoms. Modelling the atoms as damped oscillators implies that after the work

was done on the atoms, they will emit that energy as a re-radiated light. The inefficiency of

the absorption/emission cycle gives rise to a net phase between the incident light wave and

the re-emitted light. The phase causes interference between the incident and atom-radiated

light, which results in an apparent wavelength that is different from the wavelength of the

incident light [148]. This thought experiment demonstrates that the complex index of refrac-

tion links the microscopic behavior of electrons to observable changes in an electromagnetic

wave. This is known as the Ewald-Oseen extinction theorem, and further detail can be found

in Ref. [149].

To establish this connection, we begin with the definition of the absorption coefficient α.

The absorption coefficient is defined as the energy absorbed per unit time per unit volume

divided by the energy flux. This gives [150]

α =
ℏωW (ω)

I
=

2κω

c
=

4πκ

λ
(2.9)

where W (ω) is the number of transitions per unit time per unit volume, and I is the energy

crossing a unit area per unit time. I is given by the familiar relation [148, 151]

I =
1

2
ϵ0ncE2

0 , (2.10)

where n is the real part of the refractive index, and c is the speed of light.
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Fermi’s golden rule establishes the transition rate between a state in the valence band to

the conduction band Wv→c. The transition rate is

Wv→c =
2π

ℏ
|M|2 g(ℏω), (2.11)

where M is the matrix element of the perturbation Hamiltonian between a conduction band

state ψc,kc and valence band state ψv,kv , and g(ℏω) is the joint density of states at photon

energy ℏω. M follows the relation

M =

∫︂
ψ∗
c,kcH

′ψv,kvd
3r. (2.12)

H ′ is the perturbation Hamiltonian that arises from an electric field E , given by

H ′ = −qE · r = qE0ei(klight·r−ωt)e · r. (2.13)

where e is the polarization of the electric field.

In semiconductors, the photon momentum determines the relevant conduction/valence

band states. Semiconductor band gaps are ∼ 2 eV, which gives

klight ≈
2π

620 nm
=

2π

6200Å
. (2.14)

Considering the maximum momentum within the Brillouin zone (kmax) is

kmax =
2π

a
∼ 2π

1Å
, (2.15)

it is clear that the light wave momentum is small by comparison. Therefore the states that

satisfy energy conservation correspond to vertical transitions in the band structure.

Due to the photon-induced vertical transition of the electrons and holes, conservation of

energy in the parabolic band approximation requires that

ℏω = Eg +
ℏ2k2

2m∗
e

+
ℏ2k2

2m∗
h

, (2.16)
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where, Eg is the band gap energy, m∗
e is the electron effective mass in the conduction band,

m∗
h is the hole effective mass in the valence band. Equation (2.16) can be simplified by

introducing the reduced electron-hole mass (µ∗), such that

1

µ∗ =
1

m∗
c

+
1

m∗
v

. (2.17)

The joint density of states g(ℏω) determines the density of optical transitions as a function

of energy. The joint density of states is related to the density of states (g(k)) through

g(ℏω) =
2g(k)

dE/dk
, (2.18)

where dE/dk is the gradient of the E-k dispersion curve, and the extra factor of two comes

from having two allowed spin states for each allowed k-state. The density of states is found

by considering the density of states in a sphere of radius k + dk in momentum space. This

gives

g(k)dk =
4πk2

(2π)3
dk =

k2

2π2
dk =⇒ g(k) =

k2

2π2
. (2.19)

Substituting Eq. (2.16) into Eq. (2.18) (with E = ℏω), and also using Eq. (2.16) to define

k, we find that [150, 151]

g(ℏω) =
1

ℏ3π2

√︃
µ3(ℏω − Eg)

2
. (2.20)

The absorption coefficient can now be constructed by substituting Eqs. (2.20), (2.11),

and (2.10) into Eq. (2.9), giving

α(ω) =
4ω

nπϵ0cℏ3E2
0

µ∗
√︂

2µ∗(ℏω − Eg). (2.21)

Admittedly this approach has brought us to a situation where the absorption is defined in

terms of the real part of the refractive index n. Casting this in terms of the relative dielectric

constant (defined by ϵ̃(ω) =
√
ñ = ϵ1 + iϵ2) allows us to use the identity α = ωϵ2/nc

* to find

the imaginary part of ϵ̃

ϵ2(ω) =
4

πϵ0ℏ3E2
0

µ∗
√︂

2µ∗(ℏω − Eg). (2.22)

*Since ϵ2 = 2nκ, it follows from Eq. (2.9) that α = ωϵ2/nc.
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The real part of ϵ̃ can be retrieved with the help of the Kramers-Kronig relation

ϵ1(ω) = 1 +
2

π
P

∞∫︂
0

ω′ϵ2(ω
′)

1

(ω′)2 − ω2
dω′. (2.23)

where P denotes the principle part of the integral. Equations (2.22) and (2.23) link the

quantum mechanical behavior of electrons to measurable optical properties such as the ab-

sorption, transmission, and reflection coefficients.

2.1.3 Carrier Dynamics

Immediately after a photon is absorbed, electrons (holes) occupy a non-thermal distribution

in the conduction (valence) band. Next, electrons and holes relax spatially and temporally

over timescales that depend on the available energy dissipation pathways [152]. The process

of dissipating excess energy from photoexcitation is referred to as carrier cooling, and the

excited carriers are generally referred to as hot carriers until they reach thermal equilibrium

with the crystal lattice temperature. Note that we choose to present the relaxation mecha-

nisms in chronological order, which may lead to the presumption that certain mechanisms

turn on at later times. This is not true, as there is a non-zero probability that any of the

relaxation mechanisms we discuss occur at any time after excitation. Figure 2.1 (a) shows

the band structure of a semiconductor in equilibrium. The Fermi energy (Ef ) resides within

the band gap, and the thermal smearing of the Fermi-Dirac distribution fe(E) causes some

electrons to occupy the conduction band.

In Fig. 2.1 b, we show the moment a photon is absorbed by the semiconductor, with

energy ℏω above the band gap. Within 10 fs (10−14 s) momentum relaxation occurs through

elastic and inelastic scattering, randomly distributing electron (hole) occupancy among states

in the conduction (valence) band (Fig. 2.1 c). On this timescale electrons may interact with

long wavevector phonons, resulting in a population of carriers that are scattered into satellite

valleys of the Brillouin zone [153].

Coulomb thermalization then occurs over 100 fs (10−13 s), and allows the electron (hole)

distribution to be described by the Fermi-Dirac distribution with a temperature Te (Th)

significantly higher than the lattice temperature (Te ∼ 1000 K) [152, 154]. Electron-hole
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scattering transfers energy between the two populations, and brings Te and Th to a shared

temperature Te−h over 1 ps (10−12 s) [155] (Fig. 2.1 d).

In <10 ps, energy relaxation occurs through emission of small-wavevector polar-optical

phonons which gradually shifts Te−h toward the lattice temperature TL (Fig. 2.1 e). For

times > 10 ps, the electrons and holes occupy states near the band extrema, which will

gradually dissipate according to the various mechanisms of recombination [156]. The most

important recombination mechanism in this thesis is photoluminescence, where an electron

and hole recombine and emit a photon with energy equal to the electron-hole energy dif-

ference. Photoluminescence is shown in Fig. 2.1 f. Typically, photoluminescence occurs on

timescales beyond 10 ps.

2.1.4 Photoluminescence

Photoluminescence (PL) is a broad term that denotes the spontaneous emission of light after

photoexcitation. Radiative (R) and non-radiative (NR) transitions dictate the timescale of

PL. The probability of electron-hole recombination per unit time (1/τ) follows the relation

1

τ
=

1

τR
+

1

τNR

, (2.24)

where τR and τNR are the radiative and non-radiative times, respectively. The radiative

efficiency ηR is the fraction of recombination events that contribute to photoluminescence

and is written

ηR =
τ

τR
=

1

1 + τR/τNR

. (2.25)

Due to the non-radiative recombination events, it is clear that ηR ≤ 1.

Recombination across a semiconductor band gap depends strongly on the band-gap align-

ment. Direct transitions present the simplest case, where the valence and conduction band

extrema share a common momentum k. The transition rate follows from Fermi’s golden rule

Wc→v =
2π

ℏ
|M|2g(E(k)),

where M is the aforementioned matrix element, with v and c exchanged. g(E) is the joint
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Figure 2.1: Schematic of relaxation timeline after photoexcitation. (a) Semiconductor in
equilibrium. (b) Photons arrive with energy ℏω (blue arrow) and create electrons (holes)
in the conduction (valence) band. (c) Momentum relaxation randomizes carrier momentum
(black arrows) throughout states with equal energy. (d) Thermalization of like-carriers oc-
curs on ∼ 100 fs timescales, while electron-hole thermalization occurs on ∼ ps timescales.
(e) Phonon emission occurs on timescales of < 10 ps, and lowers the average energy of the
distribution. Photoexcited free-carriers occupy states near the band-edge. (f) Photolumi-
nescence occurring from electron-hole recombination at the band extrema.
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density of states given earlier. The amount of PL emitted with energy ℏω is directly pro-

portional to the rate and availability of transitions. The intensity of direct transitions (Idir)

thus follows the relation

Idir(ℏω) ∝ Wc→vf(ℏω) = |M|2g(ℏω)× f(ℏω) (2.26)

where f(ℏω) is the distribution of electrons and holes. Consider an electron with energy

E2 and a hole with energy E1. Upon recombination a photon will be emitted with energy

ℏω = E2 − E1. The total occupancy f(ℏω) is given by the product of the electron and hole

distributions [151, 156],

f(ℏω) = fe(E2)× fh(E1) =
1

exp
(︂

E2−Ef

kBT

)︂
+ 1

×

⎛⎝1− 1

exp
(︂

E1−Ef

kBT

)︂
+ 1

⎞⎠ (2.27)

where Ef denotes the Fermi energy. At low excitation density, low temperature, and close

vicinity to the band edge,

fe(E2) ≈ exp

(︃
−E2 − Ef

kBT

)︃
, (2.28)

and

fh(E1) =
exp

(︂
E1−Ef

kBT

)︂
exp

(︂
E1−Ef

kBT

)︂
+ 1

≈ exp

(︃
E1 − Ef

kBT

)︃
. (2.29)

Substituting into Eq. (2.27) we find

f(ℏω) ≈ exp

(︃
− ℏω
kBT

)︃
. (2.30)

Finally, substitution into Eq. (2.26), the distribution of energies emitted by direct recombi-

nation is given by

Idir(ℏω) ∝ exp

(︃
−ℏω − Eg

kBT

)︃√︁
ℏω − Eg. (2.31)

2.1.5 Models of Charge-Carrier Recombination

Modeling the photoluminescence lifetime is a complicated process often quantified with em-

pirical models. Mechanisms like carrier-carrier interactions, traps, Pauli blocking, and sur-
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face recombination all contribute to the lifetime of recombination in measurable ways. Here,

we describe the three main processes used in this thesis.

Monomolecular, Bimolecular, and Auger Recombination

The recombination rate R can be expanded into a power series in carrier density n such that

R =
dn

dt
= An+Bn2 + Cn3, (2.32)

where A is the monomolecular recombination coefficient (often the definition A = 1/τ is

used), B is the bimolecular recombination coefficient, and C is the Auger recombination

coefficient. The exponent of each term in this power series corresponds to the number of

carriers involved in a recombination event, since the probability of m scatterings occur-

ring simultaneously is proportional to the product of m densities. This gives rise to the

monomolecular, bimolecular and trimolecular interpretations of this power series.

A monomolecular process requires only a single carrier for a recombination event. Thus

it describes a nonradiative recombination pathway, and includes mechanisms such as trap

states and lattice defects. Bimolecular recombination is the result of an electron and hole

recombining directly across the band-gap, and as such bimolecular recombination is radiative.

Auger recombination requires 3 charge carriers (eg, 2 holes, one electron), and via energy

conservation this recombination is non-radiative [156, 157].

Multilevel Systems

In some systems, the equation that describes recombination is presented as a set of coupled

rate equations [158, 159]. Such a system is used to describe phenomena such as hot carrier

cooling and saturable trapping. The lifetime of the carrier density n is governed by

dnhot

dt
= G(t)− nhot

τcool

dn

dt
=
nhot

τcool
− n

τtrap

dntrap

dt
=

n

τtrap

(2.33)
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where the hot carriers nhot cool through a monomolecular process with time-constant τcool,

and the cool carriers n fall into saturable trap states over the time-constant τtrap. G is the

charge-carrier generation function. The saturable nature of the trapping occurs through the

simple model [158]

τtrap =
τ0

1− ntrap/nmax

(2.34)

where nmax is the maximum density of carriers lost to trap states, ntrap is the density of

carriers occupying trap states, and τ0 is the average time between trapping events when no

carriers are in the trap states. Equation (2.34) models trap saturation because filling the

traps (ntrap → nmax) results in the trapping time diverging to positive infinity�.

Surface Recombination

The surface of semiconductors terminates the periodicity of the crystal, which changes the

energy landscape near the surface. At the surface, bonds remain unbound, and seek alter-

native arrangements to minimize the free energy. As such the electronic structure near the

surface becomes disordered, forming defect states that act as monomolecular recombination

centers. Surface recombination is the monomolecular recombination at these surface states.

Surface recombination is characterized by the surface recombination velocity S0, which is

defined as the number of carriers recombining at a semiconductor surface per unit area per

unit time per unit volume of excess bulk carriers at the boundary between the quasi-neutral

and space-charge regions [160]. The critical range for device purposes is bounded between

103 cm/s and 107 cm/s. In the lower limit, S0 is dominated by bulk recombination, and in

the upper limit, S0 occurs at a rate governed by the charge carrier thermal velocity.

Surface recombination is treated as a boundary condition to the ambipolar diffusion

equation
∂n(x, t)

∂t
= G(x, t)−R(x, t)− qD∗∂

2n(x, t)

∂x2
, (2.35)

where x is position, G(x, t) is the source of free carriers, R is the recombination mecha-

nisms captured by Eq. (2.32), q is the elementary charge, and D∗ is the ambipolar diffusion

constant. Equation (2.35) expresses the conservation of charge in semiconductors after pho-

�Since ntrap < nmax, τtrap approaches positive infinity.
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toexcitation. The ambipolar diffusion coefficient is given by

D∗ =
2DeDh

De +Dh

(2.36)

whereDe andDh are the diffusion coefficients of electrons and holes, respectively. More detail

about De and Dh can be found in section 2.2.3. Since surface recombination occurs in the

first few layers (∼ 5 Å) of the semiconductor, surface recombination is handled as a boundary

condition of Eq. (2.35). The boundary undergoing surface recombination (typically at x = 0)

states that the charge density is governed by the condition [161, 162]

∂n(x, t)

∂x
=
S0

D∗n(x = 0, t). (2.37)

Equation (2.35) can be solved numerically to unveil the evolution of n(x, t). A numerical

solution to the continuity equation with surface recombination is provided in Appendix A

along with sample code from a working implementation.

2.2 Transient Conductivity

After photoexcitation, the semiconductor is in a state of quasi-equilibrium. Applying an

electric field to the photoexcited charge carriers will result in the formation of a drift current

Jdrift. Furthermore, the act of photoexcitation results in a nonuniform distribution of charge

(cf. Beer’s law) that can manifest a diffusive current Jdiff . As such, the net current density

J is well described by

J = Jdrift + Jdiff , (2.38)

where Jdrift and Jdiff are the subjects of this section.

2.2.1 Conductivity Spectrum

When an electric field E is applied to an electron gas, it generates an electric current

Jdrift(x, t) which, when the field is weak, is assumed to be linearly related to the field.

Despite intuition, this does not imply that we may write Jdrift(x, t) = σE(x, t) [163]. The

issue at hand is one of locality, since the electric field at a particular space-time coordinate

(x, t) determines Jdrift at the same coordinate. This is not true when the mean free path of

26



electrons is long compared to the distances over which the field changes appreciably (wave-

length, penetration depth, etc.). Alternatively, locality is not satisfied when the mean time

between collisions is long compared to times over which the pulse varies significantly (period

of oscillation, pulse duration, etc.). Under these conditions an electric field at (x′, t′) can

generate a current density at different space-time points (x, t). To allow for such an effect,

Jdrift and E are related by a linear and non-local integral [163]

Jdrift(x, t) =

∫︂
K(x, t;x′, t′)E(x′, t′)d3x′dt′ = −nev(x, t) (2.39)

where the rightmost identity comes from charge conservation, such that n is the free carrier

density and v is the velocity. In the central identity, K(x, t;x′, t′) is the kernel of the integral,

often referred to as the response function. Although kernels are not often a subject of direct

study in the terahertz community, integrals of this kind appear often, including the path

integral formulation of quantum mechanics (where it is referred to as the propagator) [164],

and the mathematical expression of Huygen’s principle (Huygen’s integral) [165]. The kernel

determines the contribution E(x′, t′) makes to the current density at (x, t). The role of the

integral is to sum up the non-local contributions, giving rise to the net current density at

the desired coordinates (x, t).

In general, Eq. (2.39) provides little insight as to how it can be used. Under the as-

sumption of translational invariance, the kernel becomes a simpler function of the relative

space-time coordinates

K = K(x− x′, t− t′).

Taking the Fourier transforms of the current density and electric field gives

J̃drift(k, ω) =

∫︂
Jdrift(x, t) exp (−ik · x+ iωt) d3xdt

Ẽ(k, ω) =
∫︂

E(x, t) exp (−ik · x+ iωt) d3xdt

(2.40)

from which it can be shown that

J̃drift(k, ω) = σ̃(k, ω)Ẽ(k, ω) = −neṽ(k, ω) (2.41)
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where

σ̃(k, ω) =

∫︂
K(x, t) exp (−ik · x+ iωt) d3xdt = −ne ṽ(k, ω)

Ẽ(k, ω)
(2.42)

is the Fourier transform of the kernel.

Because of the notational similarity between Eq. (2.41) and the elementary relationship

at the very beginning of this section, Eq. (2.41) is referred to as Ohm’s law, and σ̃ is the

conductivity at wave vector k and frequency ω. The tilde on σ̃ denotes a complex number

(ie, σ̃ = σ1 + iσ2), which is a notationally compact way to encode the resistive, capacitive

and inductive behaviours into the conductivity. Under a weak electric field, ∆k ≈ 0, which

simplifies Eq. (2.42) to a more common form [163, 166–169]

σ̃(k, ω) ≈ σ̃(ω) =

∞∫︂
−∞

K(t) exp (iωt) dt = −ne ṽ(ω)
Ẽ(ω)

. (2.43)

The problem of understanding the optical conductivity spectrum can thus be solved in two

ways. First, one may directly Fourier transform the local current densityK(t). Alternatively,

one may Fourier transform v, and so long as ṽ(ω) ∝ Ẽ(ω), the conductivity spectrum will

remain independent of the incident field. We will use both approaches in the following

section.

2.2.2 Conductivity Models

The models in this section achieve the most important aim of time-resolved terahertz spec-

troscopy: accurately cataloguing the relaxation mechanisms of new materials to enable future

optoelectronic technologies. Through the models discussed below, signatures of free carrier

dynamics, quasiparticle resonances (plasmons, trions, excitons, biexcitons), diffusive back-

action, and percolative resonances will enable discussion of carrier dynamics in cutting edge

nanomaterials.

Drude Model

In the Drude model, charge carriers move freely under the influence of an electric field.

Any net motion of charge carriers is damped by collisions that are assumed to isotropically

randomize the carrier momentum with an average time between collisions τ [167]. The
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semiclassical equation of motion for this is given by

m∗dv

dt
+
m∗

τ
v = −eE(t). (2.44)

Fourier transforming both sides gives a solution for v in the frequency domain,

ṽ(ω) = − e

m∗
τ

1− iωτ
Ẽ(ω). (2.45)

Since

J̃(ω) = σ(ω)Ẽ(ω) = −neṽ(ω), (2.46)

it is straightforward to show that the Drude conductivity is given by

σ̃D(ω) =
ne2τ

m∗
1

1− iωτ
=

σDC

1 + ω2τ 2
+ i

σDCωτ

1 + ω2τ 2
. (2.47)

where σDC = ne2τ/m∗ = ϵ0ω
2
pτ = neµ, ωp is the plasma frequency, and µ is the mobility.

Performing the inverse Fourier transform of σ̃D gives the impulse response function

KD(t) =
ne2

m∗ e
−t/τΘ(t), (2.48)

where Θ(t) is the Heaviside step function.

GaAs is a direct gap semiconductor (Eg = 1.4 eV [170]) frequently used as a benchmark

because σ̃ is well described by a Drude model with τ = 0.251 ps [87]. Figure 2.2 (a)

shows KD(t) for GaAs. In the time-domain, a burst of current occurs at t = 0, strong

enough to invoke a state where electrons shed their phonon dressing [171]. This results in

a free current density KD(0) = ne2/m∗ that exponentially decays in time according to the

momentum relaxation timescale τ . Figure 2.2 (b) shows the real and imaginary parts of the

Drude conductivity spectrum [87]. The real and imaginary parts crossover at a frequency

governed by the collision time scale ω = 1/τ , which, for many semiconductors, falls within

the THz spectrum [11, 87, 172].
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Figure 2.2: Simulated Drude model impulse response and conductivity spectrum of GaAs.
(a) Impulse response function. KD(t) instantaneously rises at t = 0 and exponentially
decays over time with time constant τ . (b) Real (black) and imaginary (red) part of the
Drude conductivity spectrum. A crossover occurs at fcross = 1/2πτ .

Lorentz Oscillator Model

The Lorentz oscillator encompasses a response that is also isotropically damped by collisions

(similar to the Drude model); however, after being driven by an impulse electric field, the

local current oscillates. This model follows the equation of motion of a driven-damped

harmonic oscillator. Newton’s second law gives the equation of motion for an electron in a

sinusoidal electric field,

m∗d
2v

dt2
+
m∗

τ
v + ω2

0m
∗x = −eE(t), (2.49)

where τ is the damping time constant, m∗ is the effective mass, and ω0 is the resonance

frequency. Fourier transforming Eq. (2.49) allows us to algebraically solve for the equation

of motion in the frequency domain. This gives

m∗(−iω)ṽ(ω) + m∗

τ
ṽ(ω) + ω2

0m
∗ ṽ(ω)

−iω
= −eẼ(ω). (2.50)
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Therefore, ṽ(ω) is

ṽ(ω) = − e

m∗
ω

ω/τ + i(ω2
0 − ω2)

Ẽ(ω). (2.51)

Using our definition of the current density,

J̃(ω) = σ(ω)Ẽ(ω) = −nev(ω) (2.52)

it is straightforward to show that

σ̃(ω) =
ne2

m∗
ω

ω/τ + i(ω2
0 − ω2)

. (2.53)

An example of the Lorentz oscillator model can be found in Fig. 2.3. The Lorentz

oscillator model was used to quantify surface plasmon resonances in GaAs nanowires, where

it was found that the nanowires possess a bulk-like scattering time, and a centre frequency

ω0/2π ∼ 1 THz [115]. In Fig. 2.3 (a) we show the impulse response associated with the

surface plasmon, and in (b) we show the conductivity spectrum.

Drude-Smith Model

The Drude-Smith model is a relatively new model that is often used to describe conductivity

in disordered systems. In disordered systems it is common to find deviations from the Drude

model such as a low-frequency suppression of σ1, and a transition from positive to negative

σ2. To describe these features, Smith modified the Drude model to encompass the effect

of carrier back-scattering [168, 169]. Smith used Poisson statistics to describe the current

response function as

KDS(t) =
ne2

m∗ e
−t/τ

[︄
1 +

∞∑︂
n=1

cn

(︃
t

τ

)︃n
1

n!

]︄
, (2.54)

where cn is the fraction of velocity a carrier retains after the nth collision, m∗ is the effective

mass, and τ is the mean time between scattering events. The Fourier transform of this gives
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Figure 2.3: Lorentz oscillator model impulse response and conductivity spectrum for GaAs
nanowires. (a) Impulse response function. KL(t) instantaneously rises at t = 0 and exponen-
tially decays over time with time constant τ , oscillating with a frequency ω0/2π = 1 THz.
(b) Real (black) and imaginary (red) part of the conductivity spectrum. σ1 is peaked at
ω0/2π = 1 THz, and the full-width at half-maximum is given by 1/τ = 0.543 THz.

the photoconductivity

σ̃(ω) =
ne2τ

m∗
1

1− iωτ

[︄
1 +

∞∑︂
n=1

cn
(1− iωτ)n

]︄
. (2.55)

Normally this series is truncated to include only the first order correction, implying that

only one scattering event deviates from the typical isotropic scattering that is assumed in

the Drude model. Truncating the series and labelling c1 as c gives the phenomenological

Drude-Smith equation

σ̃DS(ω) =
ne2τ

m∗
1

1− iωτ

(︃
1 +

c

1− iωτ

)︃
. (2.56)

The c parameter is a phenomenological parameter that encompasses the degree of carrier

backsattering. When c = −1, the charge carrier is completely backscattered by the boundary,

while in the limit that c→ 0 we retrieve the Drude model.

It is difficult to make high-quality semiconductor-metal interfaces on the nanoscale, since
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Figure 2.4: Example of Drude-Smith model on gold thin films following the results of Ref.
[55], where τ = 0.018 ps. (a) Low-frequency suppression of the real conductivity. (b)
Transition from positive to negative in the imaginary conductivity.

nanogranularity can result in a percolative photoconductivity. The Drude-Smith model was

essential in parameterizing a percolation transition gold thin films deposited on silicon [55].

It was found that by increasing the film thickness from 4 nm to 28 nm, a transition to

non-percolative dynamics occurred at ∼ 6 nm. By ∼ 9 nm, the transition was complete,

and the thin films behaved as bulk gold films [55]. In Fig. 2.4 we show the transition from

bulk carrier dynamics to localized carrier dynamics. In Fig. 2.4 (a) we show the real part

of the conductivity (σ1), where a suppression of the low frequency conductivity can be seen

as c → −1, which stems from THz-driven charge carriers backscattering at nanogranular

interfaces [55]. In Fig. 2.4 (b) we show the imaginary part of the conductivity (σ2), where

a transition from positive to negative is seen as c → −1. The transition arises from a

charge-carrier pile-up at the nanogranular interfaces, which results in a capacitive response.

Modified Drude-Smith Model

Recent criticism of the Drude-Smith model revealed that it insufficiently describes Monte

Carlo simulations of free charge-carrier scattering in nanoparticles [173]. Later, Cocker et al.

reconciled this issue by showing that diffusive back-action plays a large role in the transient

photoconductivity of confined carriers, and results in a photoconductivity that has a form

that is nearly identical to the Drude-Smith model [167].

To accommodate the accumulation of charge at the boundary of a square well, the diffu-
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sive back-action impulse current KDB is given by

KDB(t) = KD(t)− a

t∫︂
0

KDB(t
′)dt′, (2.57)

where KD is the Drude response, and the rightmost term represents the amount of charge

accumulated over the time t. a is the rate of charge accumulation (also called the diffusion

current rate). In general, a depends on the geometry of the system under study. Cocker et

al. found that in a perfectly reflective square well, with a constant carrier density gradient,

a = 12D/L2 =
12

to

(︃
τ

to + 2τ

)︃
, (2.58)

where L is the width of the well,D is the diffusion constant for the free carrier, and to = L/vth,

where vth is the thermal velocity. An important consequence of this model is that in situations

where carrier confinement is evident, the diffusion coefficient takes the form

D =
τ ′kBT

m∗ , (2.59)

where τ ′ is the scattering time that encompasses the momentum relaxation time τ and the

boundary scattering time τBound. τ
′ follows Matthiessen’s rule, whereby

1

τ ′
=

1

τ
+

1

τBound

. (2.60)

Differentiating both sides of Eq. (2.57) gives

dKDB

dt
=

dKD

dt
− aKDB(t), (2.61)

which, after Fourier transform, allows us to algebraically solve for the conductivity spectrum

σ̃DB(ω) =
ne2τ ′

m∗
1

1− iωτ ′

(︃
1− 1

1− iω/a

)︃
. (2.62)

In systems where there is non-perfect reflection at the interface, a phenomenological ansatz
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is provided by Cocker et al., where

σ̃DB(ω) =
ne2τ ′

m∗
1

1− iωτ ′

(︃
1− c(R)

1− iω/a

)︃
. (2.63)

The exact nature of how c depends on the reflectance R is an open question, but c(R) is

expected to be less dependent on the box size (L) than the Drude-Smith model discussed

above [167]. Monte Carlo results further support these conclusions [167].

Plasmon Model

As we saw in the Drude model, free carriers possess a plasma frequency ωp. The Debye

length is the length scale over which a free carrier plasma appears electrically neutral, and

so it is common to refer to the free carrier plasma as being quasi-neutral. Upon pertubation,

a plasma will restore quasi-neutrality on timescales of ∼ 1/ωp. Driving the free carriers

at frequencies above the plasma frequency results in the separation of charge that loosely

resembles ionization of the quasi-neutral plasma. This ‘ionization’ gives rise to a coherent

oscillation of the free carrier plasma which is referred to as a plasmon.

Localized plasmon resonances occur in semiconductor nanomaterials, and can be under-

stood in the framework of the Bergman effective medium theory (EMT). The Bergman EMT

is the most general EMT that uses dielectric functions of two materials (ϵ̃1 and ϵ̃2) to con-

struct a net dielectric function ϵ̃r. The net dielectric function can be calculated by summing

contributions of percolation and depolarization through

ϵ̃r = V1ϵ̃1 + V2ϵ̃2 +

1∫︂
0

g(L)ϵ̃1ϵ̃2
Lϵ̃1 + (1− L)ϵ̃2

dL, (2.64)

where Vi is the percolation strength of the ith medium, and g(L) is the spectral function

that encompasses the contribution of inclusions at a particular depolarization factor L. In-

tegration is performed over all depolarization factors, encompassing nonpercolative modes

of transport [31, 174].

The spectral function can be computed numerically, and in most practical cases the

spectral function is sharply peaked near a particular depolarization L0, which allows us to
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approximate g(L) ≈ g0δ(L− L0) [174]. Under this assumption, ϵ̃r becomes

ϵ̃r ≈ V1ϵ̃1 + V2ϵ̃2 +
g0ϵ̃1ϵ̃2

L0ϵ̃1 + (1− L0)ϵ̃2
. (2.65)

The transient permittivity is then given by the difference between photoexcited and unpho-

toexcited permittivities. In the photoexcited state we assume that only medium ϵ2 is excited,

and so one can make the substitution ϵ̃2 → ϵ̃2 +∆ϵ̃2. This gives a net relative permittivity

of [174]

∆ϵ̃ = ϵ̃phot − ϵ̃r

= V2∆ϵ̃2 +
g0ϵ̃1(ϵ̃2 +∆ϵ̃2)

L0ϵ̃1 + (1− L)(ϵ̃2 +∆ϵ̃2)
− g0ϵ̃1ϵ̃2
L0ϵ̃1 + (1− L)ϵ̃2

= ∆ϵ̃2

[︃
V2 +

B

1 +D∆ϵ̃2

]︃ (2.66)

where,

B =
Lϵ̃21g0

[(1− L)ϵ̃2 + Lϵ̃1]2
, (2.67)

and�

D =
1− L

(1− L)ϵ̃2 + Lϵ̃1
. (2.68)

The differential photoconductivity (∆σ̃) is found by noting that ∆ϵ̃ = i∆σ̃/ϵ0ω, so that the

transient differential photoconductivity is given by

∆σ̃(ω) = ∆σ̃2

[︃
V +

B

1 + iD∆σ̃2/ϵ0ω

]︃
, (2.69)

where V2 = V . This is referred to as the VBD formula [31], and V , B, and D are treated as

fit parameters.

So far we have not given a functional form to ∆σ̃2. For nanomaterials it is often convenient

to assume that the microscopic conductivity is given by the Drude model described above.

We can get a feel for how the model behaves by subtituting Eq. (2.47) into ∆σ̃2. Substituting

�Not to be confused with the diffusion coefficient.
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directly we find

∆σ̃(ω) =

(︃
V ω2

pϵ0τ
1

1− iωτ

)︃
+

(︄
Bω2

pϵoτ/(1− iωτ)

1 + iD
ω2
pϵ0τ

ωϵ0
1

1−iωτ

)︄
. (2.70)

Factoring out τ/ω and 1/(1 − iωτ), and substituting ω2
p = ne2/ϵ0m

∗, we can rewrite Eq.

(2.70) as

∆σ̃(ω) =

(︄
V
ne2τ

m∗
1

1− iωτ

)︄
⏞ ⏟⏟ ⏞

Drude

+

(︄
Bne2

m∗
ω

ω/τ + i[Dω2
p − ω2]

)︄
⏞ ⏟⏟ ⏞

Lorentz

. (2.71)

We can see that this definition neatly separates into one term that follows a Drude-like

conductivity and another that follows a Lorentz oscillator [cf. Eq. (2.53)]. The width of the

resonance is characterized by 1/τ , while the resonance frequency is given by ωres =
√︁
Dω2

p.

The resonance frequency thus follows a ωres ∝
√
n dependence that can be experimentally

verified by recording the resonance at various photoexcitation densities.

It is interesting that the Drude term is modified by percolation, while the Lorentz term

sees modification from depolarization. The first observation comes from the fact that only

medium ϵ̃2 was photoexcited, and so the free carrier percolation is only relevant for ϵ̃2.

Depolarization results from interactions between ϵ̃1 and the free carriers in ϵ̃2, and so both

host mediums make an appearance in the depolarization factors B and D defined above.

Bruggeman Effective Medium Theory

The Bruggeman effective medium theory has found use in describing the photoconductivity

of heterogenous materials in situations where the fill fraction (f) is large [31, 55, 175]. The

dielectric function of a heterogenous medium ϵeff can be found by solving

f
ϵloc − ϵeff
ϵloc + ϵeff

+ (1− f)
ϵhost − ϵeff
ϵhost + κϵeff

= 0 (2.72)

where κ ≈ 1 is related to the depolarization factor, ϵhost ≈ 1 is the dielectric function of

the host medium when the material is immersed in vacuum, ϵloc is the dielectric function of

the particulates immersed in the host medium. As in the plasmon model, ϵloc is assumed

to follow a Drude model according to Eq. (2.47). ϵloc can then be found by noting that
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ϵloc = 1 + iσ̃/ϵ0ω.

Disordered Metals

In disordered metals, the conductivity is discussed in terms of emperical power laws that are

applicable near metal-insulator phase transitions. The power law changes depending on the

amount of disorder. For all types of disorder, the high-frequency roll-off for σ1is always of

the form

σ1(ω) ∝
1

ω2
, (2.73)

because the charge carriers are expected to experience Drude-like transport at high frequen-

cies. Under weak disorder σ1 follows the power law

σ1(ω) ∝ Aωα +B, (2.74)

where A and B are constants, and the power α is a constant that depends on the strength

of the electron-electron interaction [176]. Under conditions of weak disorder, the system

retains a finite σ1(0) parameterized by B. At the metal-insulator transition σ1 follows a

similar power law

σ1(ω) ∝ Aωα, (2.75)

where σ1 converges on 0 as ω → 0. On the insulator side of the metal-insulator transition,

σ1 follows

σ1(ω) ∝ Aωα −B, (2.76)

and even more localized electrons in the insulating phase follow the relation

σ1(ω) ∝ ωβ ln

(︃
1

ω

)︃
, (2.77)

where β depends on the strength of the electron-electron interaction [176].

2.2.3 Diffusion

Diffusion is a non-equilibrium process that arises from a nonuniform distribution of charge

carriers. A diffusive current is formed opposite to the gradient of the distribution following
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Fick’s first law (flux-gradient relation) [177],

Jdiff = −eD∗∂n(x, t)

∂x
, (2.78)

where D∗ is the ambipolar diffusion coefficient

D∗ =
2DeDh

De +Dh

, (2.79)

and De and Dh are the electron and hole diffusivities, respectively [162]. The diffusion

coefficient of the ith species (i = e, h) is related to the mobility (µi = eτi/m
∗
i ) through the

Einstein relation

Di = µikBT/e, (2.80)

where T is the temperature and kB is the Boltzmann constant.

Earlier in section 2.1.5 the continuity equation was introduced. The continuity equation

for charge carriers expresses the balance of the temporal change in the charge per volume

element [178]. Alternatively, the continuity equation expresses the fact that the change in

number of carriers within a region is entirely determined by the rate of carriers flowing into

and out of the region [14]. Consider an infinitesimal diffusive current density dJdiff . The

current density will be proportional to the infinitesimal density of charge dn, and the velocity

of carriers dx/dt [177], such that

dJdiff = −dn e dx
dt
. (2.81)

Rearranging Eq. (2.81) and making use of Eq. (2.78) yields the diffusion equation (Fick’s

second law, local diffusion equation)

e
∂n(x, t)

∂t
= −eD∗∂

2n(x, t)

∂x2
. (2.82)

Solutions of the diffusion equation can be achieved using some basic assumptions. Since

the diffusion is driven by the scattering of free carriers, the relaxation timescale is the scat-

tering time τ . Over τ , the carrier density n will have a 1/e fall of of ℓD. Assuming that the
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carrier density has the form

n ∝ e−x/ℓDe−t/τ , (2.83)

and inserting this solution into Eq. (2.82) yields a relationship between ℓD and τ

ℓD =
√
D∗τ . (2.84)

The diffusion length (ℓD) is a measure of the distance it takes for the density to relax back

to its equilibrium value [14]. This is important for nanomaterials, where LD ∼ 10 nm§,

since carriers may be driven by an electric field into a boundary. If a large amount of

carriers are localized to the boundary, then a diffusive back current will occur as explained

by the Modified Drude-Smith model (Section 2.2.2). Under an alternating electrc field,

the appreciable timescale becomes the period of oscillation. This led to a commonly used

estimate for an alternating field is

ℓD =

√︃
D∗

ω
(2.85)

which was discussed in Chapter 1 (Eq. (1.1)) [71, 167]. To characterize the expansion of the

carrier distribution, one can compute the average width of n(x, t) at each time step [179].

The width of n(x, t) is then

Lave(t) =

L∫︁
0

n(x, t)|x|dx

L∫︁
0

n(x, t)dx

. (2.86)

Intrinsic GaAs has an electron mobility of ∼ 3300 cm2/Vs and a hole mobility of ∼ 400

cm2/Vs at room temperature [180]. The ambipolar diffusion coefficient at room temperature

is then D∗
GaAs ≈ 18.46 cm2/s. In section 2.2.2 we noted that τ = 0.2716 ps [180], which gives

LD = 22.39 nm. (2.87)

Solving Eq. (2.82) on a 1.5 µm domain with perfectly reflecting boundaries (see Appendix

A), no recombination, and an initial carrier distribution of n(0, 0) = 1, yields the behavior

shown in Fig. 2.5 (a). The red, blue, and green curves are the distribution at 0.5 ps, 5

§Estimating τ ∼ 0.1 ps, and D∗ ∼ 10 cm2/s.
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Figure 2.5: Diffusion simulation for GaAs. (a) Carrier distribution at 0.5 ps (red), 5 ps
(blue), and 10 ps (green). The exponential profile of exp(−x/LD) is shown as the black
dashed line. (b) Expansion of the distribution into the bulk as time increases. The width of
the distribution is computed at each time step using Eq. (2.86).

ps, and 10ps. Initially the distribution changes quickly, and over time the expansion slows

down. By ∼ 0.5 ps the carrier distribution has already expanded to ∼ 0.5 µm, and the

growth slows down rapidly afterwards. This is seen in the calculations of Lave shown in Fig.

2.5 (b), where it follows the behavior Lave ∼
√
t.

2.3 Summary

In summary, this chapter has introduced the fundamentals of ultrafast carrier dynamics

in semiconductors. We began with a semiclassical description of absorption at a semicon-

ductor interface, followed by a discussion of relaxation, cooling dynamics, recombination,

and luminescence. The drift and diffusion currents were discussed as a consequence of the

quasi-equilibrium of the photoexcited state, and microscopic models of conductivity were

described.
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Chapter 3

Terahertz Spectroscopy

3.1 Terahertz Pulses

3.1.1 Generation via Optical Rectification

Here, we outline the important physics that underpins the generation of phase stable pi-

cosecond bursts of electromagnetic radiation (THz pulses). Terahertz pulses are a form of

electromagnetic radiation, and according to Maxwell’s wave equation, they can be created

by either a transient current or a transient polarization. These options can be seen in the

variety of sources that are available. Inspired by Hertz’s original experiments with dipole

radiation, photoconductive antennas rely on a transient current density to generate THz ra-

diation [94, 181]. Techniques such as optical rectification are rooted in transient polarizations

of atomic bonds and breaking of symmetry [95]. Two-color plasma sources even combine the

two techniques to produce THz radiation through four-wave mixing inside a laser produced

plasma [97, 182, 183]. In this thesis THz radiation is generated through optical rectification

in a ZnTe crystal, as demonstrated by Rice et al. in 1994 [95], and will hence be the focus

of this section.

It is common to start a discussion of optical rectification with the standard tensor for-

malism [95, 99, 184–186], and here we take a less abstract approach by considering how

light interacts with electrons in a Zn-Te bond. In ZnTe the electron cloud is distributed

primarily around the Te atoms because Te has a larger electronegativity than Zn (2.10 and

1.65 respectively [187]). Intuitively this results in an asymmetric potential energy landscape
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in ZnTe [188], and hence the motion of an electron driven by a light wave will be described

by a nonlinear equation of motion. In particular, due to the asymmetric tilt in the energy

landscape, an electron driven by an oscillating electric field will spend more (less) time in

areas where the potential is shallower (steeper) than a perfectly parabolic potential. The

asymmetry in the electron motion introduces low frequency components to the light emitted

from the crystal. The high frequency light is then filtered, and the low frequency (THz)

radiation is used for spectroscopy. This section aims to cover this process in more detail,

following a classical approach.

Shining an ultrafast laser pulse onto ZnTe greatly perturbs the electron distribution from

equilibrium. To first order the energy landscape is parabolic, however when the incident elec-

tric fields are strong enough to drive the electrons far from equilibrium anharmonic terms

are needed. Consider the case of an electron being driven by a Gaussian optical pulse where

the electric field is given by

Eopt = E0 cos (ωt) e−ξt2 (3.1)

with the field amplitude E0, angular frequency ω, and the 1/e2 pulse duration is related to ξ

through τ1/e2 =
√︁

2/ξ. We can describe the microscopic dynamics classically by solving for

the motion of an electron along the Zn-Te bonds (x(t)) via

d2x

dt2
+ 2γ

dx

dt
+ ω2

0x+ ax2 = − e

m
Eopt(t), (3.2)

where γ is the dipole damping rate, ω0 is the natural frequency of the potential, and a

characterizes the degree of nonlinearity. The nonparabolic nature of the potential can be

found by observing that the restoring force in this system is given by

Fres = −mω2
0x−max2 (3.3)

such that the potential energy is given by

Ures = −
∫︂
Fresdx =

1

2
mω2

0x
2 +

1

3
max3. (3.4)
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For optical rectification to occur the material must be non-centrosymmetric, which indicates

that there must be odd powers of x in Eq. 3.4 because even powers do not break spatial

symmetry. As we discussed above, this is indeed the case for ZnTe crystals since the potential

is shifted towards the Te atoms.

From Maxwell’s wave equation for light propagation in a non-magnetic dielectric medium

it is known that the motion of bound currents generates electromagnetic radiation. Assuming

no free currents are present, Maxwell’s wave equation in 1-D is given by

∂2E
∂x2

− ϵ0µ0
∂2E
∂t2

= µo
∂2P

∂t2
, (3.5)

where P is the polarization, E is the incident electric field, µ0 is the permeability of free

space and ϵ0 is the permittivity of free space. The right hand side of Eq. (3.5) contains the

source term, which, under the assumptions above, only depends on P . We now connect this

to Eq. (3.2) by noting that the net polarization of a medium is given by

P =
∑︂
i

exi(t), (3.6)

where i denotes an individual Zn-Te bond. Therefore, by analyzing a single Zn-Te bond

under a classical approximation, the profile of electromagnetic radiation generated through

optical rectification will be given by

ETHz ∝
∂2xi
∂t2

. (3.7)

Figure 3.1 shows a numerical simulation of THz generation via optical rectification, and

the simulation parameters are given in Table 3.1. The values in Table 3.1 are not chosen

arbitrarily in this example. In Fig. 3.1 (a) we show the slight non-centrosymmetric nature

of the potential well. Under the strong electric field of Eopt, the bound electrons are driven

high into the well, which results in an asymmetric trajectory for the electron in the ZnTe

bond. This can be seen in Fig. 3.1 (b), where nonlinearty of x(t) appears at the peak field

of Eopt. Taking the second derivative of x(t) results in the green curve in Fig. 3.1 (b), where

the difficulty of viewing the rectified motion can be explained. Consider the motion of an
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m ω ω0 γ q E0 τ1/e2
(me) (THz) (THz) (THz) (10−19C) (MV/cm) (ps)

1 100π 5 1.5 −1.6 1 0.5

Table 3.1: Parameters used in the THz generation simulation shown in Fig. 3.1.

electron that contains two frequencies, one that oscillates at frequency ω1 = 1×2π THz, and

the other oscillates at frequency ω2 = 50×2π THz. The total displacement will have the form

x(t) = A sin(ω1t)+B sin(ω2t), where A and B are constants. Differentiating this twice shows

that d2x/dt2 = −Aω2
1 sin(ω1t) − Bω2

2 sin(ω
2
2t). Therefore, even under circumstances where

A and B are equal, we find that the high-frequency term contains the largest amplitude,

which, for the simulation shown here, is larger by a factor of 502 = 2500.

After Fourier transforming to the frequency domain in Fig. 3.1 (c), we find that there

are two significant peaks in the amplitude spectrum. Eopt is seen at the driving frequency,

while closer to zero frequency there is a peak that corresponds to the THz pulse. Isolating

these components and inverting the Fourier transform allows us to separate Eopt and ETHz,

as shown in Fig. 3.1 (d), where we find a distinct THz pulse that looks similar to routine

measurements.

There are important consequences that arise from generating THz radiation via optical

rectification. First, the emitted pulse is phase-stable, meaning that the pulses emitted via

optical rectification have identical phases with respect to the carrier envelope. Phase stability

guarantees the shot-to-shot repeatability that is necessary for detecting of THz through

electro-optic sampling.

Second, from Eq.(3.6) we can see that summing over all of the ZnTe bonds gives rise

to the net polarization response of the crystal. As such, the profile of the THz radiation

depends on the number of bonds in the crystal, or alternatively, the crystal thickness. Given

the incredible number of bonds in a material of macroscopic size (∼ 1021mm−3 [187]), the

total field can be represented as an integral over the length of the crystal. Under ideal

circumstances the THz radiation travels at the same speed as the optical pulse, where it can

be shown that the strength of the generated field is directly proportional to the thickness of

the nonlinear crystal [99].

In practise, the optical and THz refractive indices do not match. In situations where the
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Figure 3.1: Simulation of THz generation via optical rectification. (a) Anharmonic (red)
potential compared to just the harmonic component (black). (b) Optical driving field (red),
electron position x (black), and d2x/dt2 (green). (c) Normalized amplitude spectrum of
d2x/dt2 with terahertz spectrum in black and the optical spectrum in red. (d) Waveforms
extracted by isolating the individual pulses and inverting the Fourier transform.
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optical index is smaller than the THz index the optical pulse leads the THz pulse generation,

and so each xi in Eq. (3.6) is shifted in phase relative to one another. The interference of

between each xi thus accumulates over the length of the crystal and may result in destruction

of the field amplitudes. The walk-off length (ℓw) is the distance over which one pulse duration

τp of phase is accumulated. Therefore two THz pulses generated with a separation of ℓw will

destructively interfere. ℓw is thus given by [99]

ℓw =
cτp

nTHz − n0

. (3.8)

where nTHz is the THz index and n0 is the optical index.

Alternatively, the coherence length defines the distance over which the carrier wave of

the optical pulse accumulates a π/2 phase relative to the THz pulse, and is directly related

to the degree of velocity matching in a crystal. Writing the pulse duration in terms of the

THz bandwidth via the uncertainty principle (τp → 1/2νTHz) and substituting n0 with the

optical group index ngr transforms the walk-off length into the coherence length ℓc such that

ℓc =
c

2νTHz|ngr − nTHz|
. (3.9)

It is clear that ℓc of ZnTe has a pole where the optical group index matches the THz refractive

index, hinting that a certain combination of THz and optical wavelengths can theoretically

yield an infinite coherence length. Using the dispersion relations from Ref. [185] the optical

group index (ngr(λ)) and THz index (nTHz(νTHz)) are shown for ZnTe in Fig. 3.2. At an

optical wavelength of ∼ 812.2 nm and a THz frequency of 1.68 THz, index matching occurs

with the common index of 3.216. Given that modern Ti:sapphire lasers can easily generate

intense optical pulses that satisfy index matching requirments, optical rectification in ZnTe

has remained one of the most common ways to generate THz radiation for nearly 30 years.

Nonlinearity and coherence are important aspects of terahertz generation, and so too is

the orientation of the nonlinear crystal. Figure 3.3 (a) shows the arrangement of Zn and

Te atoms when viewed along the [110] direction with the [001] direction pointing upwards.

The Zn (Te) atoms are denoted by red (blue) circles. One might expect that light polarized

parallel to [001] will generate THz radiation since the lightwave could drive a polarization
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Figure 3.2: Optical group index (ngr, red) and THz refractive index (nTHz, black) for ZnTe
crystal.

along the Zn-Te bonds parallel to this axis, however this is not the case because inversion

symmetry is not broken. Still looking down [110] we can rotate the crystal in Fig. 3.3 (a)

until the [1̄11] axis is pointing upwards. This brings us to the orientation shown in Fig.

3.3 (b) where inversion symmetry is broken, and hence optical rectification will occur. THz

generation is maximized along this axis, which is correlated with the fact that the polarization

of the lightwave is pointing directly along the Zn-Te bond, maximizing the coupling between

the optical field and the electron motion.

3.1.2 Detection via Electro-Optic Sampling

Electro-optic sampling (EOS) is a process pioneered by Zhang and Wu [186] in 1995 that

allows us to measure the transient electric field of a THz pulse ETHz(∆tEOS) . In electro-optic

sampling, an electric field is repeatedly sampled by an optical pulse, and forms the backbone

of the sections that follow. EOS is similar to stroboscopic imaging of crankshaft rotation.

The period of revolution is fixed by the geometry of the system, and by synchronously

flashing the crankshaft with short busts of light, you can repeatedly capture one instant of
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Figure 3.3: Orientations of the ZnTe crystal. Zinc atoms are given by blue spheres, and Te
atoms are red. The primitive vectors of the x,y, and z direction are given by the orientation
of a,b, and c, respectively. (a) Looking into the [110] direction with the [001] direction
pointing upwards. Along this axis the crystal is centrosymmetric. (b) Rotating the crystal
in (a) such that the [1̄11] axis is pointing upwards we see that the inversion symmetry is
broken making this the optimal direction for THz generation. The Vesta 3 software package
was used to generate these crystallographic images [189]. ZnTe crystallographic data can be
retrieved from the Springer Materials and Phases Data System [190].

the rotation [191]. Changing the phase between the flash and the crankshaft allows you to

image other moments of the rotation. Recording many of these images allows you to make a

movie of the crankshaft rotation, which would otherwise be impossible with a video camera.

The stroboscopic technique hinges on two important features. First, the rotation must

be reproducible, with a well defined period. This is the reason that phase-stability was an

important criteria for THz generation. Second, the flash must be much shorter than the

period of rotation. The process of electro-optic sampling consists essentially of using a 100

fs, 800 nm flash of light to record one instant of a THz pulse. Due to the phase stability

of optical rectification and the precisely defined laser repetition rate, THz pulses are nearly

identical, which satisfies the need for repeatability. Since a THz pulse lasts on the order of

∼ 2 ps, and the optical sampling pulse is smaller by a factor of ∼ 20, the flash is clearly

shorter than the period of oscillation, and hence the criteria for a stroboscopic technique are

satisfied. EOS can thus be summarized by repetition of the following steps: (1) sampling

one instant of a THz electric with an optical pulse and (2) changing the relative phase of

the optical pulse. The process of sampling a picosecond electric field is the primary focus of

this section, since changing the relative phase of the optical pulse is done by introducing a

gold retroreflector mounted on a motorized delay stage. To describe the sampling process
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we will take the less conventional, but more intuitive, approach of building upon an optical

element referred to as a Pockels Cell.

A Pockels cell consists of two crossed polarizers with an electro-optic crystal between

them. The intensity of light transmitted through two linear polarizers with angle θ between

their transmission axes will follow Malus’ law

Iout = Iin cos
2(θ), (3.10)

where Iin is the incoming intensity and Iout is the outgoing intensity. In a Pockels cell θ is

fixed to π/2, and the electro-optic crystal that resides between the polarizers introduces an

additional phase ϕ such that the relationship between incoming and outgoing intensity is

given by

Iout = Iin cos
2

(︃
π

2
+
ϕ

2

)︃
= Iin sin

2

(︃
ϕ

2

)︃
. (3.11)

The phase ϕ consists of contributions from the intrinsic and extrinsic birefringence of the

chosen electro-optic crystal. The intrinsic phase comes from internal stresses that accumulate

during the growth of the electro-optic crystal, and owing to advances in crystal growth tech-

niques this contribution is negligible. The largest contribution to the phase is the extrinsic

term. The Pockel’s effect is a second order nonlinear polarization phenomena that deter-

mines the phase induced by an externally applied electric field [99]. The externally induced

phase accumulated by travelling through an electro-optic crystal is given by [99, 184]*

ϕ =
2π dn3

0 r41
λ

Eext, (3.12)

where d is the crystal thickness, n0 is the index of refraction for the modulated light, λ is

the wavelength of the modulated light, Eext is the magnitude of the external electric field, r41

is the electro-optic coefficient and c is the speed of light in vacuum. Therefore, by applying

an electric field to the electro-optic crystal in a Pockels cell we may control the intensity of

light that exits. Inversely, we can measure the intensity of light exiting a Pockels cell and

infer the square of the external electric field using Eq. (3.11). This inference is the core of

*The electro-optic coefficient that appears in this relation depends strongly on the conditions upon which
symmetry is broken. See Nonlinear Optics by R. W. Boyd for further details [184].
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how electro-optic sampling is performed on the electric field of THz pulses.

In electro-optic sampling we aim to measure a quantity that is directly proportional to the

external electric field. To this end, a quarter waveplate is inserted before the final polarizer

which adds an additional π/4 to the phase. The output intensity now has the form

Iout = Iin cos
2

(︃
3π

4
+
ϕ

2

)︃
≈ Iin

(︃
1

2
+
ϕ

2

)︃
. (3.13)

where the rightmost approximation is the first order Taylor series. To first order, Eq. (3.13)

is linear in ϕ, but does not discriminate a positive field from a negative field. In order to

retrieve the polarity of the applied field a Wollaston prism replaces the exit polarizer (Fig.

3.4). A Wollaston prism separates the vertical (IA) and horizontal (IB) polarizations of the

incident light. It can be shown that the externally applied field is thus given by [99]

Eext =
IA − IB
IA + IB

λ

2πdn3
0r41

(3.14)

which is not subject to the Iin/2 offset in Eq. (3.13), and thus retains the polarity of Eext.

The electro-optic sampling system of the Ultrafast Spectroscopy Laboratory is built on

the principles outlined above. Inspired by the pioneering work of Nahata et al. [185], Wu

et al. [192], and Winnewisser et al. [193], the EOS system uses 800 nm pulses to sample

the instantaneous electric field of THz pulses using a ZnTe crystal, as shown in Fig. 3.4.

The intensity of the vertical and horizontal components of the elliptically polarized 800 nm

pulse (IA and IB) are recorded using silicon photodiodes. The difference in the photodiode

output voltage pulses are then measured using a Stanford Research Systems SR-830 Lock-

In Amplifier, where a signal-to-noise ratio (SNR) of >1000 is achieved. This allows us to

precisely measure the instantaneous THz electric field ETHz through

ETHz(∆tEOS) ∝
IA − IB
IA + IB

, (3.15)

where ∆tEOS is the relative delay between the THz pulse and the 800 nm electro-optic sam-

pling pulse. Repeating this measurement for a series of delays allows us to construct the

temporal profile of many identical THz pulses, which provides the phase and amplitude in-
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Figure 3.4: Schematic of electro-optic sampling. A THz pulse (blue) and 100 fs, 800 nm
sampling pulse (red) arrive at a ZnTe crystal with relative delay ∆tEOS. The THz pulse
modulates the index of refraction in the ZnTe crystal, inducing an ellipticity to the 800
nm laser pulse. The quarter waveplate ensures that the sign of the electric field is retained
by introducing a phase of π/4. A Wollaston prism separates the horizontal and vertical
components of the 800 nm laser pulse, which are used to quantify ETHz(∆tEOS).
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r41 d λ n0

(pmV−1) (mm) (nm)

4 1 800 2.85

Table 3.2: Parameters of the electro-optic sampling system in the Ultrafast Spectroscopy
Laboratory for a 1 mm thick ZnTe crystal electro-optic sampling setup [99].

formation that is crucial to performing time-resolved THz spectroscopy. Table (3.2) provides

the constants used to calibrate the electric field in this thesis, and more details about the

Lock-In amplification are given in Appendix B.

3.2 Terahertz Time-Domain Spectroscopy

THz time-domain spectroscopy (THz-TDS) is an all-optical approach to measuring the

equilibrium conductivity spectrum (σ̃(ω)). First used in 1989 by Grischkowsky et al. to mea-

sure the absorption modes of water vapour [8], THz time-domain spectroscopy (THz-TDS)

was quickly applied to a host of insulators and semiconductors that stand as benchmarks of

the field today [172].

THz-TDS retrieves the complex index of refraction by comparing a THz pulse propagating

through free space Eref (t) to a THz pulse that has transmitted through the material of

interest Esamp(t), as shown in Fig. 3.5. Fourier transforming these waveforms provides

access to a broad range of frequencies (∼0.5 - 2.5 THz) that can be used for spectroscopy.

Under Fourier transformation Eref (t) → Ẽref (ω) and Esamp(t) → Ẽsamp(ω), so that the net

transmission T̃ (ω) is given by the ratio

T̃ (ω) =
Ẽsamp(ω)

Ẽref (ω)
. (3.16)

Since Ẽsamp(ω) passed through the sample, it can be written as

Ẽsamp = t̃12t̃23e
i(ñ2−1)ωd

c Ẽref , (3.17)

as shown in Fig. 3.5. t̃ij are the Fresnel transmission coefficient of each interface, given by

t̃ij = 2ñi/(ñi + ñj). (3.18)
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Figure 3.5: Diagram of the THz-TDS geometry. The arrows represent electric field strength.
Ẽref (ω) is incident onto the first face of the sample, and as the field passes through the
material it is modified by the complex Fresnel transmission coefficients at the interfaces.

The complex exponential in Eq. (3.17) expresses the attenuation and phase shift of the

electromagnetic wave caused by transmission through the semiconductor bulk, and naturally

depends on the sample thickness d, and complex index of refraction ñ2 = n2+ iκ2. Equation

(3.16) can be written as

T̃ = t̃12t̃23e
i(ñ2−1)ωd/c, (3.19)

which can be simplified by assuming vacuum on either side of the semiconductor (where

n = 1), and so

T̃ (ω) =
4ñ2

(1 + ñ2)2
ei(ñ2−1)ωd

c . (3.20)

Equation (3.20) can be split into the magnitude |T (ω)| and phase ϕ(ω) components, which

yields a set of coupled nonlinear equations

|T (ω)| = 4
√︁
n2
2 + κ22

(n2 + 1)2 + κ22
e−κ2

ωd
c (3.21)

and

ϕ(ω) = (n2 − 1)
ωd

c
+ tan−1

(︃
κ22(n

2
2 + κ22 − 1)

n2(n2 + 1)2 + κ22(n2 + 2)

)︃
(3.22)

that must be solved numerically. Equations (3.21) and (3.22) can be decoupled when the

absorption is weak (κ2 ≈ 0). When κ2 ≈ 0, the tan−1 term in Eq. (3.22) vanishes, and so

n2(ω) ≈ 1 +
c

ωd
ϕ(ω). (3.23)
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Expanding the exponential on the right hand side of Eq (3.21) to O(1) in κ2, and noting

that κ22 ≈ 0 gives the imaginary part of the complex index of refraction via

κ2(ω) =
c

ωd

(︃
1− |T (ω)|(n2(ω) + 1)2

4n2(ω)

)︃
. (3.24)

Finally, the complex index of refraction is connected to the equilibrium conductivity σ̃eq

through

ñ2(ω) =
√︁
ϵ̃(ω) =

√︄
1 + i

σ̃eq(ω)

ϵ0ω
, (3.25)

which provides direct access to the equilibrium conductivity spectrum.

An example of THz-TDS follows, where a (1.03 ± 0.01) mm thick crystal of intrinsic

silicon is used as a sample. Figure 3.6 contains each step of the analysis, starting with the

reference (Eref ) and sample (Esamp) waveforms in Fig. 3.6 (a). The amplitudes of Ẽref and

Ẽsamp are shown in Fig. 3.6 (b) where we can clearly see the majority of the bandwidth lies

in the region of ∼ 0.5 - 2.5 THz. From Ẽref and Ẽsamp we can then calculate the complex

tranmission function T̃ . The amplitude and phase of T̃ are shown in Figs. 3.6 (c) and (d),

respectively. Equations (3.21) and (3.22) are then solved numerically for each frequency,

producing the measured n and κ shown in Fig. 3.6 (e). Finally, using Eq. (3.25) it is

possible to then extract other optical parameters such as the dielectric function (shown in

Fig. 3.6 (f)) and the equilibrium conductivity (not shown).

The complex index can be modelled by a simple Drude model. In this model, the free-

carrier dynamics arise from the intrinsic population of free carriers. Fitting ϵ̃ to a Drude

model results in the parameters given in Table 3.3. The real index of n ∼ 3.415 agrees

very well with the results of Grischkowsky et al., where they found n ∼ 3.419[172]. The

discrepancy can easily be explained by our ability to determine the crystal thickness, which

has a direct impact on the extracted index of refraction (cf. Eq. 3.23)�.

3.3 Time-Resolved Terahertz Spectroscopy

Time-resolved Terahertz Spectroscopy (TRTS) is a technique used to measure the con-

ductivity of a material mere picoseconds after photoexcitation. Excitation is performed using

�If n = 1− c/ωd, then the uncertainty is given by δ(n) = cδ(d)/ωd2 ≈ 0.001 for a frequency of 0.5 THz.
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Figure 3.6: THz-TDS on intrinsic silicon. (a) Reference (black) and sample (red) waveforms.
(b) Amplitude spectrum of the reference (black) and sample (red) waveforms. (c) Transmis-
sion spectrum and (d) unwrapped phase spectrum. (e) Complex index of refraction found
by numerically solving Eq. (3.21) and Eq. (3.22). (f) Complex dielectric function computed
using Eq. (3.25).

ne τe ϵ(∞) σDC

(1014 cm−3) (ps) (W−1cm−1)

5± 1 0.040± 0.006 11.675± 0.002 0.031± 0.005

Table 3.3: Drude fit parameters from THz-TDS of intrinsic silicon crystal.
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Figure 3.7: Schematic of TRTS experiment.

100 fs laser pulses, and the wavelength is chosen based on the band gap of the material under

study. After photoexcitation, a wide variety of processes including carrier-carrier scatter-

ing, phonon scattering, electron-hole recombination, localization, intervalley scattering, and

quasi-particle formation occur before the sample returns to equilibrium. Studies contain-

ing time-resolved terahertz spectroscopy thus aim to document these processes, providing

fundamental insight for future electronic and optoelectronic applications.

The process of TRTS is captured by the schematic given in Fig. 3.7. A femtosecond exci-

tation pulse (red) arrives at the nanomaterial film creating a large population of photoexcited

charge carriers. At time ∆t1 after photoexcitation, a THz pulse (orange) is incident onto

the sample. Through free carrier screening, the amplitude of the incident THz is attenuated,

forming Ẽpump (burgandy). Ẽpump is measured through electro-optic sampling at controlled

intervals ∆t2. Using two optical choppers and Lock-in amplification (details in Appendix

B), Ẽref (blue) and Ẽpump are acquired simultaneously�.

Ẽpump can be written as a product of the pump-induced Fresnel transmission coefficient

�Simultaneous implies that Ẽref and Ẽpump are measured milliseconds apart, as opposed to the ∼ 5 min.
timescale of alternative methods.
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Figure 3.8: Schematic of reference transmission in TRTS experiment. The arrows indicate
electric field strength. The reference electric field is incident on the left of the figure. It then
transmits through the sample,

(t̃pump) and the reference field Ẽref

Ẽpump = t̃pump Ẽref . (3.26)

Note that in a TRTS experiment the reference waveform Ẽref has already passed through

the unexcited film, whereas in THz-TDS the reference waveform is the incident field Ẽ in.

The reference spectrum is given by

Ẽref = t̃0,st̃s,0Φs,0Ẽ in, (3.27)

where Φs,0 = exp(iωds(ñs)/c), ñs is the substrate index, ds is the substrate thickness, t̃0,s =

2/(1 + ñs) is the Fresnel transmission coefficient at the vacuum-substrate interface, and

t̃s,0 = 2ñs/(1 + ñs) is the Fresnel transmission coefficient at the substrate-vacuum interface,

as shown in Fig. 3.8. A list of symbols can be found at the end of this section in table 3.4.

When the sample is photoexcited, a small ∼ 100 nm conducting film exists on top of the

substrate as shown in 3.9. The field transmitted through the pumped sample Ẽpump is given
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by

Ẽpump = t̃0,f t̃f,st̃s,0Φf,sΦ0,fFPf,sẼ in, (3.28)

where t̃0,f = 2/(1 + ñf ) is the Fresnel transmission coefficient at the vacuum-film interface,

ñf is the film index of refraction, t̃f,s = 2ñf/(ñf + ñs) is the Fresnel transmission coefficient

for the film-substrate interface, Φ0,f = exp(iωdf (ñf )/c) is the phase induced by the film,

and Φf,s = exp(iω(ds − df )(ñs)/c) is the phase induced by the remainder of the substrate.

FPf,s accommodates the thin-film interference that arises from reflections within the thin

film. FPf,s is given by

FPf,s =
∞∑︂
j=1

(︃
rf,sr0,f exp

(︃
2iωdf ñf

c

)︃)︃j

=
1

1− rf,srf,0 exp
(︂

2iωdf ñf

c

)︂ , (3.29)

where rf,s = (ñf − ñs)/(ñf + ñs) is the Fresnel reflection coefficient for the film-substrate

interface, and rf,0 = (ñf −1)/(ñf +1) is the Fresnel reflection coefficient for the film-vacuum

interface.

Substituting Eq. (3.27), (3.28), and (3.29) into Eq. (3.26) gives [32, 71, 74, 194, 195]

t̃pump =
Ẽpump

Ẽref

=
2ñf [1 + ñs] exp

(︂
i
(︂

ωdf ñf

c
+

ω(ds−df )ñs

c
− ωdsñs

c

)︂)︂
[ñf + ñs][ñf + 1]− [ñf − ñs][ñf − 1] exp

(︂
2iωdf ñf

c

)︂ . (3.30)

Equation (3.30) provides us with a recipe for extracting the optical properties of the photoex-

cited film index ñf on the condition that a measurement of t̃pump is acquired. Equation (3.30)

can, in general, be numerically inverted if the substrate index is known [32]. However, in the

limit of a weakly absorbing thin-film, the complex exponentials can be approximated by their

first-order Taylor series, yielding the remarkably simple analytic result [71, 74, 157, 195, 196]

t̃pump =
ñs + 1

ñs + 1 + Zo σ̃ df
, (3.31)

where σ̃ is the conductivity of the photoexcited film and Z0 = 1/cϵ0 is the impedance of

free space. More detail on the expansions needed to arrive at Eq. (3.31) can be found in

Refs. [74, 195]. Interestingly, Eq. (3.31) could have been easily deduced on the assumption
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Figure 3.9: Schematic of pump-induced transmission in TRTS experiment. The vertical
arrows indicate electric field strength. The reference electric field is incident on the left of
the sample. The electric field first enters the photoexcited film. The multiple reflections
inside the photoconducting film are denoted by the zig-zag lines, and their corresponding
field strengths are also shown with supplementary arrows.
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Symbol Defintion
ñs Substrate refractive index
ñf Photoexcited film refractive index
Φs,0 Substrate induced phase shift
Φf,s Film-Substrate induced phase shift
Φ0,f Film induced phase shift
FPf,s Fabry-Perot reflection term
t̃0,f Fresnel transmission from vacuum into film
t̃f,s Fresnel transmission from film into substrate
t̃s,0 Fresnel transmission from substrate into vacuum
t̃0,s Fresnel transmission from vacuum into substrate

Table 3.4: Symbols and definitions in TRTS experiment.

that only the transmission at the vacuum-film interface is modified by photoexcitation. This

gives t0,f ∼ 2/(ñs + 1 + Zo σ̃ df ), from which Eq. (3.31) easily follows. Rearranging Eq.

(3.31), we arrive at an expression of the photoconductivity

σ̃ =
ñs + 1

Zod

(︃
1

t̃pump

− 1

)︃
. (3.32)

Photoconductivity Dynamics

Measurement of photoconductivity dynamics is performed by electro-optically sampling the

peak of Eref (i.e. ∆t2 = 0). ∆t1 is then varied using an optical delay stage, and using the

technique in Appendix B.2.4, ∆E = Epump − Eref is recorded. From Eq. (3.32) it is possible

to measure the photoconductivity dynamics by expanding 1
t̃pump

into a power series§. This

gives

σ̃(∆t1) ∝
(︃

1

t̃pump

− 1

)︃
≈ −∆E(∆t1)

Eref (∆t1)
, (3.33)

which allows direct measurement of the photoconductivity dynamics, provided that the

modulation follows ∆E/Eref ≲ 0.2. When ∆E/Eref ≳ 0.2, the error in this technique can

exceed ∼ 5%, resulting in a poor approximation of the photoconductivity dynamics [157,

197].

§ 1
x ≈ 1− (x− 1) +O(x2)
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Photoconductivity Spectroscopy

Many signatures of charge-carrier dynamics in nanomaterials can be found by investigating

the complex conductivity spectrum. To gain access to the photoconductivity spectrum, the

pump-probe delay (∆t1) is fixed. The reference (Eref ) and pump (Epump) waveforms are then

recorded for the specified pump-probe delay.

Once the reference and pump waveforms are recorded, they may be Fourier transformed

to yield the complex amplitude spectra Ẽref (ω) and Ẽpump(ω), respectively. These complex

amplitude spectra can then be inserted into Eq. (3.32) in order to extract the real and

imaginary parts of the photoconductivity spectrum via

σ̃(ω) = σ1(ω) + iσ2(ω) =
ns + 1

Zod

(︄
Ẽref (ω)

Ẽpump(ω)
− 1

)︄
. (3.34)

Bulk germanium

Germanium is an indirect-gap semiconductor with a mobility of ∼ 3000 cm2/Vs. In Fig.

3.10, we demonstrate an example of TRTS being applied to study a bulk germanium crystal.

The germanium studied here was photoexcited with 400 nm pulses at a fluence of F = 6

µJ/cm2. The penetration depth and reflection coefficient of Ge at 400 nm are δ = 14 nm

and R = 0.47135, respectively [198]. From this, we estimate the photoexcited charge-carrier

density as

n =
(1−R)F

δ
= 4.457× 1018cm−3. (3.35)

The room temperature photoconductivity lifetime was measured by recording the dif-

ferential transmission (−∆E/Eref ) for many pump-probe delays, as shown in Fig. 3.10 (a)

[cf. Eq. (3.33)]. The pump-probe delay of ∆t1 = 13 ps was chosen for photoconductivity

spectroscopy, and is identified in Fig. 3.10 (a) as the red sphere. A reference and pump

waveform was recorded at ∆t1 = 13 ps, and Fourier transformed for spectroscopy. The

Fourier transformed waverforms were used to calculate the complex transmission spectrum,

which was then used to determine the complex conductivity through the Tinkham formula

[Eq. (3.31)]. The extracted real and imaginary photoconductivity spectra are shown as the

black and red spheres in Fig. 3.10 (b), respectively. The complex conductivity data are then
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Figure 3.10: Example of TRTS on Ge crystal. The Ge crystal is photoexcited with 100 fs,
400 nm laser pulses at a fluence of 6 µJ/cm2. (a) The photoconductivity lifetime is measured
by fixing the electro-optic sampling time-delay to record the differential transmission of the
peak THz electric field. The pump-probe time delay that was chosen for the time-resolved
spectroscopy is indicated by the red sphere (∆t1 = 13 ps). (b) The photoconductivity spec-
trum extracted at ∆t1 = 13 ps. The extracted real (black) and imaginary (red) conductivity
are shown as colored spheres, and the data are fit to a Drude model of conductivity (solid
lines). (c) Temperature dependent mobility of n-type Ge and results from TRTS. Mobilities
measured via TRTS reside between Hall mobilities in n-type Ge with an excess carrier den-
sity of Nd −Na = 5.5 × 1016 cm−3 and Nd −Na = 1.2 × 1019 cm−3. Hall mobility data are
from Ref. [199].

fit to the Drude model [cf. Eq. (2.47)], which is shown as the solid lines in Fig. 3.10 (b).

From the Drude fit in Fig. 3.10 (b), we find that the charge-carrier density is (4.23 ±

0.05)×1018 cm−3, which is consistent with the fluence ∼ 4.5×1018 cm−3 that was estimated

above. We find the scattering time is τ = 250 ± 6 fs, which yields a mobility of µ =

eτ/m∗ = 2340 ± 60 cm2/Vs. The mobility we extract is consistent with measurements of

∼ 2500 cm2/Vs which have been routinely observed in literature [199]. With the system

calibrated, we are then able to proceed to measure various dependencies such as fluence and

temperature. Figure 3.10 (c) shows the temperature dependent mobility that was extracted

by performing TRTS using the same conditions as above. The mobilities we observe reside

between measurements of mobility in n-type Ge for excess carrier densities of Nd − Na =

5.5× 1016 cm−3 and Nd −Na = 1.2× 1019 cm−3 [199], where Nd is the donor density and Na

is the acceptor density.
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3.4 Summary

This Chapter covers how to use terahertz time-domain spectroscopy (THz-TDS) to mea-

sure the equilibrium conductivity of a material. We explain how to use time-resolved tera-

hertz spectroscopy (TRTS) to extract the ultrafast photoconductivity and the photoconduc-

tivity dynamics. We provide an example of TRTS performed on bulk Ge, which shows that

carrier densities extracted from fits to the photoconductivity spectrum are consistent with

estimates based on photoexcitation fluence. Further, we show that temperature dependent

mobilities can be extracted that agree with measurements of mobility in n-type Ge crystals.
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Chapter 4

Experimental Details

4.1 Introduction

In the experiments conducted in this thesis, time-domain terahertz spectroscopy, time-

resolved terahertz spectroscopy, and time-resolved photoluminescence are used to inform us

of the ultrafast evolution of the photoexcited state. Terahertz spectroscopy informs us of

the evolution of the photoconductivity, while photoluminescence contains information about

the rate of charge carrier recombination. In this chapter we review the technical details of

the laser systems used, generation of THz pulses, measuring THz pulses, THz spectroscopy,

and photoluminescence.

4.2 Time-Resolved Terahertz Spectroscopy

Time-resolved Terahertz Spectroscopy (TRTS) was performed using a pulsed laser that

operates at 1040 Hz, emitting 800 nm pulses with 100 fs duration. The laser system shown in

Fig. 4.1 is comprised of a KMLabs Oscillator, followed by an Odin amplifier. The oscillator

is comprised of a Ti:Al2O3 gain medium that is pumped by a 532 nm continuous wave (CW)

laser source. The oscillator cavity is designed to support modes of the 800 nm spontaneous

emission that occurs in the gain medium. Along the axis of the cavity 800 nm radiation

lases, and through a process known as mode-locking the CW lasing is transformed into a

pulsed output, with normal average powers of 400 mW, and a repetition rate of 76 MHz.

The 76 MHz pulse train is directed into the Odin amplifier, where they are stretched

temporally to reduce the instantaneous power per pulse. From the pulse train, one pulse is
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Figure 4.1: Overview of Ultrafast Spectroscopy Laboratory. 100 fs, 800 nm pulses exit the
KMLabs Oscillator at 76 MHz. One pulse is selected to enter the Odin Amplifier, where
it undergoes chirped-pulse amplification. The amplified pulse is compressed, and exits the
amplifier. The high-power pulse is split into the photoexcitation, electro-optic sampling, and
THz generation pathways.

selected every 1 ms for injection into the multipass amplifier. This pulse is referred to as

the seed pulse. Inside the Odin Amplifier, the seed completes 8 circuits, passing through a

photoexcited Ti:Al2O3 crystal each time. The seed initiates stimulated emission on each pass,

which increases the intensity of the seed. A mirror selects the 8th pass, ejecting the pulse

from the amplifier. After ejection the pulse is temporally compressed to ∼ 100 fs having an

average power of ∼ 650 mW. Comprehensive information about the detailed settings for the

Odin multipass system can be found in the user manual located in the Ultrafast Spectroscopy

Laboratory [200].

After exiting the multipass amplifier, the pulse train is split up into 3 different paths.

75% (487.5 mW) is for photoexciting samples, and the remaining 25% (162.5 mW) is used

to generate and measure THz pulses. 48.75 mW is allocated for generating THz pulses,

and 113.75 mW is reserved for electro-optic sampling THz pulses. For reasons that are

outlined in Appendix B, the photoexcitation line is chopped at a frequency of 520 Hz, and

the electro-optic sampling line is chopped at 260 Hz.

In Fig. 4.2 we show a schematic of how the photoexcitation, THz generation, and sam-
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pling lines are combined to form the time-resolved terahertz spectroscopy (TRTS) system.

An 800 nm pulse on the THz generation line enters the vacuum chamber on the top-right

corner of Fig. 4.2, and is immediately incident onto a ZnTe crystal. A burst of THz ra-

diation is emitted from the ZnTe crystal and is focused onto a sample by way of off-axis

parabolic mirrors. The photoexcitation line enters from the top-center of Fig. 4.2, and is

focused onto the sample, arriving in time with the THz pulse. A small hole is drilled into the

off-axis parabolic mirror, which allows the excitation beam to arrive at the sample collinear

to the THz pulse. The THz radiation is attenuated by the photoexcited sample and collected

by off-axis parabolic mirrors for electro-optic sampling. The electro-optic sampling line is

shown in the bottom-left of Fig. 4.2, and arrives at a second ZnTe crystal collinear with the

attenuated THz pulse.

Under normal circumstances, the vacuum chamber pressure is evacuated to pressures of ∼

10−6 Torr to remove water line contamination in the spectroscopy. The vacuum chamber can

also be purged with dry gasses such as nitrogen if samples are susceptible to photodegradation

in vacuum. Samples are mounted on a cold finger cryostat which can be used to lower the

sample temperature to ∼ 20 K. Mounting the sample to the cryostat is usually performed in

ambient conditions, however the sample holder can be placed in a glove box if samples are

sensitive to air or water vapour. Samples are affixed over 1.5 mm apertures using Elmer’s

rubber cement, which has been found to securely hold samples to the cryostat at 20 K.

The 1.5 mm holes are chosen so that the excitation fluence can be calibrated, and THz

transmission through the hole is not affected by spatial filtering of the low THz frequencies.

The sample temperature is monitored using a Lakeshore Cryotronics temperature controller.

It is important to record the temperature at the sample as well as the temperature at the

cold-finger because a ∼ 10 K difference may arise from the thermal radiation of the vacuum

chamber. The flow rate may be increased to lower the sample temperature, however this

may induce unnecessary waste of the liquid cryogen. Calibrated silicon diodes are used to

record the temperature.

Electro-optic sampling is performed using a 1 mm ZnTe crystal, a quarter waveplate,

a Wollaston prism, and two switchable gain amplified silicon photodiodes. The terahertz

electric field is mapped onto the ellipticity of the 800 nm pulse via the linear electro-optic
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Figure 4.2: Experiment chamber for TRTS. THz generation beam (red) enters from the
top-right of the figure. THz radiation (green) is generated in a 1 mm thick ZnTe crystal.
The photoexcitation beam enters from the top-center. It is focused such that it is able to
pass through a small hole in the parabolic mirror. The samples are mounted on a cold-finger
cryostat, where they are exposed to THz radiation and photoexcitation. The transmitted
THz radiation is collected, and shined onto a second ZnTe crystal in the bottom left. The
electro-optic sampling beam enters from the bottom left, and the THz waveforms are recorded
using the quarter- wave (λ/4) wave plate, Wollaston prism, and two silicon photodiodes. The
electro-optic sampling delay (∆t2+∆t1) is shown in the bottom left, and is achieved using a
retroreflector mounted on a motorized translation stage. The pump-probe delay is realized
by delaying the electro-optic sampling and the THz generation by ∆t1. The THz generation
delay is shown in the top right.
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effect in ZnTe. The Wollaston prism separates the horizontal and vertical polarizations, and

directs them onto independent switchable gain amplified silicon photodiodes. The photodi-

odes convert the intensity of these components into an electrical signal that is analyzed by

an SR-830 Lock-In Amplifier [201]. Since the difference between the horizontal and vertical

intensities is directly proportional to the THz electric field, and the voltages of the photodi-

odes are directly proportional to the intensities, the Lock-in amplifiers are set to the “A-B”

setting to perform the necessary subtraction. There are two lock-in amplifiers employed in

TRTS measurements.

One lock-in is set to a reference frequency of 260 Hz, and records the sum of the reference

and photoexcited electric fields. The output is given by

Vout,260 =
2

260 Hz

(︂
V1 + V2

)︂ 1√
2

∝ Eref + Epump, (4.1)

where V1 is proportional to the reference THz field Eref , and V2 is proportional to the

photoexcited THz field Epump. Since Eref = Epump under conditions of no excitation, the

260 Hz lock-in amplifier is used for routine electro-optic sampling. Before daily measurements

are taken, the photodiode signals are balanced by setting this lock-in to R mode, blocking the

THz generation line, and lightly rotating the quarter waveplate until the signal is minimized.

The second lock-in amplifier is set to a reference frequency of 520 Hz, and records the

difference between the reference and photoexcited electric fields. The output voltage is given

by

Vout,520 =
2

520 Hz

(︂
V1 − V2

)︂
∝ Eref − Epump. (4.2)

Since Eref − Epump ∝ σ(δt1), this lock-in amplifier is used to measure photoconductivity

lifetimes and “2-Chop” waveforms. Further details about lock-in amplification can be found

in Appendix B.

Combining these lock-in amplifiers allows for the simultaneous acquisition of Eref and

Epump. From Eqs. (4.1) and (4.2), it is easy to show that

Eref =
1

2

(︃
1√
2
Vout,260 + Vout,520

)︃
(4.3)
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and

Epump =
1

2

(︃
1√
2
Vout,260 − Vout,520

)︃
. (4.4)

Equations (4.3) and (4.4) make it possible to compute −∆E/Eref , which provides direct

access to the conductivity via Eq. (3.31). The choppers are triggered by the injection

timing, and the frequency dividing features of the chopper controller are used to generate

reference signals for the lock-in amplifiers.

4.3 Time-Resolved Photoluminescence

Time-integrated photoluminescence (TIPL) and time-resolved photoluminescence (TRPL)

studies were carried out using a time-correlated single-photon counting (TCSPC) system in

the Ultrafast Nanotools Laboratory. Figure 4.3 shows a schematic of the system that is used

to perform both TIPL and TRPL. A Coherent RegA ultrafast laser emits 100 fs, 800 nm

laser pulses at a 250 kHz repetition rate. These pulses are directed into an optical parametric

amplifier (OPA) containing a β-barium borate crystal, which halves the wavelength to 400

nm via second harmonic generation. The 400 nm pulses are reflected off of a beam splitter

(glass slide) onto the sample through an objective lens (20x Mitutoyo M Plan Apo). The

sample undergoes photoluminescence, and the light is coupled back through the objective

lens, passing through the beam splitter, and onto a 435 nm long-pass filter. After the 400

nm light has been filtered, the PL is focused onto a multimode optical fiber with core size of

550 µm that is optimized for wavelengths ranging from 400 - 2200 nm. The optical fiber is

connected to a Princeton Instruments Acton SP2500 Spectrometer, where the PL is directed

onto a 1200 g/mm grating blazed at 750 nm (Grating number 3 on the turret). The PL

is dispersed by the grating, and is then directed onto a controllable flip-mirror that reflects

the PL onto a CCD array (Acton Pixis 400 CCD) for TIPL, or onto a monochromator for

TRPL.

4.3.1 Time-Integrated Photoluminescence

Figure 4.3 shows the internal workings of the spectrometer. Time-integrated photolumines-

cence (TIPL) can be obtained by using a CCD to image the distribution of light captured

by the spectrometer. The Acton Pixis 400 is a CCD array with a size of 26.8 mm × 8

70



Figure 4.3: Schematic of photoluminescence system. A Coherent RegA ultrafast laser gener-
ates 800nm, 100 fs pulses that are directed into an optical parameteric amplifier containing
BBO. The 400 nm output is directed onto the sample through an objective lens. The PL
is collected by the objective, and is directed into the spectrometer after filtering out the
excitation wavelengths.
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mm, containing 1340 × 400 pixels. All measurements were taken using an entrance slit of

∆ℓ = 0.2 mm. The grating has an angular dispersion of D = 300 rad/mm, and the focal

length within the monochromator is f = 500 mm. The wavelength resolution ∆λ is thus

found to be

∆λ =
∆ℓ

fD
= 1.3 nm. (4.5)

It is generally recommended to use ∆ℓ ≲ 0.2 mm, so that the light shining onto the grating

has the profile of a top-hat, preserving the integrity of the spectrum. When the signal is

weak, and ∆ℓ ∼ 0.2 mm, simply increase the exposure time using the Labview interface.

The flip-mirror must be out of the way in the TIPL configuration. The motion of the mirror

can be heard by the user after it has been set in the Labview interface.

The PL spectrum that arrives at the CCD is summed vertically, such that the total

intensity per wavelength is recorded by a Labview program. A spectral correction must be

made when converting the PL distribution from wavelength to energy. It is not enough to

simply transform the domain via E = hc/λ, one must also multiply the range by λ2 [156]. To

see why, note that the total intensity of light (I) is independent of the chosen representation.

Thus,

I =

∞∫︂
0

I(E)dE =

∞∫︂
0

I(λ)dλ. (4.6)

It is clear that the integrands must be equal, and so one may now write

I(E) = I(λ)

⃓⃓⃓⃓
dλ

dE

⃓⃓⃓⃓
=
λ2

hc
I(λ). (4.7)

This correction factor is accommodating the fact that when a spectrum is sampled in bins

of equal width in λ, the width of each bin is not equal in E. As such, properly converting

into the energy domain will boost the long-wavelength end of the spectrum, and slightly

red-shifts spectral peaks [156].

4.3.2 Time-Resolved Photoluminescence

To perform time-resolved photoluminescence, the flip mirror in Fig. 4.3 is flipped into a

position that directs the diffracted PL spectrum onto a monochromator slit, allowing the
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user to view the lifetime at a single wavelength. This light is focused onto a single-photon

avalanche-photodiode (SP-APD) which converts the incident photon energy into an electric

current. Time-correlated single photon counting (TC-SPC) allows us to measure the current

over nanosecond timescales, with ∼ 30 ps time resolution. The SP-APD is connected to the

PicoQuant 300 TC-SPC module that is triggered by the 250 kHz pulse train of the RegA

laser. Referencing the arrival of a single-photon pulse to the pulse train of the RegA allows

the TC-SPC module to discriminate the incoming PL pulses from the laser pulse train. The

time delays between the single photon and trigger pulse are binned to create a histogram

that represents the time-resolved PL decay.

The general workflow of the photon counting system is to take the output pulse-train from

the SP-APD, pass it through a filter and amplifier, use a voltage threshold to discriminate

signal pulses from dark noise, and then count how many pulses satisfy the discrimination.

An ideal system satisfies 4 critical design criteria. (1) The pulses must be short enough to be

identified by the discriminator as unique pulses. (2) A high quantum efficiency is desirable

for the SP-APD, so that the maximum number of photons is converted into useful signal.

(3) The discriminator pulse-height should be selected as the local minimum of the counts

vs. pulse-height curve. The local minimum exists because at the lowest pulse heights, the

signal is mostly noise. As the height is increased, more of the dark noise is filtered out, until

a maximum signal is achieved. The minimum between these two regimes acts as a natural

threshold between the dark signal and the real signals, and should be chosen as the threshold.

(4) Once the discriminator voltage threshold has been set, the bias of the SP-APD is chosen

based on the ratio of dark/signal counts. As the bias is increased, the ratio will increase

as you achieve more and more signal counts. At a certain voltage, the ratio will saturate,

forming a plateau. The desired bias is anywhere in this plateau region.

Now that single-photon pulses are being discriminated from dark noise, they can be

sampled to obtain the luminescence rise and decay curve. TC-SPC is outlined in Fig. 4.4,

where a voltage is linearly increased from 0 to some maximum value. The ramping is triggered

by the laser system, and the ramping is stopped when a discriminated voltage pulse arrives

from the SP-APD. The voltage at which the stop was triggered is therefore directly correlated

to the time at which the photon arrived (hence the name time-correlated). These voltages
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are recorded in a histogram through a multichannel analyzer. Random, repeated sampling

of the single-photon histogram thus allows us to construct the lifetime of the PL, since the

probability of emitting a single-photon in a chosen solid-angle is directly proportional to the

number of luminescence centres in the excited state. The voltage bins can then be converted

into time bins, and the lifetime is retrieved. Two or more photons detected by the SP-APD

can distort the binning of the photon counts. To maintain a low probability of registering

more than one photon, a generally accepted rule of thumb is to keep the number of counts

below 10% of the laser repetition rate. In turn, the statistical error in the histogram is less

that 10% [202]. For the RegA system, the repetition rate is 250,000 Hz, and so the counts

should be kept below 25,000. In practise, one will find that 10,000 counts is sufficient.

Figure 4.4 (a) shows an example of TC-SPC. A discriminated single-photon pulse pulse

(red pulse) arrives in bin ∆t5, which corresponds to a voltage bin V5. From this occurrence,

one count (+1) is added to the V5 bin. The histogram is displayed on the voltage axis, and

it is clear to see that there is a larger rate of occurrence in the ∆t2 bin, corresponding to bin

V2. As time (Voltage) increases, the number of counts in each voltage bin decreases because

the number of luminescence centers is decreasing. One specific benefit of this technique is

that voltages can be recorded with extreme precision, reminiscent of how a similar voltage

- time correlation is used in streak cameras. Figure 4.4 (b) shows a lifetime measured on a

1 mm thick wurtzite CdS crystal. Inset is the PL showing a peak at ∼ 508 nm, where the

TRPL was recorded. We see at the PL lifetime is < 1 ns. The CdS sample was photoexcited

with 100 fs, 400 nm pulses at a fluence of 100 µJ/cm2.
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Figure 4.4: (a) Schematic of a single time-correlated binning event. A trigger pulse from
the RegA triggers start of a collection event. A voltage is increased linearly over time. The
linear increase is stopped when a pulse from the SP-APD arrives (at ∆t5), and one count is
added to the voltage bin corresponding to the stop voltage (V5). The histogram of binned
voltages is shown as circles on the left, where we see that V2 contains the most counts, and
as V is increased, the corresponding number of counts falls off. Owing to the detection event
in ∆t5, +1 counts has been added to V5. (b) TRPL measured from 1 mm CdS crystal. Inset
is the PL spectrum of the CdS crystal. TRPL was recorded at the PL peak which occurs at
∼ 508 nm.
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Chapter 5

CdS Nanowires wrapped in C3N5

Nanosheets

5.1 Introduction

CdS is a semiconductor with a direct bandgap of 2.4 eV that is suitable for the absorption

of visible light and possesses a moderate electron mobility of ∼ 440 cm2/Vs [203, 204].

Together, these properties have encouraged optoelectronic applications such as thin-film

solar cells [205], photocatalysts [117], lasers [206], and waveguides [207]. Recent advances

in solution-based growth of CdS nanomaterials [49, 208, 209] yield highly crystalline CdS

nanowires (NWs), which has stimulated wide interest in nanoscale optoelectronic applications

of CdS [208].

Although CdS nanowires can readily absorb visible light, they suffer from unfavorable

band alignment because the alignment of the conduction/valence bands to the levels of the

photochemistry is not tuneable. Fortunately, favorable band alignment can be achieved by

encapsulating CdS nanowires in two-dimensional nanosheets [69, 210]. In particular, Alam,

Jensen et al. wrapped CdS nanowires in C3N5 nanosheets and found that the interface formed

a type-I heterojunction that enabled control of the photocatalytic pathway and provided a

significant enhancement to the photocatalytic degredation of 4-nitrophenol and rhodamine

B [69]. However, charge-carrier participation in surface chemistry is limited by the transport

properties of CdS nanowires.
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Alam, Jensen et al. performed preliminary measurements using time-resolved terahertz

spectroscopy (TRTS), and revealed that free-carrier localization limits long-range mobility

in these samples because the nanowires possess dimensions near the diffusion length in bulk

CdS (∼ 25 nm) [69]. It was found that the mobility within the CdS nanowires remained

bulk-like, with µ ∼ 400 cm2/Vs, which is encouraging because highly mobile carriers are

more available for photocatalysis. It was also found that the photoconductivity lifetimes in

these nanowires are long, lasting more than 500 ps. This is also encouraging, because the

mobile carriers are available for longer times, which correlates with higher photocatalytic

yield. The preliminary measurements and results that were published in Ref. [69] can be

found in Section 5.3.1.

Despite the promise of the preliminary results, a detailed study of the mechanisms driving

the prolonged photoconductivity lifetime and charge-carrier localization has yet to be per-

formed. In the later sections of this chapter, we extend our preliminary study by performing

TRTS for a variety of photoexcitation fluences. This yields valuable information about the

photoconductivity spectrum, and photoconductivity lifetimes that is used to understand the

mechanisms limiting charge-carrier transport in CdS nanowires wrapped in C3N5 nanosheets.

Furthermore, we use time-resolved photoluminescence to reveal the transient recombination

dynamics, and construct a model of charge-carrier dynamics that simultaneously describes

the photoconductivity and photoluminescence lifetimes.

5.2 Experimental Details

5.2.1 Wrapping CdS Nanowires in C3N5 nanosheets

Azo-linked carbon nitride (C3N5) nanosheets were fabricated prior to nanowire wrapping fol-

lowing the method in Ref. [211] and Ref. [69]. Briefly, melamine was heated for an extended

period at 450 ◦C, and then crushed into a yellow powder. The powder was dispersed into

deionized (DI) water and refluxed for several hours to remove impurities and unreacted ma-

terials. The result was melem (2,5,8-triamino-s-heptazine) which was reacted with hydrazine

hydrate to form the monomeric unit melem hydrazine (2,5,8-trihydrazino-s-heptazine). This

was heated in a teflon-lined autoclave for 24 hours at 140 ◦C. After filtering, several cycles of

HCl and NaOH, washing with DI water, methanol wash, the system was left to dry overnight
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in a vacuum oven. A melem hydrazine polymer (MHP) was then obtained by controlled heat-

ing of the melem hydrazine [69, 211]. Synthesizing few-layered MHP nanosheets (MHP-NS)

began by placing 500 mg of the MHP into a flask immersed in an ice bath. 50 mL of HNO3

(65 wt. %) was added in the flask very slowly for 15 minutes under magnetic stirring. The

flask was then removed from the ice bath and the suspension was refluxed for 3 hours at 80

◦C. The milky-white solution indicated formation of MHP-NS. After dilution with DI water

and several washes, the unwanted material was removed leaving behind MHP-NS that can

be vacuum dried and saved for wrapping CdS nanowires.

Wurtzite cadmium sulfide nanowires were synthesized following a solvothermal protocol

with minimal modifications to Refs. [69, 209]. 2.5 mM of cadmium dichloride hemipen-

tahydrate (CdCl2:2H2O) and 7.48 mM of thiourea (NH2CSNH2) were mixed in a solution

containing 20 mL of ethylenediamene, followed by magnetic stirring until the solution be-

came transparent. This solution was poured into a teflon-lined autoclave and sealed prior to

heating at 170 ◦C for 36 hours. Afterwards, the solution was washed with methanol, ethanol,

and DI water many times to separate out the unreacted material. The bright yellow, highly

crystalline CdS nanowires were then dried in a vacuum oven overnight at 80 ◦C. This yielded

a hard solid that was then crushed into a powder using a mortar and pestle. Nanowires

were then suspended in a solvent, and dropcast onto 0.5 mm c-cut sapphire for ultrafast

spectroscopy.

CdS nanowire – MHP heterojunctions were made in two ways. The first method takes an

ex-situ (ES) approach to wrapping the CdS nanowires. For the ES method, CdS nanowires

were grown according to the method outlined above. Then the nanowires were mixed with

the dry powder of MHP-NS (5 wt. %) in a glass vial with methanol. After magnetic stirring

for 36 hours, the MHP-NS spontaneously wrap around the CdS nanowires via an electrostatic

attraction, forming the ex-situ wrapped nanowires (ES-WNW). The second method takes

an in-situ approach to wrapping the CdS nanowires. In this method, nanowires are grown

according to the protocol above, however, an addition of MHP-NS (5 wt. %) occurs at the

mixing stage of the precursor materials, prior to the hydrothermal reaction. These nanowires

will be referred to as the in-situ wrapped nanowires (IS-WNWs). After growth, ES-WNWs

and IS-WNWs were separately suspended in a solvent and dropcast onto separate 0.5 mm
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Figure 5.1: FESEM images of (a,d) CdS nanowires, (b,e) Ex-situ wrapped nanowires, and
(c,f) In-situ wrapped nanowires. Images (a-c) courtesy of Kazi M. Alam, Navneet Kumar,
and Karthik Shankar. The CdS NWs and ES-WNWs have diameters ∼ 50 nm, and lengths
of ∼ 1 µm. The IS-WNWs have diameters ∼ 50 nm, and lengths < 500 nm. Schematics of
the nanowires are shown above the SEM images. The nanowires are indicated by the yellow
cylinder, while the C3N5 nanosheets are indicated by the transparent cylinder. Defects along
the nanowires are indicated by grey bands on the CdS nanowire.

c-cut sapphire wafers for ultrafast spectroscopy.

Field emission scanning electron microscope (FESEM) images of the samples described

above are shown in Fig. 5.1. Generally, the CdS nanowires are found to have a diameter

of 50 nm and lengths of ∼ 1 µm. Figure 5.1 (a) shows the FESEM micrograph of CdS

nanowires, Fig. 5.1 (b) shows the ES-WNWs, and Fig. 5.1 (c) shows the IS-WNWs. The

IS-WNWs appear to be much shorter in length than the ES-WNWs. This is likely caused

by the MHP nanosheets interfering with the growth process of the NWs.

5.2.2 Sample Thickness

Terahertz spectroscopy is very sensitive to the thickness of the sample under study [212].

The film thickness was measured by scanning the focus of a Witek confocal microscope from

the substrate to the top of the film. Images of the samples are shown in Fig. 5.2. Figures 5.2

(a), (c), and (e) are captured in the region where spectroscopy was performed. We find that

the samples are flat in these regions, with nanowires uniformly dispersed across the surface.

To determine the film thickness, we deliberately scratched the edge of the nanowire film
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CdS-NWs ES-WNWs IS-WNWs
12± 1 µm 12± 1 µm 5± 1 µm

Table 5.1: Table of CdS nanowire film thicknesses.

so that the substrate could be exposed. The scratch was on the edge of the sample, so that

the region of spectroscopy could be preserved. Figures 5.2 (b), (d), and (f) show the scratches

in the nanowire films. These images are composite images that are formed using a technique

called focus stacking, which can be used to extend the depth of field of an imaging system

[213]. We used an ImageJ plugin of this technique to create the composite image*. Extending

the depth of field was necessary to produce a clear image of the scratches. Scanning the focus

from the substrate provided the thicknesses of the samples. The thicknesses are provided

in Table 5.1. The uncertainty of the thickness was found by moving the focus in small

increments, and finding displacements that defocused the image.

5.2.3 Terahertz Time-Domain Spectroscopy

THz time-domain spectroscopy (THz-TDS) can elucidate the presence of intrinsic charge-

carriers in the samples, which can have a significant effect on the transient photoconductivity

[71, 110]. To this end, THz-TDS was performed on the CdS nanowires under study, as well

as a bulk 1 cm × 1 cm × 1 mm Wurtzite CdS crystal� for reference. The CdS crystal is

charge-compensated to semi-insulating state where the resistivity is R > 106 Ωcm. The

samples were placed in the vacuum chamber shown in Fig. 4.2 at a presure of 10−6 Torr.

Briefly, the reference and sample waveforms were measured using electro-optic sampling.

The waveforms were Fourier transformed, and the complex index of refraction was extracted

by solving the coupled nonlinear equations Eq. (3.21) and Eq. (3.22). More information

about how THz-TDS is performed can be found in Section 3.2.

5.2.4 Time-Resolved Terahertz Spectroscopy

The 1 kHz, 100 fs, 800 nm ultrafast laser system used in these TRTS experiments has explored

charge-carrier transport in a wide variety of nanomaterials [55, 78, 167, 214]. Further details

can be found in Section 4.2. Briefly, a transient photoconductivity is induced by a 400 nm,

*The plugin can be found at the following URL: http://bigwww.epfl.ch/demo/edf/
�Purchased from MTI Incorporated.
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Figure 5.2: Imaging nanowire film morphology with a Witek confocal microscope. (a) Image
of CdS-NW sample where spectroscopy was performed. (b) Image of the CdS-NW sample
near the scratch where the thickness was measured. The CdS-NW film has a thickness of
12 ± 1 µm. (c) Image of the ES-WNW sample where the spectroscopy was performed. (d)
Image of the ES-WNW sample near the scratch where the thickness was measured. The
sample thickness was 12± 1 µm. (e) Image of the IS-WNW sample where the spectroscopy
was performed. (f) Image of the IS-WNW sample near the scratch where the thickness was
measured. The thickness of the IS-WNWs is 5± 1 µm.
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Figure 5.3: (a) Schematic of a time-resolved terahertz spectroscopy experiment. (b) Pho-
toconductivity lifetime measured on CdS NWs at 400 µJ/cm2. (c) Reference (Eref ) and
photoexcited (Epump) waveforms taken at a delay of ∆t2 = 10 ps. (d) Complex photocon-
ductivity spectrum extracted from (b) at ∆t1 = 10 ps. Filled (hollow) squares represent the
real (imaginary) part of the photoconductivity.

100 fs laser pulse and then probed by a THz pulse, as shown in Fig. 5.3 (a). The transient

photoconductivity is encoded onto the THz pulse via the complex transmission coefficient,

bypassing the need to deposit physical contacts on fragile nanodevices. The electric field of

the THz pulse is measured through free-space electro-optic sampling, recording the phase

and amplitude of the THz pulse. In turn this provides access to the real and imaginary parts

of the conductivity spectrum [55, 71, 78].

To study charge carrier transport, we measure the carrier lifetimes and conductivity

spectra of the CdS-NWs, ES-WNWs and IS-WNWs, at excitation densities of 25, 100, 200,
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300, 400 µJ/cm2. The 400 nm pump pulse arrives at the sample with a fixed pump-probe

time delay, ∆t1, with respect to the THz pulse. The reference (Eref ) and photoexcited

(Epump) electric fields are measured through electro-optic sampling, using an 800 nm, 100 fs

gate pulse at a delay time ∆t2. Transient photoconductivity lifetimes are measured by fixing

the electro-optic gate delay to ∆t2 = 0, varying the pump delay ∆t1, and measuring the

negative differential transmission −∆E/Eref , which (as shown in Section 3.3) is proportional

to the instantaneous conductivity [55, 71, 78, 110, 197]. Fig. 5.3 (b) shows a transient

photoconductivity lifetime measured on CdS nanowires at a fluence of 400 µJ/cm2.

Conductivity spectra are measured by fixing ∆t1, scanning ∆t2, and simultaneously mea-

suring Eref and Epump. Further details can be found in Section 3.3. Example waveforms

can be seen in Fig. 5.3 (c), where the amplitude spectra are shown in the inset. Eref
and Epump are then Fourier transformed (Ẽpump(ω) and Ẽref (ω)) to compute the complex,

frequency domain transmission function t̃(ω) which is linked to the differential photoconduc-

tivity ∆σ̃(ω) = σ1(ω) + iσ2(ω) through the Tinkham equation [55, 69, 78, 167, 197],

t̃ =
Ẽpump(ω)

Ẽref (ω)
=

N + 1

N + 1 + Zoσ̃(ω,∆t1)d
(5.1)

where N = 3.079 is the refractive index of c-cut sapphire [172], Zo is the impedance of free

space (377Ω), and d is the thickness of the photoexcited region (∼ 90 nm) [170]. An example

photoconductivity spectrum for CdS-NWs is given in Fig. 5.3 (d) where ∆t1 = 10ps, under

the same fluence as in Fig. 5.3 (b) and (c).

5.2.5 Time-Resolved Photoluminescence

We perform TRPL by photoexciting nanowires with 400 nm, 100 fs pulses that were gener-

ated via second-harmonic generation of an 800 nm, Coherent RegA Ti:sapphire laser source

operating at a repetition rate of 250 kHz, as explained in Ref. [215] and Section 4.3. We

use a single photon avalanche photodiode attached to a monochromator to monitor the

wavelength-resolved photoluminescence lifetime using a time-correlated single-photon count-

ing unit that provides 40 ps time resolution, and ∼ 1 nm wavelength specificity. The 1/e2

diameter of the excitation beam was estimated to be ∼ 781 nm. Since the excitation beam
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was focused using an objective lens, the spot size was near the diffraction limit of 400 nm

light. It is challenging to measure these small spot sizes, and so we estimate the diameter

via D ∼ 0.82∗λ/NA, where D is the 1/e2 diameter at the focus, λ = 400 nm, and NA is the

numerical aperture. From the Mitutoyo data sheet, NA = 0.42, and so D ∼ 781 nm. This

allowed for fluences of 25, 100, 200, 300, and 400 µJ/cm2. Time-integrated PL spectra are

collected using a thermoelectrically cooled CCD array coupled to the monochromator with

∼ 1 nm resolution.

5.3 Results

5.3.1 Photoconductivity for Photocatalytic Applications

In 2021, Alam, Jensen et al. published a detailed study of CdS nanowires wrapped in

C3N5. In their work, Alam, Jensen et al. investigated the efficacy of CdS-MHP nanowires as

candidates for photocatalysis [69]. The time-resolved photoconductivity in that paper was

performed as part of this thesis, and here we show those findings.

Alam, Jensen et al. studied three types of CdS nanowire - C3N5 heterojunctions. Bare

CdS NWs were used as a reference, and CdS NW - C3N5 heterojunctions were grown following

an ex-situ protocol (ES-WNWs), and an in-situ protocol (IS-WNWs) [69]. Figure 5.1 shows

scanning electron microscope (SEM) images of the CdS nanowires. Figures. 5.1 (a), (b),

and (c) were taken by Kazi M. Alam, Navneet Kumar, and Karthi Shankar to demonstrate

the nanowire morphology in Ref. [69]. Figure 5.1 (a) shows the bare CdS nanowires, and a

schematic of a single nanowire is shown to the left of the image. The nanowires are densely

packed, have lengths of ∼ 1 µm, and diameters of ∼ 50 nm. Figure 5.1 (b) shows the ex-situ

wrapped nanowires (ES-WNWs), and (c) shows the in-situ wrapped nanowires (IS-WNWs).

The outer shell on the schematic indicates the shell of C3N5 nanosheets. Alam, Jensen et al.

found that wrapping the nanowires after growth (ES-WNWs) yields nanowires with superior

crystallinity compared to the nanowires that were wrapped during growth (IS-WNWs). The

disorder is indicated in Fig. 5.1 (c) as the grey banding on the nanowire schematic.

Measuring the transport properties of CdS nanowires is challenging because it is difficult

to deposit electrical contacts onto a single nanowire. To this end, TRTS was chosen to

study the charge-carrier dynamics of the CdS nanowires because it is intrinsically a non-
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contact approach to measuring the optical conductivity (see Section 3.3) [69]. The nanowires

were excited with 400 nm, 100 fs pulses, at an excitation density of 400 µJ/cm2. The

photoconductivity lifetime was measured using Eq. 3.33; the results are shown in Fig. 5.4.

Figure 5.4 shows the photoconductivity (σ ∝ −∆E/Eref ) as a function of pump-probe delay

time (∆t1). The photoconductivity of the bare CdS nanowires is shown as black dots, the

ES-WNWs are shown as red dots, and the IS-WNWs are shown as blue dots. The transient

photoconductivity of the CdS-NWs and the ES-WNWs are significantly larger than the IS-

WNWs. Alam, Jensen, et al. noted that this is the result of a low carrier mobility and

fast initial trapping. The inset of Fig. 5.4 shows the normalized lifetimes, which reveals a

faster recombination in the IS-WNWs and also a faster rise time. This indicates that the hot

carrier dynamics are suppressed in the IS-WNWs, which is likely a consequence of ultrafast

trapping.

Alam, Jensen et al. quantify the charge-carrier relaxation using fits to a biexponential

decay model,

−∆E/Eref = A1e
−∆t1/τ1 + A2e

−∆t1/τ2 + A3 (5.2)

where A1 and A2 are the weights associated with the short and long decay processes, τ1 and

τ2 are the short and long decay constants, and A3 is a constant term that corresponds to a

lifetime much greater than the 500 ps measurement window [69]. The biexponential fits are

shown as grey lines in Fig. 5.4, and the best-fit parameters are provided in Table 5.2. No

mechanisms are assigned to these lifetimes; however, the shorter lifetime of the IS-WNWs is

very likely to be the result of extensive trapping induced by disorder. This is supported by

the findings from optical and structural characterizations, which also indicate the presence of

structural and energetic disorder in the IS-WNWs [69]. Also, a significant photoconductivity

is found to last longer than the 500 ps measurement window for all samples. This long-lived

photoconductivity is an asset for photocatalysis applications, as it provides more charge

carriers an opportunity to participate in surface chemistry. It is interesting that the IS-

WNWs also possess a long-lived photoconductivity, despite the initially fast decay. To date,

no mechanism has been reported for this behaviour in CdS nanowires. We find that the

rise-time of the CdS-NWs is 1.14 ps. For the ES-WNWs and the IS-WNWs we find rise
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Figure 5.4: Photoconductivity lifetimes of CdS nanowires (black), ES-WNWs (red), and IS-
WNWs (blue) (after Alam, Jensen et al. [69]). Biexponential fits to the lifetimes are shown
as grey lines. Inset: Normalized photoconductivity lifetimes of the nanowires under study.
It is clear that the IS-WNWs possess a significantly faster rise and decay compared to the
CdS-NWs and the ES-WNWs. The green and magenta vertical dashed lines represent the
times at which the photoconductivity spectra were measured (14 and 154 ps, respectively).
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Sample A1 A2 A3 τ1 τ2
(%) (%) (%) (ps) (ps)

CdS-NWs 3.0± 0.1 3.6± 0.1 4.73± 0.01 53± 2 252± 13
ES-WNWs 4.7± 0.2 3.2± 0.1 3.5± 0.3 87± 3 500± 100
IS-WNWs 1.32± 0.02 0.69± 0.01 0.735± 0.005 9.6± 0.4 150± 5

Table 5.2: Table of biexponential fit parameters from Alam, Jensen et al. [69].

times of 1.1 ps and 0.38 ps, respectively.

As indicated by the vertical dashed lines in Fig. 5.4, the photoconductivity spectrum

was measured at pump-probe delay times of 14 ps and 154 ps. The transmission function is

related to the photoconductivity through (see Section 3.3)

σ̃(ω) =
ns + 1

Zod

(︄
Ẽref

Ẽpump

− 1

)︄
, (5.3)

where, ns = 3.079 is the refractive index of the c-cut sapphire substrate [172], Zo is the

impedance of free space (377 Ω), and d = 90 nm is the thickness of the photoexcited film

[170]. Alam, Jensen et al. fit the photoconductivity to a Drude-Smith model, shown as

the solid/dashed lines in Fig. 5.5. The Drude-Smith model has been used in other studies

of CdS nanomaterials [216, 217], and indicates that interactions with the boundaries of the

CdS nanowires result in charge carrier localization (see Section 2.2.2 for more details). The

conductivity of the Drude-Smith model is given by

σ̃(ω) =
ne2τ

m∗
1

1− iωτ

(︃
1 +

c

1− iωτ

)︃
, (5.4)

where, n is the charge carrier density, m∗ = 0.19me is the effective mass [69], τ is the

scattering rate, and c is the localization coefficient that exists between 0 and -1. The long-

range mobility µl.r. = eτ(1 + c)/m∗ signifies the macroscopic mobility one would measure

across the nanowire film, while the short-range mobility µs.r. = eτ/m∗ represents the mobility

within CdS nanowires themselves. The photoconductivity spectrum and the fits to the

Drude-Smith model are shown in Fig. 5.5, and the results are given in Table 5.3.

Alam, Jensen et al. found that mobilities of the samples did not significantly vary between

14 and 154 ps [69]. The highest long-range mobility belongs to the bare CdS nanowires, and
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Figure 5.5: Complex photoconductivity of (a) CdS-NWs, (b) ES-WNWs, and (c) IS-WNWs.
The real part of the photoconductivity is shown as squares, and the imaginary part is shown
as circles. Photoconductivity spectra are measured at ∆t1 = 14 ps (filled squares and circles)
and 154 ps (hollow squares and circles).

the lowest belongs to the in-situ wrapped nanowires. The long-range mobility of the bare

CdS nanowires agrees well with FET measurements of solution grown CdS nanowires, which

found µl.r. ∼ 62 cm2/Vs [49]. Interestingly, the long-range mobility of the ex-situ wrapped

nanowires is half the mobility of the bare nanowires. This implies that the C3N5 wrapping

may be impeding the long-range transport of the nanowire network. This sentiment is

echoed in the localization parameter of the wrapped nanowires. We find that the localization

constants are significantly lower for the wrapped nanowires than the bare nanowires. This

implies that charge carriers are being localized to the nanowire core by the C3N5 film. The

quality of the nanowires is reflected in the short range mobility. The short range mobility of

the IS-WNWs is the lowest, owing to a much shorter scattering time. This could be the result

of increased impurity scattering brought about by the disorder in the nanowire observed by

Alam, Jensen et al. [69]. The short-range mobility of the CdS-NWs and the ES-WNWs

agrees well with measurements of the bulk mobility of CdS [170], as well as band-gap graded

CdSxSe1−x nanowires [217] ∼ 400 cm2/Vs.

Although the initial results presented by Alam, Jensen et al. are promising, there are

avenues that can be taken to refine our understanding of charge-carrier dynamics in CdS

nanowires. For example, measuring the fluence dependence of the photoconductivity spec-

trum has become an important metric for ruling out other interpretations of the conductivity

spectrum, such as plasmons and effective medium theories. Furthermore, it has also become
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Sample ∆t1 µl.r. µs.r. c τ
(ps) (cm2/Vs) (cm2/Vs) (unitless) (ps)

CdS-NWs 14 40± 3 420± 50 −0.905± 0.009 55± 1
154 41± 3 430± 40 −0.905± 0.007 56± 1

ES-WNWs 14 19± 4 461± 155 −0.96± 0.01 60± 1
154 21± 5 498± 160 −0.96± 0.01 65± 1

IS-WNWs 14 8.1± 0.3 137± 7 −0.941± 0.002 17.9± 0.7
154 5.1± 0.2 146± 8 −0.965± 0.002 19.1± 0.5

Table 5.3: Table of Drude-Smith fit parameters from Alam, Jensen et al. [69].

increasingly important to compare the photoconductivity lifetimes to the photoluminescence

lifetimes, because the complimentary information about the rate of change of charge carrier

density can provide insight into mechanisms such as charge separation. In this chapter we ex-

tend the work of Alam, Jensen et al. by measuring the fluence dependant photoconductivity

and photoluminescence in CdS-C3N5 nanowires. Drawing inspiration from existing literature

on bulk CdS, we construct a model of the charge carrier lifetimes that describes both the

transient conductivity and the transient photoluminescence in CdS-C3N5 nanowires.

5.3.2 Terahertz Time-Domain Spectroscopy

Background Conductivity of Bulk CdS Crystal

Figure 5.6 contains the result of the THz-TDS experiment. The reference waveform (red,

Eref ) and sample waveform (black, Esamp) are shown in Fig. 5.6 (a). The amplitude spectra

of the waveforms are shown in Fig. 5.6 (b). The measured transmission function is then

calculated as the ratio of the amplitude spectra, as shown in Fig. 5.6 (c).

It is clear from Fig. 5.6 (c) that the transmission contains spectral features within our

detector bandwidth. A neutron scattering experiment performed on a wurtzite CdS crystal

[24] found that the optically active (k ≈ Γ) phonon modes occur at frequencies ∼ 1−10 THz.

However, there are only a few available modes within the observable bandwidth of our THz

spectroscopy. The first phonon mode occurs at ∼ 1.22 THz and the next is 4 THz, which lies

outside the bandwidth of our detector. To explain the features we observe, we propose that

they arise from difference frequency modes, similar to those observed in ZnTe [100]. Starting

with the optically active modes of Ref. [24], we compute the available difference frequency
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Figure 5.6: (a) Vacuum (red) and CdS (black) waveforms. (b) Vacuum (red) and CdS (black)
amplitude spectra. (c) Measured transmission function (black dots) and model transmission
function (red line). (d) Complex index of refraction used in the model transmission function.
The filled areas indicate the contribution of each difference frequency mode.
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j ω0,j/2π ωp,j/2π γ
(THz) (THz) (2π THz)

1 0.4 0.26 2.41
2 1.1 0.19 4.46
3 2.0 0.33 4.02
4 2.7 0.70 2.19

Table 5.4: Parameters used in modelling the transmission function.

modes. The modes that lie within the detector bandwidth (0.5 - 2.5 THz) are listed in Table

5.4. The transmission spectrum can then be modelled using a linear combination of Lorentz

Oscillators. The equilibrium conductivity is thus given by

σ̃(ω) =
4∑︂

j=1

ω2
p,jϵ0ω

ωγj + i(ω2
0,j − ω2)

, (5.5)

where ω0,j is the resonance frequency of the jth mode, γj is the damping rate of the jth mode,

and ωp,j is the plasma frequency of the jth mode.

The transmission function is modelled according to Eq. (3.21),

|T (ω)| = 4
√︁
n2
2 + κ22

(n2 + 1)2 + κ22
e−κ2

ωd
c ,

where

ñ2(ω) = n2 + iκ =

√︄
ϵst + 1 + i

σ̃(ω)

ϵ0ω
,

and ϵst = 8.9 [170]. With the ω0,j fixed by the difference frequency modes, ωp,j are then

adjusted until a reasonable agreement is found between the data and the model. Further

investigations would fit the spectrum using this model, but here we aim to simply document

our findings. The complex index that best represented our results is shown in Fig. 5.6 (d).

The contribution of each difference frequency mode is shown as the filled region beneath

the imaginary part of the index. It is clear that the 2.7 THz mode is much stronger than

the other modes nearby, leading to the large decrease in transmission near the edge of our

bandwidth.

To verify the nature of these modes, a temperature dependence is necessary. Cooling the
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sample temperature results in a suppression of the available phonon modes, which, in turn,

reduces the probability of interaction between said modes. The reduction of this probability

thus results in a suppression of the difference frequency modes, as shown in Ref. [100].

Background Conductivity of CdS Nanowires

Terahertz time-domain spectroscopy (THz-TDS) was performed on CdS nanowire films that

were deposited onto 1 mm thick fused silica substrates. Quartz substrates were initially

chosen so that the sample could be customized to allow for the reference waveforms to be

measured on the same wafer as the CdS nanowires. An example of the THZ-TDS can be

found in Fig. 5.7. Fig. 5.7 (a) contains waveforms waken in vacuum (black), with a fused

silica substrate (red), and with a CdS-NW film on top of the fused silica substrate (blue).

For clarity, the Quartz and CdS-NW waveforms are shown in the inset of Fig. 5.7 (a). To

further help, the CdS-NW waveform is shown as blue circles, which shows that it is very

slightly shifted to later times.

The vacuum waveform looks dramatically different from the waveforms that passed

through fused silica. This is because fused silica is known to have a large absorption in

the THz band [172]. This can be seen in Fig. 5.7 (b), where the amplitudes of the Fourier

transforms are shown. Due to the large suppression of the amplitudes, the spectroscopy on

these films is limited to a maximum frequency of ∼ 1.5 THz. The amplitudes are used to

calculate the transmission spectra using |T | = |Ẽsamp|/|Ẽref | (cf. Eq. (3.16)).

The transmission coefficients of the fused silica substrate (red) and CdS-NW films (black)

are shown in Fig. 5.7 (c). The transmission of the CdS nanowires is flat, with an average

of 100± 1 %. In contrast, the transmission of the fused silica substrate starts near 0.5 and

monotonically decreases in our bandwidth. The flatness of the CdS nanowire transmission

indicates that there is no free-carrier absorption in our films, because free-carrier absorption

attenuates the the low frequency amplitudes.

This trend of flat transmission continues for the wrapped nanowires as well. The results

of THz-TDS performed on these samples is shown in Fig. 5.8. Figures 5.8 (a) and (b)

show the waveforms of the ES-WNWs and the IS-WNWs, respectively. Figures 5.8 (c) and

(d) show the transmission functions of the ES-WNWs and the IS-WNWs, respectively. For
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the ES-WNWs we find an average transmission of 98.1± 0.7 %, and the IS-WNWs we find

96.7± 0.8 %. Due to the lack of free-carrier absorption in these nanowire films, we conclude

that there is no significant presence of background carriers. A transmission function of nearly

1 implies that the extracted index of refraction is also ñ ≈ 1 + 0i.

The transmission of the nanowire films can be modelled using the transmission function

T̃ =
Ẽsamp

Ẽref

=
t̃v,f t̃f,sΦf

t̃v,s

1

1− r̃f,sr̃f,vexp (2iωdf/c)
(5.6)

where t̃v,f is the Fresnel transmission coefficient for the vacuum - nanowire film interface,

t̃f,s is the Fresnel transmission coefficient of the film-substrate interface, t̃v,s is the Fresnel

transmission of the vacuum-substrate interface, r̃f,s is the Fresnel reflection coefficient of the

film-substrate interface, r̃f,v is the Fresnel reflection coefficient of the film-vacuum interface,

Φs = exp (i(ñf − 1)ωdf/c), df is the film thickness, ω is the angular frequency, and c is the

speed of light. Equation (5.6) allows us to numerically determine the index of refraction of

the thin films. For all of the films under study we find that the index of refraction is given

by n = 1+ 0i across the 0.5 THz - 1.5 THz region of the spectrum. The sample thicknesses

were measured using a Mitutoyo micrometer. The CdS-NW film thickness was 35 ± 6 µm,

while the ES-WNW and IS-WNW films were 19 ± 3 µm and 38 ± 8 µm, respectively. The

thicknesses were measured in 4 locations on the sample, and the uncertainty is found by

calculating the standard error of the mean.

5.3.3 Time-Resolved Terahertz Spectroscopy

Ultrafast Photoconductivity Dynamics of CdS Crystal

Photoconductivity lifetimes of bulk CdS excited with 400 nm, 100 fs excitation pulses are

shown in Fig. 5.9. The sample was photoexcited at fluences of 6, 25, 100, and 200 µJ/cm2.

The lifetimes in (a) and (b) are shown on a linear and logarithmic scale, respectively. More

discussion on the features of the lifetimes will follow. For now we wish to note that the

maximum −∆E/Eref exceeds 20 % at the fluence of 100 µJ/cm2, as shown in Fig. 5.9 (c).

The dashed line in Fig. 5.9 (c) is a guide-to-the-eye, which suggests a saturation of the

maximum differential transmission that may be due to a departure from the linear regime
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Figure 5.7: (a) Vacuum waveform (black), waveform transmitted through 1 mm thick fused
silica substrate (red), and waveform transmitted through CdS nanowire film on fused silica
substrate (blue). Inset: Close-up of the region around the fused silica waveform. The
CdS-NW waveform is shown as circles for clarity. (b) Amplitude spectra of the waveforms
in (a). The amplitude spectra are used to calculate the transmission function in (c). (c)
Transmission spectra of the CdS-NW film and the fused silica substrate. The absorption of
the CdS-NW film is flat, indicating a lack of free carrier absorption.
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Figure 5.8: THz-TDS of wrapped CdS nanowires on a 1 mm thick Quartz substrate. (a)
Ex-situ wrapped nanowire waveforms. Quartz is black, and ES-WNWs is red. (b) In-situ
wrapped nanowire waveforms. Quartz is black, and IS-WNWs is red. (c) Transmission
function of the ES-WNWs. (d) Transmission function of the IS-WNWs.
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of Eq. 3.33. Departure from the linear regime indicates a significant amount of absorption

in the bulk crystal, which is not shared by the CdS-NW films shown later. These fluences

are thus a subset of the fluences used in the TRTS of the CdS-NW films.

Ultrafast Photoconductivity Dynamics of CdS Nanowires

The ultrafast photoconductivity dynamics were measured for the CdS-NW films, as shown

in Fig. 5.10. The samples were excited with 400 nm, 100 fs laser pulses at a fluences of 25,

100, 200, 300, and 400 µJ/cm2. Figure 5.10 (a) contains the fluence dependent lifetimes of

the CdW-NWs, and (d) contains the same normalized lifetimes. Figure 5.10 (b) contains

the fluence dependent lifetimes of the ES-WNWs and (e) contains the normalized lifetimes.

Figure 5.10 (c) contains the fluence dependent lifetimes of the IS-WNWs and (f) contains

the normalized lifetimes. Only the 100, 200, 300, and 400 µJ/cm2 lifetimes are shown in

Fig. 5.10 (f) because the 25 µJ/cm2 data was quite close to the noise floor of the detector,

which significantly reduced the readability of the figure. In the bulk CdS lifetimes, the

differential transmission exceeded 20 % at a fluence of 100 µJ/cm2. Figure 5.11 shows that

the CdS nanowires do not approach the region of nonlinearity, even at the maximum fluence

of 400 µJ/cm2. This indicates that the signal is a good representation of the transient

photoconductivity (cf. Eq. (3.33)). The dashed lines in Fig. 5.11 are guides to the eye, and

demonstrate slight saturation of the photoconductivity.

The results from the normalized curves indicate that the photoconductivity lifetime short-

ens as the fluence is increased. More rigorous modelling of the normalized lifetimes will come

later in Section 5.4; for now, a biexponential function was fit to the lifetimes in Fig 5.10 (a)-

(c) so that a comparison can be made to the work of Alam, Jensen et al.. Results of the

present biexponential fits are shown in Table 5.5.

Our biexponential fits agree with the results of Alam, Jensen et al. (cf. Table 5.2) [69].

For the CdS-NWs the short lifetime at 400 µJ/cm2 is τ1 = 52 ± 3 ps, which agrees well

with the 53 ± 2 ps measured by Alam, Jensen et al. [69]. Furthermore, we measure a long

lifetime of τ2 = 250± 10 ps, which also agrees well with the 252± 13 ps reported by Alam,

Jensen et al. [69]. We find equal agreement among the other samples, and conclude that the

samples did not chang between the initial measurements made by Alam, Jensen et al. and
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Figure 5.9: (a) and (b) show the photoconductivity lifetimes of bulk CdS on a linear and
logatithmic scale, respectively. (c) Maximum −∆E/Eref as a function of fluence. The black
dashed line is a guide to the eye that suggests saturation of the differential transmission.
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Figure 5.10: Photoconductivity lifetimes of the CdS-NW films. (a) Photoconductivity life-
time of the CdS nanowires. (b) Photoconductivity lifetime of the ES-WNWs. (c) Photocon-
ductivity lifetime of the IS-WNWs. (d)-(f) Normalized lifetimes of (a)-(c), respectively.

the present measurements. Since the photoconductivity of some fluences was flat across our

measurement window, it is difficult for the nonlinear fitting algorithm to estimate a complete

biexponential model for every fluence. Because of this, certain parameters were neglected in

order to produce an accurate fit of the lifetime. The neglected parameters are indicated by

dashed lines in Table 5.5.

Ultrafast Photoconductivity Spectra of CdS Crystal

The ultrafast photoconductivity spectrum of the bulk CdS crystal was measured at pump-

probe delay times of ∆t1 = 61.45 ps and ∆t1 = 201.45 ps, and excitation densities of 6, 25,

100, and 200 µJ/cm2. The photoconductivity spectra are extracted by measuring the THz

waveforms transmitted through the CdS crystal (Eref ) and the photoexcited crystal (Epump),
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Figure 5.11: Maximum differential transmission of the CdS-NW films. Dashed lines are
a guide to the eye, suggesting saturation of the differential transmission at high fluences.
All films showed a maximum differential transmission well within 20 %, indicating a good
representation of the photoconductivity.
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Sample Fluence A1 A2 A3 τ1 τ2
µJ/cm2 (%) (%) (%) (ps) (ps)

CdS-NWs 25 −− −− 0.966± 0.002 −− −−
100 1.17± 0.01 −− 2.731± 0.007 158± 4 −−
200 1.9± 0.1 1.68± 0.05 3.4± 0.2 70± 5 468± 122
300 2.7± 0.1 2.6± 0.08 4.21± 0.08 56± 3 310± 30
400 3.0± 0.1 3.6± 0.1 4.73± 0.04 52± 2 250± 10

ES-WNWs 25 −− −− 0.666± 0.002 −− −−
100 0.69± 0.06 0.56± 0.03 1.90± 0.04 55± 5 321± 70
200 2.0± 0.1 1.42± 0.06 2.91± 0.07 64± 3 346± 60
300 3.4± 0.2 2.4± 0.1 3.69± 0.08 62± 3 290± 40
400 4.7± 0.2 3.17± 0.09 3.5± 0.3 69± 3 477± 100

IS-WNWs 25 0.20± 0.06 −− 0.110± 0.002 4± 1 −−
100 0.81± 0.09 0.250± 0.007 0.399± 0.005 3.3± 0.3 160± 12
200 1.03± 0.05 0.45± 0.01 0.607± 0.005 4.7± 0.3 138± 7
300 1.02± 0.02 0.56± 0.01 0.577± 0.005 9.1± 0.5 140± 6
400 1.32± 0.02 0.69± 0.01 0.765± 0.005 9.6± 0.4 148± 5

Table 5.5: Table of biexponential fit parameters from fits to the CdS nanowire films. Dashed
lines indicate that this parameter was neglected in order to accurately fit the lifetime.

Fourier transforming them, and using the Tinkham equation �

σ̃(ω) =
ns + 1

Zod

(︄
Ẽref

Ẽpump

− 1

)︄
(5.7)

where ns is the index of refraction of the CdS crystal measured with THz-TDS, Zo = 377 Ω

is the impedance of free space, and d = 90 nm is the 1/e penetration depth of 400 nm

radiation in CdS [170]. The results of the TRTS performed at ∆t1 = 61.45 ps are shown in

Fig. 5.12. Figures 5.12 (a), (b), (c), and (d) correspond to the excitation densities of 6, 25,

100, and 200 µJ/cm2, respectively.

Since CdS is a direct gap semiconductor, and we are photoexciting carriers into the

conduction band, it is expected that the photoconductivity follows the Drude model. Thus,

the photoconductivity spectra in Fig. 5.12 are fit to a Drude model (cf. 2.2.2)

σ̃(ω) =
ne2τ

m∗
1

1− iωτ
(5.8)

�For more information on the Tinkham equation, see Section 3.3.
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Figure 5.12: TRTS of bulk CdS crystal. The measured real conductivity are shown as
black squares, and the measured imaginary part are shown as red circles. The real and
imaginary conductivities of the Drude fits are shown as black and red lines, respectively. (a)
Photoconductivity spectrum at 6 µJ/cm2. (b) Photoconductivity spectrum at 25 µJ/cm2.
(c) Photoconductivity at 100 µJ/cm2, and (d) is the photoconductivity at 200 µJ/cm2. The
black dashed line indicates σ̃ = 0 W−1cm−1.
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Figure 5.13: Results of fitting bulk CdS photoconductivity to a Drude model. Results taken
at ∆t1 = 61.45 ps and ∆t1 = 201.45 ps are indicated as black and red circles, respectively.
(a) Carrier density (n), (b) mobility (µ), and (c) DC conductivity. Dashed lines are guides
to the eye.

where n is the carrier density, m∗ = 0.21me is the effective electron mass [180], and τ is

the scattering time. The mobility of the Drude-model is calculated through µ = eτ/m∗.

The results of the Drude fits are shown in Fig. 5.13. The carrier density, mobility, and

ω = 0 (DC) conductivity are shown in Fig. 5.13 (a), (b), and (c), respectively. Results from

spectroscopy at ∆t1 = 61.45 ps and ∆t1 = 201.45 ps are shown as black and red circles,

respectively. Dashed lines are a guide to the eye.

In Fig. 5.13 (a) and (c) we see that the carrier density and DC conductivity increase

linearly with fluence. The carrier densities are ∼ 1018 cm−3. The mobility is shown in Fig.

5.13 (b), and we find that it does not possess a clear dependence on excitation density. The

measured mobility of ∼ 100 cm2/Vs is low compared to the ∼ 440 cm2/Vs measured in

other CdS crystals [203]. A similar mobility of 140 cm2/Vs was found by Mics et al. using

TRTS and 400 nm excitation, however no explanation was provided for the low mobility

[218]. Measurements of the mobility in CdS thin-films show that diffuse scattering off the

vacuum - CdS surface can reduce the mobility of carriers. The average scattering rate is

given by
1

τ̄
=

1

τb
+

1

τs
, (5.9)

where τb is the bulk scattering time, and τs is the surface scattering time. The average

mobility is then given by

µ̄ =
eτ̄

m∗ , (5.10)
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where m∗ is the effective mass of electrons in CdS. The surface scattering rate can be es-

timated as the time it takes an electron to travel to the surface within one bulk scattering

interval, weighted by the mean free path of the electron (λ) [219, p. 307–208]. This gives the

relation

τs ≈ d
τb
λ
, (5.11)

where 2d is the film thickness. This approximation only holds when the majority of electrons

are within one mean free path of the surface, which has been measured to be λ = 111 nm

for CdS thin-films [220]. The final result is a relationship between the average mobility, the

bulk mobility (eτb/m
∗), the film thickness, and the mean free path

µ̄ = µb
1

1 + λ/d
. (5.12)

Since ∼ 70 % of 400 nm photons are absorbed within 90 nm of the CdS surface [170], the

majority of photoexcited charge carriers fall within one mean-free path of the CdS surface.

Inserting the known values into Eq. (5.12) gives a mobility of ∼ 128 cm2/Vs, which agrees

well with our mobility µ ∼ 100 cm2/Vs and the mobility of ∼ 140 cm2/Vs seen by Mics et

al [218].

Ultrafast Photoconductivity Spectra of CdS Nanowires

The photoconductivity spectra of the CdS-NW films were measured at pump-probe delays

of ∆t1 = 10 ps and 150 ps. The reference (Eref ) and photoexcited (Epump) waveforms

where recorded, and Fourier transformed yielding Ẽref (ω) and Ẽpump(ω), respectively. The

conductivity was then extracted using the Tinkham equation

σ̃(ω) =
ns + 1

Zod

(︄
Ẽref

Ẽpump

− 1

)︄
(5.13)

where ns = 3.097 is the c-cut sapphire substrate index [172], and d = 90 nm is the photoex-

cited film thickness. The extracted photoconductivities at ∆t1 = 10 ps are shown in Fig.

5.14. The photoconductivity of the CdS-NWs is shown in Fig. 5.14 (a) and the photocon-

ductivity of the ES-WNWs and IS-WNWs are shown in Fig. 5.14 (b) and (c), respectively.
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Figure 5.14: Photoconductivity spectra of CdS-NW films. The real (square) and imaginary
(circle) parts of the conductivity measured at ∆t1 = 10 ps are shown for the three nanowire
samples. Going from darkest to lightest, the spectroscopy are taken at fluences of 400, 300,
200, 100, 25 µJ/cm2, respectively. (a) Photoconductivity of CdS-NW film. (b) Photocon-
ductivity of ES-WNW film. (c) Photoconductivity of the IS-WNW film. The dashed line
represents σ = 0 W−1cm−1.

In 5.4 we will fit these curves to a Drude-Smith model.

5.3.4 Time-Resolved Photoluminescence

In Fig. 5.15 we show the results of our photoluminescence (PL) spectroscopy. PL spectra are

shown in Fig. 5.15 (a), (c), and (e). PL spectra have a peak at ∼ 2.4 eV that is consistent

with previous measurements on CdS nanowires [162, 221, 222]. Furthermore, the peak of the

spectra weakly blueshifts as the fluence is increased from 25 µJ/cm2 to 400 µJ/cm2, which

has also been observed in CdS nanowires [222]. Wrapping the NWs in C3N5 is found to

make no significant change to the PL, as shown in Fig. 5.15. There is an extended tail of

states residing at energies below the band gap. In CdS these are common, likely the result

of disorder and surface states residing in the band gap, consistent with other measurements

of PL performed on CdS Nanowires [221, 222].

Corresponding PL lifetimes measured at 2.46 eV are shown in Fig. 5.15 (b), (d), and

(f), and the lifetime of ∼ 500 ps is also consistent with previous measurements in CdS

nanowires, and bulk CdS crystals [162, 221]. We find that fluence does not significantly alter

the lifetimes at moderate fluences. Interestingly, at 25 µJ/cm2 the lifetime is shorter, which

implies the possibility of fluence-dependent quenching.
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Figure 5.15: Fluence dependence of PL spectra and lifetimes. Lifetimes are acquired near
the band-edge at 2.46 eV [170]. (a) Photoluminescence spectrum of CdS NWs. (b) Pho-
toluminescence lifetime of CdS NWs. (c) Photoluminescence spectrum of ES-WNWs. (d)
Photoluminescence lifetime of ES-WNWs. (e) Photoluminescence spectrum of IS-WNWs.
(f) Photoluminescence lifetime of IS-WNWs.
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5.3.5 Summary of Results

So far there have been many different results presented in this chapter. Here we wish to

briefly summarize these results, and draw attention to observations that will be important

later in this chapter.

Terahertz time-domain spectroscopy was performed to establish the equilibrium charge

carrier density of bulk CdS and the CdS nanowires. Bulk CdS possesses an index of refraction

of n ∼ 2.95 that monotonically increases in the THz spectrum. The imaginary part possesses

peaks in the THz spectrum, with k ∼ 0.02. The spectrum may be explained by absorption

from phonon difference frequency modes, which may be explored in the future by measuring

the temperature dependent absorption of the modes. For now, we note that there is no

contribution from free charge carriers, as there is no significant Drude component to the

fits. We draw a similar conclusion about the CdS nanowires under study. Our THz-TDS

revealed a flat transmission spectrum in the THz regime, which indicates that there is no

significant free-carrier absorption in any of the CdS nanowires under study. Later we will

discuss the appropriate model of the conductivity spectra, and the lack of equilibrium free

charge-carriers will play an important role.

Transient absorption of the THz pulses allowed us to measure the photoconductivity

lifetime of a bulk CdS crystal and the CdS-NW films. In bulk CdS, the photoconductivity

lifetimes exceed −∆E/Eref ∼ 20 % at a fluence of 100 µJ/cm2 due to the large absorption

of the CdS crystal. For fluences above 100 µJ/cm2, we observe saturation in the maximum

−∆E/Eref . The photoconductivity of CdS nanowires behaved differently than bulk. In all

of the nanowire films, the lifetime was estimated using a biexponential fit, and the results

at 400 µJ/cm2 agree well with the published results of Alam, Jensen et al. [69]. The fast

lifetimes are τ1 ∼ 50 ps for the CdS-NWs and the ES-WNWs. For the IS-WNWs the fast

lifetime is < 10 ps. The long lifetimes of the CdS-NWs and ES-WNWs are τ2 ∼ 300 − 400

ps, while for the the IS-WNWs τ2 ∼ 150 ps. Later, in Section 5.4, we will compare the bulk

and nanowire photoconductivity lifetimes to try and investigate how the morphology of CdS

changes charge-carrier recombination.

Time-resolved terahertz spectroscopy was performed on a bulk CdS crystal and the CdS
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nanowire films. In bulk, we fit the conductivity spectrum to a Drude model in order to

estimate the mobility of charge carriers. We extract mobilities of ∼ 100 cm2/Vs, which

disagree with literature mobilities of ∼ 440 cm2/Vs [203]. We believe the discrepancy arises

from surface scattering because the ∼ 110 nm surface interaction length of the CdS crystal

is larger than the ∼ 90 nm penetration depth of 400 nm radiation [170, 220]. We find

that estimates provided by Kazmerski et al. yield a mobility of ∼ 129 cm2/Vs which are

the same order as our measurements of ∼ 100 cm2/Vs [220]. As mentioned earlier, the

photoconductivity spectra of the CdS nanowires will be discussed in more detail later. So

here we showed only the extracted photoconductivity of the CdS-NWs, ES-WNWs, and

the IS-WNWs taken at 10 ps after excitation. Although it is not immediately obvious, the

photoconductivity in bulk CdS excitation densities of 100 µJ/cm2 was larger than the CdS

nanowire samples at the same fluence. This is due to the 100 % fill fraction of the bulk.

The results of time-resolved photoluminescence spectroscopy of the CdS-NWs was also

shown. We find luminescence spectra with maxima ∼ 2.4 eV which agree well with literature

values of 2.4 eV. The PL lifetimes were measured at the band edge of 2.46 eV for all CdS

nanowire samples. Comparing the photoluminescence and photoconductivity lifetimes of

the nanowires will be an important part of the following section, as it will constrain the

mechanisms involved in the charge-carrier lifetimes. Ultimately we will construct a model

of charge carrier lifetimes that satisfies both the photoluminescence and photoconductivity

lifetimes for the first time.

5.4 Discussion

5.4.1 Ultrafast Photoconductivity Spectra

Terahertz Photoconductivity in CdS Nanomaterials

In Chapter 2 we reviewed the various models of photoconductivity in this thesis. In the

literature on CdS one finds many models are used to explain the terahertz photoconductivity

in various CdS nanomaterials, and here we present a short review of these models. Briefly,

these models fall into three categories: Drude-Smith, Monte-Carlo, and effective medium

theories.
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The Drude-Smith model has played a significant role in the interpretation of photocon-

ductivity of CdS nanomaterials. In work by Li et al. the Drude-Smith model led to an

understanding that band bending in CdS nanobelts can push photoexcited electrons to the

center of the nanobelt and holes to the surface [216]. A Drude-Smith model was used on

bandgap graded CdSxSe1-x nanowires and revealed that the grading can yield a bulk-like

mobility of ∼ 400 cm2/Vs [217]. As mentioned in the introduction to this chapter, the

ultrafast photoconductivity in solution-grown CdS nanowires wrapped in C3N5 nanosheets

was recently reported by Alam et al., where it was found that charge-carrier localization can

greatly reduce the long-range mobility [69]. Agreeing with high-resolution transmission elec-

tron micrographs (HR-TEM), the high crystallinity of the nanowires gave rise to a bulk-like

short-range mobility of ∼ 450 cm2/Vs (cf. Table 5.3). Due to charge-carrier localization,

the long-range mobilities of the nanowire films were found to range from ∼ 40 cm2/Vs in

the highly crystalline films, and ∼ 10 cm2/Vs in the disordered nanowire film.

The Maxwell-Garnett effective medium theory was used to study photoconductivity in

CdS nanorods with a CdSe nanocrystal embedded in them [223]. They modelled the pho-

toconductivity using a Maxwell-Garnett effective medium theory for prolate spheroids and

report a incredibly high mobility of 700 ± 30 cm2/Vs. This is believed to be the result

of suppressed electron-phonon scattering and quantum confinement induced mixing of the

lowest conduction band states which alters the band structure.

Monte-Carlo simulations have played an important role in understanding the relevant

interaction length scales in CdS nanocrystals. Mics et al. performed TRTS on films of 10

nm CdS nanocrystals and fit their photoconductivty to a Debye relaxation formula that was

found to agree well with Monte-Carlo simulations [218]. They also fit their photoconductivity

lifetimes to a Monte-Carlo model that takes into account the existence of two length scales

for the interaction of electrons with the boundaries of the 10 nm CdS nanocrystal. They

find that the probability of transferring across a nanocrystal barrier is dependent on charge-

carrier density, going from 3 % to 34 % across their fluence range of ∼ 40 - 170 µJ/cm2.

Modelling the charge carrier lifetimes Mics et al. find that the initially-hot carrier mobility

is ∼ 33 cm2/Vs and the carrier mobility at the conduction band edge is ∼ 96 cm2/Vs. [218].
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Modelling Photoconductivity in CdS Nanowires

Modelling the photoconductivity in CdS nanowires is difficult because there are many models

that can fit our photoconductivity spectra, but they possess different physical interpretations.

The goal of this section is to reduce the candidate models of photoconductivity, and so we

will focus our attention to only the bare CdS nanowires for now. Figure 5.16 shows the

photoconductivity spectra for CdS NWs taken at 25, 100, 200, 300, and 400 µJ/cm2, at 10

ps after peak −∆E/Eref .

Figure 5.16 (a) shows the results of fitting the spectra to the plasmon model [110, 224,

225]. The optical conductivity (σ̃(ω)) in the plasmon model is given by

σ̃(ω) =
(Np +Neq)e

2

m∗
iω

ω2 − ω2
p + iωγ

− Neqe
2

m∗
iω

ω2 − ω2
0,Neq

+ iωγ
, (5.14)

where Neq is the equilibrium carrier density, Np is the photoexcited carrier density, g is a

geometric factor, ϵ0 is the dielectric permittivity of free space, m∗ = 0.23me is the electron

conduction band mass where me is the free electron mass [226, 227], γ is the scattering rate,

ω2
p,PM = g(Np + Neq)e

2/ϵ0m
∗, and ω2

(0,Neq)
= gNeqe

2/ϵ0m
∗. This model has been used to

determine the equilibrium carrier concentrations of InAs nanowires, InP nanowires, shell-

doped GaAs nanowires, and n-doped Si nanowires [81, 228, 229], and can provide access to

the charge-carrier mobility through µpl = e/m∗γ.

Although the plasmon model fits our data well (χ2
red ∼ 2), there are issues with this

model that center around the fluence dependent plasma frequency. The plasma frequency

in the plasmon model is proportional to the square root of the carrier density (ωp,PM ∝√︁
Np +Neq), yet, as shown in Fig. 5.16 (b) we see that ωp,PM (red spheres) does not increase

significantly as the fluence is raised. This may be due to a significant density of equilibrium

charge-carriers [110, 224, 225], however, our THz time-domain spectroscopy revealed no

significant equilibrium charge-carrier density. This leads us to believe that another model is

more appropriate.

The modified Drude-Smith model can be used to describe systems where nanoscale lo-

calization suppresses the low frequency (DC) conductivity of a material [167, 169]. Cocker

et al. showed that the microscopic origin of the Drude-Smith model is diffusive back-action
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Figure 5.16: Modelling the THz photoconductivity for CdS NWs. (a) Fitting results to a
Plasmon model. (b) Plasma frequency fluence dependence. Drude-Smith plasma frequency
(ωp,S, black spheres) are shown to increase linearly with

√
fluence, as indicated by the dashed

line. The plasma frequency of the Plasmon model (ωp,PM , red spheres) does not appear to

increase linearly with
√
fluence. (c) Fitting results to the Drude-Smith model. (d) Fluence

dependence of the Plasmon (red), Drude-Smith long-range (light green), Drude-Smith short-
range (dark green), and Bruggeman mobilities (magenta). The photoconductivity spectra
were measured at fluences of 400 µJ/cm2 (darkest), 300 µJ/cm2, 200 µJ/cm2, 100 µJ/cm2,
and 25 µJ/cm2 (lightest).
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induced by a local density gradient from charge-carrier accumulation at the boundary of a

finite square well [167]. σ̃(ω) is given by a phenomenological ansatz,

σ̃(ω) =
ne2τ

m∗

(︃
1

1− iωτ

)︃(︃
1 +

c

1− iωτ ′

)︃
(5.15)

where n is the charge-carrier density, τ is the scattering time, τ ′ is the effective scattering

time, c is a function of the boundary reflectivity, and is bounded by 0 and -1. m∗ is the

conduction band electron effective mass and e is the elementary charge. The plasma fre-

quency in the Drude-Smith model is given by ω2
P,DS = ne2/ϵ0m

∗. As shown in Fig. 5.16 (b),

we find that ωp,DS ∝
√
n ∝

√
fluence. We also find that the Drude-Smith model fits the

measurements well (χ2
red ∼ 3), as shown in Fig. 5.16 (c). Furthermore, the plasma frequency

extracted from this model scales proportional to the square root od the photoexcitation

fluence, as indicated in Fig. 5.16 (b). At ω = 0, the short-range mobility is given by

µs.r. = eτ ′/m∗, while the long-range mobility (suppressed by the diffusive back-action) is

given by µl.r. = µs.r.(1 + c). Our fits of the CdS-NWs to the modified Drude-Smith model

are shown in Fig. 5.16 (c). For all of the fits, we found that τ ′ = τ within the fit certainty,

which collapses the modified Drude-Smith model to the Drude-Smith model.

It can be shown that the Bruggeman effective medium theory reduces to the Maxwell-

Garnett effective medium theory in the limit of small volume fill fraction [230]. The Brugge-

man effective medium theory has found use in describing the photoconductivity of hetero-

geneous materials in situations where the fill fraction is large (f > 0.1), similar to our

CdS nanowire films [31, 55, 231–233]. The dielectric function for the heterogenous nanowire

system (ϵeff ) can be found by solving

f
ϵNW − ϵeff
ϵNW + κϵeff

+ (1− f)
ϵh − ϵeff
ϵh + κϵeff

= 0 (5.16)

where κ ≈ 1 is related to the depolarization factor for infinitely long oblate spheres, ϵh = 1

is the relative dielectric constant for the host medium when the nanowires are immersed

in vacuum, and ϵeff is the dielectric constant of the composite medium. The photoexcited

nanowire is assumed to be conductive, following a Drude model ϵNW = 1+i ne2τ
ϵ0ωm∗

1
1−iωτ

where

1/τ is the scattering rate and n is the charge carrier density. The charge-carrier mobility
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Figure 5.17: Real (square) and imaginary (circles) conductivity are fit to the real (grey line)
and imaginary (dashed grey line) parts of the Bruggeman model. (a) Plot containing all of
the fits performed on the bare CdS-NWs. (b) Only the 25 µJ/cm2 and 100 µJ/cm2 fits are
shown because they are obscured in (a).

(µBr) within the nanowire is then found via µBr = eτ/m∗. Since the dielectric function

is related to the optical conductivity through ϵeff = 1 + iσ̃(ω)/ϵ0ω, we can fit our THz

conductivity spectra to the Bruggeman effective medium theory. The fits to the Bruggeman

model are shown in Fig. 5.17. Figure 5.17 (a) contains the full set of fitted data for the

CdS nanowires. Figure 5.17 (b) shows only the fits to the 25 µJ/cm2 and 100 µJ/cm2 data

beause they are obscured in Fig. 5.17 (a). Overall we find that the fit quality is very poor.

Localized Carrier Dynamics in CdS Nanowires

In the previous section we showed the results of fitting the CdS nanowire photoconductivity

to three important models of conductivity in nanomaterials. First, the plasmon model

showed very good agreement with our data. However, we found that the plasma frequency

is not increasing as the excitation density is increased. If plasmons were responsible for

the measured dispersion, then the relation ωp ∝
√︁
Np should hold, especially since our

measurements from THz-TDS indicated no significant presence of background free carriers.

Given the benefit of the doubt, and assuming that there is a background carrier density of

Neq = 4× 1018 cm−3, we still found that the expected scaling ωp ∝
√︁
Np +Neq did not hold.

We therefore conclude that the plasmon model is not a suitable representation of our data,

since the plasma frequency does not obey the predicted scaling.

Fitting the photoconductivity to the Bruggeman model resulted in poor fits. The poor
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fit quality comes from the fact that the Bruggeman model requires a unique combination of

fill fraction and carrier density to provide the desired spectral shape; an effect that has been

observed in other densely packed nanowire systems [71]. Since the fill fraction was treated

as a global parameter in the Bruggeman fits, and the carrier density was varied by changing

the fluence, the model was not able to fit our data for all fluences. Furthermore, we find

that the best-fit fill fraction for this sample is f ∼ 0.203, which seems low compared to the

dense packing we see in the SEM image in Fig. 5.1 (a). Finally, the mobilities from the

Bruggeman fits are shown in Fig. 5.16 (d), and seem to exponentially rise as the fluence is

increased. It is unclear how to interpret this result. We thus conclude that the Bruggeman

model does not provide an accurate representation of our data.

The Drude-Smith model provided good fits to our data, while remaining self-consistent.

The Drude-Smith model predicts that the entire photoconductivity spectrum scales as the

fluence is increased, and this agrees well with the extracted carrier densities shown in Fig.

5.18 (a). Also, the results show that as the fluence approaches 0 µJ/cm2, the carrier density

goes to 0 cm−3. This is consistent with our THz-TDS, which showed that there are no

measurable free charge carriers in the CdS nanowires. The localization constant (c) of the

Drude-Smith model has received criticism for permitting a density-dependence that may be

unphysical [115]. However, in Fig. 5.18 (b) we show that our localization constants agree

within error for all of the fluences measured. The scattering time seems to be initially be

τ ∼ 62 fs at the fluence of 25 µJ/cm2, but as the fluence is raised it quickly settles into a fairly

constant value of τ ∼ 56 fs. The Drude-Smith model is also supported by the dimensions

of the CdS-NWs under study. As was found by Alam, Jensen et al., the time required for

carriers to diffuse one radius of the nanowires was estimated to be τD ≈ 0.6 ps. Therefore, in

one cycle of THz radiation, it is expected that charge-carriers will accumulate near nanowire

boundaries, forming a diffusive back-action that limits charge-carrier transport [167].

Finally, the Drude-Smith results agree well with measurements from literature. The

short-range mobilities we extract are µs.r ∼ 400 cm2/Vs, which agrees very well with the

mobility of µ ∼ 440 cm2/Vs seen in bulk CdS [203]. The long-range mobilities extracted

from the Drude-Smith model (∼ 40 cm2/Vs) agree well with field-effect transistor (FET)

measurements of the long-range (∼ 1 µm) mobilities in single solution-grown CdS nanowires
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Figure 5.18: Drude-Smith fit parameters for the CdS-NWs. (a) Carrier density n, (b)
localization parameter c, and (c) scattering time τ .

(∼ 62 cm2/Vs) [49], providing consistency with alternative measurements of the mobility.

Furthermore, inserting the nanowire diameter (2d = 50 nm) into the empirical relation Eq.

(5.12) yields a nanowire mobility of ∼ 80 cm2/Vs, which is the same order of magnitude

as the long-range mobility (cf. Fig. 5.16 (d)). It is interesting that the mobility along a

single nanowire is the same as the average mobility of the CdS nanowire film. However,

as we saw earlier in TRTS on bulk CdS, diffuse surface scattering plays a significant role

in limiting transport in CdS thin films [219, 220]. Therefore, the reduction in mobility is

likely a consequence of the 50 nm nanowire diameter. Due to the quality of the fits, the

self-consistency of the model, and the agreement with established literature, we will use the

Drude-Smith model to fit the photoconductivity of the bare CdS-NWs as well as the wrapped

CdS nanowires (ES-WNWs, and IS-WNWs).

The ex-situ wrapped nanowire (ES-WNW) and in-situ wrapped nanowire (IS-WNW)

photoconductivities were fit to the Drude-Smith model. The fits are shown in Fig. 5.19 (a)

and (b). The ES-WNW fits have a similar quality of fit as the CdS-NWs, with χ2
red ∼ 2.

The IS-WNWs are well fit by the Drude-Smith model, where χ2
red ∼ 0.03.

The parameters of the Drude-Smith fits in Fig. 5.19 are shown in Fig. 5.20. Results of the

ES-WNWs are shown as burgundy spheres, and the IS-WNWs are shown as purple spheres.

Figure 5.20 (a) shows the carrier densities. We find that the carrier densities are higher in the

IS-WNWs than in the ES-WNWs, which is the result of the large filling fraction of the IS-

WNWs. Since the IS-WNWs are much shorter than the ES-WNWs, there are more nanowires
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Figure 5.19: Drude-Smith fits of the ES-WNWs and the IS-WNWs. The real (square)
and imaginary (circle) conductivities are fit to the real (solid grey lines) and imaginary
(dotted grey lines) parts of the Drude-Smith model. (a) Drude-Smith fits of the ES-WNW
photoconductivity. (b) Drude-Smith fits of the IS-WNWs.

per unit volume in the IS-WNW film (cf. Fig. 5.1). This would naturally raise the charge

carrier densities. Initially, one might expect that the charge carriers in the IS-WNW film

would also experience enhanced localization compared to the ES-WNWs, simply because the

IS-WNWs are smaller. However, the fluence-dependent localization parameters in Fig. 5.20

(b) show that they agree within one error interval for some fluences, and two intervals for most

fluences. The reason they agree is because although the IS-WNWs are smaller, the electrons

in the ES-WNWs have a longer scattering time than carriers in the IS-WNWs. Localization

in the wrapped nanowires is stronger than the unwrapped nanowires. This may be due to

the van der Waals bond that attaches C3N5 nanosheets to the surface of the nanowire. This

may be altering the surface field in a way such that electrons and holes experience further

localization. The scattering times are shown in Fig. 5.20 (c), where we find a scattering time

of ∼ 60 fs in the ES-WNWs and ∼ 20 fs in the IS-WNWs. Compared to the unwrapped CdS

nanowires, we find that the localization parameters in the wrapped nanowires are more than

three error intervals from the unwrapped nanowires. The enhanced localization seen in the

wrapped nanowires may be implying that wrapping the CdS-NWs in C3N5 lowers the long

range conductivity by creating insulating barriers between the CdS NWs. This is reflected in

the long-range mobility of the wrapped nanowires (µl.r. = (1 + c)eτ/m∗) shown in Fig. 5.20

(d). The long-range mobility of the bare CdS nanowires was found earlier to be µl.r. ∼ 40
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Figure 5.20: Best-fit parameters of the Drude-Smith fits on the wrapped CdS nanowires.
Ex-situ wrapped nanowire results are shown in burgundy, and in-situ wrapped nanowire
results are shown in purple. (a) Carrier density n, (b) localization constant c, (c) scattering
time τ , and long-range mobility µl.r = (1 + c)µs.r.

cm2/Vs, but in Fig. 5.20 (d) we find that the wrapped nanowires have µl.r. ∼ 10 cm2/Vs.

Our evidence from TRTS of bulk CdS and the CdS-NW films indicates that surfaces play

a large role in the ultrafast carrier dynamics of CdS. Along with a suppressed mobility [219,

220], surface interactions also induce surface recombination [162]. Surface recombination can

be modelled by solving the 1-D diffusion equation (cf. Section 2.2.3) [162]

∂n(x, t)

∂t
= G(x, t) +D∗∂

2n(x, t)

∂x2
− n(x, t)

τrec
, (5.17)

where n(x, t) is the charge carrier density, G is the charge carrier excitation profile, D∗ is the
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ambipolar diffusion coefficient, and τrec = 20 ns is the recombination lifetime in CdS [162].

Surface recombination is then modelled as a boundary condition

∂n(x, t)

∂x

⃓⃓⃓⃓
x=0

=
S0

D∗n(x = 0, t), (5.18)

where S0 is the surface recombination velocity. In the following sections we will solve the

diffusion equation to model the charge-carrier lifetimes, but for now we note that the diffusion

equation and the boundary conditions are directly dependent on the ambipolar diffusion

coefficient D∗. From our fits to the photoconductivity, we are able to extract D∗ for each

nanowire film and bulk CdS.

In bulk CdS the ambipolar diffusivity is D∗ = 1.2 cm2/s [162]. From our spectroscopy,

D∗ can be found via Eq. (2.79), such that

D∗ =
µeµh

µe + µh

kBT

q
, (5.19)

where µe and µh are the electron and hole mobilities in CdS, T = 300 K is the temperature,

kB is the Boltzmann constant, and q is the elementary charge. Using a hole mass that of

mh = 0.6me [5], and assuming that the scattering time is equal for holes and electrons, our

TRTS yields the diffusivities in Fig. 5.21. We find that our results (∼ 1.3 cm2/s) are in

moderate agreement with the literature value of 1.2 cm2/s.

For the diffusivities of the CdS nanowire films, we follow the work of Cocker et al. [167].

In the modified Drude-Smith model, the effective scattering rate τ ′ is given by a sum of

contributions from bulk scattering (τ) and boundary scattering (τBound), such that

1

τ ′
=

1

τ
+

1 + c

τBound

. (5.20)

In the limit that τ becomes large compared to τBound, τ
′ is dominated by interactions with

the boundary. In CdS it is known that the holes are significantly heavier than the electrons,

and as a result the holes lower the ambipolar diffusivity of the nanowire network [226, 227].

When boundary scattering dominates the diffusivity of the holes within a single NW, the
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Figure 5.21: Ambipolar diffusivity of the CdS-NWs (black), ES-WNWs (red), and IS-WNWs
(blue) calculated from the Drude-Smith fits via Eq. (5.22). Green spheres are the measured
D∗ from bulk CdS, and the dashed line is the accepted value for bulk CdS in literature.

short-range hole diffusivity can be expressed as [167]

D∗
s.r. =

τ ′kBT

m∗
h

≈ kBT

m∗
h

(︃
τBound

1 + c

)︃
(5.21)

where T is the temperature of the carriers, kB is the Boltzmann constant, and m∗
h = 0.6me

is the hole effective mass [227]. The long-range diffusion constant can be determined from

D∗
s.r. through Dl.r. = (1 + c)D∗

s.r.. Since holes dominate the diffusivity, we now make the

approximation

D∗ =
2DeDh

De +Dh

≈ 2Dh = 2Dl.r. (5.22)

Figure 5.21 shows the fluence dependence of D∗ for the CdS NWs, ES-WNWs, and IS-

WNWs. We find that the ambipolar diffusivity in the wrapped nanowire networks is sig-

nificantly lower than the unwrapped nanowires, implying that the wrapping layer serves

to insulate transport across the nanowire boundary [167]. The diffusion constants for the

CdS nanowire films will play a significant role in the diffusion simulations that govern the

charge-carrier lifetimes.
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5.4.2 Modelling Charge-Carrier Lifetimes

Charge-Carrier Lifetimes in CdS and CdS Nanomaterials

In this section we will model the charge carrier lifetimes in our CdS nanowire films. To begin,

let us compare our measurements of photoconductivity lifetimes against the corresponding

photoluminescence lifetimes. Figure 5.22 shows the photoconductivity (blue) and the pho-

toluminescence (orange) lifetimes in bare CdS nanowires at a fluence of 400 µJ/cm2. The

inset shows the first 50 ps of the photoconductivity lifetime. From Fig. 5.22 it is clear that

the two lifetimes behave dramatically different, despite the fact that they are both related

to the charge carrier lifetimes. In the early photoconductivity we see a slow rise that takes

∼ 5 ps for the photoconductivity to reach its maximum. For both of the lifetimes we see

a fast initial recombination in the first ∼ 100 ps. Afterwards the photoconductivity begins

to plateau, while the photoluminescence continues to quickly decay. The slow rise of the

photoluminescence is the result of the 40 ps time resolution of our time-correlated single

photon counting system (see Section 4.3 for more details). We find similar features in all of

the recorded lifetimes.

To begin formulating a model to describe the charge-carrier lifetimes, we will examine

the current understanding of photoluminescence in CdS crystals. Measurements of the band-

edge ultrafast time-resolved photoluminescence were performed by Huppert et al. in the late

1980s and early 1990s [162, 234–236]. It is common to begin by describing the charge carrier

lifetimes with a 1-D diffusion equation

∂n(x, t)

∂t
= G(x, t) +D∗∂

2n(x, t)

∂x2
− n(x, t)

τb
(5.23)

where 1/τb is the bulk recombination rate, G(x, t) is the excitation profile, and D∗ is the

ambipolar diffusion constant [87, 161, 162]. Initially, there are no charge carriers, and so

the initial condition is given by n(x, t = 0) = 0. Carriers are generated by modelling the

photoexcitation as a gaussian distribution G(x, t),

G(x, t) = A exp

(︃
−(t− t0)

2

w2

)︃
exp

(︂
−x
δ

)︂
(5.24)
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Figure 5.22: Comparing photoconductivity (blue) and photoluminescence (orange) lifetimes.
The lifetimes both show an initially fast decay, but the photoconductivity outlasts the photo-
luminescence. Inset: First 50 ps after excitation shows a slow onset to the photoconductivity.
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where δ is the penetration depth of 400 nm radiation (90 nm [170]), A is the amplitude

of the excitation pulse, w is the temporal duration of the excitation, and t0 is the time of

excitation [162]. Since photoluminescence requires an electron and hole to recombine at the

band edge, the probability of a recombination event is proportional to the product of the

electron (n) and hole densities (p). When the excitation produces more electrons and holes

than the background carriers, n ∼ p, and so we may write [161]

I(t) ∝
∞∫︂
0

n2(x, t)e−x/δdx, (5.25)

where the exponential decay comes from reabsorption of the luminescence within the crystal.

As we found in our own work, surface physics is important when exciting CdS with 400 nm

radiation. To model recombination at surface states, Huppert et al. use the boundary

condition
∂n(x, t)

∂x

⃓⃓⃓⃓
x=0

=
S0

D∗n(x = 0, t), (5.26)

where S0 is the surface recombination velocity. Fitting the measured photoluminescence to

this model allowed Huppert et al. to systematically study how changes in the CdS surface

can impact recombination dynamics. An immediate benefit of this model is that it can be

used to model the photoconductivity lifetime. Since σ ∝ n, σ can be modelled through

σ(t) ∝
∞∫︂
0

n(x, t)dx, (5.27)

which provides an avenue to simultaneously model the photoconductivity and photolumines-

cence lifetimes. Initially, we attempted to fit our results to this model, however, it was not

able to explain the slow rise in the photoconductivity or the long-lived photoconductivity.

To extend the surface recombination model, we will need to encompass hot carrier cooling.

Since the band gap of CdS is 2.46 eV, and we are photoexciting the CdS with 3.1 eV photons,

the photoexcited charge carriers have an excess energy of ∼ 640 meV. This is not enough

energy for intervalley effects to become significant, and so we believe that the slow rise in

conductivity is due to hot carriers cooling from a low mobility part of the conduction band.
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However, the description of hot carrier cooling requires a multi-level rate equation of the

form given in Refs. [158, 228] (cf. Section 2.1.5). Therefore, in order to encompass hot

carrier cooling, the Eq. (5.23) will take on the modified form

∂nhot

∂t
= G(x, t)− nhot

τcool

∂ncool

∂t
=
nhot

τcool
+D∗∂

2ncool

∂x2

(5.28)

where nhot are the hot carriers, ncool are the carriers at the conduction band edge, and τcool

is the cooling time constant. This model would described the early charge carrier lifetimes

well, however, we find that the photoconductivity seems to flatten out at later times.

In recent work on semiconductor nanowires, side-by-side comparisons of I(t) and σ(t)

have been used to elucidate the presence of twin defects in InP and GaAs nanowires [80,

82, 237]. The photoconductivity is found to far outlast the photoluminescence in these

nanowires, and the most likely cause of such an observation is the discontinuous energy

landscape caused by twin-defects [80, 82, 237]. The discontinuous energy landscape sepa-

rates charge carriers, which, in turn, quenches the photoluminescence while sustaining the

photoconductivity [82]. This observation is often corroborated with measurements of the

nanowire crystallinity such as high resolution transmission electron microscopy (HR-TEM)

[82, 238] which provides a very strong argument in favor of charge separation. To enable

charge separation in Eq. (5.28), we introduce a monomolecular decay of charge carriers from

the bottom of the conduction band into a separated state.

∂nhot

∂t
= G(x, t)− nhot

τcool

∂ncool

∂t
=
nhot

τcool
+D∗∂

2ncool

∂x2
− ncool

τsep

∂nsep

∂t
=
ncool

τsep

(5.29)

where nsep are the carriers in the separated state. Finally, since electron-hole recombination

requires two species to interact, the cool carriers will recombine proportional to the square
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Figure 5.23: Schematic of carrier relaxation in CdS nanowires. Hot carriers are excited by
the 400 nm excitation beam G. Hot carriers cool over the timescale τcool to the bottom of the
conduction band, where they join the population of cool carriers ncool. Surface recombination
occurs on the surfaces via midgap states. Cool carriers gradually become separated carriers
(nsep) over the timescale τsep.

of the carrier density. The final model will thus have the form

∂nhot

∂t
= G(x, t)− nhot

τcool

∂ncool

∂t
=
nhot

τcool
+D∗∂

2ncool

∂x2
− ncool

τsep
− βn2

cool

∂nsep

∂t
=
ncool

τsep

(5.30)

where, β is the bimolecular recombination coefficient. The decay pathways encompassed by

Eq. (5.30) are shown schematically in Fig. 5.23.

It is assumed that the separated charge carriers and the hot carriers do not undergo sur-

face recombination. Therefore we implement the Neumann boundary conditions for nhot(x,t)

and nsep(x, t). The Neumann boundary conditions give perfect reflection at the boundaries,

and the conditions are stated as

∂nhot(x, t)

∂x

⃓⃓⃓⃓
x=0,x=d

= 0,

∂nsep(x, t)

∂x

⃓⃓⃓⃓
x=0,x=d

= 0,

(5.31)
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where, d = 50 nm is the diameter of the nanowires. For the carriers near the band edge we

use a surface recombination boundary condition where

∂ncool(x, t)

∂x

⃓⃓⃓⃓
x=0

= − S0

D∗n(x = 0, t)

∂ncool(x, t)

∂x

⃓⃓⃓⃓
x=d

= − S0

D∗n(x = d, t)

(5.32)

where S0 is the surface recombination velocity, and D∗ is the ambipolar diffusivity. For

numerical implementation of these conditions see Appendix A.

Example Fit

Here we show a simultaneous fit of the photoconductivity and photoluminescence lifetimes

shown in Fig. 5.22. The data in Fig. 5.22 are taken on the bare CdS nanowires, with

an excitation density of 400 µJ/cm2. The Drude-Smith fits yield an ambipolar diffusivity

of D∗ = 0.68 ± 0.01 cm2/s (cf. Fig. 5.21). The only fit parameters are the cooling time

scale, τcool, the separation timescale, τsep, the surface recombination velocity, S0, and the

bimolecular recombination coefficient, β. For this fit we found τcool = 0.370 ± 0.006 ps,

τsep = 231± 2 ps, S0 = (0.94± 0.04)× 104 cm/s, and β = 0.01± 0.002 cm2/s.

Figure 5.24 shows the evolution of the charge carrier distribution n(x, t). In Fig. 5.24

(a) we show n(x, t) at the moment of excitation. Carriers are excited into the hot carrier

state, which has an exponential fall off in x. Because of the 100 fs Gaussian excitation, some

carriers were excited into nhot before the maximum of the Gaussian distribution. Some of

these carriers have already cooled into the bottom of the conduction band, and now occupy

ncool. Within 10 ps the hot carriers have cooled to the bottom of the conduction band, as

seen in Fig. 5.24 (b). Figure 5.24 (b) also shows early signs of surface recombination, as the

carrier density is lowered at the leftmost boundary (x = 0). By 10 ps there is also a very

small population of separated charge carriers. In Fig. 5.24 (c) we see that by 150 ps the

band edge charge carriers, ncool, are outnumbered by the separated charge carriers, nsep.

Figure 5.25 shows how the carrier density is used to compute the conductivity and lumi-

nescence lifetimes. For each time step in the numerical solution of Eq. (5.30) we compute
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Figure 5.24: Spatial evolution for charge carriers in CdS NWs. (a) Carrier profile at the
time of maximum excitation. The majority of carriers are hot carriers nhot. (b) Carrier
profile at 100 ps after excitation. At this point hot carriers have cooled to the bottom of
the conduction band. (c) Carrier profile at 400 ps. At this stage some of the cool carriers
have become separated. The effects of surface recombination are also visible, as the density
of cool carriers near the surface is suppressed.
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the total carriers contributing to the conductivity via

σ(t) ∝ ntot(t) =

L∫︂
0

ncool(x, t)dx+

L∫︂
0

nsep(x, t)dx. (5.33)

To model the photoluminescence we use the relation [87, 161, 234]

I(t) ∝
∞∫︂
0

n2
cool(x, t)e

−x/δdx. (5.34)

where, δ = 90 nm is the penetration depth of 400 nm light in CdS [170]. To incorporate

the 40 ps response time of the TRPL system, the simulated I(t) is convolved with a Gaus-

sian function possessing a 40 ps FWHM. The photoluminescence and photoconductivity

simulations are then normalized individually for the fitting process.

An example of the computed carrier lifetimes is shown in Fig. 5.25 (a). Carriers are

excited into nhot at t = 0. Within 2 ps the carriers cool into ncool, as seen in the inset of Fig.

5.25 (a). Initially there is a fast decay of ncool, and this is the result of surface recombination

(cf. Fig. 5.24 (c)). There is a gradual increase in the separated charge carriers, which

prolongs the total carrier density ntot. The corresponding fit is shown in Fig. 5.25 (b). The

conductivity (red dots) and luminescence (blue dots) are remarkably well described by the

model (χ2
red = 0.77) given that it only contains four fit parameters.

Fitting Lifetimes

Below we present the results of the simultaneous fitting of the photoconductivity and pho-

toluminescence lifetimes in our CdS nanowire samples. The fluence dependent fits of the

bare CdS-NWs are shown in Fig. 5.26. Figures 5.26 (a), (b), (c), (d), and (e) correspond

to fluences of 400, 300, 200, 100, ans 25 µJ/cm2, respectively. Figure 5.27 contains the fits

for the ex-situ wrapped nanowires (ES-WNWs). Figures 5.27 (a), (b), (c), (d), and (e) cor-

respond to fluences of 400, 300, 200, 100, 25 µJ/cm2, respectively. Figure 5.28 contains the

fits for the ex-situ wrapped nanowires (ES-WNWs). Figures 5.28 (a), (b), (c), (d), and (e)

correspond to fluences of 400, 300, 200, 100, 25 µJ/cm2, respectively.

Figure 5.29 shows the results of the fluence-dependent lifetime fits. In Fig. 5.29 (a) we
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Figure 5.25: Simultaneous fit of the photoconductivity and photoluminescence lifetimes of
CdS NWs excited at 400 µJ/cm2. (a) Free carrier transients. Carriers are initially excited
into nhot (red), and quickly decay into ncool. Surface recombination lowers ncool steadily as
charge separation slowly sustains the carrier population. (b) Photoluminescence I(t) and
photoconductivity σ(t) fit to the model as discussed above.
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Figure 5.26: Fluence dependent fits of the bare CdS-NWs lifetimes. (a), (b), (c), (d), and
(e) correspond to fluences of 400, 300, 200, 100, ans 25 µJ/cm2, respectively.

Figure 5.27: Fluence dependent fits of the ES-WNW lifetimes. (a), (b), (c), (d), and (e)
correspond to fluences of 400, 300, 200, 100, ans 25 µJ/cm2, respectively.
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Figure 5.28: Fluence dependent fits of the IS-WNW lifetimes. (a), (b), (c), (d), and (e)
correspond to fluences of 400, 300, 200, 100, ans 25 µJ/cm2, respectively.

show the surface recombination velocity for the samples under study. We find that as the

fluence is raised, S0 increases for the CdS-NWs and the ES-WNWs, but not for IS-WNWs.

An increasing surface recombination velocity, S0, can be interpreted as a screening of the

surface potential in the CdS nanowires. As the carrier density is raised, the photoexcited

holes neutralize surface potential at the CdS nanowire surface. This results in faster surface

recombination because charge carriers can more easily access the mid-gap states that are

responsible for the surface recombination. Our measurements of S0 ∼ 104 cm/s are in

agreement with measurements in bulk CdS [162] despite the large surface-to-volume ratio

of CdS nanowires [83, 229, 239]. S0 is significantly smaller in the IS-WNW samples. In the

IS-WNW sample it might be expected that S0 be larger because of the increased disorder

observed by Alam, Jensen et al. [69]. However, it may be the case that S0 is so large

that it occurs within the first picosecond of the charge carrier lifetime, leaving the rest of the

lifetime to be dominated by bimolecular recombination. This is supported by the bimolecular

recombination coefficients shown in Fig. 5.29 (b), where we find that β ∼ 0.1 cm2/s for the

IS-WNWs, while it is an order of magnitude smaller for the ES-WNWs and the CdS-NWs.
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Figure 5.29: Fluence dependent surface recombination velocity, bimolecular recombination
coefficient, separation lifetime, and cooling timescales in all three CdS nanowire samples.
(a) Surface recombination velocity in CdS NWs (burgundy) and ES-WNWs (purple) and
IS-WNWs (green). Note the the broken axes to increase readability of the CdS-NWs and ES-
WNWs. (b) Bimolecular recombination coefficient, β, for all three samples. (c) Separation
timescale, τsep, for all three samples. (d) Hot carrier cooling timescale, τcool for all three
samples.
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Often, an effective time-constant is associated with S0 so that the spatial component of

the diffusion can be removed from the simulations. The surface recombination time constant,

τSRV , is related to the nanowire diameter, d, and diffusion constant, D∗ [80] through

τSRV =
3πd2

D∗ (5.35)

in the high SRV regime (S0 ≫ D∗/d, where d is the nanowire diameter) [240]. It is tempting

to remove diffusion by substituting τSRV into our rate equation. However, the convenient

expression for τSRV comes from an analytical solution of a 1-D diffusion equation and may

not be valid within the multi-level system we have proposed.

The charge separation time constant also increases as the fluence is raised. This is shown

in Fig. 5.29 (c). At low fluences, τsep ∼ 50 ps, and increases to ∼ 250. In 2012, Li et al. found

that the surface potential in CdS nanobelts can spatially separate the holes and electrons

[216]. Holes were found to migrate towards the surface, while electrons moved toward the

core of the nanobelts [216]. In our nanowires, the surface potential is being screened by the

large density of charge carriers, and so the timescale of charge carrier separation is longer

because the charge carriers need to recombine in order to restore the surface potential.

An alternative mechanism of charge separation is the inhomogeneity of the energy land-

scape [80, 218]. Our CdS nanowires are predominantly Wurtzite phase, as indicated by the

work of Alam et al. [69]. However, during nanowire growth it is possible that the nanowires

possess intermittent locations where there the zinc-blende phase exists. This can produce

inhomogeneity in the conduction and valence band energies of the nanowires. The CdS

nanowires in this study are grown in such a way that the c-axis is aligned with the longest

axis of the nanowire. However, it is also possible that there exist regions where the c-axis

is not aligned to the growth axis, and this results in a stacking fault that can alter the

energy landscape of the nanowire [80]. In both of these cases, a large carrier density can

saturate the discontinuous energy landscape [218]. In turn, this may prolong the separation

timescale because carriers will have to recombine before the PL is quenched by separation.

However, this is not supported by our measurements because the separation timescale in-

creases with fluence. In the case that charge separation is determined by the discontinuous
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energy landscape of the nanowire, the separation timescale should remain constant because

the localization of the charge-carriers is not limited by the screening of the surface potential.

To determine if this is indeed the case, future work may encompass solutions of the coupled

diffusion equations that lay beyond the scope of the present work [241].

The cooling time constant for all of the samples are ∼ 0.3 ps, which is consistent with the

rapid 300 − 400 fs cooling times observed in transient absorption measurements performed

on ∼ 14 nm diameter CdS nanowires [242]. The energy of LO phonons in CdS are 37.7 ±

1 meV [243]. Furthermore, the photoexcited charge carriers possess an excess energy of

approximately 3.1 eV − 2.46 eV = 0.64 eV. This means that approximately 21 LO phonon

emissions need to occur before charge carriers reach equilibrium. This is in agreement with

calculations of the electron-phonon scattering rates in CdS, which indicate that LO-phonon

emission is expected to occur on timescales of ∼ 10 fs§ for charge-carriers with an excess

energy of ∼ 0.6 eV [244].

The rapid cooling time may also indicate that the model may be insensitive to the rise

dynamics of the photoconductivity lifetime. The 40 ps response time of the time-resolved

photoluminescence system is orders of magnitude larger than the cooling timescales, and

since our model incorporates this response function, early dynamics are strongly obscured.

In turn this reduces the sensitivity of the fit to the cooling time. Future measurements using

time-resolved photoluminescence up-conversion spectroscopy can be used to gain access to

timescales of 200 fs [80], which would greatly enhance the fit sensitivity to charge-carrier

cooling.

Our model of the charge-carrier lifetime is summarized schematically in Fig. 5.30. Figure

5.30 (a) shows a CdS nanowire in equilibrium. In equilibrium, the conduction (Ec) and

valence (Ev) bands are raised near the surface due to the negatively charged surface states

[245]. Figure 5.30 (b) shows a 400 nm laser pulse photoexciting the nanowire, creating a

large population of electrons in the conduction band and holes in the valence band. The

electrons and holes extinguish the surface potential [245], which allows the charge-carriers

to recombine, emitting a photon with an energy equal to the band gap energy Eg = 2.46 eV

§The cooling time is then approximately 21 × 10 fs = 210 fs. The LO phonon absorption timescales is
roughly 1/ωLO ≈ 100 fs[244]
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Figure 5.30: Schematic of charge-carrier lifetime in CdS nanowires. (a) CdS nanowire in
equilibrium. (b) Photoexciting a CdS nanowire puts electrons (holes) in the conduction
(valence) bands. (c) Holes are pushed to the surface by the surface field. (d) Surface field is
neutralized. (e) Surface recombination occurs. (f) The surface potential restores due to the
lower charge carrier density. The surface potential separates electrons and holes, quenching
luminescence and prolonging photoconductivity.

[170]. After extensive bimolecular recombination, the surface potential is restored, and in

doing so the electrons are localized to the nanowire core and the holes are localized towards

the nanowire surface . The spatial separation of charge is shown in Fig. 5.30 (d), where the

spatial distribution of electrons and holes is shown as the gradient on top of the nanowire.

5.5 Summary

In this chapter we investigated the photoconductivity and photoluminescence of CdS

nanowires wrapped in C3N5 nanosheets.

Our terahertz time-domain spectroscopy of bulk CdS and CdS nanowire films showed

that our samples possess no significant density of equilibrium charge carriers. We performed

TRTS on bulk CdS, and found that surface scattering significantly reduces the mobility in

CdS. Our measurements of ∼ 100 cm2/Vs agree well with estimates of ∼ 128 cm2/Vs that

come from a simple diffuse surface scattering model [219, 220].

We investigated three models of charge carrier dynamics in CdS nanowire films. The

plasmon model was shown to not support our results due to inconsistencies in the fluence

dependent behaviour of the plasma frequency. The Bruggeman model of conductivity did
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not fit our data well because it requires a unique combination of charge carrier density and

volume fill fraction to match the shape of our photoconductivity spectra. The fill fraction

was kept as a global fit parameter, and the unique combination of fill fraction and carrier

density was not always attainable. The Drude-Smith model was found to fit our data well,

and provide meaningful insight into the charge carrier localization occurring in the CdS

nanowire films. Our results suggest that the short range (< 25 nm) charge-carrier mobilities

(∼ 400 cm2/Vs) are nearly bulk-like (∼ 440 cm2/Vs [203]). Wrapping the nanowires in

C3N5 is shown to increase the charge carrier localization, because wrapping the weak van

der Waals potential affixing the nanosheets to the surface of the nanowires may be altering

the surface potential in favor of increased localization. The Drude-Smith model also allowed

us to extract the ambipolar diffusion coefficients D∗ for our CdS-NW films. We could then

use the D∗ in our model of charge-carrier lifetimes. Our TRTS of bulk CdS yielded an

ambipolar diffusivity of D∗ ∼ 1.3 cm2/s which is in agreement with the reported value of

1.2 cm2/s [162]. In the bare CdS nanowires we found D∗ ∼ 0.7 cm2/s, which is significantly

larger than the ES-WNWs and IS-WNWs, where D∗ ∼ 0.1− 0.3 cm2/s.

With the ambipolar diffusion coefficients measured from TRTS, we then constructed a

multi-level rate equation to simultaneously describe the photoluminescence and photocon-

ductivity lifetimes. To describe the lifetimes, our model incorporates hot carrier cooling,

surface recombination, charge separation, and bimolecular recombination. The model fits

the photoluminescence and photoconductivity of all the CdS nanowires, the ex-situ wrapped

nanowires, and the in-situ wrapped nanowires. In the CdS nanowires and the ES-WNWs, we

find a surface recombination velocity that increases with fluence, and is similar to measure-

ments in bulk CdS (S0 ∼ 104 cm/s) [162]. In the IS-WNWs, we find that our model suggests

almost no surface recombination is occurring, This may be because the recombination is so

fast in those samples that the surface recombination occurs on sub-picosecond timescales.

Thus only the bimolecular recombination occurs on the > ps timescales measured here. The

surface recombination velocity was found to increase as the fluence was increased. This is

consistent with charge-carrier screening of the surface potential in CdS nanowires. As the

density is increased, the charged surface states are screened by the free carriers. This lowers

the potential barrier at the nanowire surface and increases access to surface recombination.
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Furthermore, our measurements of the charge separation time constant indicate that it takes

longer for electrons and holes to separate at high excitation densities. This is also consistent

with charge carrier screening of the surface potential because at large densities there are

more charge carriers that must recombine before the surface potential is restored.
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Chapter 6

Atomically Thin WSe2

6.1 Introduction

In 1972, Philip Anderson wrote a seminal article for Science titled More is Different

[246]. In his article, Anderson argues that the reductionist stance that is used to deduce

fundamental principles does not, by itself, imply the existence of a constructivist hypothesis

whereby the fundamental principles give rise to immediate and satisfying explanations of the

world around us [246]. This gives rise to the concept of emergent properties in physics, and

in this chapter we will study transition metal dichalcogenides (TMDs) which have emergent

properties that may lead to new technologies.

Transition metal dichalcogenide crystals are a group of semiconductors that form distinct

layers that are weakly held together by van der Waals forces. Often denoted as MX2 (M

= Mo, W; X = S, Se, Te) [118, 247], each layer in a TMD crystal consists of a plane of

transition metal atoms sandwiched between two planes of chalcogen atoms. In this chapter

we will study the TMD WSe2. Figure 6.1 shows a schematic of the crystal structure. In

Fig. 6.1 (a) we show the top-down orthographic view of a Se-W-Se sandwich, and in (b) we

show a perspective side-view of the sandwich. In the literature it is common to discuss the

electrical properties along the arm-chair and zig-zag axes of the WSe2 monolayer, which are

shown in Fig. 6.1 (a) for reference.

The emergent properties of TMDs come from the weak bonding of the layers. In bulk,

TMDs found little use in the semiconductor industry because of their low electron mobilities
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Figure 6.1: Schematic crystal structure of WSe2 monolayer. Tungsten atoms are indicated
as orange spheres, and selenium are indicated by blue spheres. The bars connecting atoms
represent a covalent bond. (a) Top-down structure indicating the arm-chair and zig-zag
directions. (b) Perspective side-view of a WSe2 monolayer.

of ∼ 100 cm2/Vs. Bulk TMDs also have an indirect band gap of ∼ 1 eV that is not well suited

for solar cell applications either. However, as layers are removed from the bulk, the band gap

increases and transitions to a direct gap [118, 119, 248]. When reduced to a single monolayer,

TMDs have direct band gaps of ∼ 2 eV that are better suited for optical absorption. The

band structure changes also increase the electron mobility to ∼ 400 cm2/Vs [249]. The

layer-dependent optoelectronic properties of monolayer TMDs thus renewed interest in the

subject since it was observed in 2010 [119]. Since 2010 there has since been an explosion of

interest in monolayer TMDs.

Recent review articles in this field capture a wide and extensive research effort. On one

side is a pursuit of the fundamental quantum properties such as spin, topological supercon-

ductivity, and band structure [250–252], and on the other is application-focused research

such as optoelectronics, valleytronics, and photonics [253–256]. In between one finds review

articles that catalogue measurements of properties for future applications [157, 257–260].

This middle ground between fundamentals and application is where we contribute to the

understanding of charge carrier dynamics in atomically thin WSe2.

The unique charge-carrier dynamics in TMDs are also associated with reduced dimen-

sionality. Reducing the dimensions of TMDs to a single monolayer reduces the screening of

Coulomb interactions, which yields Exciton binding energies on the order of a few hundred

meV [261]. In contrast, exciton binding energies in bulk semiconductors are typically a few
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Material Quasi particle Binding energy Morphology
(meV)

GaAs Exciton 4 Bulk[265, 266]
CdS Exciton 29.8 Bulk [267]
Si Exciton 15.01 Bulk [268–270]
Ge Exciton 4.18 Bulk [268, 269]

WSe2 Exciton 60 Bulk [262]
WSe2 Exciton 790 Monolayer [271]
WSe2 Trion 30 Monolayer [262]
WS Exciton 830 Monolayer [271]
MoS2 Exciton 230 Monolayer [272, 273]
MoSe2 Exciton 220 Monolayer [274]

Table 6.1: Exciton Binding energies in common semiconductors.

meV [170]. Table 6.1 contains exciton binding energies for a few prototypical semiconductors

for reference. Since the Coulomb interactions are heavily screened in monolayer TMDs, more

exotic quasi-particles such as trions [125, 262], biexcitons [263], and negative electron mass

excitons [264] have been discovered.

Ultrafast measurements have played a key role in discovering these quasi particles because

excitons form within a few picoseconds after photoexcitation [275, 276]. In 2017, Steinleitner

et al. directly measured exciton formation in monolayer WSe2 using time-resolved mid-

infrared spectroscopy [124]. Time-resolved mid-infrared spectroscopy is a close relative to

time-resolved terahertz spectroscopy, but the centre frequency of the probe pulses are on the

order of ∼ 43 ± 10 THz (∼ 170 ± 30 meV). Although though the mid-infrared photons do

not have enough energy to ionize an exciton in monolayer WSe2 (cf. Table. 6.1), they do

possess enough energy to induce a 1s → 2p transition in the exciton [124]. Therefore the

amount of 1s → 2p absorption that is observed serves as a proxy of the exciton population.

Interestingly, Steinleitner et al. also note a non-negligible contribution of free charge carriers.

Time-resolved terahertz spectroscopy (TRTS) is better suited for measurements of the

free carrier absorption because the centre frequency of the probe pulses are too low to observe

exciton resonances (1 THz ∼ 4 meV, see Section 2.2.2). TRTS of monolayer WSe2 was

performed by Docherty et al. in 2014 [125]. Docherty et al. found that the photoconductivity

was well described by a Drude-Lorentz model, where the Lorentzian component may have

been due to coherent excitation of a Trion [125]. However, if this is indeed the case, there are
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experiments one can do to verify and extend these observations. For example, it is known

exciton-phonon interactions can broaden the trion absorption spectrum [277], but this has yet

to be observed using TRTS. Furthemore, near-field terahertz microscopy recently showed that

excitation density plays a significant role in the exciton recombination kinetics in monolayer

WSe2 because a Mott transition occurs at densities near 1012 cm−2 [278]. Motivated by these

two avenues, we perform fluence- and temperature-dependent TRTS on monolayer WSe2.

6.2 Sample Properties

A monolayer of WSe2 was grown on a 1 cm × 1 cm × 0.3mm c-cut sapphire substrate via

chemical vapour deposition (CVD)*. Atomic force microscopy (AFM) [279] and absorption

spectroscopy measurements [280] are established in TMDC literature and serve as appropri-

ate benchmarks of the monolayer nature of our sample. To observe the uniformity of the

monolayer film we construct a map of the maximum differential THz transmittance across

the surface of the sample. Terahertz time-domain spectroscopy also allows us to measure

the equilibrium charge-carrier dynamics.

6.2.1 Monolayer Thickness

Microscope images of the WSe2 monolayer are shown in Fig. 6.2 (a) and (b). We find that

the sample contains bilayers of WSe2 that are non-uniformly dispersed across the surface of

the WSe2 monolayer. Progressing from left to right in Fig. 6.2, we zoom in on one such

bilayer. In Fig. 6.2 (c) we use the AFM functionality of our Witec microscope to measure

the monolayer thickness and find it to be ∼ 0.75 nm, which is consistent with the literature

values of ∼ 0.7 nm for WSe2 on sapphire [279].

6.2.2 Optical Absorption

According to Beer’s law, the intensity of light transmitted through monolayer WSe2 on a

sapphire substrate (Isamp) is given by

Tsamp(λ) = Tref (λ) e
−α(λ) ℓ (6.1)

*Samples were ordered from 2D Semiconductors Inc.
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Figure 6.2: Imaging WSe2 monolayer at progressively smaller scales. (a) Large area image,
(b) small area image (c) AFM image of a WSe2 monolayer. The white bar indicates the
region from which the profile was extracted. We find a monolayer thickness of ∼ 0.75 nm.

where Tref (λ) is the light transmitted through the sapphire substrate at wavelength λ, α(λ)

is the absorption coefficient, and ℓ is the thickness of the WSe2 film. By measuring Tref

and Tsamp, one can retrieve the absorption by computing the differential transmission (for

αℓ << 1)
Tsamp − Tref

Tref
= e−αℓ − 1 ≈ −αℓ. (6.2)

The room-temperature absorption spectrum of our monolayer WSe2 is shown in Fig. 6.3

(a). The absorption spectrum is measured using the spectrometer outlined in Chapter 4.

An Ocean Optics UV-Vis light source is used to excite the sample, and the light transmitted

through the sample is collected using a fiber optic cable that directs the light into the

spectrometer. A substrate reference is mounted next to the WSe2 sample in a cryostat so

that Tref and Tsamp can be measured by translating the cryostat back and forth.

The absorption spectrum of monolayer WSe2 was measured in 2016 by Dey et al. [281].

They found that the absorption spectrum is well described by a series of Lorentzian functions,

motivating the fit shown in Fig. 6.3 (a), performed on the absorption spectrum at 295 K.

The absorption spectrum is modelled with

α(E) =
4∑︂

i=1

Ai

π

[︃
σi

(E − µi)2 + σ2
i

]︃
(6.3)

where Ai is the amplitude, µi is the centre energy, E is the photon energy, and σi is the

half-width at half-max (ie. FWHM = 2σ). The individual Lorentzians are shown in Fig.
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6.3 (a) as shaded regions under the fit line. L1 and L2 correspond to the spin-split direct-gap

exciton transitions located at the K and K ′ points of the Brillouin Zone [282, 283]. The

large peaks at L3 and L4 correspond to regions of the Brillouin zone that exhibit significant

nesting of the conduction and valence bands.

Our data agrees well with their model. Fitting the absorption spectrum reveals the

temperature dependence of the amplitude, centre energy, and full-width at half-maximum

of each Lorentzian. The temperature dependence of these parameters is shown in Fig. 6.3

(b)-(d). Error bars are present but obscured by the marker size. Fig. 6.3 (b) shows how

the Lorentzian amplitudes change with temperature. We see little change in the amplitude

of the absorption as the sample is cooled. In contrast, Fig. 6.3 (c) reveals that the centre

energy has a strong dependence on the sample temperature. As the sample is cooled, every

peak blueshifts by ∼ 0.04 eV. Finally, in Fig. 6.3 (d) we see that the Lorentzians narrow as

the sample is cooled.

The temperature dependence of σ1 and µ1 can be used to identify the phonons interacting

with free charge carriers [281, 284]. Modelling the temperature dependent µ1(T ) and σ1(T )

as energy thresholds proportional to Bose-Einstein statistical factors for phonon emission

plus absorption yields the relationships [281, 284]

µ1(T ) = E0 − E1

[︄
2

exp
(︁
Θ/kBT

)︁
− 1

+ 1

]︄
(6.4)

and

σ1(T ) = σo +
b

exp
(︁
Θ/kBT

)︁
− 1

(6.5)

where T is the temperature, E0−E1 is the centre energy at T = 0 K, b is a phenomenological

scaling factor, σo is the linewidth at T = 0 K, Θ is the dominant phonon interaction energy,

and kB is the Boltzmann constant.

The simultaneous fit of µ1(T ) and σ1(T ) to Eqs. (6.4) and (6.5) are shown in Fig. 6.4.

The average phonon interaction energy extracted from these fits is Θ = 14.6 ± 0.3 meV,

which agrees very well with the 14.2 meV reported in literature [281]. Ab-initio calculations

show that the phonons responsible for this temperature dependent absorption are the E ′
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Figure 6.3: UV-Vis absorption in WSe2 monolayer. (a) UV-Vis absorption spectrum fit to
Eq. (6.3) (red line) at 295 K. Individual Lorentzian functions are indicated by the shared
areas underneath the fit line. (b) Temperature dependence of the Lorentzian amplitudes
(Ai). (c) Temperature dependence of the center energy for each of the Lorentzians (µi). (d)
Temperature dependent width of the Lorentzians (σi).
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Θ E0 E1 b σ0
(meV) (eV) (meV) (meV) (meV)

14.6± 0.3 1.754± 0.005 30± 7± 2 18.0± 0.7

Table 6.2: Best-fit electron-phonon coupling parameters from the fits in Fig. 6.4.

(12.6 meV) and E ′′ phonons (15.8 meV), which have an average energy of 14.2 meV [281].

A complete list of the fit parameters can be found in Table 6.2.

Figures 6.5 and 6.6 show schematics of the E ′ and E ′′ phonon modes, respectively. In

these figures, the velocities of the atoms are represented by arrows. The velocities pointing

into the plane are denoted by the ⊗ symbol and the out-of-plane velocities are denoted by

the ⊙ symbol. A top-down view is not sufficient to observe the behaviour of the lower layer

of chalcogenide atoms, so a view looking down the arm-chair axis is provided beneath the

top down perspectives in Figs. 6.5 and 6.6. It appears that the phonon modes oscillate

mostly along the arm-chair axis of the WSe2 monolayer, which may reduce electron-phonon

scattering in the zig-zag direction. Recently, it has been observed that WSe2 monolayers

grown via chemical vapour deposition first assemble triangles, and then the triangles bond

together to form a monolayer [285]. Even after the monolayer is assembled, the boundary

between the monolayers can be seen with two-photon imaging because the triangles do not

form a uniformly oriented sheet of monolayer WSe2. Therefore, it is not likely to affect our

measurements because the ∼ 1.5 mm spot size of the THz pulse averages over all of the

smaller domains [286].

6.3 Terahertz Time-Domain Spectroscopy

Terahertz time-domain spectroscopy (THz-TDS) was used to identify signatures of equi-

librium free charge carriers in the WSe2 monolayer. The sample was mounted beside a c-cut

sapphire reference substrate supplied by 2D-Semiconductors Inc. THz waveforms transmit-

ted through the sapphire substrate and WSe2 sample are shown in Fig. 6.7 (a). There is a

0.4 ps time delay between the reference and sample waveforms that cannot be accounted for

by the WSe2 monolayer alone. We will return to this shortly. The Fourier amplitudes are

shown in Fig. 6.7 (b), and they are nearly identical. This is echoed in the transmission func-

tion shown in Fig. 6.7 (c), where we find that the transmission spectrum is flat across the
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Figure 6.4: Simultaneous fit of the electron-phonon coupling model in monolayer WSe2. (a)
Temperature dependent center energy (µ1) and corresponding fit (black line). (b) Temper-
ature dependent width (σ1) and corresponding fit (black line).
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Figure 6.5: E ′ phonon mode in monolayer WSe2. Top: Top-down view of the E ′ phonon
mode. Bottom: view looking down the arm-chair axis of the WSe2 monolayer. Adapted from
Ref. [281] and visualization aid from: https://interactivephonon.materialscloud.io/
compute/process_example_structure/.
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Figure 6.6: E ′′ phonon mode in monolayer WSe2. Top: Top-down view of the E ′′ phonon
mode. Bottom: View looking down the arm-chair axis of the WSe2 monolayer. Adapted from
Ref. [281] and visualization aid from: https://interactivephonon.materialscloud.io/
compute/process_example_structure/.

146

https://interactivephonon.materialscloud.io/compute/process_example_structure/
https://interactivephonon.materialscloud.io/compute/process_example_structure/
https://interactivephonon.materialscloud.io/compute/process_example_structure/
https://interactivephonon.materialscloud.io/compute/process_example_structure/


THz spectrum. The flatness of the spectrum indicates that there is no significant absorption

from free charge carriers in the film. The phase delay seen in Fig. 6.7 is likely from a slight

difference in the thicknesses of the two substrates. Using an index of n = 3.079 [172], the

difference in optical path length can be estimated by ∆d = c∆t/n, where ∆d is the thickness

variation and ∆t is the time delay. We find that the thickness difference is d ∼ 38.7 µm. We

conclude that we do not see evidence of equilibrium free carrier absorption in the monolayer

WSe2.

6.4 Time-Resolved Terahertz Spectroscopy

6.4.1 Experimental Details

The TRTS system outlined in Chapter 4 was used to explore the ultrafast carrier dynamics

in monolayer WSe2. Since the energy of the 800 nm photons on the excitation path lie below

the band gap of monolayer WSe2, a BBO (β−BaB2O4) crystal was used to frequency double

the excitation energy to 3.1 eV. Fluences of 10 − 190 µJ/cm2 were used to photoexcite the

sample, similar to other measurements in the literature [125]. The monolayer WSe2 was

mounted on a cryostat under vacuum of ∼ 10−6 Torr, and the temperature was varied from

295-80 K using a liquid nitrogen transfer line.

6.4.2 Photoconductivity Map

Monolayer uniformity was tested by observing the spatial dependence of maximum differen-

tial transmittance −∆E/Eref under an excitation fluence of 150 µJ/cm2. The spotsize of the

THz pulse is ∼ 1.5 mm, and the 400 nm spot was ∼ 5 mm to maintain a uniform excitation

across the 1.5 mm THz spot size. To perform this experiment, the sample was mounted on

the edge of a sample holder, and the sample was raster scanned across the focus of the THz

pulse and optical excitation. A schematic of this procedure is shown in Fig. 6.8. The THz

pulse and optical excitation are both incident to the WSe2 monolayer, and the maximum

−∆E/Eref was recorded for the starting position in the top-left corner of the sample (cf.

Fig. 6.8). The sample was then moved across the focus, and the −∆E/Eref was recorded

at each step (see Sections 3.3 and 4.2 for details). Individual lifetimes were not recorded in

this experiment due to the data acquisition time of such an experiment. The sample was 1
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Figure 6.7: THz-TDS of monolayer WSe2. (a) Substrate (blue) and sample (green) wave-
forms. A time delay of ∆t ∼ 0.4 ps exists between the two waveforms. (b) Fourier amplitude
spectra of the sample and reference waveforms in (a). (c) Transmission spectrum of the WSe2
monolayer.
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Figure 6.8: Schematic of WSe2 raster scan. The sample is mounted to the side of the
sample holder. The THz pulse and excitation beam are incident to the WSe2 monolayer,
and transmit through the sample. −∆E/Eref is recorded at each location of the raster scan.
The raster scan path is indicated by the red line covering the sample surface.

cm × 1 cm, and 1 mm was reserved on either side to limit the influence of the edges of the

sample. Since −∆E/Eref is proportional to the photoconductivity, this technique effectively

makes a map of the sample photoconductivity.

The results of the raster scan are shown shown in Fig. 6.9. We find −∆E/Eref ∼ 0.8%,

with some areas that are as high as 2%. The areas with larger −∆E/Eref appear in areas that

are visually darker. This is likely due to the presence of multilayers on the surface, since

it is known that the optical absorption is positively correlated with layer thickness [287].

Despite some regions with large −∆E/Eref , there is a sufficiently large area with a constant

−∆E/Eref where THz spectroscopy can be performed. The area used in our experiments is

highlighted by the white dashed circle.
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Figure 6.9: Photoconductivity map of monolayer WSe2 under 400 nm excitation and a
fluence of 0.15 µJ/cm2. Differential terahertz transmission is measured across the surface of
the sample. We find −∆E/Eref ∼ 0.8%, and regions where −∆E/Eref ∼ 2% are likely due
to multilayers on the surface. The region where TRTS was performed is highlighted by the
dashed white circle.
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6.4.3 Charge-Carrier Lifetimes

Room Temperature

At room temperature, the photoconductivity lifetime and spectroscopy was recorded using

a 400 nm excitation beam, at fluences of 49, 195, 294, 391, and 490 µJ/cm2. The fluence

dependent lifetimes are shown in Fig. 6.11. The spacing between lifetimes in Fig. 6.11 is

1% for all of the fluences shown. It is clear that the maximum −∆E/Eref is below 1% for

all fluences, and lasts for ∼ 100 ps. To parameterize the lifetimes, a simple multi-level rate

equation is fitted to the lifetimes.

We fit our data to a rate equation that encompasses exciton Auger recombination and

exciton dissociation. By directly observing the evolution of the exciton 1-s absorption line

∼ 40 THz, it is possible to directly measure the exciton population [124, 126, 288, 289]. It

has been found that Exciton Auger recombination best described the lifetime of the exciton

population [124]. Exciton Auger recombination is the process where two excitons collide in

a bimolecular recombination event. The excitons in WSe2 also dissociate into free charge

carriers, as obseved by He et al. [290]. Excitons dissociate into free charge carriers after < 1

ps [290, 291]. Since this is an exciton dissociating into free charge carriers, it is modelled as

a monomolecular recombination event. The density of the excitons is thus modelled by the

rate equation
dnx

dt
= G(t− t0)− γb,xn

2
x − γa,xnx (6.6)

where G(t − t0) is a 100 fs Gaussian excitation pulse centred at time t0, γb,x = 0.06 cm2/s

is the bimolecular recombination rate for excitons, and γa,x is the monomolecular exciton

dissociation constant. Since we are limited to a bandwidth of 0.5−2.5 THz, we are not able to

directly measure the exciton dynamics. Our bandwidth is better suited for measurements of

the free charge-carrier dynamics. Free carriers are generated by the dissociation of excitons,

and will undergo bimolecular recombination at the conduction and valence band edges.

Letting the free carrier density be nf , and the bimolecular free carrier recombination rate
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be γb,f , we model the free carrier lifetime with the following coupled rate equations

dnx

dt
= G(t)− γb,xn

2
x − γa,xnx

dnf

dt
= γa,xnx − γb,fn

2
f .

(6.7)

The output of this model is then normalized and scaled by a fit parameter A. An example

of this model is given in Fig. 6.10. This example comes from fitting the 490 µJ/cm2 lifetime.

In Fig. 6.10, γb,x = 0.06 cm2/s is fixed, and γa,x = 1.8±0.1 ps−1, γb,f = 0.136±0.004 cm2/s,

A = 0.558± 0.005, and t0 = 1.71± 0.02 ps. We see that within ∼ 5 ps exciton dissociation

has completed and the free carrier population reaches a maximum. Afterwards, bimolecular

recombination quickly reduces the population of free electrons and holes. Fitting the data to

this model is shown in Fig. 6.11. For all fluences, we find that the fits are good (χ2
red ∼ 10−4)

provided there are only four fit parameters.

The best-fit parameters are shown in Fig. 6.12. In Fig. 6.12 (a) we show the bimolecular

free-carrier recombination rate. We do not see a clear trend for γb,f as fluence is increased, but

we find that on average γb,x ∼ 0.41 cm2/s. The monomolecular exciton dissociation constant

is shown in Fig. 6.12 (b). γa,x seems to decrease from ∼ 2.4 ps−1 to ∼ 1.8 ps−1 as the fluence

is raised. The monomolecular exciton dissociation timescales are given by τm,x = 1/γa,x,

which we find to be ∼ 500 fs. This is in agreement with previous measurements in literature

[290, 291]. In Fig. 6.12 (c) we find that A (the maximum −∆E/Eref ) increases as the

fluence is raised, and begins to saturate near the maximum fluence. Unfortuately, we do not

have measurements at higher fluences to see if this is indeed saturation. Finally, the fluence

dependence of t0 is shown in Fig. 6.12 (d). We find that it does not vary significantly from

1.7 ps for all fluences.

Low Temperature

Low temperature measurements were performed using a fluence of 195 µJ/cm2 which was

chosen to maximize the signal, while staying within a linear regime of Fig. 6.12 (b). The

fits to the lifetimes are given in Fig. 6.13. For all temperatures measured, we find that

the lifetimes are well described by the model of Eq. (6.7). For all fits we fix the Exciton

bimolecular constant to γb,x = 0.06 cm2/s [124]. For the four fit parameters we find χ2
red ∼
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Figure 6.10: Example WSe2 charge carrier lifetime model. Exciton dissociation is shown in
red, and the free carrier lifetime is shown in black. Here, γb,x = 0.06 cm2/s, γa,x = 1.8± 0.1
ps−1, γb,f = 0.136± 0.004 cm2/s, A = 0.558± 0.005, and t0 = 1.71± 0.02 ps.
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Figure 6.11: Fluence dependent lifetimes in WSe2 at 295K. Data are fit to numerical solutions
of Eq. (6.7).
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Figure 6.12: WSe2 Room temperature lifetime best fit parameters. (a) Bimolecular recom-
bination constant for the free charge carriers. (b) Monomolecular dissociation constant of
excitons. (c) Maximum −∆E/Eref . Error bars are shown but they are covered by the data
point size. (d) Arrival time of the Gaussian excitation.
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0.04 which indicates a good fit to our data. The best fit parameters are shown in Fig. 6.14.

Figure 6.14 (a) shows the temperature dependent free carrier bimolecular recombination

constant, γb,f . We find that as temperature is decreased, a minimum occurs around ∼ 160

K. The temperature dependence of the monomolecular exciton dissociation is shown in Fig.

6.14 (b). We see that as the temperature is lowered, γa,x peaks at ∼ 180 K and decreases

as the temperature is lowered. Figure 6.14 (c) shows that the photoconductivity of the

monolayer increases as the sample is cooled. This is in line with the temperature dependent

absorption measurements we performed (cf. Fig. 6.3). There, we found that as the sample is

cooled, the peak L4 blue-shifts towards our excitation energy. Because of this blue-shifting,

WSe2 monolayer absorbs more of the excitation, which increases the photoconductivity. As

the sample is cooled, we find that t0 changes. This may be because the sample holder is

contracting at lower temperatures. A change of 60 µm would give a pump-probe delay change

of 0.2 ps, which agrees with the results shown in Fig. 6.14 (d).

6.4.4 Terahertz Electrodynamics

Room Temperature

Room temperature time-resolved terahertz spectroscopy performed at 1, 3.3, 6.6, and 10 ps

after photoexcitation is shown in Fig. 6.15. Conductivity spectra are organized by rows and

columns. Columns denote the time elapsed since photoexcitation. Rows are organized by

fluence such that Figs. 6.15 (a) - (d) correspond to excitation at 490 µJ/cm2, Figs. 6.15 (e)

- (h) correspond to excitation at 391 µJ/cm2, Figs. 6.15 (i) - (l) correspond to 293 µJ/cm2,

Figs. 6.15 (m) - (p) correspond to 196 µJ/cm2, and Fig. 6.15 (q) was taken at 49 µJ/cm2. At

each of these fluences and times we fit photoconductivity to the Drude-Smith model, using

an effective mass of 0.3me [292–294]. A detailed discussion of the Drude-Smith model can

be found in Section 2.2.2. Briefly, the photoconductivity is given by

σ̃(ω) =
ne2τ

m∗
1

1− iωτ

(︃
1 +

c

1− iωτ

)︃
, (6.8)

where n is the charge carrier density, τ is the scattering rate, m∗ is the electron effective

mass, and c is the localization constant. The localization constant encompasses carrier
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Figure 6.13: Low temperature lifetime fits of WSe2 monolayer measured at (a) 80 K, (b)
130 K, (c) 180 K, and (d) 230 K. All measurements excited with 410 nm, 100 fs pulses at a
fluence of 195 µJ/cm2.
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Figure 6.14: Low temperature lifetime best fit parameters of WSe2 monolayer. (a) Bimolec-
ular recombination constant for the free charge carriers. (b) Monomolecular dissociation
constant of excitons. (c) Maximum −∆E/Eref . Error bars are shown but they are covered
by the data point size. (d) Arrival time of the Gaussian excitation.
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Figure 6.15: WSe2 Room temperature Drude-Smith fits. (a) - (d) correspond to excitation
at 490 µJ/cm2, (e) - (h) correspond to excitation at 391 µJ/cm2, (i) - (l) correspond to 293
µJ/cm2, (m) - (p) correspond to 196 µJ/cm2, and (q) was taken at 49 µJ/cm2.

backscattering from an interface, and is on the domain [0,−1]. The sheet conductivity is

given by σ̃sheet = σ̃d, where d = 0.75 nm is the thickness of the monolayer we measured in

Section 6.2.1. Likewise, the sheet carrier density is given by nsheet = nd. The DC long-range

sheet conductivity is given by σl.r. = σ̃(ω = 0)× d = neµs.r.(1 + c)× d, where µs.r = eτ/m∗

is the short-range mobility.

The fluence and time dependence of the Drude-Smith parameters are shown in Fig. 6.16.

The scattering time τDS did not change with fluence, and so the average value of 65 ± 5 fs

was used for all of the fits. This yields a short-range mobility of 380 ± 30 cm2/Vs, which

agrees well with measurements of the electron mobility in high-performance monolayer WSe2
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Figure 6.16: WSe2 room temperature Drude-Smith fit parameters. (a) Long-range DC sheet
conductivity, (b) carrier density, and (c) Drude-Smith c parameter.

field effect transistors [249]. In Fig. 6.16 (a) we show the DC long range sheet conductivity

σsheet(1 + c). The fluence dependence of each pump-probe delay time is shown, with 1 ps

(black), 3.3 ps (red), 6.6 ps, (blue), and 10 ps (green) after maximum −∆E/Eref . Overall,

σsheet(1+c) increases with fluence, and decreases with time. The behaviour of σsheet(1+c) is

not limited by changes in τDS because it was fixed, which leaves the sheet carrier density nsheet

and the localization parameter, c, which are shown in Fig. 6.16 (b) and (c), respectively.

Generally, as the fluence is increased, the sheet density also increases. Furthermore, as time

progresses, the recombination of charge carriers lowers the carrier density. The localization

parameter, c, does not appear to have an overall dependence on fluence, although there may

be a maximum around the excitation density of 200 µJ/cm2, indicating a minimal localization

that can be used to optimize device performance.

Since the localization parameter is c ∼ 0.5, we find that the real part of the conductivity

plays a dominant role in our observed bandwidth. Because of this, the time-dependence

of the short-range sheet conductivity (σsheet) closely follows the lifetimes, as shown in Fig.

6.17. It is becoming increasingly common to present this in terms of the carrier density

nsheet [124, 126], and a word of caution is needed. When the charge carrier mobility is large,

it is usually the result of a large scattering time τ . Furthermore, within the Drude model

of conductivity, it is clear that when 1/τ is below our THz bandwidth (1/τ ≲ 0.5 THz),

the imaginary part of the conductivity dominates the spectrum. The imaginary part of the

Drude-model has, in its numerator, an extra ωτ compared to the real part. In turn this
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Figure 6.17: WSe2 295 K Drude-Smith DC sheet conductivity (red) and differential trans-
mission (black) for all fluences. (a) 490 µJ/cm2, (b) 391 µJ/cm2, (c) 294 µJ/cm2, and (d)
195 µJ/cm2.

cancels the dependence of τ , which makes the lifetimes sensitive to only changes in effective

mass and carrier density (i.e. the plasma frequency instead of the DC conductivity). Given

the conditions in our experiments, the real part of the conductivity is dominant, and so we

indeed find −∆E/Eref ∝ σsheet.

Low Temperature

Time-resolved spectroscopy was performed at 80 K, 130 K, 180 K, and 230 K using a fluence

of 195 µJ/cm2. Spectroscopy was also acquired at times of 1 ps, 3.3 ps, 6.6 ps, and 10 ps

after peak −∆E/Eref . Real and imaginary conductivities acquired at 1 ps after maximum

−∆E/Eref are shown in Fig. 6.18 with fits to a Drude-Smith model (solid lines). The Drude-

Smith model captures the essence of the conductivity spectrum, however there are features

that warrant future measurement. First, it seems that the steepness of the real conductivity

(σ1) is underappreciated by the Drude-Smith model, and becomes significantly different by

80 K. The imaginary part (σ2) appears to have oscillations which, to our knowledge, have not
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Figure 6.18: Low temperature TRTS of WSe2 monolayer. Spectra are acquired at (a) 230
K, (b) 180 K, (c) 130 K, and (d) 80 K. All spectra were taken at 1 ps after peak −∆E/Eref .

been reported in monolayer WSe2 before. It is unclear what these features are suggesting,

and future work must encompass a bandwidth of at least 5 THz in order to directly observe

trion resonances [125].

Drude-Smith fit parameters corresponding to the fits in Fig. 6.18 are given in Fig. 6.19.

In Fig. 6.19 (a), we show the Drude-Smith scattering time τDS. Between 295 and 230 K,

the scattering rate lowers from 65 ± 5 fs to ∼ 50 fs, after which it plateaus and shows no

temperature dependence. The most drastic change with temperature us the carrier density nc

shown in Fig. 6.19 (b). As the sample is cooled, we showed that the peak of the absorption

near 3 eV blue shifts. Since we are photoexciting at energies above this peak, the blue-

shifting results in an increase in absorption at 410 nm. This is indeed reflected in the carrier

densities shown in Fig. 6.19 (b). The long-range mobility is shown in Fig. 6.19 (c). There

is an apparent minimum at 180 K, however, given that all of these mobilities agree well

with the average value of µl.r. ∼ 90 cm2/Vs (dashed line), it is unclear if this is a significant
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Figure 6.19: Low temperature Drude-Smith results for WSe2 monolayer. Average values
are represented by a dashed line. (a) Scattering time, (b) carrier density, (c) short-range
mobility, and (d) c parameter.

finding. The same goes for the localization parameters in Fig. 6.19 (d), which all seem to

agree well with the average value of c ∼ 0.65.

From Fig. 6.19 (d) we find that the localization parameter is near c ∼ 0.6, which results

in a negligible σ2 in our spectrum. As a result, the sheet conductivities align well with the

differential transmission, as shown in Fig. 6.20.

6.5 Summary

In this chapter we investigated the fluence and temperature dependence of the ultrafast

photoconductivity in a WSe2 monolayer within the 0.5-2.5 THz bandwidth.

At room temperature, the photoconductivity lifetimes indicate that exciton formation

has a significant impact on the transient carrier density, and early (< 1 ps) exciton dis-

sociation gives rise to a population of free carriers. The free carriers undergo bimolecular

recombination. As the fluence is increased from 49 to 490 µJ/cm2, we observe a slight in-
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Figure 6.20: Temperature dependence of ∆E/Eref (black) and σsheet(1+ c) (red). Lifetimes
and σsheet(1 + c) at (a) 230 K (b) 180K (c) 130K, and (d) 80K using 410 nm excitation at a
fluence of 195 µJ/cm2.
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crease in the free carrier bimolecular recombination constant, γb,f , from ∼ 0.25 to ∼ 0.44

cm2/s. The exciton dissociation constant, γa,x, is found to decrease from ∼ 2.5 to 1.9 ps−1

as the fluence is raised. This corresponds with an increase of the dissociation time from

400 to 526 fs. The amplitude of the photoconductivity is seen to increase as the fluence is

increased, and potential saturation is observed at a fluence of 490 µJ/cm2.

As the sample is cooled, the free carrier bimolecular recombination constant exhibits

nontrivial behaviour. Starting at 1.6 cm2/s at 230K, γb,f is found to reach a minimum

of ∼ 4 cm2/s around 130 K. γb,f then increases as the temperature is lowered further.

The monomolecular exciton dissociation constant, γa,x, is found to initially increase as the

temperature is lowered and reaches a maximum of 2.5 ps at 180 K. As the sample is cooled

further, γa,x is found to decrease. The absorption of the sample was found to have a strong

temperature dependence. As the sample is cooled, the absorption peak nearest the excitation

energy (3.1 eV) is found to blue shift into the excitation energy. This results in an increase of

the monolayer absorption, which is reflected in the maximum photoconductivity we observe.

As the temperature is lowered, we find that the photoconductivity does indeed increase.

At room temperature we perform time-resolved terahertz spectroscopy. The conductivity

spectra are fit to a Drude-Smith model. We find that the sheet conductivity lowers as

time progresses after excitation. As the fluence is increased, the conductivity is found to

increase as well. The sheet density of carriers is also found to increase with fluence, and

the localization parameter does not have a clear dependence on fluence. The c-parameter is

found to be ∼ −0.5.

Cooling the sample does not seem to have a significant effect on the photoconductivity

of the WSe2 monolayer. The scattering rate is found to be ∼ 50 fs for all temperatures. The

sheet density of carriers is found to increase as the sample is cooled, which is in line with

our observations of the temperature dependent absorption and photoconductivity lifetimes.

The long-range mobility and c parameter are found to be constant, µl.r ∼ 90 cm2/Vs and

c ∼ 0.65, respectively.
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Chapter 7

Inverse-Opal SixGe17−x

Nanostructures

7.1 Introduction

Group 14 elemental semiconductors Si and Ge are important in a broad range of appli-

cations such as optoelectronics, sensing, photovoltaic, and battery applications [127–133].

Recently, thin films comprised nanowires, nanoparticles, and periodically porous nanostruc-

tures have attracted attention due to their large surface-to-volume ratio. In particular,

nanowires [134] and nanoparticles [130, 135–137] have been widely investigated. However,

reports on periodically porous nanostructures remain comparably sparse [138], despite the

potential to form long-range connectivity within the nanostructure. The primary technique

of constructing a periodically porous thin film is through the top-down approach of electro-

chemically etching a bulk semiconductor [295–298]; however, this approach provides limited

control over the final morphology of the porous structure [299]. A bottom-up approach

using molecular precursors results in a higher degree of control over the size, shape, and

arrangement of the pores.

Metal oxides such as TiO2 are suitable candidates for a wide range of periodic porous

nanomaterials [300], but there is a lack of suitable precursors for group 14 semiconductors.

So far, the existing techniques include cathodic electrodeposition of group 14 halides [301–

303], chemical vapour deposition of silanes and germanes [304, 305], and reduction of oxides
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with hydrogen [306–308]. Zintl phase group 14 semiconductors were also investigated as a

soluble precursor material due to their ability to form nanostructures with tunable composi-

tion and electronic properties. The Zintl phase is a product of reacting a group 1, 2 element

with a group 13, 14, 15, or 16 element [309]. The Zintl phase is named after Edward Zintl,

who provided the rationale behind their structure. Similar to ionic salts (like NaCl), the

electropositive group 1,2 element transfers an electron to the more electronegative element

in groups 13-16. However, such a bond does not complete the octet of the anion. To mini-

mize the remaining energy, anions bond to one another, resulting in a structure that would

normally occur in the material to the right of the group 13-16 element (Owing to the extra

electron from the electropositive element)[310]. For example, in Na+Tl−, a diamond struc-

ture is formed because the free electrons of the Tl− (group 13) minimize energy according to

the structure of group 14 elements, among which one finds carbon, silicon and germanium.

Zintl phase compounds are soluble in select solvents [309], and the solubility of the

Zintl phase makes it an excellent candidate for a templating process, as demonstrated by

Bentlohner et al. [138], where K4Ge9 was used as a precursor. The unit cell of K4Ge9 is shown

in Fig. 7.1 (a), where the purple spheres represent the K atoms and the grey spheres represent

the Ge atoms. In total there are 208 atoms in the unit cell [309]. The solution of K4Ge9

was deposited onto a scaffold of poly(methyl methacrylate) (PMMA) beads. Oxidation

(removal) of the K anion from the Zintl solution occurs by dissolving the Zintl solution in

ethylenediamene (en) containing trace amounts of H2O. The H2O triggers the oxidation of

the Zintl anion (K). The result is a disordered phase of Ge that can be annealed at 600 ◦C

to form a network of amorphous α-Ge* [138]. The PMMA beads underwent pyrolysis at this

temperature, and elemental K is also released. After the anneal, a mechanically stable film

of Ge is produced, having the nanostructure comprised of the negative space of the PMMA

bead scaffold (inverse opal), as shown in Fig. 7.1 (b).

Bentlohner et al. also demonstrated tunability of the Zintl phase [138]. The Zintl phase

of K4Ge9 can be modified by first depositing a K4Ge9 scaffold, and submitting it to a vapour

of ECln (SiCl4, GeCl4, or PCl3). Adding and removing en as above results in a scaffold

*α-Ge is the hexagonal close-packed phase.
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Figure 7.1: (a) K4Ge9 Zintl phase unit cell, where purple spheres are K grey spheres are Ge.
This image is made using Vesta 3 [189] with crystallographic information is retrieved from
the Springer Materials database [311]. (b) Inverse opal structure comprised of a cube with
spherical voids resulting from an ABA stacking of spheres.

of amorphous GexE1-x that can be annealed�. Subsequent washing with dimethyl sulfoxide

(DMSO) and tetrahydrofuran (THF) removes residual KCl and PMMA that accumulated

during the templating process [138].

It is well known that Ge is significantly more expensive than Si, so in this work we leverage

the precursor tunability to compare the charge-carrier mobility of the set of K12Si17-xGex

(x = 0, 5, 12, 17) precursors for the first time. For future battery and optoelectronics

applications, the property of merit is the charge-carrier mobility µ, which can be obtained

via time-resolved terahertz spectroscopy (TRTS). Further, the non-contact nature of TRTS

is ideal for measuring the mobility of inverse-opal thin films because deposition of Ohmic

contacts onto the brittle amorphous structure is challenging, if not impossible [32].

7.2 Terahertz Spectroscopy Considerations

7.2.1 Spectroscopy

The most important physical difference between amorphous and crystalline germanium is the

lack of long-range periodicity that occurs in amorphous materials. As discussed in Chapter

2, the long range periodicity of the medium gives rise to Bloch states, which are used to

construct the energy bands in reciprocal space. In amorphous mediums there are no Bloch

�Here, x is the germanium fraction. It is unique to each blend, so here we denote it in a more general
fashion.
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states, and so the focus shifts away from band structure to density of states. Subsequently,

depending on the distribution of the mid-gap states, various power laws are derived to

describe conduction in a disordered metal [176, 312–315].

In Section 2.2.2 we discussed the conductivity of disordered metals. Photoexcited Ge

and Si can be considered metallic because the quasi-Fermi level resides in the conduction

band, there is a large number of available charge carriers, and the mobilities of Ge and Si are

large (3800 and 1450 cm2/Vs, respectively [170]). In the inverse opal nanostructures studied

here, we expect to find a disordered structure, and so the photoconductivity falls within the

description of a disordered metal.

We will use the Drude-Smith model to fit our photoconductivity spectra. Here we briefly

discuss how one can begin with the Drude-Smith model and arrive at an identical description

of the photoconductivity to the emperical models of disordered metals we discussed in Section

2.2.2. In the Drude-Smith model, the conductivity spectrum, σ̃, is given by

σ̃(ω) =
σDC

1− iωτ

(︃
1 +

c

1− iωτ

)︃
.

where σDC = ne2τ/m∗ is the short-range DC conductivity of the film, n is the charge carrier

density, m∗ is the effective mass, τ is the scattering time, and c is the localization parameter

that exists on the domain [0,−1]. In the low-frequency limit σ̃(ω) can be expanded in a

Taylor series around ωτ = 0. Retaining terms up to O(2) gives

σ̃(ω) ≈ σDC

(︁
1 + c− iωτ(2c+ 1)− cω2τ 2

)︁
(7.1)

and so

σ1(ω) = σDC(1 + c− cτ 2ω2). (7.2)

Keeping in mind that c ∈ [0,−1], it is clear that the Drude-Smith model provides a poly-

nomial dependence on ω at low frequency, however we are constrained by α = 2 which is

independent of the electron-electron scattering [176] yet also consistent with observations in

Si-Ge thin films [316] (cf. Section 2.2.2). Therefore, within the framework of the Drude-

169



Smith model, the parameters for a disordered metal take the form

B = σDC(1 + c) (7.3)

and

A = −σDCcτ
2, (7.4)

which are both dependent on the localization parameter c. In Section 2.2.2 we noted that

when B > 0 the material is thought to be in a situation of moderate disorder. According to

Eq. (7.3), moderate disorder occurs when c ∈ (0,−1). The metal phase happens when c = 0,

and the metal-insulator transition takes place when c = −1. Therefore, the interpretation of

the power-law coefficients is not strictly limited to just electron-electron interactions (through

τ), but also on the reflectivity of domain boundaries and the scattering interval through c

and τ , respectively [167]. Finally, as ω → ∞, the leading term of the Drude-Smith model is

given by

σ1(ω) ∼
σDC

1 + ω2τ 2
, (7.5)

which clearly satisfies the anticipated 1/ω2 fall off�. Based on this analysis, we will proceed

to fit the photoconductivity spectrum with the Drude-Smith model to parameterize the

photoconductivity for comparison against studies of Si-Ge thin films [76–78, 81, 159, 317–

323]. Since the Drude-Smith model reduces to the model of disordered transport in metals,

we will fit our photoconductivity to the Drude-Smith model.

7.2.2 Lifetimes

Extensive work by Nampoothiri et al. documents terahertz photoconductivity dynamics in

hydrogenated SixGe1-x thin films [324–327]. Nampoothiri et al. fit their lifetimes to a power

law of the form

−∆E/Eref ∝ tα−1, (7.6)

�As does the Drude model.
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where the activation energy, α, is determined through the relation

α =
kBT

kBT0
(7.7)

where T is the sample temperature and kBT0 is the activation energy that describes the extent

of the localized states [315]. The exponent α − 1 ∼ −0.5 has been observed in disordered

materials such as radiation damaged silicon and functionalized pentacene [140, 328].

7.2.3 Effective Mass

The effective mass of the composite medium is determined by taking the harmonic average

of the constituent effective masses [14]. In silicon, the effective mass is found through the

average
1

m∗
Si

=
1

2

[︃
1

me,Si

+
1

mh,Si

]︃
, (7.8)

where m∗
Si is the effective mass in silicon, mh,Si = 0.81me is the hole mass in silicon, and

me,Si = 0.26me is the electron mass in silicon. Likewise, for germanium, we obtain

1

m∗
Ge

=
1

2

[︃
1

me,Ge

+
1

mh,Ge

]︃
, (7.9)

where m∗
Ge is the effective mass in germanium, mh,Ge = 0.34me is the hole mass in germa-

nium, and me,Ge = 0.22me is the electron mass in germanium [170].

For the composite medium, the effective mass is then

1

m∗ =
1

2

[︃
fGe

m∗
Ge

+
1− fGe

m∗
Si

]︃
, (7.10)

where fGe is the germanium fraction of the sample.

7.3 Sample Preparation

The substrates used in this experiment were ∼ 1.0 cm × 1.5 cm × 1.0 mm fused silica,

cleaned in an alkaline solution of Extran, water, and acetone. Substrates were cleaned in an

ultrasonic bath for 15 min. each, and subsequently placed in an O2 plasma (Femto, Diener,

50% power) for 10 minutes. The cleaned substrates were dip coated in PMMA suspensions,
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Sample Fluence Power law Total Power law Activation energy
(µJ/cm2) (α) (α− 1) (meV)

Si17 1296 0.55± 0.03 −0.45 46.2
1610 0.42± 0.04 −0.58 60.5

Table 7.1: Table of power law best-fit values for the Si17 inverse opal film.

comprised of 15% wt. PMMA in water. Coated substrates were dried at 373 K for 4 hours

under vacuum. The PMMA scaffold was then infiltrated with a filtered K12Si17-xGex (x =

0, 5, 12. 17) precursor solution in en by dropcasting 10 µL onto the substrate. After 1 hour

at room temperature, the thin films were treated with GeCl4 (SiCl4 for x = 0) overnight.

The samples were then dried at 373 K for 1 hour in vacuum before annealing at 773 K for 5

minutes. Residual PMMA and KCl were removed by washing with DMSO and THF for 30

minutes each before drying in vacuum at room temperature.

7.4 Results

In the following experiments, 800 nm, 100 fs excitation pulses were used to photoexcite

the inverse-opal films. Fluences ranging from 486 - 1610 µJ/cm2 were selected based on the

observed photoconductivity response, which significantly varied between samples.

7.4.1 Si17 (0% Ge)

Lifetimes

The Si17 sample exhibited a weak photoconductivity response and so large excitation flu-

ences of 1296 and 1620 µJ/cm2 were needed to photoexcite the Si17 inverse opal film. The

photoconductivity lifetimes at these fluences are shown in Fig. 7.2 (a) and (b). Figure 7.2

(b) shows the data from (a) on a logarithmic y-axis for clarity. The data are fit to the power

law of Eq. (7.6). The data are fit for lifetimes greater than 1 ps after maximum −∆E/Eref
to avoid hot carrier dynamics. The best-fit variables can be found in Table 7.1. From the fits

we find that the total power law is ∼ −0.5, which is consistent with previous measurements

on radiation-damaged silicon on sapphire and amorphous silicon thin films [318, 324–326].

We also report an activation energy of ∼ 50 meV.
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Figure 7.2: Photoconductivity lifetimes for the Si17 inverse opal film. (a) 1296 µJ/cm2

(black circles) and 1620 µJ/cm2 (red circles). (b) Lifetimes from (a) shown on a logarithmic
y-axis for clarity. Black lines are the power law fits, and the dashed black line is the zero
photoconductivity baseline.

Fluence n τ c σl.r. µl.r.

(µJ/cm2) (1018 cm−3) (ps) (Unitless) (W−1cm−1) (cm2/Vs)

1296 0.29± 0.02 0.011 −0.915± 0.001 20± 15 4± 3
1610 0.23± 0.04 0.011 −0.89± 0.04 19± 50 5± 12

Table 7.2: Table of Drude-Smith best-fit values for the Si17 inverse opal film.

Spectroscopy

Photoconductivity spectra were measured at 1 ps after peak −∆E/Eref . Spectra were fit to

a Drude-Smith model, and the fit parameters are given in Table 7.2. It is interesting that

the carrier density is slightly smaller at larger excitation densities. The two measurements

of carrier density, n, agree within two error intervals, and so this is likely an artifact of the

low signal-to-noise ratio. This agrees with the observations of the lifetimes, where we see

that they are indistinguishable at 1 ps (cf. Fig. 7.2). The scattering time was fixed because

it is known that as c → −1, the fitting algorithm will increase τ to be unphysically large

[77, 167].
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Figure 7.3: Photoconductivity spectra for the Si17 inverse opal film. (a) Real (black) and
imaginary (red) parts of the conductivity spectrum taken at 1296 µJ/cm2. (b) Real (black)
and imaginary (red) parts of the conductivity spectrum taken at 1620 µJ/cm2. Solid lines
are a fit to the Drude-Smith model, and the dashed black line is the zero line. The wave-
forms used in this analysis were averaged over 16 measurements, and we estimate that the
uncertainty in the real and imaginary conductivity is ∼ 5Ω−1cm−1.

Sample Fluence Power law Total Power law Activation energy
(µJ/cm2) (α) (α− 1) (meV)

Si12Ge5 810 0.56± 0.02 −0.44 45.3
972 0.46± 0.02 −0.54 55.2
1134 0.45± 0.02 −0.55 56.4

Table 7.3: Table of power law best-fit values for the Si12Ge5 inverse opal film.

7.4.2 Si12Ge5 (30% Ge)

Lifetimes

Figure 7.4 contains the lifetimes of the Si12Ge5 sample. The sample exhibited stronger

photoconductivity than the Si17, and so fluences of 810, 972, and 1134 µJ/cm2 were used.

The data were fit to the power law of Eq. (7.6), and the best-fit parameters are given in

Table 7.3. We find that the total power law is also ∼ −0.5, and that the activation energy

for the midgap states is ∼ 50 meV.
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Figure 7.4: Photoconductivity lifetimes for the Si12Ge5 inverse opal film. (a) 810 µJ/cm2

(black circles), 972 µJ/cm2 (red circles) and 1134 µJ/cm2 (green circles). (b) Lifetimes from
(a) shown on a logarithmic y-axis for clarity. Black lines are the power law fits, and the
dashed black line is the zero photoconductivity baseline.

Fluence n τ c σl.r. µl.r.

(µJ/cm2) (1018 cm−3) (ps) (Unitless) (W−1cm−1) (cm2/Vs)

810 0.51± 0.03 0.016 −0.92± 0.01 26± 4 3.1± 0.4
972 0.54± 0.03 0.016 −0.91± 0.01 31± 4 3.6± 0.4
1134 0.60± 0.03 0.016 −0.91± 0.01 36± 4 3.8± 0.4

Table 7.4: Table of Drude-Smith best-fit values for Si12Ge5 inverse opal film.

Spectroscopy

The photoconductivity spectra of the Si12Ge5 film are given in Fig. 7.5. The data are fit to a

Drude-Smith model, and the best-fit values can be found in Table 7.4. Spectra are measured

at 1 ps after maximum −∆E/Eref . We find that the carrier density increases as the fluence

is raised, however, the scattering time still had to be a fixed parameter in these fits. We

used the average τ from the unconstrained fits to fix τ , and found τ ∼ 16 fs.

7.4.3 Si5Ge12 (70% Ge)

Lifetimes

Photoconductivity lifetimes for the Si5Ge12 sample are shown in Fig. 7.7. The Si5Ge12 film

demonstrated a significantly larger photoconductivity than the Si17 or Si12Ge5 films, and so
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Figure 7.5: Photoconductivity spectra for the Si17 inverse opal film. (a) Real (black) and
imaginary (red) parts of the conductivity spectrum taken at 810 µJ/cm2. (b) Real (black)
and imaginary (red) parts of the conductivity spectrum taken at 972 µJ/cm2. (c) Real
(black) and imaginary (red) parts of the conductivity spectrum taken at 1134 µJ/cm2. Solid
lines are a fit to the Drude-Smith model, and the dashed black line is the zero line. The
waveforms used in this analysis were averaged over 32 measurements, and we estimate that
the uncertainty in the real and imaginary conductivity is ∼ 5Ω−1cm−1.

Sample Fluence Power law Total Power law Activation energy
(µJ/cm2) (α) (α− 1) (meV)

Si5Ge12 486 0.178± 0.02 −0.822 142.8
648 0.32± 0.02 −0.68 79.5
810 −0.001± 0.02 −1.001 *
972 −0.01± 0.02 −1.01 *

Table 7.5: Table of power law best-fit values for the Si5Ge12 inverse opal film. The * symbol
denotes undetermined values.

a good signal-to-noise could be found at fluences of 486, 648, 810, and 972 µJ/cm2. The data

are fit to a power law for times greater than 1 ps after maximum −∆E/Eref . The best-fit

parameters are given in Table 7.5 for reference. We find that low fluences have a total power

law of > −1, but higher fluences give a total power ∼ −1. The power α is found to be zero

in the high fluence measurements, so it is not possible to compute an activation energy.

Spectroscopy

Spectroscopy was performed at 1 ps after maximum −∆E/Eref , and the results are shown in

Fig. 7.7. The data are fit to a Drude-Smith model and the results are shown in Table 7.6.

We find that the carrier density slightly increases as the fluences is raised. The scattering

time τ was fixed in the same way as both the Si17 and Si12Ge5 samples. We found an average
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Figure 7.6: Photoconductivity lifetimes for the Si5Ge12 inverse opal film. (a) 486 µJ/cm2

(black circles), 648 µJ/cm2 (red circles), 810 µJ/cm2 (green circles) and 972 µJ/cm2 (blue
circles). (b) Lifetimes from (a) shown on a logarithmic y-axis for clarity. Black lines are the
power law fits, and the dashed black line is the zero photoconductivity baseline.

Fluence n τ c σl.r. µl.r.

(µJ/cm2) (1018 cm−3) (ps) (Unitless) (W−1cm−1) (cm2/Vs)

486 0.27± 0.2 0.044 −0.91± 0.03 51± 17 12± 4
648 0.21± 0.01 0.044 −0.86± 0.02 62± 10 19± 3
810 0.30± 0.01 0.044 −0.90± 0.02 62± 14 13± 3
972 0.34± 0.02 0.044 −0.89± 0.02 77± 14 14± 3

Table 7.6: Table of Drude-Smith best-fit values for Si5Ge12 inverse opal nanostructutes.

of τ ∼ 44 fs.

7.5 Discussion

7.5.1 Ultrafast Transient Photoconductivity

Lowering the photoconductivity lifetime is an excellent approach to fabrication of ultrafast

photodetectors. To achieve this a crystalline semiconductor can be implanted with ions or

damaged with radiation in order to introduce a large number of recombination centers near

the surface [318]. In turn, the ultrafast trapping at these recombination centres significantly

reduces the lifetime of the photoconducting state. Early work by Sekine et al. on ion-

implanted germanium thin-films reveals a charge-carrier lifetime of τ ∼ 600 fs that is tunable
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Figure 7.7: Photoconductivity spectra for the Si5Ge12 inverse opal film. (a) Real (black) and
imaginary (red) parts of the conductivity spectrum taken at 486 µJ/cm2. (b) Real (black)
and imaginary (red) parts of the conductivity spectrum taken at 648 µJ/cm2. (c) Real
(black) and imaginary (red) parts of the conductivity spectrum taken at 810 µJ/cm2. (d)
Real (black) and imaginary (red) parts of the conductivity spectrum taken at 972 µJ/cm2.
Solid lines are a fit to the Drude-Smith model, and the dashed black line is the zero line. The
waveforms used in this analysis were averaged over 4 measurements, and since the signal-to-
noise ratio is large, we estimate that the uncertainty in the real and imaginary conductivity
is ∼ 5Ω−1cm−1.
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with the dose of O+ implantation [329] and, by extension, the amount of disorder. The floor

of the relaxation lifetime τ occurs at the highest O+ dosage ∼ 1014 cm−2, indicating that

the recombination dynamics are dominated by saturation of the effective trap density [329].

Mobilities in these thin films reach a maximum of ∼ 100 cm2/Vs [101]. Later, Lui et

al. showed that in radiation damaged silicon-on-sapphire (RD-SOS) the dominant trapping

mechanism is a single deep trap level by noting the single exponential relaxation of the

photoconductivity [318]. Deep trapping in RD-SOS is thus associated with lifetimes of ∼ 4

- 6 ps and traps become saturated with charge carriers near carrier densities of ∼ 1020 cm−3

[318].

Extensive work by Nampoothiri et al. documents terahertz photoconductivity dynamics

in hydrogenated SixGe1-x thin films [324–327]. Their finding of few-picosecond lifetimes

agrees well with our results in Section 7.4 [316]. Fits of the data recorded at the highest

fluences are shown in Fig. 7.8. We find that the lifetimes in our inverse opal structures obey

the same −∆E/Eref ∝ tα−1 power law as Nampoothiri et al. indicating an exponential tail

of states beneath the conduction band [315, 316]. The power laws found in this work are

provided in Table 7.7. We find that the total power α − 1 ∼ 0.5 for many of the samples,

which has been seen in the photoconductivity of functionalized pentacene crystals§ and in

the lifetimes measured in RD-SOS [318, 328]. From these power laws, the activation energy

is determined through the relation

α =
kBT

kBT0
(7.11)

where T is the sample temperature and kBT0 is the activation energy [315]. The activation

energies are shown together in Table 7.7. We find that generally the activation energies are

much larger than what can be explored within the bandwidth of the THz pulse ≲ 10 meV.

Nonetheless, these results are consistent with findings of Nampoothiri et al. and Lui et al,

in that they demonstrate that on picosecond time-scales, charge carriers fall into the trap

states below the band-edge [316, 318]. Using a THz pulse to probe these charge carriers

does not result in re-excitation of the trapped carriers. In contrast, using an 800 nm pulse

to probe the trap states reveals a longer lifetime than seen in THz conductivities [316]. This

§6,13 bis triisopropylsilylethynyl pentacene
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Figure 7.8: Lifetime analysis inverse opal thin films. (a) 0% Ge film at fluence of 1610
µJ/cm2. (b) 30% film at fluence of 1134 µJ/cm2. (c) 70% Ge film at fluence of 972 µJ/cm2.

Sample Fluence Power law Total Power law Activation energy
(µJ/cm2) (α) (α− 1) (meV)

0% Ge 1296 0.55± 0.03 −0.45 46.2
1610 0.42± 0.04 −0.58 60.5

30% Ge 810 0.56± 0.02 −0.44 45.3
972 0.46± 0.02 −0.54 55.2
1134 0.45± 0.02 −0.55 56.4

70 % Ge 486 0.178± 0.02 −0.822 142.8
648 0.32± 0.02 −0.68 79.5
810 −0.001± 0.02 −1.001 *
972 −0.01± 0.02 −1.01 *

Table 7.7: Table of power-law best-fit values for inverse opal nanostructutes. The * symbol
denotes undetermined values.

is because the near-infrared pulse possesses an energy beyond the activation energy which

results in continued free-carrier screening [316]. There does not appear to be an obvious

trend in the activation energies shown in Table 7.7, and future work can elaborate on these

results by applying broad-band THz spectroscopy to these samples, as suggested by the

results of Cooke et al. on silicon nanocrystal films [76].

7.5.2 THz Electrodynamics

From the fits performed in Section 7.4 it is clear that the inverse opal nanostructures loosely

follow the Drude-Smith model. In all samples there are oscillations in σ̃(ω) that are unac-

counted for within the framework of the Drude-Smith model, and here we wish to explore

future avenues of research. The Poole-Frenkel effect is a prominent transport mechanism

in amorphous semiconductors, including germanium and silicon [313, 330–332]. The Poole-
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Frenkel effect describes the electric-field induced lowering of the Coulombic potential sur-

rounding point defects resulting from sp3 hybridized states of dangling bonds [312, 333]. The

field-induced lowering of the barrier results in a conductivity σ that follows the expression

[331, 334, 335]

σ(t) = σ0 exp

(︄
β
√︁

|E(t)|
rkBT

)︄
, (7.12)

where β =
√︁
e3/πϵ, E(t) is a transient electric field, ϵ is the dielectric constant, σ0 is the

initial conductivity, T is the temperature, and r is a constant that depends on the position

of the Fermi level [335]. Impressively, time-resolved terahertz spectroscopy experiments have

shown that an electron trapped ∼ 90 meV below the conduction band can be liberated by

photons with as little energy as ∼ 4 meV [334]. Importantly, after Fourier transformation

with a simple Gaussian pulse, one indeed finds oscillations in the real and imaginary parts

of the conductivity spectrum that match our own. However, this effect does not explain

our results because it has been observed that electric fields of ∼ 300 kV/cm [333, 335] are

required, which are orders of magnitude larger than the fields used in this experiment (∼ 300

V/cm).

Another model that explains the deviations from the Drude-Smith model is the Bergmann

effective medium theory, which we introduced in Section 2.2.2. In our derivation of the

plasmon model, it was assumed that the depolarization spectral function was sharply peaked

about a single depolarization L0, such that g(L) ∼ g0δ(L−L0). A more detailed calculation

of the spectral function may aid in providing a suitable model of the photoconductivity, as

suggested by Němec, Kužel and cohorts [31, 174].

Finally, it is becoming increasingly important to consider the dielectric background of the

material under study [71, 74, 195, 336]. The absorption from phonon modes in the dielectric

background can produce artifacts in the photoconductivity spectrum that require a more

rigorous analysis than the thin-film approximation used here. The higher order terms in the

transmission coefficient and the multilayer geometry depend on the background dielectric

function, which , as was shown in Section 3.2, is measured by THz time-domain spectroscopy.

Future work must encompass THz time-domain spectroscopy in order to obviate potential

artifacts in the analysis procedure [74].
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7.6 Summary

In summary, we have performed the first time-resolved terahertz spectroscopy of silicon-

germanium inverse-opal nanostructured films. Our results indicate that the primary route

of recombination is through ultrafast trapping. There is significant localization of charge as

evidenced by our conductivity spectra, and broadband spectroscopy is needed to discern the

significance of deep and shallow trapping.
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Chapter 8

Functionalized Silicon Nanosheets

8.1 Introduction

In recent years, there has been considerable interest in two-dimensional materials such

as atomically thin transition metal dichalcogenides (TMDCs) [125, 126, 142], high-mobility

polymers [143, 337, 338], and semiconductor nanosheets [339–342]. This surge of activity

has been motivated by potential applications in, for example, photocatalysis [343–346] and

optoelectronics [143, 256, 347–349].

Among these two-dimensional materials is silicene, the silicon analog of graphene that

has the potential for enhanced compatibility with current silicon technology. The nonplanar

silicon double bonds are too reactive to be isolated, which makes silicene less stable than

its planar graphene counterpart. As a result, one of the sublattices in silicene is vertically

displaced above the other, creating a buckled honeycomb lattice. Complete hydrogenation

is a relatively straightforward approach to reducing the reactivity of the surface [350, 351];

however, Hydride-terminated silicon nanosheets are highly vulnerable to oxidation in ambient

environmental conditions and require functionalization for further use.

Functionalization with large organic molecules is a promising avenue to reduce the am-

bient reactivity of silicene [140, 347, 350, 350]. Narreto et al. showed that dodecene func-

tionalization does not affect the photoluminescence of the nanosheets. The peak photolu-

minescence occurs near 2.4 eV, with slight variations attributed to the environment of the

toluene-suspended nanosheets [140]. Through a temperature dependence of the photolumi-
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nescence, Narreto et al. found that the PL efficiency increases as the nanosheets are cooled,

owing to increased radiative recombination in the disorder-induced band-tail states. Further

evidence is found in the time-resolved photoluminescence, which indicates that recombina-

tion of electrons and holes occurs primarily in the band-tail [140].

It is difficult to gather a complete understanding of microscopic charge carrier dynamics

from photoluminescence alone. To gain further insight, one can look at the optoelectronic

properties, such as the charge carrier mobility. Mobilities in SiNS samples made from SiNS

vary from 39 to 100 cm2/Vs [352–354] which are significantly smaller than the theoretical

limits of ∼ 2×105 cm2/Vs [355]. Mobility measurements of pressed pellets and loose films are

made difficult by using contact methods such as the van der Pauw configuration [352–354].

Fortunately, time-resolved terahertz spectroscopy is a non-contact approach to measuring

charge carrier mobility, which, to date, has yet to be performed on SiNS.

Time-resolved terahertz spectroscopy provides information complementary to time-resolved

photoluminescence (TRPL). The photoconductivity lifetimes provided by TRTS monitor

the carrier density, whereas TRPL lifetimes monitor the number of recombination events.

Mechanisms directly removing charge carriers from the conduction band suppress lifetime

in TRTS, while mechanisms that minimize recombination events suppress PL. Furthermore,

modeling the photoconductivity spectrum may provide insight into mechanisms affecting

charge carrier mobility in SiNS.

8.2 Sample Preparation

Chemical exfoliation of the Zintl salt CaSi2 yields hydrogenated SiNSs (SiNS-H). Struc-

turally, CaSi2 consists of alternating layers of Ca and Si, and the addition of concentrated HCl

decomposes the Ca2+ ions into CaCl2 and monolayers of SiNS-H. In this work, the CaSi2 was

exfoliated in concentrated HCl at -20 ◦C for seven days, forming SiNS-H [140, 342, 347, 350].

Catalytic hydrosilation (hydrosilylation) adds Si-H bonds to unsaturated bonds (such as

double bonds). Hydrosilylation reactions can react with molecular and surface Si-H groups

with various unsaturated substrates. Hydrosilylation is the mechanism that is responsible for

the formation of SiNS-H. The hydrosilylation process also bonds the Si surface to molecules.

Utilizing the unsaturated bond in Si to react surface molecules with SiNS does not occur

184



Figure 8.1: Lifetimes of SiNS-C12H25 and SiNS-H at 295 K and 100 K. The standard error
after 49 measurements is shown as coloured bands. (a) SiNS-C12H25 and (b) SiNS-H.

spontaneously and requires initiation. Azobisisobutyronitrile (AIBN) is used to catalyze the

hydrosilylation of SiNS with dodecene monomers (C12H25) in this work (SiNS-dodecene)

[140, 342, 347, 350].

The SiNS-H and SiNS-dodecene was cleaned, suspended in toluene, and stored in a glove

box filled with nitrogen. The SiNSs were drop-deposited onto 1 mm-thick fused quartz

substrates for time-resolved terahertz spectroscopy. The samples were kept in dry nitrogen

until mounted in the TRTS chamber. We minimized the exposure to air by transporting

the samples in a dry-nitrogen-filled container. We then quickly mounted the samples and

evacuated the TRTS chamber. The vacuum reached a final pressure of ∼ 10−6 Torr.

8.3 Results and Discussion

Figure 8.1 shows the first-ever TRTS performed on SiNSs. The SiNSs were photoexcited

with 400 nm, 100 fs pulses at a fluence of 218 µJ/cm2. Figure 8.1 (a) shows the photocon-

ductivity lifetimes of SiNS-dodecene, and Fig. 8.1 (b) shows the lifetimes of SiNS-H. The

standard error of 49 averages is the colored bands surrounding the lifetimes. The lifetimes

were measured at 295 K (black) and 100 K (red).

The dodecene functionalization has a significantly larger photoconductivity than the

SiNS-H, even at low temperatures. Interestingly, there is a very slight photoconductivity in

the SiNS-H at 295 K, which barely reaches one standard error above the noise floor at 0 ps.

The relatively high conductivity indicates that the dodecene has prevented the oxidizing of
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Figure 8.2: Lifetimes of SiNS-C12H25 at 214, 274, and 321 µJ/cm2. Dashed lines are a fit to
an exponential decay model. The horizontal dotted line is the zero line.

the SiNS-H. A lower mobility in oxidized SiNS is expected because in bulk Si, the electron

mobility is 1450 cm2/Vs [170], while the mobility of SiO2 is ∼ 30 cm2/Vs [356, 357].

Encouraged by the enhanced conductivity in the SiNS-dodecene sample, we investigated

the fluence-dependence of the photoconductivity lifetime in SiNS-dodecene. Figure 8.2 shows

the lifetimes as fluences of 218, 274, and 321 µJ/cm2. Indeed, the photoconductivity in-

creases, indicating that the samples are not degrading from the excitation density. The

lifetimes are fit to exponential decays of the form

−∆E
Eref

= Ae−t/τ (8.1)

where A is the amplitude and τ is the 1/e time constant (cf. dashed lines in Fig. 8.2). The

results of the fits are shown in Table 8.1, and we find that the time constant of the decay

is ∼ 1 ps for all fluences. This short lifetime is consistent with ultrafast trapping in other

nanocrystalline materials and supports the ultrafast trapping model proposed by Narreto et

al. [140].

We selected a fluence of 274 µJ/cm2 to balance the number of averages with the possibility
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Fluence A τ
(µJ/cm2) (%) (ps)

218 1.32± 0.04 0.97± 0.02
274 3.11± 0.09 0.732± 0.009
321 2.08± 0.03 1.05± 0.01

Table 8.1: Table of exponential best-fit values for SiNS-dodecene fluence dependence.

Figure 8.3: SiNS lifetime and photoconductivity. (a) Photoconductivity lifetime. Red dashed
line is a fit to an exponential decay model. (b) Photoconductivity spectrum of SiNS-C12H25

taken at 274 µJ/cm2. Spectroscopy is performed at 1 ps after maximum −∆E/Eref . Solid
lines correspond to a fit to the Drude-Smith model. The horizontal dotted lines are the zero
lines.

of sample degradation. Figure 8.3 (a) shows the photoconductivity after 49 averages, fit to

an exponential decay. We find a time constant of τ = 1.16±0.01 ps. Figure 8.3 (b) shows the

complex conductivity with a pump-probe delay time of 1ps. Error bars denote the standard

error of the conductivity spectrum after 25 averages.

We find that the Drude-Smith model fits the photoconductivity well. Table 8.2 contains

the best-fit Drude-Smith parameters. We find that charge carriers are significantly localized,

with a c-parameter of nearly -1. The extracted carrier density of 3.29 × 1014 cm−2 is

significantly below the areal photon density of 5.52 × 1014 cm−2. This discrepancy indicates

that a significant degree of charge-carrier trapping occurs during the sub-picosecond onset of

photoconductivity which Narreto et al. also observed [140]. The short-range Drude-Smith

mobility of 400 cm2/Vs is in reasonable agreement with the measurements of Tao et al., who

recorded mobility of ∼ 100 cm2/Vs [358] in silicene field-effect transistors. In work by Tao et

al., a synthesis-transfer-fabrication process (silicene encapsulated delamination with native
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m∗ n τ c µs.r. µl.r.

(me) (1011cm−2) (ps) (unitless) (cm2/Vs) (cm2/Vs)

0.21 [359] 3.29± 0.9 0.047± 0.008 −0.99± 0.06 400± 60 0± 2

Table 8.2: Table of Drude-Smith best-fit values for SiNS-dodecene at 1 ps post max ∆E/Eref ,
at fluence of 274 µJ/cm2.

electrodes, SEDNE) enabled them to deposit the pristine silicene onto Ag(111) thin film

in-situ for STM spectroscopy [358]. This in-situ approach enabled Tao et al. to measure the

electrical properties of pristine SiNSs. In the present work, the nanosheets are interrogated

directly by the THz radiation, and the dodecene fulfilled the role of preventing oxidation of

the SiNS.

It is becoming clear that encapsulation and functionalization are necessary techniques for

fully integrating silicene into existing technologies. The mobility of 400 cm2/Vs is already

comparable to those found in transition metal dichalcogenide transistors [142] and TiO2

monolayers [340], however, there is much room for improvement if they are to reach their

theoretical potential of ∼ 2 × 105 cm2/Vs. Dodecene functionalization thus provides an

excellent avenue for future optoelectronic applications of silicon nanosheets.

8.4 Summary

We performed time-resolved terahertz spectroscopy on dodecene-functionalized silicon

nanosheets for the first time. Measurements of the photoconductivity lifetime yield a very

short charge carrier lifetime of ∼ 1 ps. A Drude-Smith model describes the conductivity

spectrum well, with a significant degree of carrier localization (c ∼ -1). The carrier den-

sity is significantly smaller than expected from the photon density and is likely the result

of ultrafast charge-carrier trapping occurring during the onset of photoconductivity. The

dodecene functionalization protects the SiNSs, and contributes to a substantial short-range

mobility of 400 cm2/Vs.
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Chapter 9

GaN Nanowalls

9.1 Introduction

Recently, group III-nitride materials such as GaN have gained considerable attention

regarding photocatalytic water splitting. The alignment of the energy bands to many pho-

tocatalytic reactions has proven to be favorable, and the ability to remain stable in harsh

chemical environments makes them a valuable tool in photocatalysis [144, 145]. Increasing

the surface area-to-volume ratio can be achieved by growing GaN nanowires and proves to

be an excellent avenue to achieve increased molecular participation in surface chemistry.

However, Kraut et al. showed that the nanowire growth exposes the crystallographic m-

planes to photochemical etching, which erodes the GaN nanowires [146]. Fortunately, the

crystallographic c-plane is stable [146]. Maximizing the c-plane exposure while minimizing

m-plane exposure can be achieved by moving from a nanowire geometry to a nanowall con-

figuration. By utilizing selective area growth and molecular beam epitaxy, nanowalls with

highly tunable height, separation, and length can be grown, opening up many avenues for

optimization [144].

Measuring the electronic properties of nanowalls is difficult because the substrate-nanowall

connection is highly fragile. To overcome this we use time-resolved terahertz spectroscopy to

acquire optoelectronic properties, becuse TRTS is a non-contact probe of photoconductivity.

The electron diffusivity of crystalline GaN is D = 4 cm2/s [360]. Therefore, the diffusion

length in one oscillation of a THz wave is ∼8 nm. Since the minimum dimensions of the walls

189



Figure 9.1: (a) Dimensions of GaN nanowalls. The nanowalls are 500 nm tall and 270 nm
wide. The c-planes are facing upward, away from the substrate. (b) Conventional unit cell
of a hexagonal lattice with the c- and m-planes. The directions shown use the Miller-Bravais
notation.

under study are 270 nm, we do not expect charge carriers to undergo a significant degree of

localization because THz radiation will probe much smaller length scales.

9.2 Sample Properties

Reference [144] contains the details of the nanowall growth. Briefly, the GaN nanowalls

were grown by plasma-assisted molecular beam epitaxy directly onto a 1 mm thick, double-

side polished, c-plane sapphire wafer in selective area growth mode using a TiN mask. Refer-

ence [361] contains a detailed description of the masking process. GaN growth was conducted

under a nitrogen-rich environment with a nitrogen flux of 0.363 standard cubic centimeters

per minute. Gallium was introduced at a beam-equivalent pressure of 5 x 10−7 mbar and a

substrate temperature of ∼850 ◦C.

Figure 9.1 (a) shows the dimensions of the nanowalls under study. The nanowalls are

270 nm wide, 500 nm tall, and have a 1 µm pitch. A 1 mm x 1 mm patch of nanowalls

was grown for this study. The top facet of the nanowalls are c-plane, and the sidewalls are

m-planes due to the epitaxial relationship between GaN and sapphire [144]. The c-plane,

m-plane, and corresponding directions are shown in Fig. 9.3 (b). Note that the directions

are determined using the Miller-Bravais notation*.

9.3 Results and Discussion

The GaN nanowalls were photoexcited with 100 fs, 267 nm photons because the band gap

of GaN is 3.4 eV [144, 362]. A fluence of 2 µJ/cm2 was chosen to produce a photoconductivity

*To convert the direction [uvw] into the Miller-Bravais notation [UVTW], use the relations U = (2u−v)/3,
V = (2v − u)/3, T = −(U + V ), and W = w
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A1 A2 A3 τ1 τ2
(%) (%) (%) (ps) (ps)

3.88± 0.03 1.13± 0.02 1.44± 0.01 5.45± 0.08 67± 3

Table 9.1: Table of biexponential best-fit values for GaN Nanowall photoconductivity life-
time.

well above the noise floor. The charge carrier effective mass is m∗ = 0.22me [170], and the

penetration depth is δ = 59 nm [363]. TRTS was performed with the long 1 mm length of

the nanowalls parallel to the THz electric field. The incoming THz radiation is vertically

polarized.

Figure 9.2 shows the photoconductivity lifetime and spectroscopy at 1, 5, 10, 40, 100 ps

after photoexcitation. Figure 9.2 (a) shows the photoconductivity lifetime. Recombination

in bulk GaN is dominated by bimolecular recombination, however, in the GaN nanowalls we

find that this is not the case. The behaviour is similar to what we observed in the conductivity

lifetime of the CdS nanowires in Chapter 5: after a fast initial decay, the photoconductivity

levels out. To parameterize this, we fit our data to a biexponential decay of the form

−∆E
Eref

= A1e
−t/τ1 + A2e

−t/τ2 + A3, (9.1)

where, A1 and A2 are the amplitudes of the decay channels with corresponding time con-

stants τ1 and τ2, respectively. A3 is a constant offset that represents the contribution of

a recombination pathway with lifetime far larger than the 125 ps window explored here.

Future work can elaborate on the mechanisms responsible for this behaviour, and for now

we report the best-fit parameters in Table 9.1. We find the short recombination timescale is

τ1 = 5.45± 0.08 ps, and the longer lifetime is τ2 = 67± 3 ps.

Figure 9.2 (b) - (f) shows the spectroscopy acquired at 1, 5, 10, 40, and 100 ps after

excitation. Figure 9.3 shows the photoconductivity spectra at 1 ps after excitation. There

is no consensus regarding the appropriate model to fit the photoconductivity of GaN, and

Figure 9.3 shows the best fit of each model against our data. Figure 9.3 (a) and (b) shows

the Generalized Drude model suggested by Tsai’s work on GaN thin films [364]. (c) shows

the Drude-Lorentz model used by Parkinson et al. on GaN nanowires [67], and (d) contains

the Drude model as suggested by the work of many others [67, 365, 366]. Interestingly none
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Figure 9.2: Time-resolved terahertz spectroscopy of GaN nanowalls. (a) Photoconductivity
lifetime (black line). Red dots indicate the average real conductivity. (b)-(d) Photoconduc-
tivity spectra acquired at 1, 5, 10, 40, and 100 ps.
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Figure 9.3: Photoconductivity models for GaN nanowalls. (a) The incorrect Generalized
Drude model found in literature. (b) The correct Generalized Drude model. (c) Drude-
Plasmon model. (d) Drude model.

of these models could simultaneously describe the flatness of the real conductivity and the

steepness of the imaginary conductivity.

The first model we investigated was the Generalized Drude model, which extends the

Drude model to encompass a distribution of scattering times [197, 364, 367]. The conduc-

tivity in the Generalized Drude model is given by

σ̃(ω) =
ne2τ

m∗

[︃
1

1− (iωτ)1−α

]︃β
, (9.2)

where α and β are positive empirical fit parameters that determine the width of the spectral
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Generalized Drude n τ α β
(incorrect) (1018cm−3) (ps) (unitless) (unitless)

1.0± 0.5 0.04± 0.01 0.71± 0.1 1.0± 0.3
Generalized Drude n τ α β

(correct) (1018cm−3) (ps) (unitless) (unitless)

4± 400 0.01± 1 0.97± 53 0.97± 41
Drude-plasmon n τ ν ρ neq

(1018cm−3) (ps) (unitless) (unitless) (1018cm−3)

1.03± 16 0.08± 0.01 1± 1 0.98± 7× 1013 0.033± 2× 1013

Drude n τ
(1018cm−3) (ps)

1.03± 0.08 0.083± 0.008

Table 9.2: Best-fit photoconductivity parameters for the GaN nanowalls.

scattering rate distribution [87, 197, 367]. However, upon use, one finds that Eq. (9.2) is

unusually sensitive to changes in α. The complexity of the formula obscures the sensitivity

to α and can be detrimental to the interpretation of results. Calculations of the spectral

scattering rates are also volatile with this model (see Appendix C), and it became clear that

something was wrong with Eq. (9.2). Comparing work by Igelsias et al. [367] against the

formulae found in the terahertz spectroscopy literature [87, 197, 364], there appears to be a

mistake that has persisted for many years. To obtain the correct scattering rate distribution,

it is important to bring the minus sign of the denominator into the brackets with iωτ such

that

σ̃(ω) =
ne2τ

m∗

[︃
1

1 + (−iωτ)1−α

]︃β
. (9.3)

Initially, we found that Eq. (9.2) fit our data quite well, as shown in Fig. 9.3 (a). How-

ever, when we calculated investigated the spectral distribution, large singularities appeared

that indicated scattering rates τ > 1 µs. Using the correct Generalized Drude model (Eq.

(9.3)) yields a smooth distribution of scattering rates that match the work of Iglesias et al.

[367]. Unfortunately, after correcting this error, the Generalized Drude model does not de-

scribe our data well as seen in Fig. 9.3 (b). The best-fit parameters are reported in Table 9.2.

Parkinson et al. performed optical-pump terahertz-probe spectroscopy on bulk GaN

and GaN nanowires with 300 nm diameter [67]. Utilizing three-photon absorption of 800
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nm photons, they directly probed the photoconductivity dynamics of GaN. In bulk GaN,

Parkinson et al. describe their conductivity with a Drude model and find the mobility

is 590 cm2/Vs. Interestingly, spectroscopy of their nanowires revealed a Drude-plasmon

photoconductivity. The Drude-plasmon model is a model comprised of a Drude component

and a Lorentz oscillator. The Drude component of the spectrum is given by

σ̃Drude(ω,N,Γ) = i
Ne2ω

m∗(ω2 − iωΓ)
, (9.4)

where Γ is the scattering rate, N is the charge carrier density, and m∗ is the charge carrier

effective mass. The plasmon resonance is described by

σ̃(ω,N,Γ) =
iNe2ω

m∗(ω2 − ωPL(N)2iωΓ)
(9.5)

where ωPL =
√︁
fNe2/m∗ϵr is the plasmon frequency, f = 1/2 is a geometrical factor for

a cylinder, ϵr = 9.4 is the relative permittivity [67]. In GaN the background conductiv-

ity cannot be neglected [131, 365, 366], and has a substantial impact on the differential

photoconductivity [115]. Therefore the photoconductivity is given by

σ̃(ω) =
(︂
σ̃Drude(ω, ν∆N,Γ) + σ̃Plasmon(ω, (1− ρ)Neq + (1− ν)∆N,Γ)

)︂
− σ̃Plasmon(ω, (1− ρ)Neq,Γ)

(9.6)

where Neq is the density of carriers in equilibrium, ∆N = N −Neq is the difference between

the density photoexcited free carriers and equilibrium carriers, 1− ν is the fraction of pho-

toexcited carriers in the plasmon mode, and 1−ρ is the fraction of equilibrium carriers in the

plasmon mode. The background combined with a plasma oscillating at the resonant plasma

frequency gives rise to a modified Drude-Lorentz model that can describe complicated spec-

tral features with only four fit parameters� ∆N , Γ, ν, and ρ [67, 110, 115]. Figure 9.3 (c)

shows the data fit to the Drude-plasmon model, and we find again that the Drude-plasmon

model is not a good description of our results.

Finally, the photoconductivity in Fig. 9.3 (d) is fit to a Drude model as suggested by

�Provided that the equilibrium carrier density is known apriori.
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work on bulk GaN [67, 365, 366]. Again we find that the model cannot reproduce the real

part’s flatness and the imaginary conductivity’s steepness.

9.4 Summary

In summary, time-resolved terahertz spectroscopy was performed on gallium nitride

nanowalls that were grown on sapphire substrates using molecular beam epitaxy. The photo-

conductivity lifetime is found to be > 125 ps, and we report a short lifetime of τ1 = 5.45±0.08

ps, and a longer lifetime is τ2 = 67 ± 3 ps. There is a significant photoconductivity that

persists beyond the 125 ps window measured here.

Modelling the time-resolved spectroscopy proves difficult in this system. By testing the

photoconductivity models used in literature, we uncovered a mistake in the reporting of the

Generalized Drude model. Correcting this error resulted in poor fits of the photoconductivity.

We also found that our results also do not agree with the Drude-plasmon and Drude models.
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Chapter 10

Conclusions

This thesis contains many studies of ultrafast charge carrier dynamics in various nanomate-

rials. By leveraging the powerful non-contact nature of time-resolved terahertz spectroscopy,

we performed the first TRTS studies on CdS nanowires wrapped in C3N5 nanosheets, atom-

ically thin WSe2 nanosheets, inverse opal germanium-silicon nanostructures, functionalized

silicon nanosheets, and gallium nitride nanowalls.

Photocatalysis applications of CdS nanowires wrapped in C3N5 nanosheets depend on the

ability to optimize charge-carrier participation in surface chemistry. Charge-carrier transport

regulates participation in surface chemistry, and in Chapter 5 we measure the ultrafast

transport of charge carriers in CdS nanowires. Our terahertz time-domain spectroscopy of

bulk CdS and CdS nanowire films showed that our samples possess no significant density

of equilibrium charge carriers. We performed TRTS on bulk CdS, and found that surface

scattering significantly reduces the mobility in CdS. Our measurements of ∼ 100 cm2/Vs

agree well with estimates of ∼ 128 cm2/Vs that come from a simple diffuse surface scattering

model [219, 220].

We investigated three models of charge carrier dynamics in CdS nanowire films. The

plasmon model was shown to not support our results due to inconsistencies in the fluence

dependent behaviour of the plasma frequency. The Bruggeman model of conductivity did

not fit our data well because it requires a unique combination of charge carrier density and

volume fill fraction to match the shape of our photoconductivity spectra. The fill fraction

was kept as a global fit parameter, and the unique combination of fill fraction and carrier
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density was not always attainable. The Drude-Smith model was found to fit our data well,

and provide meaningful insight into the charge carrier localization occurring in the CdS

nanowire films. Our results suggest that the short range (< 25 nm) charge-carrier mobilities

(∼ 400 cm2/Vs) are nearly bulk-like (∼ 440 cm2/Vs [203]). Wrapping the nanowires in C3N5

is shown to increase the charge carrier localization, as the weakly bonded C3N5 nanosheets

may be modifying the surface potential in favour of further localization. The Drude-Smith

model also allowed us to extract the ambipolar diffusion coefficients D∗ for our CdS-NW

films. We could then use the D∗ in our model of charge-carrier lifetimes. Our TRTS of

bulk CdS yielded an ambipolar diffusivity of D∗ ∼ 1.3 cm2/s which is in agreement with

the reported value of 1.2 cm2/s [162]. In the bare CdS nanowires we found D∗ ∼ 0.7 cm2/s,

which is significantly larger than the ES-WNWs and IS-WNWs, where D∗ ∼ 0.1−0.3 cm2/s.

With the ambipolar diffusion coefficients measured from TRTS, we then constructed a

multi-level rate equation to simultaneously describe the photoluminescence and photocon-

ductivity lifetimes. To describe the lifetimes, our model incorporates hot carrier cooling,

surface recombination, charge separation, and bimolecular recombination. The model fits

the photoluminescence and photoconductivity of all the CdS nanowires, the ex-situ wrapped

nanowires, and the in-situ wrapped nanowires. In the CdS nanowires and the ES-WNWs, we

find a surface recombination velocity that increases with fluence, and is similar to measure-

ments in bulk CdS (S0 ∼ 104 cm/s) [162]. In the IS-WNWs, we find that our model suggests

almost no surface recombination is occurring, This may be because the recombination is so

fast in those samples that the surface recombination occurs on sub-picosecond timescales.

Thus only the bimolecular recombination occurs on the > ps timescales measured here. The

surface recombination velocity was found to increase as the fluence was increased. This is

consistent with charge-carrier screening of the surface potential in CdS nanowires. As the

density is increased, the charged surface states are screened by the free carriers. This lowers

the potential barrier at the nanowire surface and increases access to surface recombination.

Furthermore, our measurements of the charge separation time constant indicate that it takes

longer for electrons and holes to separate at high excitation densities. This is also consistent

with charge carrier screening of the surface potential because at large densities there are

more charge carriers that must recombine before the surface potential is restored.
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In Chapter 6 we investigated the fluence and temperature dependence of the ultrafast

photoconductivity in a WSe2 monolayer within the 0.5-2.5 THz bandwidth. At room tem-

perature, the photoconductivity lifetimes indicate that exciton formation has a significant

impact on the transient carrier density, and early (< 1 ps) exciton dissociation gives rise to

a population of free carriers. The free carriers undergo bimolecular recombination. As the

fluence is increased from 49 to 490 µJ/cm2, we observe a slight increase in the free carrier

bimolecular recombination constant, γb,f , from ∼ 0.25 to ∼ 0.44 cm2/s. The exciton dissoci-

ation constant, γa,x, is found to decrease from ∼ 2.5 to 1.9 ps−1 as the fluence is raised. This

corresponds with an increase of the dissociation time from 400 to 526 fs. The amplitude of

the photoconductivity is seen to increase as the fluence is increased, and potential saturation

is observed at a fluence of 490 µJ/cm2.

As the sample is cooled, the free carrier bimolecular recombination constant exhibits

nontrivial behaviour that warrants further investigation. Starting at 1.6 cm2/s at 230K,

γb,f is found to reach a minimum of ∼ 4 cm2/s around 130 K. γb,f then increases as the

temperature is lowered further. The monomolecular exciton dissociation constant, γa,x, is

found to initially increase as the temperature is lowered and reaches a maximum of 2.5 ps

at 180 K. As the sample is cooled further, γa,x is found to decrease. The absorption of

the sample was found to have a strong temperature dependence. As the sample is cooled,

the absorption peak nearest the excitation energy (3.1 eV) is found to blue shift into the

excitation energy. This results in an increase of the monolayer absorption, which is reflected

in the maximum photoconductivity we observe. As the temperature is lowered, we find that

the photoconductivity does indeed increase.

At room temperature we perform time-resolved terahertz spectroscopy. The conductivity

spectra are fit to a Drude-Smith model. We find that the sheet conductivity lowers as

time progresses after excitation. As the fluence is increased, the conductivity is found to

increase as well. The sheet density of carriers is also found to increase with fluence, and the

localization parameter does not have a clear dependence on temperature. The c-parameter

is found to be ∼ −0.5, and future work is needed to unveil the mechanism responsible for

the localization we observe.

Cooling the sample does not seem to have a significant effect on the photoconductivity
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of the WSe2 monolayer. The scattering rate is found to be ∼ 50fs for all temperatures. The

sheet density of carriers is found to increase as the sample is cooled, which is in line with

our observations of the temperature dependent absorption and photoconductivity lifetimes.

The long-range mobility and c parameter are found to be constant, µl.r ∼ 90 cm2/Vs and

∼ 0.65, respectively.

Replacing Ge with Si in inverse-opal nanostructures is important for the industrial-scale

application of these structures; however, charge carrier transport in the composite networks

is still unknown. In Chapter 7 we performed TRTS on Si-Ge nanostructures containing 0 %,

30 %, and 70 % Ge and found that photoexcited charge carriers exist for ∼ 2 ps, and that the

Drude-Smith model describes their conductivity. Fitting the lifetimes to a power law allows

us to extract activation energies in these systems, and future temperature dependences might

prove fruitful in measuring these experimentally. We find energies of ∼ 50 meV in the 0 %

and 30 % Ge nanostructures and ∼ 100 meV in the 70 % nanostructure. We find that the

lowest long-range mobility (∼ 4 cm2/Vs) occurs in the 30 % Ge sample and is likely due to

diffusive back-action at Ge-Si interfaces in the composite nanostructure. In the 0 % and 70

% Ge sample we find mobilities of ∼ 7.5 cm2/Vs and ∼ 9 cm2/Vs, respectively.

The oxidation of silicon nanosheets (SiNSs) is a significant barrier to integrating SiNSs

into existing Si-based technologies. We investigate two surface passivations: one comprised

of dodecene (SiNS-C12H25) and another with hydrogen (SiNS-H). We find that the photocon-

ductivity of the SiNS is generally weak; however, encapsulation with dodecene is significantly

stronger than SiNS-H. The charge-carrier lifetime of the SiNS-C12H25 film is ∼ 2 ps, and

we could not measure a lifetime in the SiNS-H film. We find that the conductivity in SiNS-

C12H25 is well described by a Drude-Smith model, with a high short-range mobility of 400

± 60 cm2/Vs.

Gallium nitride nanowalls are important for future applications in photocatalytic water

splitting. However, ultrafast charge carrier dynamics remain unexplored in GaN nanowalls.

In Chapter 9 we perform time-resolved terahertz spectroscopy on gallium nitride nanowalls

that were grown on sapphire substrates using molecular beam epitaxy. The photoconduc-

tivity lifetime is found to be > 125 ps, and we report a short lifetime of τ1 = 5.45± 0.08 ps,

and a longer lifetime is τ2 = 67 ± 3 ps. There is a significant photocontuctivity that per-
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sists beyond the 125 ps window measured here. Modelling the time-resolved spectroscopy

proves difficult in this system, however, by working through the existing photoconductiv-

ity models we did uncover a mistake in the Generalized Drude model shown in terahertz

spectroscopy literature. Correcting this error resulted in poor fits of the photoconductivity.

Our results also do not agree with existing literature that supports the Drude-plasmon and

Drude models.

As devices continue to miniaturize into nanoscale dimensions, it is becoming increasingly

important to document the ultrafast charge-carrier dynamics in the nanomaterials that com-

prise these devices. In this thesis we have investigated a variety of nanomaterials, and the

knowledge gained from these experiments will provide future routes for optimizing photocat-

alytic performance in nanowires, collection efficiencies in battery anodes, and next-generation

solar cell performance.

Future directions include terahertz scanning tunnelling microscopy of CdS nanowires in

order to visualize the formation of the surface potentials that limit charge carrier transport.

Broadband terahertz spectroscopy can be used to access trion resonances in WSe2, and

excitation of deep trap states in inverse-opal nanostructures. Alternative passivations may

continue to increase the mobility of charge carriers in SiNS, and new models may help

understand the photoconductivity of GaN nanowalls.
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Appendix A

Numerically Solving the Diffusion

Equation

A.1 Introduction

Here we aim to present the numerical method that was used to solve the 1-D diffusion

equation in this thesis. The method follows Ref. [368] closely. The diffusion equation reads

∂n(x, t)

∂t
= D

∂2n(x, t)

∂x2
+G(x, t), (A.1)

where n(x, t) is the carrier density distribution (conventionally in units of cm−3), x is the

spatial coordinate, t is time, D is the diffusion coefficient (conventionally in units of cm2/s),

and G(x, t) is a source term that describes the onset of carriers induced by an ultrafast exci-

tation pulse. G(x, t) can be simply described by the product of a time-dependent Gaussian

function and a spatial exponential decay of the form

G(x, t) = Ae−(t−t0)2/w2

e−αx, (A.2)

where A is the amplitude, t0 is the moment of excitation, w characterizes the width of

the Gaussian, and α is the absorption coefficient of the material at the photoexcitation

wavelength [162]. The aim, from a THz spectroscopy perspective, is to determine the spatial

and temporal evolution of n, so that the photoconducting film thickness can be estimated.

245



A.2 Discretization

The first step in the discretization procedure is to replace the domain [0, L]× [0, T ] by a

set of mesh points. The discretized coordinates will be denoted

xi = i∆x, i = 0, 1, 2, ..., Nx, (A.3)

and

tm = m∆t, m = 0, 1, 2, ..., Nt. (A.4)

To simplify the notation considerably, we will denote n(xi, tm) = nm
i . Equation (A.1) is valid

for all mesh points, so that
∂nm

i

∂t
= D

∂2nm
i

∂x2
+G(xi, tm). (A.5)

The time-domain is solved by the forward difference approximation, which results in the

substitution
∂nm

i

∂t
→ nm+1

i − nm
i

∆t
. (A.6)

A common discretization of the second derivative follows the centre point scheme where [368]

∂2nm
i

∂x2
→ nm+1

i − 2nm
i + nm−1

i

(∆x)2
. (A.7)

Substituting these identities into Eq. (A.5) gives

nm+1
i − nm

i

∆t
= D

nm+1
i − 2nm

i + nm−1
i

(∆x)2
+Gm

i ., (A.8)

which, when rearranged for nm+1
i gives

nm+1
i = nm

i +D
∆t

(∆x)2
(︁
nm
i+1 − 2nm

i + nm
i−1

)︁
+∆tGm

i . (A.9)

We now have a recursive rule for evolving from nm
i to nm+1

i . The coefficient D ∆t
(∆x)2

is referred

to as the Mesh Fourier Number, and must be kept above 1/2 in order to guarantee meaningful

results [368]. This update procedure is illustrated in Fig. A.1.

246



Figure A.1: Schematic of the update equation (Eq. (A.9)) acting on the discretized domain.

A.2.1 Boundary Conditions

Thus far we have neglected the boundaries in the discretization of the diffusion equation.

Since the boundaries present a discontinuity of the discretization, the update equation at

the spatial endpoints must be handled in a slightly different way. The Neumann boundary

condition stipulates that
∂n(x, t)

∂x

⃓⃓⃓⃓
x=boundary

= 0, (A.10)

which leads to perfect reflection of the carrier density at the boundaries. In situations where

surface recombination plays a significant role in the carrier dynamics, it is common to use

the boundary condition

∂n(x, t)

∂x

⃓⃓⃓⃓
x=boundary

= − S0

D∗n(x = boundary, t). (A.11)

The approach we will take is to introduce a so-called ghost point to our discretized domain.

On the left hand side (x=0), we will add the ghost point nm
−1, and on the right (x = Nx)

we will add nm
Nx+1. In the following sections we will evaluate the Neumann and surface

recombination conditions separately.

A.3 Neumann Boundary Condition

For the Neumann boundary condition we make the approximation

∂n(x, t)

∂x

⃓⃓⃓⃓
x=boundary

≈
nm
boundary−1 − nm

boundary+1

2∆x
= 0. (A.12)
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For the left and right boundaries we can solve for the ghost points. On the left hand side

(x = 0) we get

nm
−1 = nm

1 (A.13)

and on the right hand side (x = Nx∆x) we find

nm
Nx+1 = nm

Nx−1. (A.14)

Equation (A.9) can then be used to solve for the update equation of the left boundary (i = 0).

Starting with the definition

nm+1
0 = nm

0 +D
∆t

(∆x)2
(︁
nm
+1 − 2nm

0 + nm
−1

)︁
+∆tGm

0 , (A.15)

we can substitute nm
−1 with Eq. (A.13), giving us the left boundary update equation

nm+1
0 = nm

0 + 2
D∆t

(∆x)2
[nm

1 − nm
0 ] + ∆tGm

0 . (A.16)

Following the same logic as above, one can easily show that the right hand boundary has

the form

nm+1
Nx

= nm
Nx

+ 2
D∆t

(∆x)2
[︁
nm
Nx−1 − nm

Nx

]︁
+∆tGm

Nx
. (A.17)

A a full python implementation of this is given below in Listing A.1, where n is initialized

as a unit height spike at x = 0.
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import numpy as np

import matplotlib.pyplot as plt

# Initializing the arrays

x = np.linspace (0,1,100)

times = np.linspace (0 ,10 ,100)

dt = np.abs(times[1]- times [0])

dx = np.abs(x[1]-x[0])

ninit = np.zeros(len(x))

ninit [0] = 1

ninit[-1] = 1

D = 0.0001

# Defining the update function

def time_update(x,times ,n,D):

dt = np.abs(times[1]- times [0])

dx = np.abs(x[1]-x[0])

newn = np.zeros(len(n))

print(’Mesh Fourier Number: %0.3f’ %(D*dt/dx/dx))

for m,tm in enumerate(times):

if tm == times [0]: #work with initial n array

for i, xi in enumerate(x):

if xi == x[0]: # Left Boundary

newn[i] = n[0] + 2*D*dt*(n[1] - n[0])/dx/dx

elif xi == x[-1]: # Right Boundary

newn[i] = n[i] + 2*D*dt*(n[i-1] - n[i])/dx/dx

else: # Every other point

newn[i] = n[i] + 2*D*dt*(n[i+1] - 2*n[i] + n[i-1])/dx/dx

else: # work with n array

for i,xi in enumerate(x):

if xi == x[0]: # Left Boundary

newn[i] = newn [0] + 2*D*dt*(newn [1] - newn [0])/dx/dx

elif xi == x[-1]: # Right Boundary

newn[i] = newn[i] + 2*D*dt*(newn[i-1] - newn[i])/dx/dx

else: # Every other point

newn[i] = newn[i] + 2*D*dt*(newn[i+1] -2* newn[i] + newn[i-1])/dx/dx

return newn

# Plotting the results

newn = time_update(x,times ,ninit ,D)

plt.figure ()

plt.scatter(x,ninit)

plt.plot(x,newn ,’r-’)

plt.show()

Listing A.1: Python 3.9 solution of the diffusion equation with Neumann bondary conditions.
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A.4 Surface Recombination Boundary Condition

The boundary condition for surface recombination can be found by a similar approach

as above. To begin, we note that

∂n(x, t)

∂x

⃓⃓⃓⃓
x=boundary

≈
nm
boundary−1 − nm

boundary+1

2∆x
= − S0

D∗n
m
boundary. (A.18)

And following the same logic as above, it is easy to show that the left side ghost point is

given by

nm
−1 = nm

1 − 2
S0∆x

D
nm
0 . (A.19)

The ghost point on the right hand side is subtly different because surface recombination

reduces carriers at the interface. This makes the gradient of the carrier distribution point

downwards, changing the sign of the boundary condition. This gives the relation

nm
Nx+1 = nm

Nx−1 − 2
S0∆x

D
nm
Nx
. (A.20)

From Eqs. (A.19) and (A.20), the new update equations can be found. The right hand side

update equation is given by

nm+1
0 =

[︃
1− 2S0

∆x

]︃
nm
0 +

2D∆t

(∆x)2
[nm

1 − nm
0 ] + ∆tGm

0 , (A.21)

and the left hand side is given by

nm+1
Nx

=

[︃
1− 2S0

∆x

]︃
nm
Nx

+
2D∆t

(∆x)2
[︁
nm
Nx−1 − nm

Nx

]︁
+∆tGm

Nx
. (A.22)

A working Python 3.9 example of this for is provided in Listing A.2.
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import numpy as np

import matplotlib.pyplot as plt

# Initializing the arrays

x = np.linspace (0,1,100)

times = np.linspace (0 ,10 ,100)

dt = np.abs(times[1]- times [0])

dx = np.abs(x[1]-x[0])

ninit = np.zeros(len(x))

ninit [0] = 1

ninit[-1] = 1

D = 0.0001

S0 = 0.0002

# Defining the update function

def time_update(x,times ,n,D,S0):

dt = np.abs(times[1]- times [0])

dx = np.abs(x[1]-x[0])

newn = np.zeros(len(n))

print(’Mesh Fourier Number: %0.3f’ %(D*dt/dx/dx))

for m,tm in enumerate(times):

if tm == times [0]: #work with initial n array

for i, xi in enumerate(x):

if xi == x[0]: # Left Boundary

newn[i] = n[0]*(1 - 2*S0/dx) + 2*D*dt*(n[1] - n[0])/dx/dx

elif xi == x[-1]: # Right Boundary

newn[i] = n[i]*(1 - 2*S0/dx) + 2*D*dt*(n[i-1] - n[i])/dx/dx

else: # Every other point

newn[i] = n[i] + 2*D*dt*(n[i+1] - 2*n[i] + n[i-1])/dx/dx

else: # work with n array

for i,xi in enumerate(x):

if xi == x[0]: # Left Boundary

newn[i] = newn [0]*(1 - 2*S0/dx) + 2*D*dt*(newn[1]-newn [0])/dx/dx

elif xi == x[-1]: # Right Boundary

newn[i] = newn[i]*(1 - 2*S0/dx) + 2*D*dt*(newn[i-1] - newn[i])/dx/dx

else: # Every other point

newn[i] = newn[i] + 2*D*dt*(newn[i+1] -2* newn[i]+newn[i-1])/dx/dx

return newn

# Plotting the results

newn = time_update(x,times ,ninit ,D,S0)

plt.figure ()

plt.scatter(x,ninit)

plt.plot(x,newn ,’r-’)

plt.show()

Listing A.2: Python 3.9 solution of diffusion equation with surface recombination boundary

conditions.
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Appendix B

Lock-In Detection and the 2-Chop

Technique

B.1 Introduction

Lock-In amplifiers are a vital electronic measurement tool found in virtually all physics

laboratories throughout the world. Their strength comes from allowing measurements of

extremely small voltages, and they do so by using phase-sensitive detection. Time-Resolved

Terahertz Spectroscopy (TRTS) is a spectroscopy technique that allows researchers to mea-

sure frequency dependent conductivity in a large variety of materials, and requires the mea-

surement of very small voltage differences.

Here, we will introduce the reader to the basics of phase-sensitive detection and how it

is used to measure the amplitude of a simple sine-wave input. From this we construct a

procedure that allows us to explore the phase sensitive detection of a general input signal.

With this generalization we then calculate the calibration factors for a Dirac comb input

signal, which is often employed in TRTS measurements *

Afterwards, we demonstrate that a calibration factor must be considered when attempting

to compare a differential voltage measurement (V1 − V2) to a sum voltage measurement

(V1 + V2). This factor is indeed dependent on the Fourier coefficients of the Dirac comb

*We choose to work with Dirac combs, because a transient current observed by a photodiode lasts on the
order of microseconds. Since a Lock-In amplifier samples the input signal with nearly the same resolution,
the input signal effectively appears as a Dirac comb to good approximation.
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function, but we show (for the first time) that the relative phase between an input and

reference signal provides a significant contribution to this calibration factor that has thus

far been neglected.

Finally, we demonstrate that there is no reason to use two Lock-In amplifiers when

performing a differential transmission measurement. A single Lock-In amplifier can be used

to simultaneously measure a sum and difference measurement by correctly phasing the x

component of a Lock-In amplifier. We show that if the x-component is phased correctly to

read a sum voltage measurement, then the y-component will naturally measure a difference

voltage.

B.2 Lock-In amplifier theory

B.2.1 Simple Example

Phase-sensitive detection (PSD) allows experimentalists to distinguish small voltages signal

from noise. It does so by multiplying a known reference signal (usually a sine or cosine wave)

and the signal of interest. In the examples that follow, the work flow of a Lock-In amplifier

will be approximated by a three-step process:

Input → Multiply → Filter.

To begin, let us consider a reference signal Vref (t) and an input signal Vin(t). For simplicity

they will both be sine-waves defined as

Vin(t) = Vin sin(ωint+ θin) (B.1)

and

Vref (t) = Vref sin(ωref t+ θref ). (B.2)

where, θref and θin are phases of the reference signal and input signal respectively. Multi-

plying Eq.(B.1) by Eq.(B.2), and using elementary trigonometric identities we arrive at the

253



signal Vm,

Vm(t) =
VinVref

2

[︂
cos
(︂
θin − θref + (ωin − ωref )t

)︂
− cos

(︂
θin + θref + (ωin + ωref )t

)︂]︂
.

(B.3)

Equation (B.3) is a function with a term containing a sum of frequencies (ωin + ωref ), and

another term containing a difference of frequencies (ωin − ωref ). Thus, when the input

frequency is matched to the reference frequency, we attain

Vm(t) =
VinVref

2

[︂
cos
(︂
θin − θref

)︂
− cos

(︂
θin + θref + 2ωref t

)︂]︂
.

(B.4)

In Eq.(B.4), there is a term that oscillates at twice the reference frequency, and one that

does not oscillate at all (often referred to as the DC term). Therefore, by applying a low-pass

filter, one can extinguish the frequency doubled term, and measure a constant voltage that

is proportional to the input voltage (Vpsd)

Vpsd =
VrefVin

2
cos
(︂
θin − θref

)︂
. (B.5)

Let us now draw our attention to the relative phase θin − θref . A Lock-In amplifier has the

ability to adjust the relative phase between the input signal and the reference signal. In the

example so far, the user would ideally like to shift the reference phase to match the input

phase (θin = θref ), so as to maximize Vpsd, and yield a true reading of Vin. Normally, the

factor of Vref/2 is removed within the Lock-In amplifier, and so the output voltage Vout will

be given by

Vout = Vin. (B.6)

From this elementary example we have shown that a Lock-In amplifier transforms the am-

plitude of an AC signal into a DC voltage. In the next section, we consider a general signal,

so that this method can be applied to any input signal a user may want.
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B.2.2 General Input Signal

According to Fourier’s theorem, a signal can be decomposed into an infinite sum of sine-

waves, each term having their own amplitude an and phase θn. Therefore, an arbitrary input

signal can be written in the form

Vin(t) = Vin

∞∑︂
n=0

an sin
(︂
(2n+ 1)ωint+ θn

)︂
. (B.7)

Now Vin(t) can be multiplied by the reference signal, which yields

Vm(t) = VinVref

∞∑︂
n=0

an sin
(︂
(2n+ 1)ωint+ θn

)︂
× sin

(︂
ωref t+ θref

)︂
.

(B.8)

Using the identity

sinu sin v =
1

2

[︂
cos(u− v)− cos(u+ v)

]︂
(B.9)

on each of the terms in the above series, Eq.(B.8) can be written as

Vm =
VinVref

2

∞∑︂
n=0

an

[︄
cos
(︂
(2n+ 1)ωint+ θn − ωref t− θref

)︂

− cos
(︂
(2n+ 1)ωint+ θn + ωref t+ θref

)︂]︄
.

(B.10)

Let us now assume, as in Section B.2, that the relative phase is matched so that θref = θn.

We further assume that the reference sine wave is generated such that ωref = ωin, so that

we may rewrite Eq.(B.10) as

Vm =
VinVref

2

∞∑︂
n=0

an

[︄
cos
(︂
2nωref t

)︂

− cos
(︂
(2n+ 2)ωref t+ 2θref

)︂]︄
.

(B.11)
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Figure B.1: The reference and Dirac Comb input given by Eq.(B.17) are shown.

Passing Vm through the low pass filter eliminates all terms of higher order than n = 0, and

so the phase-sensitive output voltage is

Vpsd =
VinVref

2
a0. (B.12)

Since the factor Vref/2 is solely due to the multiplication of the internal reference and the

input signal, this factor is normally removed within the Lock-In amplifier. Consult the

operation manual of your Lock-In amplifier. Thus, for a general input signal, with matched

reference phases, the output of a Lock-In amplifier will read

Vout = Vina0. (B.13)

In the following sections, we will be using a0 from the Fourier series of various Dirac combs,

and we will see that other coefficients emerge when various phases are considered.
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B.2.3 Measuring V1 + V2

In this section, we will discuss the situation where the input signal is comprised of two Dirac

combs. These combs are separated from each other by a phase of π/2 and they repeat with

a period equal to the period of the reference frequency (ωref = 2πfref ). See Fig. B.1 for a

visual representation. The Fourier series of a Dirac comb is

III(t) =
1

T

n=∞∑︂
n=−∞

ei
2πn
T

t, (B.14)

where T = 1/fref is the time between Dirac deltas. For convenience, let us write Eq.(B.14)

as a completely real function. We begin by noting that eix = cos(x) + i sin(x). Since

sin(−x) = − sin(x), the imaginary parts cancel term-by-term under the sum. Furthermore,

since cos(−x) = cos(x), the Fourier series acquires a factor of 2, and thus we get

III(t) =
2

T

n=∞∑︂
n=0

cos

(︃
2πn

T
t

)︃
. (B.15)

We may now use this to write down the Fourier series of the signal in Fig. B.1 as

Vin(t) =
2

T

∞∑︂
n=0

V1 cos (nωint+ θn)

+ V2 cos (nωint+ θn − π/2)

(B.16)

where, ωin = 2π/T , θn is the phase shift between time t = 0 and the first Dirac comb, and V1

and V2 are the amplitudes of the respective Dirac combs. Considering that cos(x− π/2) =

sin(x), we arrive at the final form of the Fourier series for an input of a double Dirac comb

Vin(t) = 2
1

T

∞∑︂
n=0

V1 cos (nωint+ θn) + V2 sin (nωint+ θn) . (B.17)

Multiplying by the internal reference signal

Vref (t) = Vref sin
(︂
ωref t+ θref

)︂
, (B.18)
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we now get

Vm = 2
Vref
T

∞∑︂
n=0

V1

(︂
cos (nωint+ θn) + V2 sin (nωint+ θn)

)︂
× sin(ωref t+ θref ),

(B.19)

which can be rewritten as

Vm = 2
Vref
2T

∞∑︂
n=0

V1

[︂
sin
(︂
(n+ 1)ωint+ θn + θref

)︂
− sin

(︂
(n− 1)ωint+ θn − θref

)︂]︂
+V2

[︂
cos
(︂
(n− 1)ωint+ θn − θref

)︂
− cos

(︂
(n+ 1)ωint+ θn + θref

)︂]︂
.

(B.20)

Differentiating Eq.(B.20) respect to the relative phase (θ = θn−θref ), it is easy to show that

the phase which yields the maximum Vm is given by

θn − θref = −π/4 + nπ. (B.21)

Therefore, when one adjusts the relative phase to achieve a maximum signal with this input,

Eq.(B.20) becomes

Vm =
2V1
T

Vref
2

[︂
− sin(−π/4) + sin(ωint− π/4)− ...

]︂
2V2
T

Vref
2

[︂
cos(−π/4) + cos(−ωint− π/4)− ...

]︂
.

(B.22)

Filtering out all but the DC component, we arrive at the output of the phase sensitive

detector:

Vpsd =
2√
2T

(︂
V1 + V2

)︂Vref
2
. (B.23)
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Since the Lock-in amplifier internally handles the Vref/2 term, we arrive at the output voltage

Vout =
2

T

(︂
V1 + V2

)︂ 1√
2

(B.24)

The leftmost 2/T is the Fourier coefficient of the Dirac comb, and is the same for all har-

monics. The Fourier coefficient of the Dirac comb is very important for this signal input,

because it is dependent on the period of the comb. Since optical choppers can alter the

period between Dirac comb elements, these Fourier coefficients are crucial to consider when

calculating quantities from measured data. Up until now, the rightmost factor of 1/
√
2 has

been referred to as a calibration factor, and is usually measured directly. This factor orig-

inates from the relative phase of the Dirac comb input, and not from the amplitude of the

Fourier coefficient. The results of this section will show up again in later sections, but for

now let’s explore how a Lock-In amplifier can be used to measure a difference of voltages.

B.2.4 Measuring V1 − V2

Figure B.2: Dirac comb input in V1 − V2 mode.

We now shift our attention to a different situation involving two Dirac comb functions.
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This time the combs are separated by a phase of π, and they repeat with a period equal to

the period of the reference frequency, as shown in Fig. B.2. Under these considerations, the

Fourier series of the input signal is simply

Vin(t) =
2

T

∞∑︂
n=0

V1 cos (nωint+ θn) + V2 cos (nωint+ θn − π) . (B.25)

Since cos(x− π) = − cos(x), we may write the input signal as

Vin(t) =
2

T

∞∑︂
n=0

V1 cos (nωint+ θn)− V2 cos (nωint+ θn) . (B.26)

Again, multiplying by the reference signal given in Eq.(B.18), and using the identity

cos(u) sin(v) =
1

2
[sin(u+ v)− sin(u− v)] (B.27)

we get

Vm = 2
Vref
2T

∞∑︂
n=0

V1

[︂
sin
(︂
(n+ 1)ωint+ θn + θref

)︂
− sin

(︂
(n− 1)ωint+ θn − θref

)︂]︂
−V2

[︂
sin
(︂
(n+ 1)ωint+ θn + θref

)︂
− sin

(︂
(n− 1)ωint+ θn − θref

)︂]︂
.

(B.28)

From this, it is clear that when V1 = V2, the output voltage of the Lock-In amplifier is 0.

Differentiating with respect to the relative phase, it is easy to show that the maximum signal

occurs at θn − θref = −π/2 + nπ. Isolating the DC term with a low pass filter, and using

θn − θref = −π/2 yields the output of the phase sensitive detector

Vpsd =
2

T

(︂
V1 − V2

)︂Vref
2
. (B.29)

Within a Lock-In amplifier, the coefficient of Vref/2 is accounted for, and the output voltage
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from a Lock-In amplifier is thus

Vout =
2

T

(︂
V1 − V2

)︂
. (B.30)

With the above result, and the result from Section B.2.3, we will now demonstrate how to

implement this information with a sample calculation. Afterward, we will demonstrate the

correctness of this calculation by checking the results experimentally.

B.2.5 Using Values from Two Different Lock-In Amplifiers

It is common to measure the photoconductivity (σ(t)) through the relation

σ(t) ∝ −Eref − Epump

Eref
, (B.31)

where Eref is the amplitude of the THz pulse transmitted through a sample in equilibrium,

and Epump is the amplitude of the THz pulse transmitted through the photoexcited sample.

Using the results from Section B.2.4, we can measure voltage differences. The fact that

these voltages are proportional to a THz electric field is explained in Section 4.2, and here

we simply note that the output of a Lock-In amplifier will read

Vdiff =
2

Tdiff

(︂
Eref − Epump

)︂
, , (B.32)

where, Tdiff = 1/fdiff is the period between successive Dirac combs in the difference Lock-In

amplifier.

It is common to block the photoexcitation line, and measure the reference signal using

the method in Section B.2.3 as

Vsum =
2

Tsum

(︂
Eref + Eref

)︂ 1√
2
, (B.33)

where, Tsum is the period between successive Dirac combs in the summing Lock-In amplifier.

At this point, it is very important to note that the period of the summing and difference

measurements are not likely to be the same. Therefore, if one rearranges Eq. (B.32) and
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Eq. (B.33), one can rewrite Eq. (B.31) as

Eref − Epump

Eref
=

√
2
Tdiff
Tsum

VDiff

Vsum
. (B.34)

In our lab, the difference period is exactly half of the sum period, and so Eq. (B.31) can be

simplified as
Eref − Epump

Eref
=

1√
2

VDiff

Vsum
. (B.35)

In this calculation, have accounted for all of the pre-factors that come from Fourier coeffi-

cients and the phase of the incoming signals.
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Appendix C

Generalized Drude Model

The Generalized Drude model is an extension of the Drude model that accommodates a

non-uniform distribution of scattering rates. The conductivity is given by

σ̃(ω) =
ne2τ

m∗

[︃
1

1 + (−iω)1−α

]︃β
, (C.1)

where α and β are phenomenological fit parameters that describe the distribution of scatter-

ing rates. To make the distribution of scattering rates more clear, consider the conductivity

given by the Drude model (Eq. (2.47)). One may write the relationship between the real

and imaginary parts as

σ2(ω) = ωτσ1(ω). (C.2)

Therefore, on a graph of σ2/ω vs. σ1, the slope of the line is the scattering rate τ . We now

have a justification for the relation

τ(ω) =
dσ2(ω)/ω

dσ1(ω)
=

[︃
d

dω

(︃
σ2(ω)

ω

)︃]︃[︃
d

dω
σ1(ω)

]︃−1

(C.3)

which provides instructions on how to compute the scattering rate distribution for any com-

plex conductivity [367].
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Appendix D

A New Approach to Time-Resolved

Spectroscopy

D.1 Introduction

The foundations of TRTS were laid by Beard and cohorts, where they explored the

photoconductivity dynamics of the prototypical semiconductor GaAs [87]. In this work they

lay out the procedure of extracting photoexcited carrier dynamics, and raise an interesting

subtlety about how pump-probe spectroscopy cannot be interpreted in the same way as time-

domain spectroscopy. The issue is that photoexcitation rapidly transitions a semiconductor

into a metallic state.

When a material is transitioning from a semiconductor to a metal, it can occur on

subpicosecond timescales. Therefore, when a THz pulse is incident at just the right time,

half the THz pulse will experience a semiconductor, and the other half will be attenuated

by a metal. It is known that THz pulses are up-chirped by the normal dispersion of ZnTe,

and so the low-frequencies generally exit the source before the high frequencies. Therefore,

if the THz pulse is chirped, and it is “clipped” by the excitation, the higher frequencies are

disproportionately attenuated by the excitation. Ultimately this brings the validity of Fourier

transformation into question, and led to the wide-spread adoption of a projected pump-probe

time domain t−t′′ [87]. Experimentally it has been verified that there is nothing intrinsically

wrong with working in the projected domain, however, to-date, no one has mentioned how
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time-frequency analysis can be used to bypass this issue altogether.

D.2 Time-Frequency Analysis Fundamentals

Time-frequency analysis is an approach to understanding signals that is beginning to see

attention in THz time-domain spectroscopy and imaging communities [369–371], yet to the

best of our knowledge, no work has been done to connect this to optical-pump terahertz-probe

spectroscopy. Time-frequency analysis began in 1946 when Dennis Gabor published a 3-part

landmark work titled “Theory of Communication” which used the mathematics of Quantum

mechanics to rigorously explore the concept of a transient frequency. The key outcome of

Gabor’s analysis is the Gabor transform [372]. The Gabor transform is similar to a Fourier

transform, in that it provides access to the frequencies that compose a signal. However, a

well-known problem of the Fourier transform is that one loses all sense of causality, since

it requires each sine/cosine wave to exists for all time (both before and after the physics

being described). To this end, the Gabor transform retains the causal nature of a signal by

decomposing the time-domain into orthogonal time and frequency domains.

As with many things in life, there is no free lunch. The cost of gaining frequency resolu-

tion, is a necessary sacrifice of time resolution. This trade-off between time and frequency

resolution is encapsulated by an uncertainty principle ∆t∆f ≥ 1/2, which is a direct result

of using the mathematics of quantum mechanics to describe an arbitrary signal. Fig. D.1

demonstrates this principle, where the time axis is divided into regions of ∆t, and the fre-

quency domain is divided into regions of ∆f . Each rectangle in Fig. D.1 is referred to as a

time-frequency atom*, having an area that satisfies ∆f∆t ≥ 1/2. Orthogonal to the time-

frequency plane is the amplitude of each atom. To understand what this surface is, Gabor

used the analogy of a bank of reeds. As a sound wave flows over the bank of reeds, they

individually resonate at their resonance frequency for a short period of time. The amplitude

of the reed oscillation is then the amplitude we show in Fig. D.1.

The decomposition of a real function x(t) into its constituent atoms can generally be

*Gabor referred to them as logons, intending to describe the quantum of information.
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Figure D.1: Time-frequency space corresponding to the bank-of-reeds analogy.

expressed by the integral transform [373]

Gx(t, f) =

∞∫︂
−∞

x(t′)g(t− t′)ei2πft
′
dt′ (D.1)

where g(t) is referred to as the window function. This integral can be thought of as a

convolution of x(t) with the sliding window g∗(t′ − t) at a frequency defined by ei2πft
′
.

Gabor showed that the window function that achieves atoms of exactly ∆f∆t = 1/2 is given

by [372]

g(t− t′) = e−π(t−t′)2 (D.2)

so that Eq. (D.1) becomes

Gx(t, f) =

∞∫︂
−∞

x(t′)e−π(t−t′)2ei2πft
′
dt′. (D.3)

The Gabor transform is invertible [372], and we will use this invertibility later. The Gabor

transform bears significant resemblance to the Fourier transform

Fx(f) =

∫︂ ∞

−∞
x(t)ei2πftdt, (D.4)
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which leads me to believe that the Gabor transform can be used for time-resolved terahertz

spectroscopy.

D.3 Optical Constants

The Tinkham formula connects the complex, frequency-dependent transmission function

to the optical conductivity spectrum at pump-probe delay time ∆t1 and frequency ω. We

have found that it possesses the functional form

t̃ =
Ẽpump(ω,∆t1)

Ẽref (ω,∆t1)
=

n2 + 1

n2 + 1 + Zoσ̃(ω,∆t1) d
. (D.5)

Inspired by this form, we suggest, for the first time, the following time-frequency formulation

of the Tinkham equation

t̃(ω, τ) =
Ẽpump(ω, τ)

Ẽref (ω, τ)
=

n2 + 1

n2 + 1 + Zoσ̃(ω, τ) d
. (D.6)

The transmission function has always served as a connection between the reference signal

and the signal acquired after photoexcitation (i.e. Ẽpump), and it is explicitly tied to the

optical properties encompassed by σ. This forms the basis of the recipe we use in terahertz

spectroscopy. First measure Ẽref , then Ẽpump, and proceed to compute σ. Equation (D.6)

provides the same recipe. First record Ẽref , then measure Ẽpump, and proceed to compute σ.

Indeed, it is important to remember that Eq. (D.6) relates two-dimensional surfaces. At

each pump-probe delay time, there is a corresponding set of frequencies upon which one can

perform spectroscopy. An important consequence of this is that it does not matter if the

rise dynamics occur within the THz probe pulse because the asymmetric attenuation will be

handled by the early frequency bandwidth.

D.4 Simulating Epump with Time-Frequency Analysis

We now show that the Gabor transform can be used to accurately model a pump-probe

experiment, and so we will assume some behaviours of the photoexcited medium. First,

we will suppose that the recombination dynamics are sufficiently longer than the scattering
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dynamics so that we may decouple the conductivity according to the following Drude model

σ̃ = n(τ)
e2τdrude
m∗

1

1− iωτdrude
, (D.7)

where we will assumem∗ and e are 1 for simplicity. We will further assume that τdrude = 1/2π

ps so that the Drude crossover frequency is 1 THz. Finally, assume that n(τ) has the form

n(τ) = nmax(1− e−τ/τ1)e−τ/τ2 , (D.8)

where, τ1 is the rise time of the charge-carrier population, τ2 is the recombination lifetime,

and nmax is the maximum number of carriers.

Suppose that the semiconductor was photoexcited 1.5 ps before the THz pulse arrives,

and forms n(t) such that τ1 = 0.05 ps, τ2 = 50 ps, and nmax = 2 arbitrary units as illustrated

by the blue line in Fig. D.2. In the reference frame of the THz pulse (black line), there is a

finite change in the carrier density that will alter the waveform according to Eq. (D.6). The

THz reference frame is equivalent to the electro-optic sampling (EOS) time τ .

The transient conductivity produces a 2D surface in ω and τ . This surface is illustrated

in Fig. D.3. The real part is shown in Fig. D.3 (a) and the imaginary part is shown in Fig.

D.3 (b). The real and imaginary parts evolve in the time domain following n(τ), and the

frequency dependence is the result of the Drude spectrum.

We can now compute the time-frequency Tinkham transmission function with some fur-

ther simplifying assumptions. Assuming n2 = 1, Z0 = 1, and d = 1, Eq. (D.6) takes the

form

t̃(ω, τ) =
Ẽpump(ω, τ)

Ẽref (ω, τ)
=

2

2 + σ̃(ω, τ)
. (D.9)

The amplitude of the transmission function (|t̃(ω, τ)|) is shown in Fig. D.4. The transmission

function strongly decreases after photoexcitation at τ = −1.5 ps, just as one would expect

from free carrier absorption. Furthermore, low-frequencies are attenuated strongest as one

would expect from a Drude conductivity.

It is now possible to compute the transmitted THz electric field Ẽpump. First, we compute

Ẽref (ω, τ) using a numerical implementation of the Gabor transform [374]. This gives the
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Figure D.2: Eref -n(τ) relationship.

Figure D.3: Photoconductivity surface in time-frequency space. (a) Real and (b) imaginary
parts of the conductivity.
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Figure D.4: Transmission function.

complex surfaces shown in Fig. D.5. Figure D.5 (a) shows the real part and Fig. D.5 (b)

contains the imaginary part.

Figure D.5: Time-frequency Eref . (a) Real part ant (b) imaginary part.

Now, multiplying Eref (ω, τ) by t̃(ω, τ), we find Ẽpump(ω, τ), as shown in Fig. D.6. Figure

D.6 (a) shows the real part and Fig. D.6 (b) contains the imaginary part.
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Figure D.6: Time-frequency Epump. (a) Real part and (b) imaginary part.

Performing the inverse Gabor transform on Ẽpump(ω, τ) yields the transmitted Epump(τ)

shown in Fig. D.7 (red). Epump is shown along side the reference waveform (black) and

carrier density (blue).

Figure D.7: Epump simulated with time-frequency analysis.
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D.5 Discussion

Working in the reference frame of the THz pulse allows us to compare our simulations to

the foundations of Beard et al. [87]. At early pump-probe delay times the visible excitation

arrives at the sample as the THz pulse is propagating through it. In these early times the

excitation only attenuates the trailing parts of the THz pulse, leading to a different set of

optical properties that were not experienced by the leading parts of the THz pulse [87]. This

is observed best by plotting ∆E = Eref − Epump for each pump-probe delay. This is shown

in the contour plot of Fig. D.8 (a). This simulation uses the same values as the previous

simulation, and varies the pump-probe delay from -1.5 to 2.5 ps. The prior simulation occurs

at the pump-probe delay of 1.5 ps. The black line represents the projection axis of Beard et

al. [87].

At a fixed pump-probe delay we can calculate ∆E , as shown in Fig. D.8 (b) where the

pump-probe delay is 0 ps. The dashed-line in Fig. D.8 (b) corresponds to the reference field,

and by comparison it is clear that ∆E varies across the waveform. This is the feature noted

by Beard et al, where there is a finite ∆E for one half of the THz field, and no ∆E for the

other half.

Fixing the electro-optic sampling time at 0 ps, and varying the pump-probe delay time

gives rise to a measurement of ∆E that is proportional to the charge carrier lifetime. This

is shown in Fig. D.8 (c), where the black solid line corresponds to ∆E , and the red dotted

line is 0.119× n(t). Indeed we find beyond-excellent agreement between the two.

D.6 Summary

We have shown that by assuming a time-frequency perspective, we are able to model

a time-resolved terahertz spectroscopy experiment while working in the unprojected time

domain suggested by Beard et al. Future work is needed to formulate a more rigorous

foundation for this technique, as it may be promising for direct observation of hot-carrier

cooling dynamics that occur during the rise-time of a pump-probe experiment.
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Figure D.8: ∆E contour plot. (a) Contour plot of ∆E = Eref − Epump. The x-axis is the
reference frame of the THz pulse (electro-optic sampling time), and the y-axis is the pump-
probe delay time. (b) Finite ∆E for positive EOS time, and near zero for negative EOS
times indicating the this model captures the asymmetric attenuation noted by Beard et al.
[87]. (c) Fixing the EOS time to 0 ps and scanning the relative pump-probe delay results in
∆E (black line) that closely mirrors the carrier density n (red dotted line). The black line
in (a) is a 45o line that corresponds to the axis upon which Beard et al. project their data
[87].
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Appendix E

Negative σ1 Impulse Response

E.1 Introduction

Initial measurements of HgCdTe revealed an interesting feature of the photoconductivity

spectrum. When applying the Tinkham formula, it was found that the real part of the

photoconductivity transitioned from positive to negative around 1 THz [336]. This prompted

many follow up measurements and analyses, and the work presented here was part of that

effort. Nonetheless, this work is (as far as I am aware) entirely new to the THz community,

and warrants documentation.

Recall that the conductivity spectrum is given by the Fourier transform of the impulse

response

σ̃(ω) ≈
∞∫︂

−∞

K(t) exp(iωt)dt.

Exploring various forms of the impulse response K(t), a natural question emerges: “What

would the impulse response look like if the interrogating pulse did not have the form of a

delta function?”. A simple solution may have the form

K(t) =
(︂
1− exp(−t/τ1)

)︂
exp(−t/τ2)Θ(t) (E.1)

where τ1 parameterizes a slow onset of the current density (perhaps from hot carrier cool-

ing), and τ2 represents the relaxation timescale, and Θ(t) is the Heaviside step function.
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Expanding Eq. (E.1), we find

K(t) =
ne2

m∗

(︂
exp(−t/τ2)− exp(−t/τeff )

)︂
Θ(t) (E.2)

where the effective time constant is defined as 1/τeff = 1/τ1 + 1/τ2. An example of this

is given in Fig. E.1 (a) for τ1 = 1.65 ps and τ2 = 0.54 ps*. The blue line represents the

momentum relaxation, governed by τ2. The red line is for the rise dynamics, governed by

τ1. The black line is the full response, as given by Eq. (E.1).

Figure E.1: Impulse-response function with negative real conductivity. (a) Impulse response
and (b) complex conductivity.

Since the Fourier transform is a linear operator, we may transform each component of

K(t) individually, giving similar results to what was found Chapter 2. The conductivity is

thus given by

σ̃(ω) =
ne2

m∗

[︃
τ2

1− iωτ2
− τeff

1− iωτeff

]︃
. (E.3)

The crossover from positive to negative of the real part can be found in a straightforward

*Numbers chosen randomly by my officemates.
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calculation by setting the real part Re[σ̃] = 0. The crossover frequency f0 is given by

f0 =
1

2π

√︄
1

τ2τeff
. (E.4)

Figure E.1 (b) shows an example of the conductivity spectrum using the same values as Fig.

E.1 (a). The inset of Fig. E.1 (b) shows a close up of σ1 where we can see that it turns

negative at f0 = 0.33955... THz, as predicted from Eq. (E.4).

E.2 Application to Hg0.8Cd0.2Te Thin Film

As promised, this model was applied to TRTS performed on a Hg0.8Cd0.2Te thin film.

The Hg0.8Cd0.2Te film was 4 µm thick, grown on a lattice-matched 0.8 mm substrate made

of Cd0.96Zn0.04Te. The Hg0.8Cd0.2Te film was illuminated with 800 nm pulses at a fluence

of 12 nJ/cm2. The photoconductivity was measured 250 ps after photoexcitation, and the

temperature was increased from 20 K to 295 K. Figure E.2 shows the results of fitting the

Hg0.8Cd0.2Te photoconductivity spectrum to Eq. (E.3).

In Fig. E.2 (a) and (b), the real and imaginary parts are shown, respectively, for two

temperatures of 20 K and 295 K. There is a significant difference in both σ1 and σ2. At

20 K, σ1 the crossover frequency appears near ∼ 1 THz. At 295 K, σ1 is much lower due

to the weaker absorption, and exhibits no negative photoconductivity. Recall that once τ1

and τ2 are found, we can reconstruct the current density through Eq. (E.1). Over a variety

of temperatures from 20 K to 295 K, the photoconductivity is fit to Eq. (E.2), and the

corresponding K(t), as shown in Fig. E.2 (c). We can see a general trend in the impulse

response, where the rise time appears to become more significant at lower temperatures,

which explains the observed negative σ1. Quite simply, it takes longer for carriers to cool at

lower temperature because the scattering mechanisms are frozen out. Finally, at 295 K τ1

had to be fixed to 0 ps, which corresponds to a simple Drude model.
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Figure E.2: Fitting the Hg0.8Cd0.2Te TRTS with the custom impulse response. (a) 20 K fit.
(b) 295 K fit. (c) Temperature dependence of the response function.

The temperature dependence of the fit parameters are provided in Fig. E.3. Our obser-

vations regarding τ1 and τ2 can be seen in Fig. E.3 (a) and (b). τ1 appears to increase as

the sample is cooled, quickly saturating around a value of ∼ 0.045 ps. On the other hand, τ2

appears to increase significantly as the sample is cooled, starting at ∼ 0.1 ps and increasing

to a substantial fraction of a picosecond ∼ 0.625 ps. In Fig. E.3 (c) we find that the carrier

density increases as the temperature is lowered, reaching a maximum near ∼ 100 K after

which n decreases. To quantify the mobility, we set ω = 0 in Eq. (E.2), from which it is

found that

σDC =
ne2

m∗

(︂
τ2 − τeff

)︂
≡ neµ. (E.5)

The mobility is hence given by

µ =
e

m∗

(︂
τ2 − τeff

)︂
. (E.6)

The mobility is shown in Fig. E.3 (d). Owing to the large increase in τ2, the mobility reaches

values of ∼ 2× 105 cm2/Vs, roughly 20 times higher than the high mobility semiconductor

GaAs.
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Figure E.3: Temperature dependent fit parameters of Hg0.8Cd0.2Te thin film. (a) τ1, (b) τ2,
(c) n, and (d) µ.
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