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Abstract

The financial landscape is in a state of major disruption through digitaliza-
tion. The steady adoption of Artificial Intelligence (AI) has brought about
a myriad of opportunities for banks and financial institutions to drive effi-
ciency and innovation. These institutions are essentially customer-centric and
therefore understanding their customer base is one of the major fields of inter-
est from their perspective. Customer segmentation helps in this by breaking
down customers into different groups based on different approaches. In most
of the cases, traditional naive approaches like demographic features or specif-
ically calculated financial values are used for this segmentation. The pitfalls
of these approaches are the disregard for rich customer data these institutions
collect, the introduction of bias, and missing out on the capture of micro-
segments. This thesis presents a novel big data analytics framework to create
interpretable personas for retail and business banking customers. These data-
driven personas are essential to better tailor financial products and improve
customer retention.

In this thesis, we start with a comprehensive overview of big data analytics
frameworks in finance, time series anomaly detection, customer segmentation,
time series clustering, association rule mining, and distributed frameworks in
big data analytics and Machine Learning (ML). Then we present the method-
ology that includes describing the retail and business customer dataset that we
use in our experiments. The proposed framework is comprised of several com-

ponents including pre-processing, anomaly detection, clustering of transaction
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time series, and mining association rules that map contextual data to cluster
identifiers. We use anomaly detection for improving later stage clustering and
find interesting properties for financial time series. We use different raw-data-
based clustering techniques and compare them to find out the best methods
based on internal evaluation metrics and cluster stability. We then use associa-
tion rule analysis combining the contextual data with obtained clusters. Thus
leveraging rich transaction and contextual data available from nearly 60,000
retail and 90,000 business customers of the financial institution, we empiri-
cally evaluate this framework and describe how the identified association rules
can be used to explain and refine existing customer classes, and identify new
customer classes and various data quality issues. We also analyze the perfor-
mance of the proposed framework and explain its dynamic nature. We show
that it can easily scale to millions of banking customers for both vertical and

horizontal scalability.
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Chapter 1

Introduction

1.1 Al in Finance: The Disruptive Technology

In the last decade there has been tremendous progress in the field of Artificial
Intelligence. Applications of Al are also picking up the pace on the industry
front. It is a game changer for industries like healthcare, banking, trans-
portation, logistics, defense, etc. Whether it is for improving existing process,
making sense out of vast amounts of data, mimicking human action or pre-
dictive capabilities, the full potential of Al from the application perspective is
surely yet to be realized.

Financial industry is one of the most lucrative grounds for Artificial Intel-
ligence applications and has the potential to change the landscape. Financial
Technology (FinTech) is expected to reach a market value of $309 Billion by
2022 while the broader financial services market is expected to reach $26.5
Trillion by then [39]. The majority of financial institutions are aware of this
AT potential and have started integrating or planning to integrate Al into their
workflow. This is resulting in the adoption of organization-wide Al strategies.
Some of the most widespread applications right now are fraud detection [12],
[32], [90], cash flow prediction [81], [106], churn prediction [8], [99], [109], front
office chat bots for customer interaction [5] and personalized recommenda-
tions [40]. According to the Boston Consulting Group (BCG), through per-
sonalized interactions banks can increase their revenue growth by 300 million
dollars for every 100 billion dollars of assets they have [15]. Studies have found
that banks can potentially save $447 billion by 2023 from AI applications [18].

1



A big opportunity in this aspect is to understand the behaviour of the
customers that in turn can help these institutions improve existing processes,
offer better suited products and drive revenue through new strategies. Banks
and financial institutions have a vast amount of data regarding their users
but it has been found that traditional banks and financial institutions are not
making use of this rich data available to them [39]. This data can be divided
into four types [29]:

1. Zero-party data: It is the data that the consumers intentionally share
with the financial institutions, explicitly revealing their preferences, in-
terests and intent. This data is generated directly by consumers through
surveys, polls, quizzes, contests, questionnaires and preference centers.
For example, Business Development Bank of Canada (BDC) uses one-
question survey in the website to show relevant content. TD Bank has
a marketing preference center from where customers can have granular

control of marketing offers or survey requests from the bank.

2. First-party data: It is the data from the customers that is collected,
owned, and managed by the institution itself. It can be account re-
lated data (transaction, deposit, withdrawal, loan, etc), website, app,
Customer Relationship Management (CRM), social media data, etc. It
constitutes the major portion of customer data that financial institutions

have.

3. Second-party data: It is data that is collected by partnering with an-
other company, thereby obtaining access to the other company’s first-
party data. ICICI Bank’s partnership with Ferrari to offer a co-branded
credit card is an example of second-party data where the bank gets in-
formation regarding a lucrative segment. Another example is Google Ad

data obtained by the institutions.

4. Third-party data: It is the data purchased from companies that collect
and format the data from a variety of sources without any direct rela-

tionship with the customers. The data sources can be surveys, social
2



media, websites, etc.

The lack of data usage is specially true from the context of customer seg-
mentation where naive approaches are still employed. We aim to fill this gap

by proposing a framework for interpretable dynamic customer segmentation.

1.2 Traditional Approaches to Customer Seg-
mentation

Customer segmentation has long been an essential tool in the retail financial
services industry [49]. Traditionally, the customer base is segmented using
demographic information such as age, gender, and professions of individuals,
alongside analysis of their savings and spending patterns. These segments
are then used to tailor financial products to the specific needs of customers,
improve customer retention, and create targeted marketing campaigns [64].

The two biggest pitfalls of traditional methods, and of humans in general,
are the inability to analyze big data and the prevalence of narrative-driven bi-
ases when interpreting results. Modern time series clustering methods provide
an opportunity to simultaneously take a granular and wide look at customer
spending over time to determine how customers should be segmented [28], [80].
This, in turn, allows a financial institution to compare traditional, human-
centred methods to clustering methods for validating the usability of both.
For example, a persona used by the financial institution is a “traditional”, or
an older (60+), typically married individual with large savings (>$200,000)
and moderate income (~$100,000). While we know people like this exist, does
their demographic information capture how they transact? This problem is
exacerbated when looking at business customers. The demographic features
available for businesses are even more limited than those available for individu-
als, adding complexity for traditional methods, making a data driven approach
critical for business customers in particular.

A financial institution can answer the following questions: does contextual
information segment business customers in the same way that their spending

patterns would suggest? What are the relationships that are captured in
3



one approach rather than the other? Is there explainability for the differences
between traditional and modern approaches? If the answers to these questions
are compelling, it gives the financial institution a new tool for segmenting its
customers and therefore, a new host of products and services built around

these segments.

1.2.1 Narrative-Driven Biases

One issue that is caused by segmenting customers based on pre-existing notions
rather than data is that it introduces bias in the process. This is due to fact
that banks have some traditional notions of what makes a group of customers
separate from another, be it age, education or net annual income. But these
features alone are not enough for establishing a nuanced view of customer
behaviour. Therefore, an inherent bias is often introduced during the process.
Although, the obtained segments still have their usefulness, it especially fails

to capture micro-segments of customers.

1.2.2 Evolving Customer Segments

An important property of banking customers is that their needs change over
time and so do their earning and spending patterns. The rise of segmentation
itself is due to the fact that one size does not fit all customers. This can also
be true for the same customer at different time-snaps. This change can be a
natural approach or brought about by significant personal or global events. A
timely example of such a global event is current COVID outbreak. EY Future
Consumer Index on behavior and sentiment has found that customer segments
are already evolving due to the pandemic based on their study [37]. This re-
quires the industry to update and adapt their segmentation strategy. Also,
based on the adoption of technologies, for example mobile banking, different
segments of customers can arise that behave differently. This difference in be-
haviour can be influenced by their extent of adoption or the time at which they
adopt (early or late adopters). In order to capture and understand this chang-
ing behaviour with time we need to consider utilizing the rich time series data

of these customers. The traditional segmentation overlooks this specificity.
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1.2.3 Performance Implications

One of the challenges of using vast amount of data available to these institu-
tions comes from the performance restriction. As the customer number and
the time span of the collected data increase, the solution also needs to scale.
There is also a need to analyze how much of the data is actually required to
make reliable decision for the intended application. The choice of an appro-
priate solution also depends on the the scale of data and available computing
resources. This leads to important trade-offs between cost, performance, ease

of implementation and maintainability.

1.3 Automated and Dynamic Customer Seg-
mentation

The financial services industry is currently in a state of major disruption due
to advances in Al. Looking at a longer time frame, it is unclear where the line
will be drawn between tasks that require a human versus those that do not.
In a future where product and marketing design are also automated, customer
segmentation is still essential as an input for multi-agent modeling and simu-
lation. A financial institution must navigate the difficult task of segmenting
customers in a way that benefits a larger machine learning model even if the
results of the segmentation are not clear to us. To do this, it is essential that
the expert opinion acts as the prior knowledge that an algorithm can build
upon as the entire industry of financial services becomes more automated.

In this thesis, we start down the path of automated dynamic customer seg-
mentation utilizing a large amount of anonymized transaction and contextual
data. We examine several methods for clustering the customer base of a finan-
cial institution, and compare them using internal validation measures as well
as external validation through expert opinion. We use hierarchical clustering
to find anomalies and examine how they change over time. We examine the
stability of the clusters over various time frames to determine the frequency
with which we need to update clusters. We integrate time series clustering

with association rule mining to aid in the interpretation of the clusters. Fi-
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Anomaly Detection: . Customer Segmentation: = Explainability:
hierarchical clustering various clustering methods association rule mining

Figure 1.1: Overview of the proposed framework.

nally, we study the vertical and horizontal scalability of the system. Vertical
scalability refers to adding more resources to a single computing node while
horizontal scalability refers to adding more nodes to the system.

Our methodology involves anomaly detection and clustering of transaction
time series, and mining of association rules that map contextual data to clus-
ter identifiers and vice versa. These modules are shown in Figure 1.1 and ex-
plained in Section 3.2.2, 3.2.3 and 3.2.4. This three-step approach establishes
a framework for developing and deploying interpretable segmentation models
across a variety of datasets and timeframes to create actionable insights for

the financial institution.

1.4 Summary of Contributions

In this thesis we propose a framework for data-driven customer segmentation.
The contribution of this thesis is fourfold:

e We use hierarchical clustering to find and analyse anomalous customers
over various time frames. We use raw-data-based time series clustering
techniques on a large-scale real banking transaction data from approx-
imately 60,000 retail and 90,000 business customers. We obtain repre-

sentative patterns for those clusters.

e We investigate cluster stability through different time-snaps and different

time horizons.

e We extract useful and interesting rules by combining the metadata (de-
mographic and financial) and the cluster identifier of each customer. In
doing so we propose a systematic approach for specifying thresholds for
rule mining. We show that these results are helpful for cluster explain-

ability and required for several practical applications in the financial
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services industry.

e We evaluate the performance of the automated framework developed for
customer segmentation and show that it is vertically scalable. We found
that for 1 million customers the pipeline takes 137.62 minutes in Google
Cloud Platform (GCP) environment which is viable for the banking in-
stitution we partnered with. In addition, we propose a distributed imple-
mentation of the framework using synthetic time series data generated
by an autoencoder. We therefore confirm vertical scalability through

cloud implementation.

1.5 Outline of the Thesis

Chapter 2 discusses the related works on big data frameworks in finance, time
series anomaly detection, customer segmentation, time series clustering and
association rule mining. Chapter 3 presents the methodology used in the the-
sis. At first the financial dataset used in this study is described. Then the
framework for dynamic customer segmentation is introduced. The preliminary
data pre-processing section is described. Next the process of anomaly identi-
fication is described which is followed by a comparative analysis of different
clustering methods and distance measures used for segmentation. After that
a systematic approach for rule mining is proposed.

Chapter 4 presents the experimental result found through the analysis.
The stable anomalies found from the time series are presented. Then the
best performing clustering techniques are selected based on internal validation
and stability consideration. The obtained cluster shapes are also presented.
Then the usefulness of the extracted rules are discussed from two different
perspectives. One is alignment with existing personas and the other one is
the discovery of new personas. Chapter 5 discusses the performance of the
proposed framework and shows that it is scalable to millions of customers.
Performance for both horizontal and vertical scalability are analyzed along
with proposing a distributed implementation of the framework. The context of

dynamic nature is then discussed. Chapter 6 concludes the thesis by discussing
7



the summary of contributions, limitations of the presented work and potential

opportunities for future research in this area.



Chapter 2

Literature Review

2.1 Big Data Frameworks in Finance

In the era of big data, the banking industry has gone through radical changes
by adopting digitalization. Recent advances in big data mining from the con-
text of the banking industry have been discussed in [50]. It finds that secu-
rity enhancement, fraud detection, risk management, investment banking, and
CRM including customer segmentation are among the top researched topics.
There still seems to be a lack of both generalized and application-appropriate
frameworks with a focus on real-world application and with consideration of
the constraints that banking institutions face. One of the constraints is the
confidentiality requirements of banking data that hinders reproducible research
in this field. iCARE proposes a non-generalized big data-based customer an-
alytics framework using various data sources [97]. An RFM-based framework
for segmentation is proposed in [89] on a small scale of customers. NetDP
presents a framework for solving default prediction problem [74]. There is a
lack of generalized holistic framework geared towards interpretable segmenta-

tion capable of handling time series data.

2.2 Time series Anomaly Detection

Anomaly or outlier detection refers to the deviation from the normal or usual
pattern in data. It has a myriad of applications in a wide range of fields includ-

ing banking and financial organizations [105]. Time series anomaly detection
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is a special class of anomaly detection. There have been a number of surveys
on the topic of time series anomaly detection and it can be further subdi-
vided as shown in Fig 2.1 [47]. In this study we are specifically interested in
whole time series anomaly detection which finds out all anomalous time series
among possibly many time series. The goal of this anomaly detection is to

obtain better clusters in the clustering stage.

2.3 Customer Segmentation

Different industries, such as financial services [53], have resorted to customer
segmentation to better serve their customers and improve customer retention.
In most cases, such an analysis is limited to clustering customers based on
demographic data or features hand-crafted on a small dataset; this can be
seen in Table 2.1 which summarizes applications of clustering to customer
segmentation in different industries. Recency, Frequency and Monetary value
(RFM) [2], [6], [20], [53], [65], [83], [102] and Life Time Value (LTV) [20],
[83] are particularly popular among the hand-crafted features that are used.
RFM [55] helps identify more profitable customers. Recency means how re-
cently a customer has transacted, frequency means the number of transactions
in a specific period of time and monetary value means the amount of transac-
tion in a specific period of time. On the other hand, On the other hand, LTV
estimates average revenue that a customer will generate for the institution.
This approach is limiting as it does not utilize rich time series data available
from customers. Furthermore, extracting and engineering features manually
requires a conscious knowledge of what we are looking for, is prone to various
biases, and could reflect stereotypes. Using raw data instead can reveal unex-
pected and interesting patterns. Also from Table 2.1 we can see that most of

the studies are on a rather small number of customers.

Table 2.1: Customer Segmentation in the literature.

Application Feature Clustering  Customer Paper
Method Size

10



Telecom Current value, poten- Decision 2,000 [60]
tial value and customer Tree
loyalty
Automobile RFM and LTV Genetic 4,659 [20]
Algorithm
(@A)
Automobile RFM k-means 326 [79]
Fright Transport Customer survey data  Self- 600 [65]
Organizing
Map
(SOM)
and genetic
k-means
Airline Members’ travel re- Density- 62,988  [54]
lated attributes like Based
flight count, distance Spatial
travelled Clustering
of  Appli-
cations
(DBSCAN)
Manufacturing Attributes for Sales Genetic k- 200 [52]
and Marketing Depart- means
ment
Online Shopping Customer survey data  SOM 779 [100]
Retail Shopping  Sales log k-means 10,000  [70]
Tourism Tourist ~ demographic SOM & k- 72413  [113]
and stay related in- means
formation like age,
income, length of stay,
ete.
Banking RFM k-means & 1,904 2]
hierarchical
Banking Age, income, deposit, DBSCAN, 300 [114]
credit, profit/loss k-means &
two-phase
clustering
Banking RFM, demographic k-means 491 [83]
and LTV data
Banking RFM & behaviorial SOM 158,126  [53]
scoring
Banking Date, time, status of k-means & 2,096 [102]
transaction, type of SOM

transaction, and RFM
score

11



Banking customer  attributes k-means 3,698 [112]
like demographic and
product information

Banking relative  weights  of k-means 4,459 6]
Recency,  Frequency,
Monetary value, Life-
time, Credit scoring
(RFMLC) variables

Banking customer survey data  k-means & 3,480 [92]

hierarchical

2.4 Time Series Clustering

Time series clustering is an important unsupervised learning technique which
has been widely utilized to uncover hidden patterns in a given dataset. Tradi-
tional clustering algorithms with different distance (or similarity) metrics are

commonly used for time series clustering [72].

2.4.1 Clustering Algorithms

In general, time series clustering techniques can be divided into raw-data-based
and feature-based approaches [34]. In the raw-data-based approach, time series
data are directly used as input to an appropriate clustering algorithm. For
banking customers, this can be time series of transaction amount or frequency.
The feature-based approach is however based on application-specific features
that are extracted from time series and then used as input to the clustering
algorithm. These features can also be parameters extracted from a fitted
model. For banking customers, this can be their calculated book value or
parameters of an Auto-Regressive Integrated Moving Average (ARIMA ) model
which is fit to the transaction amount time series.

The feature-based approach is robust to noise and can reduce the dimension
of data, but it assumes the availability of high-quality features. Additionally,
the time complexity of these techniques is usually higher than raw-data-based

techniques due to the complexity of model fitting and feature extraction. There
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are two types of feature-based methods: those that perform feature extraction
and clustering separately and those that jointly optimize the feature learning
and clustering [76]. We summarize feature-based clustering in Table 2.2.

We see a prevalence of studies with electrical energy time series in terms of
application area. A number of the studies extract features using statistical and
domain-specific calculations, or parameters extracted from fitted models. For
example, derived statistical features like mean, skewness, kurtosis, etc from
hourly load data with a one-week window are calculated in [94]. This is then
used for clustering with the application being the creation of more accurate
load curves for small customers. Reference [82] uses pattern vectors formed
using load model and weather parameters for clustering. The result is used
for customer classification to use in distribution network calculation. Refer-
ence [46] uses weights/mixing matrix from Independent Component Analysis
(ICA) of Chinese stock return data. The goal of clustering here is to better
understand the stock trends. Reference [38] proposes an electricity consumer
characterization framework to help the retail and distribution companies in
extracting useful information from electricity consumption data. It involves
a data reduction stage using previous knowledge about the way the loading
conditions (e.g., the season of the year and the type of weekday) affect elec-
tricity consumption and dimensionality reduction using SOM. Reference [36]
proposes a method for fuzzy classification of load demand profiles to be used
in tariff development and end-user cost determination. This study first uses
the cosine amplitude method to produce a fuzzy relation matrix and then uses
the max-min composition method for generating a fuzzy equivalence matrix.
This matrix is then used for clustering. Reference [66] studies stock market
industrial sectors interconnection dynamics using clustering based on Hurst
estimated exponents. Reference [93] uses normalized load profile for intrinsic
cluster analysis and combines it with Standard Industrial Classification (SIC)
code, tariff code, and load factor for extrinsic cluster analysis. Reference [115]
uses low dimensional stock data for clustering to obtain a holistic insight into
the development of assets, market sectors, countries, and the financial market

as a whole. References [25], [26] use time series data, direct and indirect shape
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features extracted from time series data, and harmonics-based coefficients as
features to understand behaviour of electricity customers. Reference [84] uses
load profile alignment coefficients calculated from the average load at different
periods of time and daily average load for clustering to improve load modeling
accuracy. Reference [56] uses the coefficient of variation in daily loads, the
sum of coefficients of variation in hourly loads, the sum of standard deviations
in hourly load shares, and the sum of coefficients of variation in hourly load
shares as features. The goal of clustering customers here is to better predict
how they would respond to a demand response program. Reference [107] uses
the weekly closing price of stocks for clustering to properly identify indus-
try category. Reference [31] uses total usage during the evening period, the
variability of time of maximum usage during the evening, and variability of
time of minimum usage during the evening as features to group households
together. Reference [87] extracts frequency domain coefficients using Fast
Fourier Transform (FFT) while References [66], [108] use wavelet coefficients
as features. Reference [85] uses Symbolic Aggregate approXimation (SAX)
which is a symbolic representation for time series that reduces data dimension
through a synthetic set of symbols. Reference [58] uses partial correlation of
stock time series to group firms and study how they related to others over dif-
ferent periods of times. Reference [13] estimates the Auto-Regressive Moving
Average (ARMA) model parameters from the data and uses them for cluster-
ing. As we can see a wide variety of extracted features are used based on the

applications.

Table 2.2: Feature-based time series clustering the liter-

ature.
Application Feature Clustering Cust. Ref.
Method Size
Electrical energy Mean, standard de- k-means 1,035  [94]

viation, skewness,
kurtosis, chaos, en-
ergy and periodic-
ity
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Financial Features extracted Modified k-means 30 [46]
by ICA from stock
Electrical energy Load model & Iterative Self- 660 [82]
weather  parame- Organizing
ters Data-Analysis
Technique (ISO-
DATA)
Electrical energy  Dimension reduced k-means 165 [38]
load data by SOM
Electrical energy  Fuzzy relation ma- Lambda-Cuts for 365 [86]
trix from load fuzzy relation
method
Financial Hurst exponent es- Hierarchical clus- 8 [66]
timates of stocks tering
Electrical energy Normalized load Hybrid decision 500 (93]
profile, day of the tree clustering
week and month,
load factor, tariff
code and SIC
Financial Low dimensional k-means 46,237  [115]
stock data
Electrical energy Time domain data, Modified ‘fol- 234 [25]
shape factors & low the leader’
harmonics  based procedure, Two
coefficient variants of hierar-
chical clustering,
SOM, k-means,
fuzzy k-means
Electrical energy Shape indicator of Modified follow 471 [26]
load profile the leader
Electrical energy Load profile align- Statistical —clus- 26 [84]
ment coefficients tering
Electrical energy  Four variability in- Hierarchical 802 [56]
dices from load pro- k-means
file
Financial Weekly closing Hierarchical 91 [107]
price of stock agglomerative
clustering
Electrical energy Total usage mea- k-means 180 [31]

sure, flexibility
measure for time
of maximum and
minimum usage
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Electrical energy Frequency-domain  k-means—++-, 6,570 [87]
parameters ob- SOM
tained from load
profile using FFT
Electrical energy SAX  representa- Agglomerative hi- 234 [85]
tion of 15 minute erarchical cluster-
load profile ing
Financial Wavelet Transform Hierarchical clus- 9 [66]
based co-efficients tering
of stocks
Financial Correlation coeffi-  Agglomerative 732 [58]
cients of stocks clustering
Electrical energy Time domain rep- k-means 18,000  [108]
resentation of load
profile using dis-
crete wavelet trans-
form
Economic Colupas COpula-based 116 [35]
FUzzy clustering
algorithm for
Spatial Time
series (COFUST)
Health ARMA Parameters k-means, k- 70 [13]
medoids
Loan Relative  savings Hidden Markov 50,000 [62]
amount time series Model-Based
Clustering

To the best of our knowledge, time series clustering has not been used to

group banking customers using their raw transaction time series data. Al-

though there is a study that used time series data of savings and loan data for

feature-based clustering [62]; this work assumes the existence of an underlying

model and is computationally expensive. As we are specifically interested in

transaction patterns of customers along with segmentation, we adopt a raw-

data-based approach in our work. A summary of raw-data-based approaches

is provided in Table 2.3.
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Table 2.3: Raw-data-based time series clustering the lit-

erature.
Application Feature Clustering Time Ref.
Method Series
Size
Electrical energy  Hourly energy Iterative  refine- 234 [14]
consumption ment clustering
Electrical energy  15-minutes energy SOM followed by 165 [69]
consumption k-means
Social Social media usage k-medoids 17,231  [21]
Electrical energy  15-minutes energy k-means & hierar- 235 [59]
consumption chical
Electrical energy  Hourly energy Fuzzy c-means & 288 [44]
consumption hierarchical
Electrical energy  15-minutes energy k-means, Kohonen 94 (98]
consumption adaptive vector
quantization,
fuzzy k-means,
and  hierarchical
clustering
Electrical energy  Customer base k-means 1,182 [110]
load
Electrical energy  Hourly energy k-shape 29,280  [111]
consumption
Health Average count of k-shape, Parti- 300 9]
mosquito eggs per tioning  Around
week Medoids (PAM),
k-DBA (DTW
barycenter averag-
ing)
Electrical energy  Hourly energy Weighted — fuzzy 316 (78]
consumption average  (WFA)
k-means
Electrical energy  Hourly energy Fuzzy c-means & 283 [44]
consumption hierarchical
Electrical energy 15-minutes  con- Support  Vector 234 [22]
sumption Clustering (SVC)
Electrical energy  Hourly load profile SOM, modified 31 [24]
follow the leader
Transportation  Passenger service Hierarchical clus- 64 [38]
rate tering
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Electrical energy  15-minutes energy Fuzzy c-mean 310 [42]

consumption
Electrical energy  15-minutes energy Modified Electri- 234 23]
consumption cal Pattern Ant
Colony Clustering
(EPACC)
Transportation Hourly occupancy Density-Based 27 [71]

of parking station  Partition Around
Medoids (DB-

PAM)
Electrical energy Hourly energy Honey Bee Mat- N/A [41]
consumption ing Optimization
(HBMO)
Weather Weekly SO, con- Fuzzy k-medoids 65 [33]
centration
Electrical energy  15-minutes energy Fuzzy c-means 513 [43]
consumption
Electrical energy Half-hourly energy k-means 100 [101]
consumption
Electrical energy  15-minutes energy Fuzzy-neural 365 [67]
consumption constructive  and

merging hierarchi-
cal algorithms

2.4.2 Distance Measures

Clustering methods rely on a measure of (dis)similarity to calculate the dis-
tance between data points. The most popular distance metric is the Euclidean
Distance (ED) which computes the 2-norm of the difference between two data
points. To use this distance metric all the time series need to be of equal length,
otherwise, they need to be trimmed or concatenated. Often time, transaction
data are not of equal length as customers can open an account with a financial
institution at different points in time. For time series of varying lengths an-
other well-known metric, called Dynamic Time Warping (DTW) [96], can be
helpful. DTW calculates the optimal match of two-time series instances with
certain constraints and offers invariance to certain distortions. It has been

used to find patterns in time series [17] and also as a distance metric in time
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series clustering [45]. Shape-Based Distance (SBD) is another distance metric
used in k-shape clustering [88].

A previous study [104] found that for large datasets, ED yields an accuracy
closer to that of elastic measures like DTW, Longest Common Subsequence
(LCSS), Edit Distance on Real signals (EDR), and Edit distance with Real
Penalty (ERP). Among the elastic measures, DTW and constrained DTW
(cDTW) perform well comparatively. In this study, we use ED, DTW and
SBD in different clustering algorithms.

2.5 Association Rule Mining

Association rule mining is a popular pattern discovery method originally used
in the database literature [3]. Different algorithms have been proposed for
association rule mining, such as Apriori [4] and FP-growth [48]. Apriori is
the most popular implementation among these algorithms [51] and has sev-
eral variations. The financial services industry has used demographic and
transactional features to obtain interesting rules about their customers using
fuzzy [11], apriori [53] and Weighted Items Transaction (WIT) tree [10] based
association rule mining techniques.

(Class association rules are a special type of association rules where the an-
tecedent of the rule is a set of features and its consequent is the corresponding
class label [75]. In this work we integrate time series clustering with associa-
tion rule mining to extract interesting and useful rules where the antecedent is
metadata elements and the consequent is the cluster identifier and vice versa.
A summary of the application of association rule mining in Banking is provided

in Table 2.4.

Table 2.4: Association rule mining application in the lit-

erature.
Application Feature Rule Mining Cust. Ref.
Method Size
Banking Demographic, account Fuzzy  association 320,000 [11]
and transaction infor- rule mining
mation
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Banking Features in transaction Apriori association 158,126 [53]

database mining
Web/ bank- 17  phishing  char- Apriori and predic- 1,400 [1]
ing acteristic indicators tive apriori associa-
extracted from phish- tion mining
ing url
Banking Demographic Feature  Association rule 181 [10]
mining using WIT
tree

2.6 Distributed Frameworks in Big Data An-
alytics and ML

The need for distributed frameworks in data analytics and machine learn-
ing stems from the need to process huge of amount of data that that can
not be processed by horizontally scaled resources or decentralized data that
can not be brought together due to different constraints. Several open-source
frameworks are available for this purpose which have their advantages and dis-
advantages [68]. These implementations can be divided into the frameworks
and their processing engines. Some popular processing engines are Hadoop,
Apache Spark, Apache Storm, Flink, H,O and Samza and popular ML frame-
works include MLib, Flink-ML, H,O ML Library, Mahout, Oryx, SAMOA
and GraphLab. In this study we use Spark and MLib which has the capability
to handle both batch and streaming (through micro-batching) data.
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Chapter 3

Methodology

In this chapter we describe our methodology for finding, explaining, and eval-
uating association rules after anomaly detection and clustering as depicted in
Figure 1.1. This part of the implementation is done within the GCP. We,
therefore, use different components of GCP like BigQuery and Al Platform.
The data ingestion is done from BigQuery while the anomaly detection, clus-

tering, and association rule mining are performed in the Al Platform.

3.1 Exploratory Description of Retail and Busi-
ness Customers

Our dataset is divided into two parts, namely, transaction data and meta-
data. Combined it contains approximately 428 million data points from the

customers for each month.

3.1.1 Time Series Transaction Data

The transaction data contains fully anonymized debit transaction information
for approximately 300,000 retail customers and 90,000 business customers of
a financial institution for 2 years.

To decide on the clustering algorithm, distance measure, and rule mining
thresholds, we take a random sample of 20% of the retail customers which
yields a reasonably sized dataset for fast experimentation. We only consider
spending transactions (money flowing out of an account) aggregated into num-
ber of transactions per day for each customer. The sampled dataset contains
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the transactional data for 59,370 retail customers. For business customers, we
use the full dataset. We initially segment the retail customers and also use
the transaction data of the same set of customers during other time periods
for stability analysis. Through this, we identify the two best-performing algo-
rithms which we then use for business customer segmentation. To study the
performance and scalability of the proposed framework, we run the same two

algorithms on all 300,000 retail customers.

3.1.2 Contextual Metadata

For the second part, we have metadata for the selected retail and business
customers. This metadata is linked to the transactions data via an anony-
mous ID, and all sensitive fields are hidden. Tables 3.1 shows the features
that are available in the retail customer metadata. As we can see there are
missing values within the data. We do not modify or impute them and let the

association rules be discovered in the presence of these missing values.

Table 3.1: Metadata summary for retail customers.

Feature Data Type no. Bins pct. Available
Age Numerical 4 84.53
Gender Categorical 3 100.00
Post Tax Income Numerical 4 64.22
Forward Sortation Area (FSA) Categorical 2 93.12
Has Joint Partner? Binary 2 100.00
Product Count Numerical 4 100.00
Book Value Numerical 4 100.00

We use the metadata for association rules mining to obtain rules regarding
the segments and explain existing personas. We also use this dataset to confirm
that the selected random sample is representative of the whole customer base.

To make sure that the sampled retail customers are representative of the
whole dataset, we compare the distributions and ratios of categorical values
between the full dataset and the sampled population. For continuous variables,

we compare the distributions using KS statistics [73] as shown in Table 3.2.
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Figure 3.1: Industry sectors that the retail customers belong to.

Since the p values are more than 0.05, the null hypothesis that the distributions
are similar cannot be rejected. The fact that both the distributions have a very

large number of samples, the result becomes more conclusive.

Table 3.2: KS statistics table for continuous variables.

Feature Statistic p value
Age 0.0034 0.5654
Net Annual Income 0.0039 0.2956
Book Value 0.0025 0.8228

For categorical features, e.g., FSA, Gender, and Has Joint Partner (or
not), we checked the ratio of different categories and found them to be similar.
Figure 3.1 shows that the ratios of different industry sectors in the full dataset
are nearly identical to those in the sampled dataset. Based on these results,
we argue that the sampled dataset provides a reasonable representation of the

full dataset.
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Table 3.3 shows the features that are available for business customers’ rules
mining. The unique metadata available here is the NAICS code, which defines
industry type. Here, we use a two-digit NAICS code, which defines the highest
level of industry type.

Table 3.3: Metadata summary for business customers.

Feature Data Type no. Bins pct. Available
NAICS Code Categorical 25 100.00
FSA Categorical 3 66.91
Book Value Numerical 4 100.00
Post Tax Income Numerical 4 81.28
Product Count Numerical 3 100.00

3.2 A Framework for Dynamic Customer Seg-
mentation

In our solution, we propose a framework for scalably deploying a trained un-
supervised learning model into a production environment at a financial insti-
tution. Our solution aligns with the existing architecture being utilized by the
financial institution, which primarily uses the Google Cloud Platform, both for
data storage (BigQuery) and model training and deployment (Al Platform).
The solution can also be translated to other cloud platforms.

The system architecture can be seen in Fig 3.2. In this pipeline, as trans-
actions appear in the financial institution’s source platform, they are auto-
matically streamed to the BigQuery Structured Query Language (SQL) en-
vironment. Data pre-processing is done in BigQuery. For transactions data,
this means aggregation while for metadata this means binning and aggrega-
tion. The batch transactions data is then loaded into the AI platform that
may also contain a pre-processing module if necessary. Here at the beginning,
the anomaly detection module segregates the anomalies and passes the data
to the segmentation module for clustering. Then this result is combined with
metadata loaded from BigQuery and generates association rules for explain-

ability. The labeled customers are then once again loaded into BigQuery to
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Figure 3.2: Architecture of the implemented big data analytics pipeline.
be consumed by business.

3.2.1 Data Pre-processing

For all transaction datasets, we convert the transaction data into daily trans-
action count. This allows us to compare clustering methods that adopt dif-
ferent distance measures. For rule extraction, based on the input from the
domain experts, we map numerical values into a certain number of ranges us-
ing a quartile-based binning strategy, yielding 4 bins. The ranges in these bins
make sense from the business perspective as per the domain experts. However,
for business customers’ product count there are not enough distinct values for
4 quartile-based bins, so we select 3 bins. For the FSA codes, we convert them

to rural and urban areas.

3.2.2 Anomaly Identification

We use agglomerative hierarchical clustering for whole time series anomaly
detection in both retail and business customers. This is a suitable algorithm
for anomaly detection as it creates a dendrogram that can be cut at different

heights to control the numbers of anomalies. We found it is able to detect
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appropriate anomalies for the intended purpose, i.e., to prevent singletons in
later clustering stage. It is however possible to compare it with other anomaly
detection algorithms like density based ones. Agglomerative hierarchical clus-
tering is a type of hierarchical clustering [57]. Here each sample represents a
cluster of its own at the beginning and then those clusters are gradually com-
bined. The metric used for merging depends on the selected linkage method.
The output of the algorithm is a dendrogram that represent how the samples
are merged and at which level. By cutting this dendrogram at different levels,
different numbers of clusters can be obtained. For our use case, as the anoma-
lous samples are quite distinct compared to normal samples, they appear as
singletons after the cut. We experiment with different linkage methods, length,
and shift of data. The goal is to select the most suitable linkage method and
length of data along with figuring out if customer data which is shifted in time

to some extent can be used by the framework.

3.2.3 Comparative Analysis of Clustering Techniques

We use k-means, k-medoids, k-shape, and SOM as our clustering methods with
the sampled retail customer dataset. We use Euclidean distance and DTW as
distance metrics with k-means and k-medoids algorithms, while for SOM we
use only Euclidean distance and for k-shape we use shape-based distance. We
run the algorithms for 2 to 20 clusters and calculate the normalized sum of
squared distances (i.e., the distortion score). We select the number of clusters
to be 5 using the elbow method as shown in Figure 3.3. For business customers,
we use k-means with Euclidean distance and SOM as they proved to be the
best performing algorithms. In this case, we set the cluster number to 6 based

on the knee of the SSE curve.

Euclidean Distance (ED)

It is the distance between two points in Euclidean space. Let x = [z1, ..., 2]
and y = [y1,...,Ys] be two points in an n-dimensional Euclidean space. The

Euclidean distance between these two points is defined as:
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Figure 3.3: Normalized SSE/distortion of clusters.

Dynamic Time Warping (DTW)

It allows comparison between two univariate time series. Let x = [x1, 22, -+ , Ty
and y = [y1,Y2," -, Yn] be two sequences of length m and n, respectively. An
m X n matrix can now be formed where each element of this matrix corre-
sponds to an alignment between points (z;,y;). The goal is to find a warping
path w = [wy, wy, - -+ ,wy| of length k which minimizes the distance between

the two sequences:
k
DTW(z,y) = min » _ 6(w;)
i=1

where ¢ is a suitable distance measure between the points (z;, y;). For example,
this distance measure can be the 1-norm of the difference between these two
points (7, j) = |z; — y;|. The warping path itself is usually subject to a set of
constraints, including boundary conditions, monotonicity, continuity, warping
window, and slope constraints [17].

Figure 3.4 shows the alignment between two time series x and y based on

DTW. Here as opposed to Euclidean distance’s point-to-point alignment as
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shown by the dotted lines, DTW finds the best alignments between the two
time series. The distance matrix between the two time is shown in Figure 3.5.
The darker grids are the most aligned points and therefore constructs the

optimum warping path.

value

index

Figure 3.4: Alignment between two time series based on DTW.

k-means

The k-means algorithm is a widely used partitioning-based clustering method
[77]. Consider a set of p points in R"™ represented as X = {xy,--- ,zplx; €
R™ Vi} which is to be partitioned into k clusters where the cluster centers
are given by C' = {c1, -+ ,ci|lc; € R™ Vi}. In effect, the algorithm solves
the following optimization problem and is guaranteed to converge in a finite
number of iterations:

K ng
min > Y " lzix — el

k=1 =1

Here K is the total number of cluster, n, is the number of members in the
kth cluster, z; is the ¢th member of this cluster, and p is the center of this
cluster.

Although ED is the distance measure commonly used with k-means, DTW
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Figure 3.5: A dynamic time warping path example.

can also be used with k-means clustering. In this case, the cluster centers

are calculated using DBA [91] and the variation of the algorithm is known as

k-DBA.

k-medoids

The k-medoids algorithm is another popular partitioning-based algorithm [36].
It is similar to k-means in the sense that it minimizes the sum of squared
errors between the cluster center and cluster members, i.e., they have the
same objective function. However, instead of calculating a virtual cluster
center from the average of cluster members, it considers a real data point as
the cluster center. The k-medoids algorithm can be used with both ED and

DTW distance measures.
k-shape

The k-shape algorithm is a partitioning-based clustering method which uses a

shape-based distance (SBD) measure and is designed specifically to preserve
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the shape of time series [88]. It is invariant to scaling and shifting, and is
faster than algorithms that use the DTW distance measure. Scale invariance
refers to the case when two time series are of the same shape but have different
magnitudes and/or lengths, whereas shift invariance refers to the case where
two time series are similar in shape but differ in phase. It uses a normalized
version of cross-correlation as the distance measure to decide the centroid of
each cluster and then updates the members of each cluster. For the time series
x and y of length n, a cross-correlation sequence of length 2n — 1 is calculated
as follows:
CCy(z,y) = Ry—n(z,y), we{l,...,2n—1}

where

St ey, k>0

Ril@,y) = {R_k(y, x), k<0

The distance measure is given by

I CCy(z,y)
SBD(z,y) =1 w (\/Ro(x, x) - Ro(y, y>>

where w is the position at which the normalized cross correlation is maximized.

Self Organizing Map (SOM) [63]

The Self Organizing Map is a type of artificial neural network that projects
n-dimensional input data into a lower-dimensional grid space while preserving
the topology in the projection. Each neuron has a specific topological position
and a vector of weights, known as a codebook vector, which has the same
dimension as input data and is randomly initialized. The codebook vector of
neuron i is represented by m; = [m;, M2, ..., msy]. When a random input z
is fed to this network during training, the distance (ED or any other distance
measure) between this input and each of the codebook vectors is computed.
The neuron with the minimum distance is called the Best Matching Unit

(BMU). Thus, if m, is the BMU then,

||z = me|| = min{{lz —m,[[}
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Subsequently, the weights of the neurons, i.e., the codebook vectors, are up-

dated using this formula:
mi(t 4+ 1) = mi(t) + at)hei(t) [z(t) — mi(t)]

where ¢ is the time index, ¢ is the index of BMU, and «(t) is the learning rate
which decreases with time but always remains between 0 and 1. h;() is called
the neighbourhood function and is used to describe the neighbourhood area of
a neuron. Specifically, it is a function of the grid-distance between the neuron
¢ and neuron 7. A popular choice for this function is a Gaussian. This process
is repeated several times for each input.

Once the SOM is trained, it assigns an input vector to a cluster by finding
the neuron which has the minimum distance from it. Hence, the number of

neurons determines the number of clusters.

3.2.4 Systematic Approach Towards Extracting Useful
Rules

Consider a dataset D of n records: D = {11,T5,T5--- ,T,} describing n
customers. Each record 7; € D is a set of items (i.e., features), hence
it is called an itemset. Let I denote the set of all items. We can write
Ty = {liy, -+, Iy |li; € I, Vj}. Therule A = B expresses that if a record
contains A then it probably contains B too. The implicit assumption here is
that A, B C I and AN B = 0.

Association rules must satisfy a minimum support constraint and a mini-
mum confidence constraint at the same time. The support of an itemset is the
probability that this itemset appears in D.

{T'e D;AC T}
Dl

support(A4) =

Here |D| denotes the cardinality of a set D. The support of rule A = B is
defined as support(A U B) which is the probability of co-occurrence of A and
B in D. The confidence of this rule is the ratio of the number of records in D

that contain both A and B to the number of records that contain A. It can
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be interpreted as an estimate of P(B|A).

support(A U B)

confidence(A = B) = support(A)

Note that support(A U B) can be viewed as the probability that a record
contains A in addition to B.

Association rule mining consists of two steps: identification of frequent
itemsets and generation of rules [27]. The frequent itemset generation is a
computationally expensive task. Several algorithms have been proposed to
efficiently identify the frequent itemsets and in this work we use the Apriori
algorithm [4].

We use the metadata described in Section 3.1.2 for association rule mining.
In particular, each record in this table is contextual data about a specific
customer. After clustering customers based on their transaction data, we add
a column to the metadata table to store the cluster (ID) that each customer

is assigned to. We only consider rules that have one of the following forms:

Cluster k = Feature set

Feature set = Cluster &

where each feature set includes one or more metadata properties. We refer to
these as Type-1 and Type-2 respectively.

Our goal is to find both Type-1 and Type-2 association rules that show a
higher correlation that one would expect by random chance even if the rules
apply to only a handful of customers. This motivates us to use a small support
threshold of 0.1% to get at least a handful of rules even for the smallest cluster.
Confidence thresholds are selected using a systematic approach. We start by
determining the proportion of the antecedent that we would expect to contain
the consequent by random chance. For Type-1 rules, this is the co-occurrence
of the features within the full dataset. The second step is to multiply the
found probabilities by an experimental constant that results in the confidence
being significantly larger than we would expect by random chance. We set the
experimental constant to be 1.5. For Type-2 rules, this is the proportion of

the cluster size to the size of the dataset. Hence, the thresholds are: 0.9 for
33



large (> 60%), 0.8 for medium (> 30%), 0.6 for small (> 15%), and 0.3 for
tiny (<15%) clusters.

It is important to note that using this methodology, Type 2 rules are par-
ticularly important. While Type 1 rules explain a cluster, Type 2 rules show
that a significant portion of the population defined by the features is contained

in a single cluster.
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Chapter 4

Experimental Results

4.1 Stable Anomalous Customers for Transac-
tion Time Series

We find that different linkage methods give us very similar time series anoma-
lies. With a fixed distance threshold of 100, we obtain similar number of
anomalies as seen in Table 4.1. Single linkage ends up with the least anoma-
lies. However, 23 of the anomalies that it identifies are common in other linkage
methods too. Table 4.1 also shows run-time for different linkage methods. Sin-
gle linage is significantly faster compared to the rest with being 73.22% and
71.59% faster than the closest ones. As in different implementations there will
be the need to deal with larger scale of data (e.g., retail customers) and the
linkage methods identify similar anomalies, we choose single linkage for the

next steps of the experiments given it’s faster runtime.

Table 4.1: Extracted anomalies and runtime in minute
for different linkages

Linkage Retail Customer . Business Custornetj
No. Anomaly Runtime No. Anomaly Runtime
ward 30 16.56 8 5.43
single 24 3.06 6 1.23
complete 33 14.26 8 5.17
average 34 15.93 7 5.73
weighted 33 15.31 8 5.52
centroid 31 12.13 7 4.58
median 30 11.46 8 4.33
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While running the experiments on different lengths, i.e. 1-month, 3-month,
and 6-month worth of data, we find that similar anomalies are obtained. This
shows that for financial timesries, whole time series anomalies are rather stable
over different lengths. Based on this we opt to use 1-month of data as it
requires less computation and memory resources.

We also experimented if different starting points of same length of data
result in significantly different anomalies. We used 31 days of data starting
from 1 January, 8 January, 15 January, and 1 February, 2019. The numbers
of obtained anomalies are shown in Table 4.2 21 of these were similar across
the 4 starting points. This shows that within a reasonable time shift as long
as the same length of data is available, the customer data can be fed into the
anomaly detection module. This is especially useful as new customers join the

institution and need to be included in the analysis.

Table 4.2: Detected anomalies across different starting points of time.

Amount of Data Nb. of Anomalies

Jan 1 - Jan 31 24
Jan 8 - Feb 7 23
Jan 15 - Feb 14 24
Feb 1 - March 3 24

Based on these 3 sets of experiments we decide to do anomaly detection
using 1 month of data and single linkage. A few of the extracted anomalies
can be seen in Fig 4.1.

This improves the clustering step. For example, without this anomaly
detection part, we get 5 singletons in the k-means clustering step with 20

clusters.
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Figure 4.1: Examples of detected time series anomalies.
4.2 Best Performing Clustering Technique

Clustering results can be evaluated using internal, external, and relative met-
rics. External evaluation is supervised and requires ground truth or expert
knowledge. When this expert knowledge is not available internal evaluation

metrics can be useful.

4.2.1 Internal Validation

Internal evaluation is unsupervised and uses the inherent properties of data it-
self for evaluation. We use Davies-Bouldin index (DB) [30], Calinski-Harabasz

index (CH) [19] and Silhouette Score (SS) [95] as internal evaluation metrics.

DB index

DB index measures how dense the clusters are and how well-separated they are
from one another. It takes into account the intra-cluster diversity (a measure
of dispersion) and inter-cluster distances. The intra-cluster diversity is the
distance between the members of a cluster and its center. The inter-cluster
distance is the distance between the cluster centers. A lower DB index indi-

cates a better clustering.
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To calculate DB index, a measure R;j is calculated as

where S; (5;) is the average distance between each point of cluster C; (C;)
and the center of the respective cluster, and M/;; is the distance between these
two cluster centers. Assuming that there are K clusters, DB index can be
obtained as follows:
1K
DB = e 1 nllgx Ryj.

CH index

CH index can be defined as the ratio of the sum of inter-cluster dispersion and
intra-cluster dispersion for all clusters. A higher CH index indicates a better
clustering. It can be calculated as,

_ t(Bk) N-K

CH =
tI‘(WK) x K -1

where K is the number of clusters, NV is the total number of samples, tr(Wx)
is the trace of the intra-group dispersion matrix, and tr(Bg) is the trace of

the inter-cluster dispersion matrix. These matrices are defined below

K ng
Wk = Z Z(l‘zk — ) (i — )"

k=1 =1
K

Bre =Y nlpn — ) (g — )"
k=1

Here p is the center of all points in the dataset, uy is the center of cluster k£,
Z; is the ith point in that cluster, and nj is the number of points in that

cluster.

Silhouette Score

Silhouette Score describes how similar a sample is to the cluster that it belongs
to versus the nearest cluster. It captures the intuition of how well-assigned
the sample points in the clusters are. The range of the score varies between -1

to 1 with -1 indicating that a sample has been assigned to a wrong cluster and
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Table 4.3: Internal evaluation of different clustering algorithms and distance
metrics.

. Distance No.

Algorithm Measure Clusters CH DB 5SS
k-means ED 5 10546.14 2.13 0.35
k-means DTW 5 9781.86 2.20 0.31

k-medoids ED 5 8283.13 2.23 0.15
k-medoids DTW 5 578.42 949 -0.12
k-shape SBD 5 1568.62  5.57 -0.07
SOM ED 5 9426.28  2.13  0.40

1 indicating that it has been assigned to the correct cluster. The silhouette
score of an individual sample is

/
where A’ is the average distance between this point and points in the
nearest cluster and A is the average distance between this point and points
in the same cluster. The overall silhouette score is obtained by taking the
average of the scores for all samples.
It can be seen from Table 4.3 that k-means with ED outperforms other
methods considering DB and CH indices. Interestingly, SOM is on par with

k-means in terms of the DB index, and outperforms it and all other methods

in terms of SS.

4.2.2 Cluster Stability

Cluster stability is often used for model selection with the intuition that a clus-
tering method should find similar clusters even if it is performed on different
samples drawn from the same population [16]. However, we use this intuition
to check the stability of the clusters over time. The basic idea is to check
whether customers will stay in the same cluster or move to a different cluster
if we run clustering at different points in time. The personas may need to be
updated dynamically if a significant fraction of customers move to a different

cluster over time. From the application perspective, the clusters need to be
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stable to some extent over a period of time. Otherwise, by the time a product
or strategy is developed and deployed, the segments will become invalid.

We evaluate the stability of the clusters using Jaccard Index (JI). Jaccard
index (aka intersection over union) can be used to find out the similarity

between two sets. If C4 and Cp are two sets it can be calculated as:

cCianC
JI(Cy,Cp) = ﬁ

We compare our reference clusters of January 2019 with clusters obtained in
February 2019 and in January 2020. As some of the customers are not present
in the dataset for the latter two months, we only consider the customers that
are available in both during the calculation. As an example, we calculate
the Jaccard index for the first cluster of January 2019 with each of the 5
clusters obtained for February 2019. We pair the cluster from February 2019
which has the highest Jaccard index with the first cluster of January 2019 as
these clusters are most similar to each other. We repeat this process for other
clusters of January 2019.

To obtain a single Jaccard index for each algorithm rather than one index
for each cluster created by an algorithm, we take the approach outlined below.
Suppose there are n customers in the dataset. After all the clusters are paired
we define a vector A of size n where the ¢th element of this vector is 1 if the ith
customer which belongs to a certain cluster in one time period belongs to the
cluster that is paired with it in another time period. Otherwise, this element
is set to 0. Let Ay and A; denote the total number of elements of A that are
0 and 1, respectively, The overall Jaccard index is calculated as follows:

Ay

=1
A+ A,

We observed k-means with ED and SOM are most stable compared to
other clustering methods as can be seen in Table 4.4. However, comparing
the last two columns of this table it cannot be concluded that clusters become
more unstable as time progresses. Additionally, we checked the Jaccard index
between k-means with ED and DTW for January, 2019 and found it to be

0.897 which shows very high overlap in the clusters that they obtain. Based
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Table 4.4: Analysis of stability over time.

Distance No. JI-Jan ’19 JI - Jan ’19

Algorithm Measure Clusters & Feb 19 & Jan ’20
k-means ED 5 0.710 0.702
k-means DTW 5 0.705 0.699

k-medoids ED 5 0.491 0.633

k-medoids DTW 5 0.453 0.466
k-shape SBD 5 0.498 0.483

SOM ED 5 0.737 0.672

on the fact that DTW is computationally complex and gives quite similar
clusters to k-means with ED, we exclude it for the next two datasets. We,
therefore, consider clusters formed by k-means with ED and SOM in the next

step to mine association rules.

4.2.3 Cluster Shapes

The average representative pattern of the best-performing algorithms, i.e., k-
means with ED and SOM with ED are shown in Figure 4.2 and Figure 4.4 along
with k-means with DTW in Figure 4.3. This average monthly transaction
pattern is drawn with a 90% confidence interval using bootstrapping and as can
be seen the mean is extremely compact. The vertical lines represent last day
of the week (Sunday). Naturally, the transaction frequency drops at that time.
In Figure 4.2, Cluster 2 and Cluster 4 seem to have identical shapes but with
different scales. The dominant cluster has a lower frequency of transactions
compared to others. In Figure 4.4, we see similar shapes to Figure 4.2 although
the numbers of cluster members differ significantly. Using the Jaccard index
we pair the clusters found by these two methods as follows: (1-4, 2-2, 3-5, 4-1,
5-3). The Jaccard index is 0.768. We saw that k-means with ED and DTW
identify very similar clusters which was also evident during the rule mining
phase later on. This falls in line with the previous study mentioned in the
literature review that found that for large scale data ED and DTW performs

similarly. This allows us to to exclude it from consideration during business
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Figure 4.2: 5-means clustering with Euclidean distance (retail). The y-axis
shows the number of transactions per day.
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Figure 4.3: 5-means clustering with DTW distance (retail). The y-axis shows
the number of transactions per day.
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Figure 4.4: 5-cluster SOM clustering with Euclidean distance (retail). The
y-axis shows the number of transactions per day.

customer and scalability study. It is can nonetheless be useful for cases where

there is no way around clustering unequal length of transaction time series.
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Figure 4.5: 6-means clustering with Euclidean distance (business). The y-axis
shows the number of transactions per day.
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Figure 4.6: 6-cluster SOM clustering with Euclidean distance (business). The
y-axis shows the number of transactions per day.

The transaction patterns for the business customers can be seen in Fig-
ure 4.5 and Figure 4.6 for k-means and SOM respectively. In this we also find
a dominant cluster for both methods, although k-means one is more dominant

is this case.

4.3 Analysis of Extracted Rules for Usefulness

Experts within the financial institution have seven personas that clients are
categorized into based on demographic information such as age, net worth,
and income. These personas were developed by analyzing the demographics
of the client base and building narratives around the different types of clients

that were observed. The examples of these personas can be seen in Figure 4.7

and Table 4.5.
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Student Digital Traditional

Figure 4.7: Examples of existing personas.

Using our systematic approach we extract a number of rules from the
dataset. The number of rules obtained for retail and business customers can

be seen in Table 4.6.

4.3.1 Retail Rules

The usefulness of the extracted rules can be qualitatively evaluated based on
two aspects. One is if they are able to identify existing personas and the other

is if they are able to discover new personas.

Table 4.5: Existing personas.

Persona Name Age Bin Income Bin Book Value Bin

Student 1 1 1
Edge 1 3 1
Digital 1 3 2
Planner 2 3 3
Adventure 3 4 4
Traditional 4 3 4
Corporate N/A outlier outlier
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Table 4.6: Numbers of rules extracted.

no. Rule no. Rule

Algorithm Cluster Size Percentage Type 1 Type 2

1 37,005 62.80 0 390
. 2 1,339 2.30 5 2
kﬁgﬂm 3 8,636 14.60 1 539
4 8,317 14.10 1 86
5 3,982 6.70 2 1
1 5,850 0.10 3 23
. 2 863 0.01 3 0
fsigtﬁl 3 2,720 0.05 2 0
4 45,628 0.77 0 847
5 4,308 0.07 1 0
1 17,166 19.50 1 4
2 63,031 71.80 0 126
Business 3 3,106 3.50 5 0
k-means 4 96 0.10 1 0
5 938 1.10 13 0
6 4,101 4.70 3 3
1 7.271 8.30 1 0
P 4,462 5.10 1 0
Business 3 8,291 9.40 5 132
SOM 4 11,068 12.60 0 0
5 46,007 52.40 0 32
6 11,339 12.90 0 16

Alignment with Existing Personas

Cluster 3 of SOM corresponds to more transactions than a typical customer,
but still relatively few. The transactions are highly cyclical week to week. In
this cluster, the association rules found a grouping of young customers with
low book value and moderate income. This aligns particularly well with the
“Edge” persona.

SOM cluster 2, however, is defined by very large far more frequent trans-
actions, and association rules mining finds that individuals in this cluster have
very large income and book value. These are high value “corporate” clients

that transact similarly to business customers. They are one of the key client
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groups generating revenue for the financial institution. We find that cluster 2
of k-means also shows the same result.

Cluster 4 of k-means show a persona not found in the SOM clusters. These
are people aged 48 to 62 with a large book value, a group that closely aligns
with the “adventure” persona. These clusters are transactionally similar as
well, with generally low transaction counts on most days except for at the end

of the month.

Discovery of New Personas

SOM cluster 5 is one of the most interesting clusters because we find a rule
that is not reflected in the predefined internal personas. The rule states that
individuals with moderate income and low book value between 48 and 62 align
with this cluster. There is an implicit assumption that as clients get older,
they will have larger and larger savings (book value), but this is not observed.

Because every 5-cluster method grouped greater than 50% of all customers
into a single cluster, which is consistently defined by a lower expected transac-
tion count with only one major peak per month, this is a particularly critical
cluster to look at. The SOM association rules mining results for this cluster
show that 80% of all individuals over 62 years are in this cluster. 80% of people
with low income and 80% of people with few products are here as well. There
is a group of elderly, low income people with few accounts within this cluster
that hardly transacts. This is a group of people that are not addressed by the
existing personas. Additionally, there is a bias in the book value and income
labels. A client that does not use the financial institution as their main one
will appear to have low book value, low income, and few products. This is an
association rule found with all 5-cluster methods for the large cluster. This is
bolstered by the transactions in the cluster, which are very rare. The largest
group of individuals at the institution are defined by their lack of transaction
with the institution.

We found that we could use association rules mining and search for individ-
uals with no gender and very high book value or income, a rule that showed up
frequently in all clustering methods and was consistently aligned with clusters
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that had high transaction frequency. We believe these to be business accounts
that are mislabeled. That being said, there are individuals where gender is
assigned that also meet the other criteria and are clustered with the high
transacting business accounts. For these individuals, it is likely that some of

these are also personal accounts that should be switched to business accounts.

4.3.2 Business Rules

The obtained business clusters have a similar distribution of clusters, with
single dominant clusters of ultra-low transaction individuals. All other clusters
have moderate to high transaction frequencies. This finding is validated by
the rules mining, which shows that businesses with a lower income and book
value are highly likely to be in the large single cluster.

Because the business rules can be associated with the NAICS code that
aligns businesses to industry segments, they provide the financial institution
with an industry-based split of high-value and low-value clients. Industries
found in rules for high-value clients are: Retail Trade, Real Estate, and Arts
and Entertainment. SOM rules mining does a better job of finding industry-
based associations than k-means rules mining.

Industries found in rules for low-value clients are: Accommodation and
Food Services, Management of Companies, Educational Services, and Public
Administration. There are two explanations for why these customers are low-
value. The first is that they are very small companies that are potentially
struggling to do business. The second is that they do not use this financial in-
stitution as their primary one. In either case, the financial institution has been
successful in attracting businesses from these industries, but not successful in
converting their initial engagement into high value.

Based on the results of the association rules mining, we slightly prefer SOM
to k-means. SOM, both in retail and business contexts, more consistently
clusters customers in a way that leads to action that the financial institution

can take.
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Chapter 5

Performance Evaluation

5.1 Performance Analysis

The proposed framework must be scalable given the amount of data modern
financial institutions need to handle. Our implementation in a real financial
institution’s cloud system gives us the unique capability to experiment within a
practical scope. The choice of vertical and horizontal scalability depends on an
organization’s specific need in terms of dataset volume, ease of implementation,
cost, and resource availability. We analyze vertical scalability within GCP with
real data. On the other hand, we analyze horizontal scalability in external
cloud platform using synthetic data. As the platform and underlying data are
different, we do not compare them with each other. We rather show that the

framework can be generalized in terms of scalability.

5.2 Distributed Implementation of the Frame-
work for Scalability

We use Spark for distributed implementation. In contrast to Hadoop, Spark
provides in-memory computation that makes it run faster. As many ML algo-
rithms are iterative, Spark’s in-memory computation is more suitable for such
an application. We use distributed implementations of hierarchical, k-means,
SOM, and association rule mining from MLib and other open-source libraries.

We use a variant of hierarchical clustering, bisecting k-means. It takes a

divisive hierarchical clustering approach. Although in traditional hierarchical
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clustering the number of clusters is not pre-specified, in bisecting k-means it is
pre-specified. In the beginning, all the points of the dataset are contained in a
single cluster. Then the algorithm finds divisible clusters on the bottom level
and bisects each of them using k-means until there are k leaf clusters in total
or no leaf clusters are divisible. The bisecting steps of clusters on the same
level are grouped together to increase parallelism. If bisecting all the clusters
at the bottom level generates more clusters than intended, then the larger
clusters are bisected. For the other algorithms, the Spark implementation is

the parallelized version of the main algorithm.

5.3 Vertical Scalability

Vertical scalability refers to adding more resources to a single node, usually
through the addition of more Central Processing Unit (CPU), Random-Access
Memory (RAM), or storage. We use the previous non-parallelized implementa-
tion within the GCP Platform for vertical scalability. We run all three modules
of the pipeline, namely anomaly detection, clustering (both SOM and k-means
for comparison), and rule mining for different customer data sizes up to 300,000
customers. It can be readily seen from Figure 5.1 that the runtime shows log-
arithmic growth on this plot which has a log scale Y-axis; this indicates that it
scales linearly with the number of customers. In this experiment, we vertically
scale our base Virtual Machine (VM) as needed. The workloads are RAM in-
tensive. More specifically, in the anomaly detection and rule mining stage, we
add more RAM to our base VM. Our base virtual machine has 4 vCPU and
26 GB RAM. Using extrapolation, a back-of-the-envelope calculation shows
that running the whole pipeline will take approximately 137.62 minutes for 1

million customers.

5.4 Horizontal Scalability

Horizontal scalability refers to increasing the capacity of the system by adding
more nodes to it. For the institution in question, vertical scalability sufficed.

For horizontal scalability, we run the experiment in a different cloud envi-
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Figure 5.1: Runtime of each module of the pipeline for different number of
customers. Note that the y-axis is in log scale.

ronment instead of GCP. As the real data is confidential, we use synthetic
data instead. Generative models like Autoencoder, Generative Adversarial
Network (GAN) and their variants are becoming popular for synthetic data
generation [7], [103]. We use 500 transaction frequency time series for one
month without any customer identification to generate 1 million synthetic
data points using a Variational Autoencoder (VAE).

VAE [61] is a generative model that marries probabilistic graphical models
(Bayesian networks) and deep learning. It generates latent variables from the
input data and then generates synthetic data from the conditional distribution
of the data given the latent variable. It uses gradient descent to minimize
a loss function comprised of reconstruction loss and Kullback-Leibler (KL)
divergence loss. The reconstruction loss is calculated in terms of error between
the input and the generated sample. The KL divergence term is between the
approximate posterior and true prior to the latent variable. Suppose X is the
input data, P(X) is the probability distribution of the data, z is the latent
variable, P(z) is the probability distribution of latent variable, and P(X|z) is
the distribution of generating data given latent variable. The final form of the

loss function to minimize (provided that the prior and approximate posterior
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Figure 5.2: Runtime of each module of the pipeline for 1 million customers in
different node configuration.

are multivariate Gaussian) is then given by [103]:
D[N (u(X), 2(X))[IN(0,1)] —log P(X|z)

In our implementation, we pass the number of transactions made by a
customer in a period of 31 days as a vector to the encoder, which maps it to
a 4-dimensional latent space. The latent representation is the input to the
decoder which aims to reconstruct the original data.

We run hierarchical, k-means, and SOM using this synthetic dataset. For
association rule mining we use random data for 1 million customers. We use
a virtual machine with 16 vCPU and 60 GB RAM. For the experiment, the
driver has 4 vCPU and 8 GB RAM and each of the workers has 1 vCPU and 6
GB RAM. We experimented with 2, 4, 6, and 8 workers. We deploy different
configurations of master and workers using docker. The master node processes
the input and distributes the workload to the workers nodes. The runtime for
the experiments can be seen in Figure 5.2. We exclude the first run for each
module and take the average of the next 10 runs. The shaded area represents
the standard deviation. As we see from the plot, the framework is linearly

scalable.
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Figure 5.3: Architecture of the big data analytics pipeline in production.

5.5 Dynamic Nature

The dynamic nature of the framework comes from the fact that the clusters
are automatically updated. The input data is streaming which is stored in
BigQuery for a month. Then the framework starts to produce the clusters and
provide them for business consumption. For the subsequent months, at the end
of each month, the clusters are recomputed and Jaccard indexes between the
clusters of two months are checked. If it falls below a user-defined threshold
then the new clusters are set as default. This value can be tuned based on the
requirement of stability. Figure 5.3 shows the dynamic distributed system in

production.
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Chapter 6

Conclusion

This thesis proposed an interpretable dynamic customer segmentation frame-
work for financial institutions using anomaly detection, clustering, and associ-
ation rule mining techniques in a practical manner. We have found compelling
and actionable results in this paper by analyzing the rich dataset obtained from

a financial institution.

6.1 Summary of Contributions

On the retail side, we have found several rules that are in perfect alignment
with traditional personas of the financial institution, which is a good sign of
internal validation of this work. More importantly, we have found rules that
are not in alignment with any of the predefined personas. In particular, there
is a group of elderly, low-income people with few accounts that hardly transact
yet there is no persona that aligns with these individuals. Since these rules go
against conventional banking wisdom that as clients get older, they will tend
to have larger savings portfolios, this represents new opportunities for the
bank to re-target its customers closer in actual alignment to what the data
dictates. Additionally, we found that there is a large portion of customers who
likely have a different financial institution as their primary one. We have also
found a large portion of personal accounts that transact similarly to business
accounts. Both of these findings represent unique opportunities for the bank
to target existing customers and market products that better align to their

transaction patterns.
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On the business side, utilizing the NAICS codes and our rules mining ap-
proach has helped us find significant insights for tiering customers into high-
value and low-value clients respectively, divided into useful industries to target
for the bank. The single dominant cluster of ultra-low transaction individu-
als also appeared within the business clientele. As we elaborated above, this
finding is particularly significant because the bank has been successful in at-
tracting these businesses at large volumes, yet fails to capitalize on them to a
profitable degree.

In summary, with our systematic association rules mining approach, we
have also validated the existence of some of the personas developed by the
financial institution while also finding new classes that are not acknowledged
using traditional means. Our approach provides a method to keep personas
aligned to the real distribution of demographics. By recalculating the clusters
and association rules, we can validate the existence of customer groups not
just through their demographics but also through their transaction patterns.

From an implementation standpoint, we have found that the algorithms
we prefer to use for segmentation scale linearly with data. Additionally, we
have found that the framework is vertically scalable if needed. Given that the
financial transaction time series are rather stable, they can be reevaluated less
frequently.

We believe it is important here to address the ethics of our customer seg-
mentation approach. The primary purpose of this project is to understand the
customer base as it is. If biases exist, it is essential for us to be able to cap-
ture them. Rather than feeding the results of the segmentation directly into
another model without human intervention, this work can used by the bank to
identify certain biases. The financial institution which provided us with data
believes strongly that the best approach to eliminating bias is to build models
with all available information and then compare them to demographic features
such as age and gender to capture the biases that the model (and therefore
the data) have. This is why the association rules mining step is critical to the

ethical validity of this project.
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6.2 Limitations

The study presented in this thesis has the following limitations:

1. We do not consider new customers up until we have at least 1 month
worth of data. If there is a need for immediate inclusion of these new
customers then the clustering problem can be turned into a classification
problem. The new customers can be assigned to closest cluster center

using DTW distance measure until 1 month worth of data is available.

2. It was hard to have direct external validation of the obtained clusters

through domain experts.

3. We could not evaluate whether the obtained new segments were able to
generate revenue based on appropriate application as this is a long-term

process.

6.3 Future Directions

Several avenues can be pursued for future work following the study in this

thesis.

1. We consider whole time series anomaly in our anomaly detection stage.

There is an opportunity to explore windowed anomaly detection.

2. Given the application scenarios we converted the streaming data into
batch data of 1 month. There may be specific applications that may
require segmentation with streaming data. In such a case the work can

be expanded with spark streaming.

3. Studying the effect of stability on a granular level to add meaning to
the movement of individuals across clusters has significant value. It may
also be possible to predict this movement from one cluster to another
cluster and possibly one persona to another persona during a customer’s

lifetime.
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4. We did not consider the cost aspect of horizontal vs vertical scalability in
terms of cost, considering both cloud resources and personnel resources.

This may be explored in a future study.
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