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Abstract 

The objective of this study was to design a microstructure that was metallic, atomically 

smooth, strong, stable at elevated temperatures and stress free. We picked nickel-

molybdenum (Ni-Mo) and performed a systematic study of microstructure and 

properties of 1 ju,m thick films as a function of composition by using room temperature 

co-sputtering. This investigation resulted in an optimum film composition of Ni-

44atomic%Mo, with a unique nanocomposite microstructure of Mo-rich 

nanocrystallites randomly and densely dispersed in a Ni-rich amorphous matrix. This 

stress-free film showed a very high nanoindentation hardness of 11 GPa and an order of 

magnitude reduction in surface roughness (0.8 nm) compared to those of pure Ni (4.5 

GPa and 10 nm) and pure Mo (7.5 GPa and 8 nm), while maintaining the resistivity in 

metallic range. The alloy is also stable at high temperatures of the order of 400°C. As a 

further step, we conducted a detailed study on the prediction of the composition range 

of amorphous formation according to the different existing models. Among these 

models, we found that the prediction range of Miedema's thermodynamic model of Ni-

38at.%Mo to Ni-68at.%Mo was in a good agreement with the amorphous range 

obtained from our experimental data. As a proof-of-principle, we synthesized free

standing single-anchored cantilevers from Ni-44at.%Mo film that were 50 nm thick, 

400 nm wide and ranged in length from 1-6 jam. The synthesized cantilevers have the 

potential to be used as sensors in atomic force microscopy, petroleum industry, 

microfluidics and biomedical chips, and generally wherever operations at elevated 

temperature and good conductivity are required. 
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CHAPTER ONE: INTRODUCTION 

Layers of materials with a thickness ranging from a fraction of nanometres to a few 

micrometers are called thin films. Thin film science and technology play a significant 

role in the high-tech industries that are involved in microelectronics, communications, 

optical electronics, coatings of all kinds and energy generation and conservation [1]. 

Many sophisticated instruments have been developed in the area of micro-

electromechanical/nano-electromechanical systems (MEMS/NEMS) using thin films. 

MEMS/NEMS cantilever devices fabricated from thin film materials are the building 

block of many hi-tech systems [2] such as force sensing devices [3, 4], mass sensors [5] 

and separation membranes [6]. Most of the structural components in MEMS/NEMS are 

commonly fabricated out of single-crystal or poly-crystal silicon, or one of its 

compounds such as silicon nitride, silicon carbide and silicon oxide, with silicon being 

by far the most widely used [2, 7-9]. 

Although silicon is easy to etch, elastically stiff and very hard [10], its low fracture 

strength, ductility and wear resistance result in low reliability of this material for in-

contact moving parts of the structures. Silicon is also poorly suitable for the 

applications where good electrical conductivity is a fundamental requirement. 

Therefore, metals have been proposed recently as potential substitutes for silicon and its 

compounds in MEMS/NEMS device applications since they offer higher electrical 

conductivity and better ductility [2, 6, 11, 12]. However, a few drawbacks of metal 

films such as low strength and hardness, high surface roughness and susceptibility to 

warping due to the intrinsic and thermal-mismatch stresses that develop during the 

fabrication process have precluded their application as potential substitutes for silicon. 

To address the problems that exist with metallic thin films, it is useful to look at the 

different features of an ideal microstructure first. An ideal microstructure is strong, 
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hard, elastically stiff, atomically smooth, stress free, stable at elevated temperatures and 

can be conductive depending on its application. By comparing the characteristics and 

properties of two possible metallic microstructures, crystalline or amorphous, it is 

realized that the amorphous phase meets most of the above requirements [13]. To 

design such a microstructure, there are some certain criteria that have to be fulfilled. 

When making a bulk binary alloy of two metallic elements, it has been proven 

empirically that negative heat of mixing [14] and large atomic mismatch [15] between 

two alloying elements facilitate the formation of amorphous phase at non-equilibrium 

conditions. In the phase diagram of a binary alloy system, the number of intermetallic 

phases, which have complex crystal structures and can be formed under equilibrium 

conditions, is attributed to the heat of mixing of the two constituent elements. The more 

negative the heat of mixing, the higher the number of intermetallics that can be formed 

over the full range of composition. Under non-equilibrium conditions, however, as is 

the case for vapour deposition for instance, the formation of these equilibrium stable 

phases is kinetically hard to achieve. The atoms of the constituent elements, therefore, 

will tend to stay close to each other without forming any crystallographic structures and 

an amorphous phase will form. This is especially true when the percentage of the solute 

and atomic mismatch between the solute and solvent are relatively high. These two 

amorphization principles (large negative heat of mixing and large atomic mismatch) 

will be covered in more details in Chapter 3. An amorphous material with optimum 

properties, therefore, can be obtained by taking advantage of these two criteria and the 

sputter deposition, for instance, that makes the equilibrium phases kinetically difficult 

to access due to high deposition rate. In this way, the grain/columnar growth, which is 

mostly responsible for high surface roughness and stress gradients in polycrystalline 

metal thin films [16,17], is precluded as well. 

To obtain the amorphous microstructure, nickel-molybdenum (Ni-Mo) binary alloy 

system was selected since this alloy fits the amorphization criteria mentioned above. It 
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can be seen from Fig. 1.1 [18, 19] that Ni-Mo equilibrium phase diagram offers several 

intermetallic phases, such as NiMo, M3M0 and Ni4Mo, over the full range of 

composition. The existence of these intermetallics is due to the negative heat of mixing 

between Ni and Mo (A//wfe(Ni.Mo)
= -7KJ/mole [14, 20]). In addition to the relatively 

large negative heat of mixing, there is a good atomic mismatch between these two 

elements (rNf=1.28 A and ?*MO=1-39 A) [15]). Another reason for choosing Ni-Mo was 

the higher strength and hardness of pure Ni and Mo (refractory metal) compared to 

most of the metallic elements [21]. Therefore, we expect to see better mechanical 

properties from Ni-Mo compared to other available binary metallic systems that have 

been developed so far [2]. Also, these two elements are inexpensive and have been used 

quite extensively in micro/nanofabrication [2, 22-24]. 

Previous studies on Ni-Mo have been mainly focused on the electrocatalytic behaviour 

of this material, in both ball-milled and sputter-deposited conditions, for hydrogen 

evolution [25-28]. Binary Ni-Mo alloy coatings with good adhesion to nickel substrate 

have been prepared by sputter-deposition method [27]. The electrodes of this material, 

with the optimum composition of 10 at.% Mo, have been found to be active hydrogen 

evolution electrocatalyst in 1 M NaOH solution at 30 °C. The Ni-Mo alloy electrodes 

prepared by this method have shown an activity even higher than that of smooth 

platinum electrodes. Also, nanocrystalline metastable Ni-Mo solid solutions have been 

fabricated by high-energy mechanical alloying for the application of hydrogen 

evolution [26, 29]. This alloy can be formed by mechanically alloying of pure Ni and 

Mo elemental powders up to about 27wt.%Mo. If the average Mo content exceeds this 

limit, an amorphous phase is formed. The electroactive phase for the hydrogen 

evolution reaction in alkaline solutions has been found to be the nanocrystalline 

structure that must be prepared in an oxygen partial pressure in order to be active. 

Another branch of research on Ni-Mo has been focused on the possibility of 

amorphization in multilayers of pure Ni and pure Mo thin films prepared by ion-beam-
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assisted deposition (IB AD) [30]. It has been shown that IB AD is a non-equilibrium 

process and, therefore, phase formation and evolution in this process is affected by the 

mobility of atoms. Ion-beam mixing (IBM) process has also been used to prepare Ni-

Mo multilayer films. These films have shown an increased microhardness compared to 

pureNi [31]. 

1.1 Overall Structure of the Thesis 

The current chapter (Chapter 1) of the thesis outlines a background on MEMS/NEMS 

devices and use of thin films (especially silicon) in these devices, applications of metals 

for MEMS/NEMS, the problems with metal thin films, what an ideal microstructure is, 

how it can be designed, why we have used Ni-Mo, how this binary system fits all the 

criteria and what has been done in the past on the thin films of this binary alloy. Then, 

the different mechanisms of thin film growth and origins of both tensile and 

compressive stresses in polycrystalline and amorphous thin films will be studied in 

Chapter 2. The mechanical behaviour of thin films (crystalline, amorphous, and 

nanocomposite) and different strengthening mechanisms will be covered in details in 

the last section of this chapter. In Chapter 3, an extensively review will be provided of 

the different models proposed for the prediction of the range of amorphous phase 

formation: the atomic size ratio, enthalpy of mixing effect, relation with phase diagrams 

and eventually the most comprehensive model, the Miedema's approach. 

Chapter 4 introduces the experimental procedure that was followed in this study. The 

deposition process for the fabrication of the films is considered first and then discussion 

regarding the different techniques employed to characterize the films will be made. 

These techniques include energy dispersive x-ray spectroscopy (EDS) for composition 

analysis, scanning electron microscopy (SEM) to image the surface, atomic force 

microscopy (AFM) to view the topography of the surface and measuring the surface 

roughness, x-ray diffraction (XRD) and transmission electron microscopy (TEM) for 
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phase identification, x-ray photoelectron spectroscopy (XPS) for the measurement of 

the oxygen contents and differential scanning calorimetry (DSC) for thermal stability 

testing of the films. Measurement methods of the physical properties of the films will 

be subsequently reviewed. These methods were used to measure the stress, hardness, 

modulus, surface roughness and conductivity of the films. The last section of Chapter 4 

introduces the details of the fabrication of the cantilevers. 

Chapter 5 is dedicated to the results and discussion. The composition range of 

amorphous formation is predicted first for Ni-Mo according to different existing 

models. Then, the characterization results including the SEM micrographs, AFM 

images, XRD spectra and TEM images will be presented and discussed. Next, a 

comparison will be made between the different models that are used to predict the range 

of amorphous phase formation in Ni-Mo. A discussion will be provided on why the 

most accurate and comprehensive one, the Miedema's semi-empirical model, predicts 

the experimental results the best. Emphasis will be changed then to look at the different 

measured physical properties of the films. The results of stress measurements, 

nanoindentation, surface roughness and conductivity of the films will be brought to the 

reader's attention and discussed. The effect of thickness on stress will be investigated 

next. In the last section of Chapter 5, the SEM images of synthesized cantilevers will be 

shown with a brief discussion on the thermal stability of the alloy. 

The last Chapter, Chapter 6, is a summary and conclusions of the thesis, in which some 

recommendations will be proposed for future work. Finally, in Appendix A of the 

thesis, the different potential applications of the MEMS/NEMS devices, we fabricated 

from Ni-Mo nanocomposite thin films, will be discussed. From these applications, we 

will discuss in details the potential application of our synthesized cantilevers in 

petroleum industry for density and viscosity measurement in the frame of a 
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commercialization plan. The cost of fabrication of the cantilevers will be estimated in 

the last section of this Appendix. 
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Figure 1.1: Equilibrium phase diagram of Ni-Mo, based on [18, 19]. Different phases present at different 

temperatures are shown. Several intermetallics are available in Ni-Mo binary alloy due to the relatively 

high heat of mixing between these two elements. It is, therefore, supposed to see a large range of 

amorphous phase of this alloy under non-equilibrium conditions. 
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CHAPTER TWO: THIN FILM GROWTH AND STRESSES 

2.1 Thin Films Growth 

2.1.1 Growth in Polycrystalline Thin Films 

Growth stresses and surface roughness that exist with polycrystalline metallic thin films 

are the direct results of the conditions under which grain nucleation, growth, 

coarsening, coalescence and thickening occur. It is well-known that in polycrystalline 

films, growth techniques and conditions affect the shape, distribution, size and 

orientation of the grains [32]. An overview of structure evolution in polycrystalline 

films during deposition is shown in Fig. 2.1 [1]. It is generally accepted that there are 

three basic modes for thin film growth: (1) island (or Volmer-Weber) growth, (2) layer 

(or Frank-van der Merwe) growth and (3) mixed (or Stranski-Krastanov) growth. These 

three modes of growth can be best explained in terms of wetting and Young's equation 

[33, 34]. This equation relates the wetting of a solid surface to the interfacial energies as 

rsv=ys,+rivcose (2.1) 

where ysv, ysi and yv represent solid-vapour, solid-liquid and liquid-vapour interfacial 

energies, respectively, and 6 is the wetting or contact angle (Fig. 2.2). The growth 

modes are described in more details below considering the above equation. 

Island growth happens when the small stable clusters nucleate on the substrate and 

grow in three dimensions to form islands. This type of growth occurs when the 

depositing atoms or molecules are more strongly bound to each other than to the 

substrate. In other words, the clusters of atoms do not wet the substrate and the contact 

angle in Eq. (2.1) and Fig. 2.2 is high. Deposition of many metallic thin films on 

insulators, alkali halide crystals, graphite and mica substrates follow this mode of 

growth. During the layer growth, however, the extension of the smallest stable nucleus 
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happens in two dimensions leading to the formation of planar layers. In this growth 

mode, the atoms are more strongly bound to the substrate than to each other and the 

clusters of atoms wet the surface with low contact angle. The first complete monolayer 

is then covered by a less tightly bound second layer. The layer growth mode is 

sustained as long as the decrease in bonding energy is continuous toward the bulk 

crystal. The most important example of this growth mode is the single-crystal epitaxial 

growth of semiconductor films. The layer-island or mixed (Stranski-Krastanov) growth 

mechanism is an intermediate combination of the first two modes, i.e., the layer growth 

and the island growth. In this case, after forming one or more monolayers subsequent 

layer growth becomes unfavourable and islands form. The transition from two-

dimensional growth to three-dimensional growth has not been completely understood 

yet, but any factor that changes the wetting characteristics and binding properties of 

layer growth may be the cause. This growth mode has been observed in metal-metal 

and metal-semiconductor systems. Since the first growth mode, the island (or Volmer-

Weber) growth, is the most common one occurring in thin films, it is discussed in more 

details below. 

Nucleation stage of the film growth occurs when stable clusters of adatoms form and 

continue to grow. Once formed, the nuclei grow to the external phase as well as 

laterally in the plane of the interface [32]. The lateral growth results in impingement 

and coalescence of crystals and formation of grain boundaries, which in turn, defines 

the grain-structure characteristics of the newly formed film. The size of the Islands at 

impingement and coalescence is usually around 10 nm or less. It has been shown for 

island (or Volmer-Weber) growth that the energy per volume released from grain 

boundary formation during coalescence of islands in the size of 10 nm is sufficiently 

high enough to drive the development of stresses in the order of GPas in the film [35]. 

The grain boundary formation at coalescence provides a possible explanation for the 

high tensile stresses that often develop during the deposition of the materials with low 
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surface diffusivity [36-38]. Low diffusivity results in small grain size at coalescence 

and a little stress relief. The requirements for complete stress relief are dislocation 

generation and motion, diffusional relaxation, surface self-diffusion and sliding at the 

film-substrate interface [39]. If the surface self-diffusion is low compared to the 

deposition and coalescence rates, stresses will not be relieved. 

Once a continuous film has formed (in Volmer-Weber mode) through nucleation, 

growth and coalescence, in most applications further thickening of the film is required. 

The development of grain structure occurs in two different regimes. If the grain 

boundaries formed through island impingement are mobile, the grain structure of the 

film develops during the coalescence and continues to evolve during film thickening 

process. This process often leads to a more equiaxed structure, in which the in-plane 

grain size is approximately the same as the initial one and scales with the film 

thickness. The average in-plane grain size is, therefore, uniform through the thickness 

of the film. If the grain boundaries are immobile, the grain structure resulting from the 

nucleation, growth and coalescence is retained at the base of the film. Usually, 

subsequent thickening occurs through epitaxial growth on these grains and columnar 

structure develops. Often though, as the grains at the base of the film grow, competitive 

growth leads to an increasing in-plane grain size at the top surface of the thickening 

film compared to the size at the interface [32]. The competitive grain growth is due to 

the well-known van der Drift growth mechanism (Fig. 2.3) [40]. This model represents 

a growth mechanism of continuous polycrystalline films from randomly oriented nuclei. 

According to the model, the crystallographic texture and the surface morphology of the 

continuous polycrystalline films resulting from growth competition between the 

nucleated crystals can be calculated. As the film thickness increases and a continuous 

film is formed, those crystals having their fastest growth direction perpendicular to the 

substrate surface will overgrow all other orientations and they represent the orientations 

of the crystals on the surface. It has been shown, for the case of competitive grain 
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growth (with immobile grain boundaries), that the surface roughness of thickening 

films can be increased under the conditions of limited adatom mobility. If adatoms 

arrive with a range of angles off the normal to the surface, as the case in sputter 

deposition, shadowing effect can occur [41, 42]. The kinetic roughening and shadowing 

effect result in competitive growth of columns with the structure similar to that 

illustrated in Fig. 2.3. In this case, the grain size scales with t [43]. 

2.1.2 Growth in Amorphous Thin Films 

Amorphous metallic alloys have attracted increased scientific interest during recent 

years. This interest is primarily due to their technologically attractive bulk and surface 

properties, which are often superior to those obtained from their crystalline 

counterparts. Wear resistance, strength, hardness, corrosion resistance and surface 

smoothness are some of those properties [44]. Generally these favourable properties, 

which can be traced back to the absence of grain boundaries and other defects and lack 

of long range order, make amorphous thin films also highly promising candidates for 

refinement of functional surfaces in science and technology. Tailoring the films thus 

requires a fundamental understanding of the underlying growth mechanisms and their 

impact on the properties of the film. These mechanisms, in turn, are directly linked to 

structure formation that depends on the processing parameters during thin film 

deposition [45]. 

The understanding of the growth properties of vapour-deposited amorphous thin films 

and the processing parameters is of increasing interest not only due to its technological 

importance mentioned above, but also because of its application to surface growth 

studies [46]. The absence of a structural long-range order with the lack of lattice 

constraints and the material isotropy enable a simplified data analysis and suggest the 

study of the effects of different growth mechanisms independent of system details. In 
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addition, the surface morphology is tightly linked to film stresses, which will be the 

topic of another section in this chapter. 

The surface morphology of amorphous thin films is the result of a balance between the 

roughening mechanisms due to shadowing or other flux anisotropics of the depositing 

particles and smoothening due to the surface diffusion [47]. On the microscopic level, 

these mechanisms are governed by a very complex and only partly-understood 

interaction between the depositing particles and the already deposited surface atoms. 

Experiments, on the other hand, exhibit some regularities of the surface morphology 

(mound-like structure) in amorphous films [48]. This, in turn, indicates that the 

continuum models can be used for the understanding and interpretation of the growth 

mechanisms. In particular, amorphous thin film growth represents an attractive system 

for the validation of such models. This is mainly due to the isotropic nature of the 

amorphous structure and the lack of long-range ordering [49]. 

The most systematic and pioneering studies on the growth of amorphous thin films, 

both experimental and modeling, have been carried out by Samwer and co-workers 

[44-49]. In the early work done by Reiker et al. [50], they studied the surface 

topography of vapour-quenched amorphous Zr65Al7.sCu27.5 films in situ with scanning 

tunnelling microscopy. They analyzed the development of surface morphology in terms 

of an increasing film thickness. With film thickness of less than 30 nm, they showed 

that the surface roughness increases with a growth exponent of approximately 0.2. 

Above a film thickness of 30 nm, however, they observed a roughening transition at 

which the surface roughness converges to a maximum value. In addition, they found 

that surface diffusion is the governing mechanism in the growth of amorphous films at 

elevated substrate temperatures. They also used a Monte Carlo model for numerical 

simulation of their results [46]. In another study, Raible et al. [49] derived a nonlinear 

growth equation for the amorphous films and studied the surface roughness of these 
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films. The most comprehensive model for the growth of amorphous thin films and its 

relationship with morphology and intrinsic stress has been recently proposed by 

Samwer and colleagues [51]. In this model, the growth of amorphous phase has been 

divided into three stages depending on the film thickness. The first stage is attributed to 

the nucleation and growth of single islands at a very low film thickness. In this regime, 

the three-dimensional islands nucleate on the substrate and local energy minimization is 

the dominant mechanism. In the second stage (medium film thicknesses), surface 

reconstruction will be present and change in surface packing density will be resulted. 

The driving force for the surface reconstruction is the difference between surface stress 

and surface energy and is independent of surface morphology. In third stage, local 

energy minimization is present by viscous coalescence in a dynamic equilibrium of 

stress generation and surface energy minimization. In this stage, a cluster-like growth is 

observed due to growth instabilities such as self-shadowing. This rough cluster-like 

surface is observed in high film thickness regime and the energy can be reduced by 

processes joining the cusp walls together in this regime. 

2.2 Origins of Thin Film Stresses 

The stresses in deposited thin films have become one of the most important challenges 

in the modern technology. The fields of microelectronics, integrated optoelectronics, 

data storage technologies and micro-electromechanical/nano-electromechanical systems 

(MEMS/NEMS) all depend critically on the properties, behaviour and reliable 

performance of thin films. Residual stresses that develop in such films and coatings can 

lead to film cracking and peeling in the case of tension, and delamination and blistering 

in the case of compression. Understanding the origins of such stresses and controlling 

the affecting parameters is, therefore, of great importance to the reliable fabrication of 

thin films [35]. 
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In general, film stresses are divided into two main categories. One category is growth 

stresses, which are usually called intrinsic stresses. They are present in films following 

the growth on the substrate. The second category of film stresses represents those stress 

conditions that arise from changes in the physical environment of the film material 

following its growth. Such externally induced stresses are usually called extrinsic 

stresses [52]. This category of stresses includes thermal and surface stresses. Thermal 

stresses appear in the films bonded to substrates having different thermal expansion 

coefficients at a temperature, Tr, higher or lower than the substrate or deposition 

temperature, 7 .̂ Without any plastic deformation in the film-substrate structure during 

temperature changes, the thermal stress, or, is directly related to the elastic strain, s, in 

the film through Hooke's law [53]: 

{ E>) 
l'-"/J 

e = [ E ' ) aT = — ^ e = — ± - (as -af)(Tr -Ts) (2.2) 

where E/, vyand c^ are the Young's modulus, Poisson's ratio and coefficient of thermal 

expansion of the film, respectively, and as is the coefficient of thermal expansion of the 

substrate. 

In addition to thermal stress, another stress term named surface stress can be 

distinguished in the category of extrinsic stresses. Various molecules can penetrate into 

the open voids or pores present in not fully-dense films and adsorb to the pore walls. 

The interaction forces between adsorbed species such as water molecules can cause 

residual stresses in the film. These stresses, in turn, can deform the film (and devices 

made out of them) due to the differences in surface energy. 

Among the different types of stresses discussed above, the intrinsic stresses are the 

most important ones. In the following section, therefore, our attention will be focused 

on these stresses and their origins. 
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2.2.1 Origin of Intrinsic Stresses in Polycrystalline Films 

Stress evolution during the growth of polycrystalline thin films, particularly metallic 

films on insulating substrates, has been studied experimentally during the past two 

decades [54], In these studies, film stress is usually estimated by measuring the 

curvature of the substrate while depositing the thin film material on it. The change in 

curvature is then related to an average in-plane stress in the film, a/, through the Stoney 

equation as [1] 

J ML_ (2.3) 
f 6R(l-us)df 

where R is the substrate's average curvature, Es is the Young's modulus of the 

substrate, vs is the Poisson's ratio of the substrate, and ds and c^are the thickness of the 

substrate and film, respectively. In the island growth mode at microscopic scale, the 

earliest stages of film growth occur through nucleation and growth of individual 

crystallites on the substrate. As the crystallites grow to a certain size, they start 

impinging on each other and eventually forming a continuous polycrystalline film [35]. 

Compressive stresses commonly develop during the early stage of metallic film growth, 

before the film becomes continuous. This compressive stress can become very large in 

magnitude. For example, a stress of about -1 GPa was measured in a sputtered Mo film 

with a nominal thickness of 3.3 nm that was deposited onto the silicon surface. During 

island coalescence, the intrinsic stress generally displays a very rapid increase that 

results in the intrinsic stress becoming tensile. If the depositing metal has a low adatom 

mobility at the deposition temperature, the intrinsic stress generally remains tensile 

after the coalescence and during the growth as can be seen in Fig. 2.4a [38, 55-57]. 

These metals are characterized by their high melting temperatures such as Fe, Si, Cr, Ti, 

etc. If the metal that is deposited has a high adatom mobility at the deposition 

temperature, the intrinsic stress after coalescence may decrease with further film 

growth. In many cases, particularly face-centered-cubic (FCC) metals with lower 

melting temperatures such as Ag, Cu, Al and Au, the stress eventually becomes 
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compressive (see Fig. 2.4b). A number of physical mechanisms have been proposed so 

far to describe the different stages of stress evolution behaviour for the two types of 

materials (low and high adatom mobility), some of which are reviewed below. 

2.2.1.1 Intrinsic Stress Generation before Islands Coalescence 

The initial compressive stress, when the film is in the form of isolated islands, can be 

best explained in terms of surface stress effects [57]. Since the nature of the bonding 

between the atoms at the surface and in the bulk is different in a solid, surface atoms 

have an equilibrium interatomic spacing different from that of the atoms in the bulk. 

This difference in equilibrium spacing results in a force per unit length acting on a solid 

surface, referred to as the surface stress. The surface stress can also be considered as a 

pressure, called the Laplace pressure, exerting on a finite size solid body equal to the 

difference between the pressure inside the solid and the pressure of the surrounding 

vapour. Now if a growing island is considered, the magnitude of the stress within the 

island can be determined by how strongly it is attached to the substrate. If a very small 

island is weakly bound to a flat substrate, it will be able to respond to the applied forces 

by migration and/or changing its structure. One example of such a change in structure is 

to adjust its lattice spacing in response to volume stresses, such as those that arise from 

surface stresses. As the island gets larger, it becomes increasingly difficult for it to 

change its in-plane lattice spacing in response to a change in stress. This is due to the 

fact that such a change involves an increasingly change in a large number of bonds at 

the island-substrate interface. Eventually, there will be a critical size at which the island 

in-plane lattice spacing will be effectively frozen. Since the island is constrained by the 

substrate, the substrate must impose an in-plane biaxial stress to keep the island from 

attaining its equilibrium spacing as thickness and diameter of the island increase. As a 

result, an intrinsic stress is generated in the constrained island due to surface stress 

effects. If the net surface stress (the summation of surface stress at the top and bottom 

of the island) is positive, the intrinsic stress will be compressive. Therefore, this 
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contribution can explain compressive intrinsic stresses often observed during the early 

stages of polycrystalline metallic film growth (before coalescence). 

2.2.1.2 Intrinsic Stress Generation during Islands Coalescence 

The mechanism behind the intrinsic stress generation during island coalescence has 

been successfully explained by Hoffman [36], Nix and Clemens [35], and Freund and 

Chason [58]. The most well-known mechanism for this stage is called zipping 

mechanism as illustrated schematically in Fig. 2.5. The growing islands remain 

separated until the space between them becomes smaller than a critical gap, A. At this 

separation gap, the lateral surfaces of the islands zip together to form a grain boundary 

as a result of a reduction in surface energy equal to ygbl2-ysv [36, 57] where ygb and ysv 

are the grain boundary energy and island surface energy, respectively. This reduction in 

surface energy can drive two neighbouring islands to coalesce at the expense of some 

elastic deformation due to the constraint of substrate. This mechanism can be used to 

explain the large increase in the intrinsic stress during coalescence as shown in Figs. 

2.4a and 2.4b. The development of these tensile stresses in the early stages of 

polycrystalline film growth has been confirmed experimentally by many researchers 

[37, 55, 56, 59, 60]. The amount of the tensile stresses at the coalescence of two 

adjacent crystals can be calculated using atomic size considerations as [61] 

where E and v are the Young's modulus and Poisson's ratio of the film, respectively, 

and L is the grain size. A recent analysis by Nix and Clemens [35] applied the Griffith 

criteria for crack extension [62] to the grain boundary junction between two crystallites. 

This model gave the following expression for the estimation of the average film stress, 

a, generated by the surface-energy-driven mechanism as 

o = [2(2ysv - ygb )E(\ + v) /(l - v)dc]m (2.5) 
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where dc is the diameter of impinging hemispherical islands. Unlike the Hoffman's 

original model (Eq. 2.4), it is not necessary to use atomic size arguments to estimate the 

size of the gap at the point of crystallite coalescence in this model [35]. In addition to a 

change in surface energy, island coalescence leads to a change in surface stress. This 

change in surface stress will result in an instantaneous change in the intrinsic stress in 

the film [57]. Although the contribution due to the change in surface stress is 

significantly smaller than that for the surface-energy-driven mechanism, in cases where 

the pre-coalescence compressive stress is not too large in magnitude, a change in 

surface stress at coalescence may lead to a significant contribution that needs to be 

taken into account in a complete treatment of the problem. It should be noted that once 

such intrinsic stresses develop in a film, they can be maintained during subsequent 

growth [63] (Fig. 2.4a). 

2.2.1.3 Intrinsic Stress Generation after Islands Coalescence 

A physical mechanism for the post-coalescence compressive stresses that can explain 

the complex experimental observations have been recently proposed based on the 

following information [64, 65] (i) In the case of metals deposited with relatively low 

adatom mobility (Fig. 2.4a), when the film becomes continuous and a net tensile 

intrinsic stress associated with the surface-energy-driven mechanism is generated, the 

intrinsic stress generally remains tensile during further growth. On the other hand, the 

tensile intrinsic stress in metals deposited with relatively high adatom mobility (such as 

deposition at elevated temperatures or of low melting point metals) can significantly 

decrease after island coalescence. This generated intrinsic stress eventually becomes 

compressive in some cases (Fig. 2.4b) [54, 57]. This two different behaviour observed 

for the two types of materials imply that the reduction in tensile stress after coalescence 

is associated with one or more temperature-dependent relaxation mechanisms, (ii) It has 

been observed that generation of compressive stress is directly related to deposition 

flux [60]. The compressive stress is seen in the film only during deposition. When 
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deposition is stopped, stress is relaxed and when deposition is resumed, film reverses to 

the pre-interrupt compressive stress state. Such a reversible behaviour suggests that the 

deposition process provides the driving force for compressive stress generation as a 

result of ion implantation, introducing the interstitials and shot peening effects. This 

suggestion is further strengthened by the observation that the development of 

compressive stress during deposition depends on the growth rate [64]. (iii) Another 

important clue for the physical origins of the compressive stress comes from the 

experimental observations of deposited palladium by sputtering [54]. It has been found 

that when the film is epitaxial with no grain boundaries, the residual stress is tensile 

(Fig. 2.4a). However, when the sputtering conditions are such that the film is 

polycrystalline with grain boundaries, the stress evolution shows compressive stresses 

(Fig. 2.4b). These observations clearly demonstrate the role of grain boundaries in 

compressive stress generation. 

Based on these three experimental observations, a model has been proposed for 

compressive stress generation in the third stage of stress evolution [64]. According to 

this model, initially when the system is in thermodynamic equilibrium, the chemical 

potentials of the free surface and the grain boundaries are the same. During the 

deposition, however, the free surface is at a non-equilibrium state with a supersaturation 

of adatoms. Due to the presence of growth flux, therefore, the free surface has an excess 

chemical potential. By taking the equilibrium chemical potential of the surface to be 

zero, the excess chemical potential can be treated as the surface chemical potential. The 

chemical potential of atoms at grain boundaries, on the other hand, is proportional to 

the normal stress acting on them. When island coalescence is complete, the grain 

boundaries are under a tensile stress and hence the chemical potential is negative. The 

higher chemical potential on the surface drives adatoms into the grain boundaries. 

Addition of extra atoms into the grain boundaries leads to tensile stress relaxation and 

possibly to compressive stress (Fig. 2.6). This mechanism is reversible. When 
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deposition is interrupted, the surface chemical potential returns to its lower equilibrium 

value as there is no adatoms coming to the surface. This results in a reverse situation 

where the chemical potential on the grain boundaries is higher than that on the free 

surface. This chemical potential difference drives the atoms from grain boundary onto 

the free surface and relaxes the grain boundary compressive stress. In this simple 

model, which is based on the atom exchange between the free surface and the grain 

boundary, the surface and grain boundary diffusion is neglected. Therefore, a more 

comprehensive model has been presented for compressive stress evolution by taking 

grain boundary diffusion into consideration [54]. In this model, however, the surface 

diffusion has been ignored because of the fact that surface diffusivity is usually much 

higher than grain boundary diffusivity and, therefore, grain boundary diffusion is 

expected to be the controlling process in the stress evolution. 

The development of intrinsic stress after coalescence can also be explained in terms of 

surface stress effect [57]. It has been shown that the compressive stress resulting from 

the surface stress (discussed in previous section) continuously increases in magnitude as 

the thickness increases. During coalescence, the effect of surface stress is masked by 

the sudden increase in stress associated with the surface-energy-driven mechanism. If a 

relaxation occurs after coalescence that significantly relieves the tensile stress generated 

during island impingement, the contribution from surface stress effects can lead to a 

compressive stress at large film thicknesses (Fig. 2.4b). It should be noted that when 

grains grow, there is a reduction in grain boundary area. Since the density of grain 

boundaries is less than that of the grain, elimination of grain boundaries by grain 

growth can result in a densification of the film [66]. Therefore, in films that are firmly 

attached to the substrate, grain growth can result in the generation of a compressive 

intrinsic stress. Thus, if grain growth occurs, the contribution of this mechanism is of 

the same order as those for the surface stress and surface-energy-driven mechanisms. 

The mechanism that is expected to dominate at the different stages of growth depends 
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on the values of the various thermodynamic and kinetic parameters as well as the 

critical island size and the grain size at coalescence. 

2.2.2 Origin of Intrinsic Stresses in Amorphous Films 

Contrary to polycrystalline films, there is no long-range atomic order in amorphous 

films and the grain boundaries are absent. Therefore, a completely different stress 

behaviour and mechanism is expected in amorphous films [67]. As was discussed in 

Section 2.1.2, the thin film growth and stress evolution in amorphous films is generally 

divided into three stages (Fig. 2.7) [51]: a very thin film tensile region, a compressive 

regime for medium film thicknesses and tensile stresses for high film thicknesses. An 

island-type growth is assumed for the growth of amorphous films in the early stages of 

film formation [67]. The tensile stress in the early stage of film growth is attributed to 

the nucleation and growth of three-dimensional individual islands. The local 

minimization of energy due to dynamic coalescence of islands is the governing 

mechanism in this stage. The independency of morphology and stresses of the details of 

the surface, except for the very early stages of film growth, is based on kinetic-induced 

growth instabilities and energy minimization. Morphology independent energy 

reduction at a surface can arise from surface reconstruction resulting in changing the 

surface packing density [68]. The difference with the biaxial strain e 

^ = 2(f-y) (2.6) 
as 

is the driving force for the modification of surface packing density, known to cause 

surface reconstruction in crystal systems [69, 70]. In these systems, the elastic energy 

per area and the misfit energy to the bulk counteract. In above equation, / and y are 

surface stress and surface energy, respectively, as discussed in earlier sections. In 

amorphous materials, however, with a very high energetically equivalent and almost 

randomly distributed positions on the surface, the misfit energy in the case of surface 

reconstruction should be negligible. In the case of sufficient low adatom mobility, the 
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modified adatom density can be extended to the bulk of the film and lead to biaxial film 

stresses 

cr = -2(f-y)/t0 (2.7) 

In most metal systems, / - y is positive [70] leading to compressive stresses, the 

characteristic of the second growth regime in amorphous films. Atomic roughness 

observable in a typical amorphous film can be a good estimate for to-

In the third stage, three dimensional columns growth generates tensile stresses in 

amorphous films due to local energy minimization by viscous coalescence in a dynamic 

equilibrium of stress generation and surface energy reduction (Fig. 2.8) [51]. In this 

case, the columnar structure may originate from cluster-like growth due to growth 

instabilities. In the very high film thickness regime, the energy is reduced by processes 

joining the walls of the columns together generating strain. The last stage of amorphous 

film growth does not depend on the history of growth at early stages of growth [71]. 

2.3 Strengthening Mechanisms in Crystalline and Amorphous Materials 

The macroscopic mechanical behaviour of amorphous and crystalline materials is 

similar. For example, increase in strain rate and decrease in temperature result in more 

rigid material in both classes. The micromechanics of flow due to stress, however, 

differ substantially between the amorphous and crystalline solids. In crystalline 

materials, plastic deformation can be related to the clearly identified defects such as 

vacancies and dislocations within the crystal lattice. Although any plastic deformation 

happening in noncrystalline solids is attributed to the defects in these materials, these 

defects are not similar to those in crystalline materials. The difference in microstructure 

and atomic arrangement of amorphous and crystalline solids causes different 

mechanical behaviour in these materials under the applied stress. The dominant 

mechanisms for the mechanical behaviour of these materials will be reviewed below 

[72, 73]. 
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2.3.1 Strengthening Mechanisms in Crystalline Materials 

The required stress to make permanent deformation is an important issue in the 

mechanical behaviour of materials. In crystalline materials, this plastic flow is related to 

the presence of certain crystallographic defects called dislocations and their response to 

the applied stress [73]. In this section, different mechanisms by which flow strength 

increases in crystalline materials by restricting the motion of dislocations will be briefly 

discussed. 

2.3.1.1 Strengthening from Grain Boundaries 

A general relationship has been proposed between yield stress (and other mechanical 

properties) and grain size, which is known as Hall-Petch equation [72, 73] 

o-0=o-,+Jt£T1/2 (2.8) 

where ao is the yield stress, cr, is the friction stress representing the overall resistance of 

the crystal to dislocation movement, k is the locking parameter which measures the 

relative hardening contribution of the grain boundaries and D is the grain diameter. 

Although the Hall-Petch equation was originally based on yield-point measurements in 

low-carbon steel, it has been found to be valid for the grain-size dependence of the flow 

stress at any materials. This equation has also been found to apply not only to grain 

boundaries but to other kinds of boundaries such as mechanical twins and martensite 

plates. The original dislocation model for this relationship was based on the concept 

that grain boundaries act as barriers to dislocation motion. This model has been 

modified and the new model is based on the effect of grain size on the dislocation 

density and, therefore, on the yield or flow stress [72, 74]. 
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2.3.1.2 Solid Solution Hardening 

The introduction of solute atoms into the solvent atom lattice in solid solution produces 

an alloy which is stronger than the constituent elements. There are two major types of 

solid solutions [72]: If the solute and solvent atoms are similar in size, the solute atoms 

occupy the lattice points in the crystal structure of solvent atoms. This is called 

substitution solid solution. When the size of the solute atoms is much smaller than the 

size of solvent atoms, they occupy the interstitial positions in the solvent lattice and the 

interstitial solid solution is resulted. To form a solid solution, the difference in atomic 

size between solute and solvent should be less than 15 percent, their electronegativity 

should be close and they should have the same crystal structure. It is well-known that 

solute atoms have more influence on the frictional resistance to dislocation motion than 

on the static locking of dislocations. Solute atoms fall into two broad categories in 

terms of their strengthening effect. Those atoms that produce non-spherical distortion, 

such as most interstitial atoms, have a relative strengthening effect per unit 

concentration of about three times their shear modulus. On the other hand, solute atoms 

that produce spherical distortion have a relative strengthening of about one-tenth of 

their shear modulus. Solute atoms can interact with dislocations by: elastic interaction, 

modulus interaction, stacking fault interaction, electrical interaction, short-range order 

interaction and long-range order interaction. Of these mechanisms, the elastic 

interaction, modulus interaction and long-range order interaction are relatively 

insensitive to temperature and continue to act up to 0.6Tm. The other three mechanisms 

only contribute strongly to the flow stress at lower temperatures [72-75]. 

2.3.1.3 Strengthening from Fine Particles 

Small second phase particles distributed in a ductile matrix are commonly used as a 

strengthening mechanism in alloys. In dispersion hardening, the hard particles are 

mixed with matrix powder, compacted and processed using powder metallurgy 
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techniques. However, very many alloy systems can be hardened by precipitation 

reactions in the solid state [72]. 

Precipitation hardening or age hardening is produced in an alloy in which a second 

phase is in solid solution with the matrix at elevated temperature but precipitates when 

the alloy is quenched and aged at a lower temperature. The age-hardening aluminum 

alloy and copper-beryllium alloy are the examples of this strengthening mechanism. For 

precipitation hardening, the second phase must be completely soluble in the matrix at 

elevated temperatures and shows decreasing solubility with decreasing temperature. In 

dispersion hardening, however, the second phase has very little solubility in the matrix 

even at elevated temperatures. Usually there is atomic matching or coherency between 

the lattices of the precipitate and the matrix phases, while in dispersion-hardened 

systems there is generally no coherency between the second phase particles and the 

matrix. 

The degree of strengthening obtained from the second-phase particles depends on the 

distribution of particles in the matrix. In addition to shape, the second-phase 

distribution can be defined by specifying the volume fraction, average particle diameter 

and interparticle spacing. There are several ways in which fine particles can act as 

barriers to dislocations and their motion, which result in strengthening. They can act as 

impenetrable particles through which the dislocations can move only by sharp changes 

in the curvature of the dislocation line. In another scenario, they can act as coherent 

particles through which the dislocations can pass only at stress levels much above those 

requires to move the dislocations through the matrix phase. Second-phase particles, 

therefore, act in two different ways to make the motion of dislocations difficult. The 

particles either may be cut by the dislocations or the particles resist cutting and the 

dislocations are forced to bypass them. Both of these mechanisms are energy 

consuming and result in increased strength [72, 73, 75]. 
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2.3.2 Mechanical Behaviour of Amorphous Materials 

Regardless of whether the amorphous material is a metallic glass, a silica-based glass or 

an organic glass (i.e., polymer), its structure shows no long-range order. The basic units 

of these three types of amorphous solids are, however, different in their short-range 

order. For metallic glasses, the basic units are simple, i.e., single atoms. For silicate 

glasses, the units are the more complicated SiC>4 tetrahedra, whereas for the polymers 

the basic units are the long-chain molecules [73]. This structural difference has no 

effect on the behaviour of these materials at high temperatures and all three types of 

amorphous materials behave like viscose fluid. This means that localized slip processes 

are associated with the permanent displacements of the basic units. As temperature is 

decreased, however, the macroscopic and microscopic flow behaviour change and the 

material becomes stiffer. In silicate glasses, plastic flow is completely impossible at low 

temperature and the glass is brittle (linear elastic solid). Low-temperature flow can still 

occur in metallic and organic glasses, but it becomes macroscopically heterogeneous. In 

metallic glasses, the heterogeneous flow is associated with localized and concentrated 

displacements of many atoms. In the case of long-range organic polymers, the flow is 

attributed to the molecular chain segments [73, 76]. The deformation in metallic glasses 

is discussed in more details below. 

Metallic glasses are characterized by some excellent mechanical properties and 

deformation behaviour. Tensile modulus of metallic glasses is typically 30 percent 

lower than the modulus of these materials in crystalline form while their Poisson's ratio 

is higher. The higher Poisson's ratio shows that the amorphous metal is slightly less 

compressible compared to their crystalline form [73]. Of special interest is the high 

value of tensile strength for metallic glasses. These materials are inherently strong and 

their tensile strength to modulus ratio of about 0.02 is considered close to the theoretical 

strength of a material. Viscous flow, in which strain rate scales linearly with stress, is 

considered as dominant deformation mechanism in metallic glasses at temperatures 
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down to somewhat below glass transition temperature, Tg. At low temperatures, 

however, the linear elastic deformation is the dominant mechanism. Generally, two 

flow regimes are considered for the deformation of metallic glasses: (i) homogeneous 

deformation occurring at low stress levels and independent of temperature and (ii) 

inhomogeneous flow happening at high stress levels and low temperatures. In the 

former case, deformation takes place uniformly throughout the material. In the latter 

case, however, the permanent deformation is limited to small shear bands. This is 

mainly because of the fact that there is almost no strengthening mechanism in 

amorphous materials. Generally, there is no dislocation generation and motion in these 

materials compared to their crystalline form because of the lack of slip planes and 

directions. Even if there are some local dislocations in the short-range domains, they are 

not able to move and cause plastic deformation in metallic glasses [77-79]. 

2.3.3 Motivation for Having Nanostructured Amorphous Materials 

The nanostructured bulk amorphous alloys can be obtained by annealing-induced 

partial crystallization in the supercooled liquid region followed by water quenching. 

This can be done by heating them to temperatures between Tg and Tc (Tc is the 

temperature at which rapid crystallization happens on heating). Alternatively, controlled 

intermediate cooling rates during crystallization can produce a mixed crystalline-

amorphous structure. The crystalline particles obtained by this method are much 

smaller than those for the nanostructured amorphous alloys obtained by annealing 

(former method) and, hence, the structure obtained by the controlling process (the latter 

method) is named as a clustered amorphous alloy. When the amorphous phase contains 

a fine dispersion of the crystalline particles, the structures achieved from either method 

are supposed to show higher strength and ductility compared to those of metallic 

glasses although the reason for their higher ductility is not clear yet [80, 81]. 
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Figures 

Layer 

Stranski-Krastanov 

Figure 2.1: Schematic of three basic modes of thin film growth, based on [1]. Island (Volmer-Weber) 

growth, layer (Frank-van der Merwe) growth and mixed (Stranski-Krastanov) growth. 

Figure 2.2: Young's equation for the wetting of a surface, based on [33, 34]. This equation relates liquid-

vapour (#v), vapour-solid (yvp) and liquid-solid (%) interfacial energies in terms of wetting angle {&) as 

rSv=7si+riv cos e. 
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Figure 2.3: The competitive grain growth starting from randomly oriented nuclei on the substrate (bottom 

line) is shown (based on [40]). The grains that their fastest-growing orientation is normal to the substrate, 

overgrow other grains and win the competition. 
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Figure 2.4: (a) Schematic illustration of stress versus thickness plot for a metal with relatively low 

adatom mobility. Three stages of stress can be observed in the growth of these materials: compressive 

stresses before coalescence, changing in the sign of stress during coalescence and the tensile stresses after 

coalescence, (b) Schematic illustration of stress versus thickness plot for a metal with relatively high 

adatom mobility. There is a three-stage stress evolution in the growth of these films too: compressive 

stresses before coalescence, a change in sign of stress during coalescence and compressive stresses after 

coalescence (based on [57]). 
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Figure 2.5: Schematic illustration of the Nix zipping mechanism, based on [35, 36], at coalescence of the 

islands. This mechanism explains the origin of the tensile stresses developing in thin film growth. When 

the isolated islands grow (top schematic), they contact each other at the top (middle schematic) and 

suddenly snap together (the bottom schematic) due to the tendency to reduce the surface energy. The sign 

of the intrinsic stress in the film changes, then, from compressive to tensile as a result of the substrate 

constraint. 



Atomic Flux 
© © ® © © © © © © 

• 

Figure 2.6: Schematic of the model for the flow of the atoms into the grain boundaries during the film 

growth due to the chemical potential gradient. Addition of atoms to the grain boundary results in the 

relaxation of tensile stresses and compressive stresses develop (based on [64]). 
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Figure 2.7: Evolution of substrate curvature and roughness with film thickness for amorphous Zr-Al-Cu 

films. A three-stage development of stresses is observed in the amorphous film growth: a very thin tensile 

stress regime, a compressive stress regime and the last tensile stress regime. A convention of positive 

curvature for compressive stress has been used here (based on [51]). 
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Figure 2.8: Model for the tensile stress generation due to the dynamic coalescence of the columns. This 

results in energy minimization, based on [51]. 
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CHAPTER THREE: AMORPHIZATION CRITERIA 

Various models have been proposed so far for the prediction of the composition range 

of the amorphous phase formation. These models are reviewed in this section briefly 

and discussed in more details in next sections. The interest in the formation of 

amorphous phase of two transition metals was stimulated by Schwarz and Johnson [82]. 

They showed that the amorphous phase could be obtained by solid-state reaction of 

multilayers of two transition metals. A review of the formation of amorphous phases by 

solid-state reaction has been published by Samwer [83]. The occurrence of the solid-

state reaction implies that there is a thermodynamic driving force for amorphization; 

i.e., the amorphous phase has a lower Gibbs free energy than any other possible phases 

in multilayers. This free-energy insight has had an impact on the models that have been 

developed for the prediction of the composition range of amorphous formation. 

Traditionally, models were based on the information extracted from phase diagrams 

(Whang [84, 85]). This approach is inherently based on thermodynamic information for 

equilibrium states rather than any kinetic considerations. Another approach is based on 

differences in atomic size of the constituent elements [15, 86]. For a large number of 

alloys, the atomic size approach is successful. However, amorphous phase formation 

has also been observed for metal combinations where the differences in size are small. 

Therefore, a two-parameter method has been presented to address the deficiencies of 

the existing models [14, 87]. The new model was based on the atomic size ratio and the 

heat of formation of constituent elements. This scheme does not lead to an overall 

prediction of the composition range of amorphous phase formation. Tendency to form 

an amorphous phase can only be estimated from the two-parameter plot. In a method, 

developed by Miedema and co-workers [14], the relative position of the enthalpy curves 

of the solid solution and amorphous phase plays a central role in the prediction of the 

range of amorphous formation. In this approach, the effect of size is taken into account 

as well by considering an elastic mismatch energy. Furthermore, the structural stability 
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contribution to the enthalpy is estimated. Difference in atomic size and average number 

of valence electrons are the parameters that characterize the amorphous phase in this 

model. The different methods, mentioned briefly above, and their limitations in 

prediction of the composition range of amorphous formation are discussed in more 

details below. We will make a comparison then between these models and the 

experimental data obtained for Ni-Mo by us is analyzed and compared with the models 

in next chapters. 

3.1 Atomic Size Ratio 

It has been established empirically that easy glass formation is resulted when the atom 

radii of the constituent elements of the binary alloy differ by more than 10%. Generally, 

in such systems there is only a slight tendency for the formation of solid solution [88]. 

Egami and Waseda [15] correlated the atomic volume mismatch with the minimum 

solute concentration necessary to obtain an amorphous phase by rapid quenching. They 

found the following relationship between the minimum concentration (xmi„) of solute B 

in solvent A, at which the amorphous phase starts to form, and the volume mismatch as 

V ( r' \ 
* ™ « 0 . 1 x — 4 — * 0 . 1 x - ^ (3.1) 

*B ' A \rB TA J 

where VA and VB are the atomic volume of the solvent and solute, respectively. Also, TA 

and TB represent the atomic radius of atoms A and B, respectively. As was demonstrated 

by Egami and Waseda, the relation holds well for a large number of binary alloys. 

However, a model only based on the atomic size ratio seems simplistic and other 

parameters should be considered as well. 

3.2 Atomic Size Effect and Enthalpy of Mixing 

Giessen and co-workers [14] proposed a two-parameter model for the prediction of the 

amorphous forming tendency of binary transition metal alloys. The parameters were the 

heat of formation and the atomic size ratio. Metallic glasses formed by melt spinning 
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had atomic size ratios between 0.85 and 1.15. Furthermore, various experimentalists 

have found a correlation between the glass-forming tendency and the heat of formation. 

Therefore, Giessen proposed a plot for the prediction of glass-forming ability. To make 

the plot, the atomic ratios and heats of formation were taken from Egami and Waseda 

[15] and Niessen et al. [89]. In the plot of heat of formation versus atomic ratio in this 

model, two distinct regions are present for each element in combination with other 

elements. A separating line between these two regions can be drawn, then, under which 

the alloys tend to form amorphous phase. The two-parameter model is, therefore, 

capable of prediction the tendency to form amorphous phase only and does not propose 

the range of amorphization. 

3.3 Temperature-Composition (T-C) Model 

It is well-known that the position of the liquidus and solidus lines in the phase diagram 

of the binary alloys provides a useful tool for the prediction of glass-forming ability 

[14, 84, 85]. Deep eutectic regions favour glass formation. In general, glass formation is 

achieved when by rapid cooling the temperature drops below the glass transition 

temperature, Tg, before crystallization can take place. The glass transition temperature 

is supposed to vary slowly with composition. When the liquidus temperature (7/) varies 

steeply with concentration, there will be a composition range where there is only a 

small difference between Tg and 7). Glass formation is especially favoured in this 

region. The reduced glass temperature, Trg> which is defined as Trg = Tg / Ti, can be a 

good parameter to estimate the glass-forming ability. Values of Trg of 0.6 or higher 

indicate good glass-forming properties [14]. Whang et al. [84, 85] attempted to derive a 

more quantitative model essentially based on the principle that deep eutectics favour 

glass formation. The eutectic region is characterized not only by some reduced 

temperature parameters but also by a reduced composition parameter. In the 

hypothetical phase diagram of Fig. 3.1, for the composition region at the left of the 

eutectic point there is a reduced eutectic concentration defined as 
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In this equation, xs denotes the minimum hypoeutectic composition and x is the nominal 

composition. Parameter xer can take values between 0 and 1. For a value of xer= 0, the 

composition is at the hypoeutectic point and a solid solution can form. Consequently, 

low xer values prohibit easy glass formation. At the hypereutectic composition AmBn 

(Fig. 3.1), xer equals unity by definition. Since at this composition no solid solution can 

form, glass formation should be relatively easy. 

The second parameter is the reduced liquidus temperature, 7/r, which is defined as [90] 

Tlr=^- (3.3) 
0,1 

where Toj is obtained by linear interpolation between the melting temperatures of the 

two pure elements. ATi is the difference between To,i and the actual liquidus temperature 

at composition x. A two-parameter plot is obtained in this model (7/r versus xer), in 

which two regions can be distinguished. The region of easy glass formation is obtained 

at higher values of both xer and TV (deep eutectic) [14, 84, 85, 87]. For the 3d-4d and 

5d-5d alloys, predicted ranges of glass formation are lower than the experimentally 

observed ones. 

A more simplistic approach, which also yields fairly reasonable results, has been 

proposed by Coehoorn et al. [91]. In their model, amorphous formation is possible for 

all those compositions for which no stable solid solution exists at any temperatures. In 

terms of Whang's model, the xer parameter is allowed to approach zero whereas T\r is 

neglected. This method shows promising agreement with the experimental results, 

especially for the 5d-5d binary alloys. 
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3.4 A Thermodynamic Model 

Saunders and Miodownik [92, 93] and Bormann et al. [94] used an approach in which 

concentration-weighted lattice stabilities are applied to construct the enthalpies of 

different solid solution phases and liquid alloys. Excellent agreement was achieved 

between predictions and experiments for the occurrence of metastable solid solutions 

obtained by vapour deposition for a number of systems. The prediction of the formation 

of amorphous phases is less straightforward though. Since the heat of formation of the 

amorphous phase is lower than that of the liquid phase, amorphous alloys will form at 

least at those compositions where the heat of formation of the liquid is lower than that 

of the solid solutions. This idea has been confirmed by experiments. Saunders and 

Miodownik also derived the heat of formation of amorphous Cu-Zr and Co-Zr alloys by 

adding the heat of crystallization to the heat of formation for stoichiometric compounds. 

Unfortunately, their model has to rely on experimental information for a specific alloy 

system before quantitative predictions can be made. 

Lopez et al. [95] and Miedema and co-workers [14, 87] proposed another model to 

predict the occurrence of amorphous phase formation based on the thermodynamic 

considerations. In this model, the enthalpies of formation of solid solutions are 

compared with the enthalpy of formation of the amorphous phase. The theory is dealt 

with in details below. 

3.4.1 Free Energy of Solid Solutions 

The free energy of solid solution (AGss) can be calculated from [14] 

AGSS=AHSS-TAS (3.4) 

where T is the temperature in Kelvin and the enthalpy of solid solution is obtained from 

the following equation 

AHss=AHCh+AHEl+AHSt (3.5) 
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In this equation, AHch represents the chemical contribution to the total enthalpy and is 

the same for liquid and solid solutions. The AHEI term is the elastic mismatch energy, 

which appears in solid solutions. The third term on the right-hand side of the Eq. (3.5) 

represents the lattice stability, which varies continuously with the average number of 

valence electrons. It is assumed that the main entropy effect is the configurational 

entropy, which is considered the same for amorphous and solid solution phases and can 

be simply taken as that of ideal solid solution as [96] 

AS = -R(xA lnx^ + xB \nxB) in KJ/mol.K (3.6) 

where R is the ideal gas constant (8.314 J/mole.K) and XA and XB are the atomic 

concentrations of element A and B, respectively. The three terms in Eq. (3.5) are 

separately discussed below. 

3.4.1.1 The Chemical Contribution 

A semi-empirical model that can predict the enthalpy of formation of liquid and solid 

solutions of binary transition metal alloys has been constructed in Ref. 89. The 

chemical contribution, which is due to the electron redistribution generated at the 

contact between dissimilar atomic cells, depends on both the electronegativity 

difference and the difference in electron density. We can calculate the chemical 

contribution to the enthalpy of solid solution (in KJ/mol) from [14, 20] 

AHCh = xAfABAHAmp (3.7) 

where AHAmp is the amplitude concerning the magnitude of the electron redistribution 

interaction and is given by 

WAmp = V}1 x(-P(A^)2+g(A^3)2) (3.8) 
\HWS JAve 

In this equation, \(n^3)Ave) is the mean value of the electron density in (density unit)" 

at the boundary of the interacting atomic cells (it is also called Wigner-Seitz cell) for 
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the pure elements A and B in the metallic state. ((A^*)j is the difference between the 

chemical potential of the electronic charge (©) of atoms A and B in volt. P and Q are 

two empirical constants equal to 14.2 KJ/mol.cm2.volt2 (density unit) and 133.48 

KJ/mol.cm2 (density unit)1/3, respectively. VA is the atomic volume of component A in 

the alloy (in cm3) and is defined as 

where /? is a constant equal to 0.04 volt"1 for most of the binary alloys. fAB is a function 

accounting for the degree, to which atoms of type A are surrounded by atoms of type B 

and is given by [97]: 

fAB=Xs
B[\ + y(Xs

AXs
Bf} (3.10) 

In this equation 

x V2/i 

X*A=
 x V

2,Kx V2n (3'U) 
AAr A ^AByB 

and 

XDV i 
2/3 

XB~ x V2,3+x V2'3 ( 3 ' 1 2 ) 

are called surface concentration and XA + XS
B = 1. The parameter y is used to describe 

the degree of chemical short-range order and is zero for solid solutions [98]. 

3.4.1.2 The Elastic Contribution 

In metallic solid solutions, there is an elastic energy that is much larger than that for 

liquid and amorphous phases. The contribution of the elastic energy to the enthalpy of 

formation is estimated using the sphere-in-hole model as given in 14. In the sphere-in-

hole model, a spherical hole of volume VA (A is the matrix or solvent atom) is partly 

filled by a solute atom with spherical volume VB. The missing volume or overlapping 
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volume will disappear by deformation of both solvent and solute. The pressure on the 

solute atom is related to its bulk modulus KB and the pressure on the hole is determined 

by the shear modulus of the matrix, Gj. Since the changes in the volumes VA and VB are 

coupled, the elastic energy can be expressed in terms of the undisturbed volumes. The 

elastic energy AE*'n° (in KJ/mol) is then given by [14, 99] 

7AinB_2KAGB(VB-VAf 
L±l>m 

Also, 

AEl/"A 

3KAVB+4GBVA 

2KBGA(VA-VB)2 

3KBVA+4GAVB 

(3.13) 

(3.14) 

In this equation, V is related to the molar volume in cmVmol and K and G in GPa. On 

alloying, however, the volumes of the metal atoms change. By prediction of the net 

volume effect in combination with the elastic theory and assuming that the elastic 

parameters of individual atoms remain the same as for larger pieces of metal, the 

contribution of the elastic mismatch to the formation enthalpy can be calculated by 

^m =xAxB(xBAE*inB+xAAEB
ErA) (3.15) 

It should be noted that the elastic contribution has to do with alloying two transition 

metals and is absent when alloying a transition metal with a non-transition element 

[14]. 

3.4.1.3 The Structural Contribution 

The structural contribution reflects the fact that transition metals of the 4d series, for 

example, show a preference to crystallize in one of the three simple crystallographic 

phases: BCC, FCC or HCP depending on the number of valence electrons Z (the d 

electrons). If it is assumed that the rigid-band model is applicable to binary solid 

solutions, the structural stability will vary systematically with the average number of 

valence electrons per atom. This assumption is justifiable for metals, in which the 
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valences do not differ greatly. The structural stability of solid solutions will, therefore, 

depend on the average number of valence electrons, Z , in a similar way to the 

structural stability of the 4d elements. 

An empirical curve of the variation in the stability of the three main crystal structure 

types with respect to the number of valence electrons, Z , has been constructed 

elsewhere [14] using data of solid solubilities (Fig. 3.2). The curves are plotted relative 

to a reference state, which is defined as the average enthalpy of the two close-packed 

structures and the looser packed BCC lattice 

EHCP(Z)+
2
EFCC(Z)+EBCC(Z) = 0 (3.16) 

The structural contribution for solid solutions can be determined graphically from Fig. 

3.2 and available tables in Ref. 14. It should be noted that the structural contribution to 

the total enthalpy is zero when alloying a transition metal with a non-transition metal. 

3.4.2 Free Energy of Amorphous Phase 

For an amorphous phase of binary alloys, the entropy is assumed the same as the 

entropy of ideal solutions and can be calculated from Eq. (3.6). The free energy of an 

amorphous phase can be calculated then by 

AGA=AHA-TAS (3.17) 

Both the elastic energy due to size mismatch and the structural stability can be 

neglected for amorphous phases and the enthalpy of the amorphous phase can be 

obtained from [14, 87] 

AHA=AHCh+AHFuse (3.18) 

The AHch term in the above equation can be calculated from Eq. (3.7) with the same 

AH Amp as solid solutions (Eq. 3.8). The /term in Eq. (3.10) for amorphous phases is 

different, however, from that of solid solutions and we have 
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fAB=Xs
B[\ + 5(Xs

AXs
Bf] (3.19) 

In comparing the stabilities of solid solutions and amorphous phase, the contribution of 

the chemical term to the total enthalpy does not play a significant role. The term that 

plays a significant role is the enthalpy difference of the pure metal in the crystalline and 

amorphous states. Assuming that the enthalpy for amorphous pure metals is the same as 

that for liquid pure metals, the difference in enthalpy between the crystalline and 

amorphous states is given by AHfuse [95] as 

MJFuse=aTFuSe (3.20) 

As an approximate best fit, a is given the value of 3.5 J/mol.K. In the above equation, 

TFuse is the concentration-averaged of the melting points and is expressed as [92, 93] 

TFuse =xATmA +xBTmB (3.21) 

where TmA and TmB are the melting points of elements A and B, respectively. 

3.4.3 Free Energy of Intermetallics 

The free energy of the intermetallic phases is calculated by [14] 

AGI=AH!-TAS (3.22) 

The entropy changes (AS) in the above equation can be neglected in the ordered 

compounds because of its secondary role. The enthalpy term can be obtained from the 

following equation 

AH, = AHch + AHm + AHSt (3.23) 

The AHch term can be calculated from Eq. (3.7) with the same AHAMP as solid solutions 

(Eq. 3.8). The y term in Eq. (3.10) for intermetallics is, however, different from that of 

solid solutions and has the value of 8 as 
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fAB=Xs
B[l + $(Xs

AXs
B)2] (3.24) 

The elastic term, AHEI, of an intermetallic phase is related to the lattice distortion 

caused by size mismatch between the constituent elements. The AHEI term of different 

phases should be calculated in different ways according to their structural 

characteristics [87]. For phases at a composition near the eutectic point, where no 

mtermetallics exist, the elastic term can be neglected due to the fact that an ordered 

arrangement of atoms can relax the lattice distortion caused by the size mismatch of the 

constituent elements. For the phases in the vicinity of the ordered compounds, however, 

the elastic term caused by the structural difference cannot be relaxed and can be 

calculated by Eqs. (3.13-3.15). 

As has been discussed by Miedema and co-workers [14, 87], the structure of an ordered 

phase is different from the constituent elements and the difference in structure 

contributes to the free energy (or enthalpy). The AHst term in Eq. (3.23) is, therefore, 

calculated by [87, 89] 

AHSt = E(Z)-xAE(ZB)-xBE(ZA) (3.25) 

where E(Z), E(ZA) and E(ZB) are the structural stability factors of the intermetallic 

phase, element A and element B, respectively. Z, ZA and Zg are the mean number of 

valence electrons of the binary alloy phase and number of valence electrons of pure A 

and B. The dependence of the lattice stability on the number of valence electrons for 

paramagnetic transition metals in the three main crystallographic systems, i.e.: BCC, 

FCC and HCP has been calculated by Niessen et al. (Fig. 3.2) [99]. 
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Figure 3.1: Hypothetical phase diagram with a eutectic surrounded by a solid solution region and an 

intermetallic compound, based on [85]. 
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Figure 3.2: The structural stability £(2,) of paramagnetic transition metals for the BCC, FCC and HCP 

structures as a function of the number of valence electrons per atom, Z (based on [14]). 
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CHAPTER FOUR: EXPERIMENTAL PROCEDURE 

4.1 Fabrication of the Films 

One micrometer thick nickel-molybdenum (Ni-Mo) films were deposited onto 4-inch 

standard silicon wafers (Silicon Valley Microelectronics, Santa Clara, USA) using a 

computer-controlled DC-magnetron co-sputtering system (AJA International, N. 

Scituate, USA). The wafers were cleaned before sputtering by using the piranha 

cleaning solution consisting of 3:1 mixture of 51% H2SO4 and 30% H2O2. 

The films were synthesized by co-sputtering from pure Ni and pure Mo targets. Before 

the fabrication of the films, we carefully performed a calibration process to make sure 

that the composition and thickness of the films were consistent, uniform and 

reproducible. The deposition rates of Ni, Mo and Ti (as underlayer) were measured first 

at five different powers using a crystal monitor placed exactly where the wafer was 

going to be. These measurements were done by knowing the materials properties of 

each element such as atomic number, atomic weight and molar densities as input to the 

instrument. For each element, then, power of sputtering was graphed versus the 

deposition rate. This plot is almost linear for most of the materials. Next, the deposition 

of one element (say Ni) was kept fixed (at 1.42 A/s for 100 watts) and using the molar 

densities of Ni and Mo, the deposition rate of the other element (say Mo) was 

calculated at each favourite composition (Ni-44at.%Mo, for instance). This deposition 

rate was plugged in then into the linear regression equation obtained from the graph of 

deposition power vs. rate, resulted above, and the required power was obtained for the 

second element. Finally, the time required for sputtering was calculated by dividing the 

total required film thickness (1 urn) by the sum of the deposition rates of the two 

constituent elements (Ni and Mo). These calculations were carried out for all of the 

favourite compositions and the results were used as input to the sputtering software. 

The vacuum base pressure and argon sputtering pressure were ~5xl0"8 Torr and 4.0 
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mTorr, respectively, at all times (during calibration and sputtering). Dry argon gas with 

a purity of 99.99999 % was obtained from a tank connected to the sputtering system; 

however, the gas was not purified more at the point of use. 

Deposition was done in a sputter-up configuration while substrate was rotating during 

the deposition process to ensure the uniformity in the film [1]. The sputtering 

temperature was allowed to float during deposition (substrate was unheated and 

uncontrolled). To study the microstructures and physical properties of the Ni-Mo binary 

alloy films, the films were synthesized for a full range of composition from pure Ni to 

pure Mo. As mentioned earlier, the Ni deposition rate, therefore, was kept constant at 

1.42 A/s and the Mo deposition rate was altered to make the adjustments to reach the 

desired stoichiometry. Also, a Ti film (5-20 nm) was used as an underlayer to provide 

better adhesion of the films to the substrate. The thickness of the Ni-Mo deposited films 

was measured using chemical etching (a hot mixture of HC1 and HNO3) and a contact 

profilometer (Tencor Alphastep) and it was confirmed to be lOOOnm ± 5nm. 

4.2 Material Characterization of the Films 

The composition and purity of the films were confirmed by energy dispersive x-ray 

spectroscopy (EDS) mounted on a Hitachi S3000N scanning electron microscope 

(SEM). The composition of different fabricated films (1 um thick) has been shown in 

Table 4.1. The atomic ratio of Ni/Mo has been shown in this table as well. The EDS 

results show that the films are metallic binary alloys with Ni and Mo as constituent 

elements and they are very low in metallic impurities. It is clear that these compositions 

are within the accuracy of EDS, i.e., 0.05-0.26 wt% of elements [100]. Also, the whole 

range of composition was covered from pure Ni to pure Mo, by addition of Mo to Ni, to 

make sure that we were not going to miss any changes in microstructure of the films. 

These results together with the thickness measurements show that the fabrication 

process of the films has been quite accurate, consistent and reproducible. The purity and 
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thickness of the films (in the order of 1000 nm ± 5 nm) show that the reliability of the 

process and fabricated films, as an important issue in thin film science and technology, 

has been quite good [101]. 

Table 4.1: Energy dispersive x-ray spectroscopy (EDS) results for the full range of composition of Ni-Mo 

films from pure Ni to pure Mo together with the Ni/Mo atomic ratios 

EDS Results (Atomic %) 
Ni 

100.0 
94.2 
87.6 
76.9 
66.4 
56.1 
45.9 
30.6 
22.1 
13.4 
6.0 
3.3 
0.0 

Mo 
0.0 
5.8 
12.4 
23.1 
33.6 
43.9 
54.1 
69.4 
77.9 
86.6 
94.0 
96.7 
100.0 

Atomic Ratio 
Ni/Mo 

-

16.12 
7.07 
3.32 
1.97 
1.27 
0.85 
0.44 
0.28 
0.15 
0.06 
0.03 
0.0 

A Hitachi S4800 high-resolution SEM was employed together with a Multimode 

Digital Instruments Dimension 3100 atomic force microscope (AFM) to examine the 

surface topography of the films. Depending on grain size, the AFM scan size was in the 

range of 5 urn x 5 urn to 1 urn x 1 jj,m to roughly keep the number of observed grains at 

different images constant (for better image processing). The AFM was used in tapping 

(non-contact) mode with Budget Sensors aluminum-coated tapping mode probes. Then, 

the AFM data was processed using Scanning Probe Image Processor (SPIP™) 

commercial software to measure the root mean square (RMS) roughness. It should be 

noted here that the resolution of the AFM with the above-mentioned tips (with a radius 

of -10 nm) strongly depends on the geometry and size of the surface features [102]. 

Therefore, any RMS value presented in this study is only an indication of surface 
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roughness; the actual surface roughness values must be obtained using much smaller 

tips. It is clear, however, that since we used the same tip's geometry and size for all of 

the films, any present artifacts and their associated errors will enter all of the images. 

Thus, the presented AFM results and RMS roughness values are for comparison 

purposes between the fabricated films only. 

A conventional x-ray diffraction, XRD, (Bruker AXS Inc., Madison, USA) was used 

together with a conventional JEOL 200CX transmission electron microscope (TEM) 

operating at 200 kV for phase identification and detailed microstructural studies. 

Selected area diffraction (SAD) patterns, obtained in TEM studies, were employed for 

phase identification. High-resolution transmission microscopy (HREM) was used at 

200 kV in a Philips CM200-FEG and at 150 kV using a CM300-FEG TEM. The cross-

sectional TEM specimens were prepared by a tripod polisher followed by cryogenic ion 

milling. To measure the oxygen content on the surface of the films, x-ray photoelectron 

spectroscopy (XPS) was used. It should be noted that this surface characterization 

technique has an interaction volume of <5 nm and has a detection limit of 0.1 at.%. 

Hydrogen and helium cannot be detected by this method [103]. Also, the thermal 

stability of the films was tested using differential scanning calorimetry, DSC, 

(SDTQ600, TA Instruments, USA). The heating rate for this experiment was 10 °C/min 

in an argon environment. 

4.3 Measurement of Physical Properties 

Nanoindentation test was performed (in collaboration with the LBNL National 

Laboratory, Berkeley, USA) to measure nanohardness and modulus of elasticity of the 

Ni-Mo films at different compositions using a commercial load-depth sensing 

instrument (Hysitron Tribolndenter, Minneapolis, USA) equipped with an AFM. All of 

the tests were performed using a Berkovich indenter tip and an applied load of 2500 

uN. Each data point represents 25 measurements with a nanoindentation separation 
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distance of at least 25 um. Hardness and elastic modulus were measured from 

unloading part of the load-depth curve using Oliver and Pharr method [104]. The stress 

on the films was measured by means of a KLA Tencor Flexus thin film stress 

measurement system. This system works according to the difference in the wafer 

curvature before and after deposition. The curvature was examined by the reflection of 

a laser from the surface. Electrical resistivity of the films was measured as well using a 

standard 4-wire probe measurement technique. 

4.4 Fabrication of Cantilevers 

Single-clamped cantilevers were fabricated (in collaboration with the Dr. Stephane 

Evoy's group, Department of Electrical and Computer Engineering) to a thickness of 50 

nm at the widths of 400 run and 800 nm with different lengths from 1 jam to 6 urn using 

the following nano-fabrication process. This fabrication method is similar to one 

reported elsewhere [2]. 

A silicon prime wafer was obtained for the structural base for the cantilevers. The wafer 

was cleaned in a hot piranha solution, then was rinsed with de-ionized water and was 

cleaned in a spin-rinse dryer. A 400 nm layer of Si02 was grown on the wafer by wet 

oxidation. We cleaved the oxidized wafer into small dies for use in the electron beam 

lithography system. Then, a layer of PMMA 495 was spun onto the die and it was 

baked on a hotplate. A layer of PMMA 950 was spun onto the die as well and we baked 

it then on the hotplate for 30 minutes at 235°C. The photoresist was patterned 

afterwards with the RAITH150 electron beam lithography system using standard 

settings. The resist was developed in a solution of one part methyl isobutyl ketone 

(MIBK) and three parts of isopropyl alcohol (IPA), then was immersed in an etch stop 

solution of IPA and was rinsed in a beaker of de-ionized (DI) water. The developed die 

was then subjected to a plasma to etch the first few nanometres of the resist surface. A 

reactive ion etching (RIE) system was pumped down and the die was subjected to an O2 
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plasma. A 50 nm thick layer of Ni-44at.%Mo (that had the optimum properties as we 

would see later) was deposited on the die using a magnetron sputter system. Then, the 

die was immersed in a buffered oxide etching (BOE) solution, in order to release the 

cantilever devices, and was rinsed in two different water baths before being immersed 

in an IPA beaker for transferring to the critical point dryer. The die was then dried in a 

critical point drying machine. These Ni-Mo cantilevers were then used for SEM 

imaging. High-angle images were taken of the cantilevers using the high-resolution 

SEM to make sure that the cantilevers are fully-released, clean and not deformed as a 

result of stresses. 
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CHAPTER FIVE: RESULTS AND DISCUSSION 

5.1 Prediction of the Composition Range of Amorphous Phase 

In Chapter 3, we discussed the various proposed methods for the prediction of the 

formation range of amorphous and other metastable phases. In this section, the results 

of modeling according to those approaches are presented and in next section these 

results will be compared with the experimental data we obtained for Ni-Mo in this 

study. 

In Table 5.1, the composition range of amorphous phase formation calculated using the 

atomic size ratio model (Eq. 3.1) is given for Ni-Mo. This model, which is simply based 

on the atomic size difference, predicts the range of amorphous formation of 

36at.%<Mo<54at.% for Ni-Mo binary alloy. As mentioned earlier, however, prediction 

of the amorphous range based on atomic size difference only seems simplistic and other 

parameters such as heat of formation should be taken into account as well. 

Table 5.1: Calculated values for minimum concentration of solute, at which the amorphous formation 

begins in Ni-Mo system according to the atomic size model [14] 

Element 

Ni 
Mo 

Atomic Size 
(A) 
1.28 
1.39 

jfabCNi-Mo) 

0.36 

JCMtaCMo-Ni) 

0.46 

The "atomic ratio and heat of formation" model (Section 3.2), on the other hand, is only 

capable of prediction the tendency to form an amorphous phase and it does not give any 

composition range. According to the available data in the literature based on this 

approach for Ni-Mo [14, 87], this binary system is not able to form any amorphous 

phase. Deviations from this model have been reported, however, for many alloys and 
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this model has been proven not to be very accurate in predictions because of inaccuracy 

in the experimental data that the method is based on [14]. 

The values of xer and Tir according to the temperature-composition (T-C) model 

(Section 3.3) are shown in Table 5.2. The results of this model for the Ni-Mo system 

shows starting ranges of the amorphous formation of about 43at.% and 5at.% in the Ni 

and Mo sides, respectively. It has been shown that this model does not give very 

accurate ranges for amorphous formation due to the fact that it has been based on the 

equilibrium diagrams to predict non-equilibrium phases [14]. 

Table 5.2: The calculated values of xer and T!r for Ni-Mo system (Section 2.3) according to the 

temperature-composition (T-C) model 

Ni Side 
X 

0 
5 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 

xer 

-1 
-0.82 
-0.64 
-0.46 
-0.28 
-0.11 
0.07 
0.25 
0.43 
0.61 
0.78 
-1 

Tlr 
0 

0.05 
0.09 
0.13 
0.17 
0.22 
0.27 
0.31 
0.28 
0.23 
0.20 
0.16 

Mo Side 
X 

0 
5 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 

Xer 

-1 
1.17 
3.35 
5.52 
7.69 
9.87 
12.04 
14.22 
16.39 
18.56 
20.74 
22.91 

Tlr 
0 

0.05 
0.05 
0.03 
0.05 
0.07 
0.06 
0.31 
0.28 
0.23 
0.20 
0.16 

The values for the parameters used in Miedema's model (Section 3.4), are given in 

Table 5.3 for Ni-Mo binary alloy. The free energy curves of the possible phases, 

obtained for this system using the Miedema's model, have been shown in Fig. 5.1. 

Different calculated curves for solid solution, amorphous and intermetallic phases are 

shown in this figure. At any desired composition, the phase associated with the lower 

free energy curve is thermodynamically stable. For the compositions between two 
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curves (such as solid solution and amorphous), stable phases can be found by drawing a 

tie-line between those two. The Miedema's model considers most of the parameters 

involved in alloying of two transition metals and is the most comprehensive method 

proposed so far for the prediction of the formation range of amorphous and other 

metastable phases. This thermodynamic model predicts a formation range of 

38at.%<Mo<68at.% for the amorphous phase. 

Table 5.3: The parameters used to model the formation range of metastable phases in Ni-Mo according to 

the Miedema's approach [14] 

Parameter 
V (cmj) 
f (volt) 

nws
1/j (density unit)1'3 

K (GPa) 
G (GPa) 

P (KJ/moLcm^.volt2 

(density unit)) 
Q (KJ/mol.cm2 

(density unit)1/3) 

Ni 
6.60 
5.20 
1.75 

177.3 
76.0 

Mo 
9.4 

4.65 
1.77 

261.2 
125.6 

14.20 

133.48 

5.2 Material Characterization of the Films 

After confirming the composition and purity of the films by energy dispersive x-ray 

spectroscopy (EDS), scanning electron microscopy (SEM) and atomic force 

microscopy (AFM) were performed on the samples to examine and analyze their 

surface topography. These results are shown in Figs. 5.2-5.7. It can be observed from 

the SEM results (Figs. 5.2-5.4) that as the Mo content increases from Oat.% to 100at.%, 

surface topography of the films changes showing a qualitatively change in surface 

roughness. In these images, three distinct microstructural regions can be found: rough 

surfaces from pure Ni to Ni-23at.%Mo (Fig. 5.2), smooth surfaces from Ni-34at.%Mo 

to Ni-69at.%Mo (Fig. 5.3) and rough surfaces from Ni-78at.% Mo to pure Mo (Fig. 

5.4). To measure the surface roughness of these films quantitatively, their AFM 
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micrographs shown in Figs. 5.5-5.7 were used. We can see from these images that the 

RMS roughness generally decreases from 11 nm to 5.5 nm for the first region (Fig. 5.5), 

stays atomically smooth in the middle composition range with a RMS of less than 1 nm 

(Fig. 5.6) and increases again to 8.1 nm for pure Mo in the third region (Fig. 5.7). 

To identify the phases present in the films in these three regions of composition and 

microstructure, x-ray diffraction (XRD) was employed the results of which are shown 

in Figs. 5.8-5.12. It can be seen from the XRD spectra that for the first region of 

microstructure, associated with the images of Figs. 5.2 and 5.5, a fully crystalline face-

centered cubic (FCC) structure is present based on the simulations using Desktop 

Microscopist™ software (Fig.5.8). The Vegard's law plot for these films is depicted in 

Fig. 5.9 showing that surprisingly the rule of mixture is valid for this part of 

composition range and a solid solution phase exists. Vegard's law is a plot of lattice 

parameter versus composition and is based on the experimental data for substitutional 

solid solutions of two metallic elements with the same crystal structures. In Fig. 5.9, the 

top line is the rule of mixture from the equilibrium lattice parameters of pure Ni and 

pure Mo versus composition. The bottom line, however, is the plot according to the 

lattice parameters obtained from FCC <111> peaks of Fig. 5.8. The small difference 

between these two lines can be due to the presence of stresses and/or the difference 

between the atomic radii of Ni and Mo in their pure crystal structures and in solid 

solution. The XRD signals for the middle range of composition (34at.%<Mo<69at.%), 

attributed to Figs. 5.3 and 5.6, are given in Fig. 5.10. These results show that either 

amorphous phase, or nanocrystalline phase or both can be present in these films 

because of the peak broadening [105]. Assuming the broadening is due to spherical 

nanocrystallites, their size was estimated to be in the range of 1.5 nm - 2.5 nm by 

simulation using the well-known Sherrer Equation [106] 
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In this equation, X is the wavelength of the x-ray, B is the full width of the broadened 

peak at half maximum and 9 is the Bragg's angle. It was discussed earlier that the 

Vegard's rule is valid for solid solutions only and clearly does not apply to this 

composition range. For the third region of composition (Figs. 5.4 and 5.7), on the other 

hand, the XRD peaks show that a body-centered cubic (BCC) crystal structure is 

present (Fig. 5.11). The films in this composition range follow the Vegard's law as well 

(Fig. 5.12); the small difference between the two lines can be due to the intrinsic 

stresses present in the films or change in lattice parameter in solid solution compared to 

the unmixed form of elements. 

To identify the phase/phases present in the middle range of composition (Ni-34at.%Mo 

to Ni-69at.%Mo) and to see if they are amorphous or nanocrystalline or both (Fig. 

5.10), transmission electron microscopy (TEM) was employed as a powerful tool for 

phase recognition. We chose the Ni-44at.%Mo film (with optimum properties), as a 

representative of this composition range, for phase identification using TEM. The 

results are shown in Figs. 5.13 and 5.14. Fig. 5.13 shows the bright field (BF) and dark 

field (DF) plan-view images of Ni-44at.%Mo together with its selected area diffraction 

pattern (SAD). The cross-sectional view of the film is shown in Fig. 5.14 as well. These 

two figures show that the microstructure of this film consists of nanocrystallites 

randomly and densely dispersed in an amorphous Ni-rich matrix (the diffuse 

background in Fig. 5.13c). We call this structure "nanocomposite microstructure". By 

further investigation and simulation of the diffraction pattern (Fig. 5.13c) using Desktop 
TM 

Microscopist commercial software, it was deduced that the nanocrystallites had a 

BCC crystal structure. High resolution transmission electron microscopy (HREM) was 

used as well to image this sample and the results are shown in Fig. 5.15. In these 

images, the nanocrystallites (less than 5 nm in size) and lattice fringes can be observed. 
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From the above experimental results discussed in details, the amorphous composition 

range of 34at.%<Mo<69at.% was found in Ni-Mo binary alloy films. The results of the 

prediction of the amorphous formation range, obtained for Ni-Mo in the previous 

section according to different existing models, are summarized in Table 5.4 and shown 

schematically in Fig. 5.16 together with our experimental data. 

Table 5.4: Predicted range of amorphous phase for Ni-Mo calculated using different models discussed in 

Chapter One (Chapter B). The experimental result of this study has been shown as well for comparison 

purposes. 

Method 

Atomic Size Ratio 
Atomic Size and Enthalpy 
Temperature-Composition 

(T-C) Model 
Miedema 

Experiment 

Prediction 
(Ni Side) 

0.36 
Not Forming 

0.43 

0.38 
0.34 

Prediction 
(Mo Side) 

0.46 
Not Forming 

0.05 

0.32 
0.31 

Difference with 
Experiment (%) 

Ni Side 
5.8 

-

26.5 

11.7 

Mo Side 
48.4 

-

83.9 

3.1 

It can be seen from above table and Fig. 5.16 that although the "atomic size and 

enthalpy of mixing" model is only capable of predicting the ability of the alloys to form 

an amorphous phase, its prediction for Ni-Mo binary alloy does not match at all with 

our experimental results. It has been seen by other researchers as well that a number of 

alloys form amorphous phase although they do not follow this model [14, 87]. On the 

other hand, the "temperature-composition (T-C)" approach is able to predict the range 

of amorphous phase; however, the results are far from our experimental data that can be 

due to the fundamental assumptions of this model, which are based on phase diagram 

and equilibrium states. It can be observed from the above table, however, that the 

"atomic size ratio" method proposed by Egami and Waseda is quite successful in the 

prediction of the amorphous phase formation in the Ni side but it fails in the prediction 

of the amorphous phase starting range from the Mo side. It has been proven that for 
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some of the vapour-deposited alloys, the size rule does not hold since this model has 

been originally proposed for the binary alloys prepared by liquid quenching [14, 15, 

87]. Moreover, the prediction of amorphous phase formation based only on the atomic 

size difference seems simplistic. The best match between the experimental and 

modeling results is obtained using the Miedema's approach; the difference between the 

prediction and experimental data is relatively low. The reason for this close match is 

that the Miedema's model is the most comprehensive model proposed so far for the 

prediction of amorphous range and it considers most of the parameters involved in 

amorphization. This model is able to predict the presence of both metastable and 

intermetallic phases as can be seen in Fig. 5.1. The intermetallic phases, predicted by 

Ni-Mo phase diagram (Fig. 1.1), will be present only when the special requirement of 

equilibrium conditions such as long-range diffusion is met. These phases, however, 

were not kinetically accessible because of our experimental conditions (kinetics of 

sputtering) and were not traced in our XRD and TEM results. Also, according to 

Miedema's model prediction (Fig. 5.1) there are two-phase regions in which a mixture 

of solid solution and amorphous phase can be obtained (tie-lines and light-gray squares 

in Fig. 5.17). Due to the kinetics of sputter deposition, however, these two regions can 

shrink and be pushed toward the center (dark-gray squares in Fig. 5.17). In this way, we 

expect to have a mixed microstructure of amorphous-crystalline phases as observed 

from our experimental results (Figs. 5.10 and 5.13-5.15). It should be mentioned that 

according to our knowledge, this nanocomposite microstructure consisting of 

amorphous and nanocrystalline phases obtained by sputtering is entirely new. The only 

comparable microstructure to what we obtained from our design and experiments is the 

one resulting from the annealing of a 100%-amorphous bulk material. In this way, as 

discussed in Section 2.3.3, nanoparticles crystallize in the amorphous matrix [28, 80]. 

Since there is no explanation for the formation and growth of our nanocomposite films 

in literature, we consider two possibilities here for this process: 
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1. Since there is an elevated temperature at the growth front, there is a possibility 

that the amorphous phase partially crystallizes in this region as the film grows. 

This transformation at the growth front can result in nanocomposite 

microstructure consisting of nanocrystallites in an amorphous matrix. 

2. Alternatively, what may be happening is that there is a super-saturated 

amorphous phase forming at the growth front at elevated temperature. As the 

film cools down to the room temperature, however, the Mo nanocrystallites 

segregate due to the reduced solubility of amorphous phase. This process can be 

assumed to be similar to clustering (or precipitation) of the metastable phases in 

some aluminum-based alloys such as Guinier-Preston (GP) zones in aluminum-

copper alloys [34, 72, 73]. 

Also, to identify the growth mode of the films and view their topography across the 

thickness, high-angle high-resolution cross-sectional SEM was used. The images of 

cross section of pure Ni (as representative of polycrystalline films) and Ni-44at.%Mo 

(as representative of nanocomposite films) are shown in Fig. 5.18. The micrograph of 

Fig. 5.18a clearly illustrates the competitive grain (column) growth, as a result of van 

der Drift growth mechanism explained in Chapter 2, for polycrystalline films. This type 

of growth is responsible for the high surface roughness observed for the crystalline 

films (Figs. 5.5 and 5.7). Also, the difference in surface topography of the films 

between Fig. 5.2 (Ni side) and Fig. 5.4 (Mo side) can be attributed to the difference in 

the fastest-growing directions in FCC and BCC films, respectively, that affect the shape 

of the grains winning the competition in the competitive grain growth. No grain growth 

was found, though, in the Ni-44at.%Mo film (Fig. 5.18b) showing that a combination of 

amorphous growth mechanism (Sections 2.1.2 and 2.2.2) and one of the two 

possibilities discussed above might be the dominant mechanism in the formation of our 

nanocomposite films. 
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At the end, it is worth mentioning that the oxygen content at the surface of the films 

was examined using x-ray photoelectron spectroscopy (XPS) the results of which show 

that the oxygen content is close for the three films we tested, i.e., pure Ni, Ni-44at.%Mo 

and pure Mo (Table 5.5). 

Table 5.5: Oxygen content of the surface of pure Ni, Ni-44at.%Mo and pure Mo films. The 

concentrations are in atomic percent. 

Material 
PureNi 

Ni-44at.%Mo 
Pure Mo 

Oxygen Content (at.%) 
44.45 
39.52 
38.82 

5.3 Physical Properties of the Films 

Measured physical properties of the Ni-Mo films are shown in Figs. 5.19 to 5.21 for the 

complete range of composition from pure Ni to pure Mo. Figure 5.19 shows the results 

of nanohardness and Young's modulus from nanoindentation test. Also, surface 

roughness and intrinsic stress values are graphed in Fig. 5.20. Moreover, the resistivity 

of the films was tested, the results of which have been shown in Fig. 5.21. 

Generally, three distinct regions can be distinguished in the physical properties of the 

films in terms of composition. These three composition ranges are attributed to those 

obtained in the characterization results discussed in the previous section; i.e., for the 

compositions below 23at.%Mo the films are polycrystalline FCC with competitive 

grain growth. From 34at.%Mo to 69at.%Mo, however, a nanocomposite microstructure 

is present in the films. For the films with the Mo content of more than 78at.%, on the 

other hand, a BCC crystal structure and competitive growth are dominant. It can be 

seen from the nanoindentation results of the films that the hardness and modulus for 

pure Ni and pure Mo (Fig. 5.19) are close to what have been reported in the literature 

[2, 21, 107]. Also, for the first region of composition range the nanohardness (Fig. 
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5.19a) generally increases by the addition of Mo to pure Ni which can be due to the 

solid solution hardening and reduced grain size (Hall-Petch) effects. As discussed in 

Section 2.3.1 [72, 73], by introducing the Mo atoms to Ni crystal structure, the motion 

of dislocations becomes difficult leading to increased hardness and strength. In addition 

to this effect, when the Mo content increases, the grain size generally decreases (Figs. 

5.2 and 5.5). The reason for obtaining the lower grain size with increasing the Mo 

content can be due to the low mobility of Mo atoms compared to Ni that can avoid the 

grains from further lateral growth during the deposition. The decreased grain size 

results in increased strength and hardness according to Hall-Petch equation (Eq. 2.8). 

Also, the modulus values for this region (Fig. 5.19b) follow almost the same trend as 

hardness although the discrepancy in data is high. The off datapoints in Fig. 5.19 might 

be possibly because of the high sensitivity of measurements and analyses in 

nanoindentation test to porosity of the films that introduces some errors to the data 

[104] or the formation of stacking faults. It can be seen in Fig. 5.20a that, for below 

23at.%Mo, the roughness decreases generally by the addition of Mo to Ni which can be 

attributed to the reduced grain size in this region (Figs. 5.2 and 5.5) as discussed above. 

As a result of competitive grain growth and van der Drift mechanism, therefore, the 

grain size at the end of the growth process is a function of Mo content and decreases 

generally with increasing Mo. This, in turn, can cause reduced roughness in the films 

for the first crystalline composition range. The stress-state for this composition range 

(below 23 at.%), on the other hand, is tensile which can be because of the development 

of tensile stresses initiate at zipping process of the islands. It was discussed in Section 

2.2.1 [35. 57] that this tensile stress remains tensile and increases with thickness for the 

materials possessing low adatom mobility such as Ni and Mo (Fig. 2.4a). The reason for 

decrease in tensile stress with Mo content, however, might be due to the increase in the 

deposition rate with increasing Mo that can cause implantation and peening 

phenomena. These two phenomena, in turn, can relax and reduce the tensile stresses in 

the films (Section 2.2.1). In addition, the resistivity of the films increases with Mo 
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content for the first region (Fig. 5.21) that can be due to the introducing the Mo atoms 

(considered as defects) to Ni lattice and reduced grain size. 

By adding more Mo to Ni, however, we enter the second region of composition in 

which the increased hardness and modulus, reduced roughness and intrinsic stress, and 

increased resistivity are mainly because of the presence of nanocomposite 

microstructure. In addition, these properties remain almost constant in this composition 

range (34at.%Mo-69at.%Mo). It was seen in Section 2.3 that amorphous materials have 

higher mechanical properties than their crystalline counterparts due to the absence of or 

limitation in plastic deformation (no dislocation motion). Also, introducing a second 

phase enhances the mechanical properties of amorphous materials [73, 80]. Therefore, 

we expect to see higher hardness and modulus for the middle range of composition as 

observed in Fig. 5.19. The average hardness and modulus of about 11 GPa and 200 GPa 

are considered high in thin films [1, 2, 73]. The reason for obtaining ultra-smooth 

surfaces for this region (Fig. 5.20a), on the other hand, can be attributed to the absence 

of (competitive) grain growth and also to the different mode of growth for amorphous 

films. As mentioned earlier (Section 2.2.2), the growth of amorphous phases consists of 

three stages: nucleation of the islands on the substrate, growing of these islands as 

thickness increases and coalescence of the so-called domains walls together. It is, 

therefore, expected to see a very smooth surface in amorphous films (Figs. 5.4 and 5.7) 

as a result of dynamic smoothening process that happens in their growth [44, 46, 51]. 

The very low (compressive) stresses observed for these films (Fig. 5.20b) can be 

resulted from two phenomena: growth and stress relaxation. It was noted above and in 

Section 2.2.2 that the stress evolution in amorphous phases starts with a very thin film 

tensile stress state followed by compressive stresses in medium thicknesses and 

eventually becomes tensile at very high film thicknesses (Fig. 2.7) [51]. The observed 

compressive stresses for these amorphous films, therefore, show that the final stage of 

growth associated with the tensile stresses has not been reached yet for these films and 
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the deposition has been stopped in the second stage of growth. To confirm this 

explanation and further investigate the stress evolution in our nanocomposite films, the 

stress was measured versus thickness for Ni-44at.%Mo film the results of which have 

been shown in Fig. 5.22. It can be observed from this figure that stress starts from a 

tensile state (the extrapolation trendline) for low film thicknesses, goes to compressive 

at the medium thicknesses and eventually becomes tensile when the thickness is high. 

This data is in a good agreement with the trend proposed for amorphous films in the 

literature [51]. It should be noted that the measurement of stress for the low thicknesses 

was not possible due to the limitations of the measurement technique. Another 

possibility for the observed compressive stresses in nanocomposite films in the middle 

range of composition (Fig. 5.20b) is that the crystallization of the amorphous phase at 

the growth front and/or clustering of nanocrystallites from the amorphous matrix 

(explained above) can relax the developed stresses in the films. The conductivity data 

(Fig. 5.21) for the middle composition range shows an order of magnitude decrease 

compared to pure Ni and pure Mo while it is still in the metallic range. This decrease 

can be because of the reduced mean free path length in the amorphous phases and the 

existence of the atoms second element (solute scattering). 

For the third region of composition range, on the other hand, the trend in physical 

properties is similar to that observed in the first crystalline region with some minor 

differences due to the BCC crystal structure rather than FCC. It can be seen from the 

right-hand side of Fig. 5.19a that the hardness of the films decreases with increasing 

Mo content (from 78at.%Mo to pure Mo) that can be due to the increase in grain size 

and decrease in Mo atoms in Ni structure (solid solution hardening and Hall-Petch 

effects). These effects are opposite to those explained at the beginning of this section 

for the first region of composition since the Mo content is decreasing. Almost the same 

trend is observed for modulus as well (Fig. 5.19b). Also, the surface roughness for this 

range increases as a result of competitive grain growth which becomes dominant in 
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these polycrystalline films again. However, the surface roughness for the films in this 

composition range is generally lower than that observed in the first composition range 

(left-hand side of Fig. 5.20a). This can be due to the difference in fastest-growing 

directions in BCC films and FCC films (Figs. 5.2 and 5.4). Moreover, the stress state is 

tensile again in this zone (Fig. 5.20b) since the Mo content (with low adatom mobility) 

increases and the films are in the tensile stress regime developing after coalescence and 

zipping of the islands (Fig. 2.4). In addition, a decrease in the resistivity data is seen in 

the right-hand side of Fig. 5.21 which can be because of the decrease in Ni content 

(defects) and increase in grain size (mean free path length) in the films. It should be 

noted again that the errors exist with some datapoints, especially in nanoindentation 

results, can be due to porosity of those films that affects the results and/or solute 

scattering. These faulty datapoints will be regenerated in future to clarify any 

ambiguity. 

5.4 Synthesized Cantilevers 

According to the results discussed earlier in details, it is clear that if one wants to 

synthesize MEMS/NEMS devices from Ni-Mo binary alloy, films with compositions in 

the range of (34at.%-69at.%)Mo are desirable with Ni-44at.%Mo having the optimum 

properties. Using this nanocomposite film for the fabrication of devices helps us to 

avoid any deformation, due to the differential stresses in release steps of fabrication, 

and to keep the optimum mechanical properties at the same time. As a proof-of-

principle, therefore, we synthesized 50 nm thick single-anchored cantilevers having 400 

nm and 800 nm width and different lengths (1-6 um) out of Ni-44at.%Mo, the images 

of which are shown in Fig. 5.23. These devices have potential applications in 

cantilever-based sensors. These images show that there is almost no deformation in the 

cantilevers and their surfaces are very smooth. 
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To test the thermal stability of the cantilevers, differential scanning calorimetry (DSC) 

was performed on Ni-44at.%Mo films in an argon environment. The DSC result is 

given in Fig. 5.24. This result shows that the amorphous/nanocrystalline films are quite 

stable at temperatures below 400°C (in an argon atmosphere), after which phase 

transformation will take place inducing different stresses in the film. These results 

suggest the employment of this film, and any MEMS/NEMS devices fabricated of 

them, at high-temperature applications in vacuum or other neutral environments. It is 

clear that more experiments are needed to test the stability of the films and cantilevers 

when Oxygen and humidity are present. 
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Figure 5.1: The modeled free energy curves of the metastable phases in Ni-Mo obtained using the 

Miedema's approach. The range of the amorphous formation can be predicted by drawing the tie-lines 

between the solid solution and amorphous phases showing an amorphous range of Ni-38at.%Mo to Ni-

68at.%Mo. 
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Figure 5.2: High-resolution scanning electron microscopy (SEM) images of the films from pure Ni to Ni-

23at.%Mo. 
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Figure 5.3: High-resolution scanning electron microscopy (SEM) micrographs of the films from Ni-

34at.%Mo to Ni-69at.%Ni. 
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Figure 5.4: High-resolution scanning electron microscopy (SEM) images of the films from Ni-78at.%Mo 

to pure Mo. 
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Figure 5.5: High-resolution atomic force microscopy (AFM) images of the films from pure Ni to Ni-

23at.%Mo. The roughness decreases generally with Mo content. It should be mentioned that the 

roughness values are for comparison purposes between our fabricated films only; the actual roughness 

values might be higher than the present RMS values due to the detection limit of the tip. 
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Figure 5.6: High-resolution AFM micrographs of the films from Ni-34at.%Mo to Ni-69at.%Ni. We can 

see that the surface of the films is very smooth (RMS<1 nm). It should be mentioned that the roughness 

values are for comparison purposes between our fabricated films only; the actual roughness values might 

be higher than the present RMS values due to the detection limit of the tip. 
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Ni-78at.%Mo, RMS=5.2 nm Ni-87at.%Mo, RMS=9.2 nm 

Ni-94at.%Mo, RMS=6.0 nm PureMo,RMS=8.1nm 

Figure 5.7: High-resolution AFM micrographs of the films from Ni-78at.%Mo to pure Mb. It can be 

observed that the roughness of the films increases generally with increasing of the Mo content. It should 

be mentioned that the roughness values are for comparison purposes between our fabricated films only; 

the actual roughness values might be higher than the present RMS values due to the detection limit of the 

tip. 
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Figure 5.8: (a) X-ray diffraction (XRD) spectra for the films from pure Ni to Ni-23at.%Mo together with 

the simulated indices using Desktop Microscopist commercial software, based on powder diffraction 

patterns (b). We can observe that for this composition range, the structure is fully FCC crystalline. 
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Figure 5.9: Vegard's law plot for the films from pure Ni to Ni-23at.%Mo. A line can be best fitted to the 

data showing that the rule of mixture is almost dominant for the data from the Ni peaks in Fig. 3.8. This 

plot shows the presence of a solid solution having stress for this region. 
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110 120 

Figure 5.10: XRD signals for the middle range of composition from Ni-23at.%Mo to Ni-69at.%Mo. The 

peak broadening could be due to either amorphous, or nanocrystalline phase or both. The size of possible 

nanocrystallites was estimated to be froml.5 nm to 2.5 nm using Sherrer equation. 
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Figure 5.11: (a) XRD spectra for the films from Ni-78at.%Mo to pure Mo together with the simulated 

indices, based on powder diffraction patterns (b). We can see for this range of composition that the 

structure is fully crystalline with a BCC structure. 
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Figure 5.12: Vegard's law plot for the films from Ni-78at.%Mo to pure Mo. A line can be best fitted to 

the data showing that the rule of mixture is almost dominant. The difference between two lines can be 

due to the strain or lattice parameter difference in solid solution and pure elemental form. 
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Figure 5.13: Plan-view bright field (a), plan-view dark field (b) and diffraction pattern (c) of the Ni-

44at.%Mo film. We can see that the BCC nanocrystallites are distributed in an amorphous matrix. 
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Ni-Mo 
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Figure 5.14: Cross-sectional dark field image of the Ni-44at.%Mo film. We can see from this image that 

the nanoerystallites are present and densely distributed through the thickness as well. 
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(a) 

(b) 

Figure 5.15: High resolution dark field TEM images of the Ni-44at.%Mo film at both plan- (a) and cross-

sectional (b) views. The nanocrystallites and lattice fringes are shown on the images. 
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Figure 5.16: Schematic illustration of the results of different models for the prediction of the range of 

amorphous formation in Ni-Mo. The experimental range has been shown as well for comparison 

purposes. It can be seen that the closest prediction model to our experimental results is Miedema's 

model. 
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Figure 5.17: Schematic illustration of the kinetic effects on the prediction range of amorphous formation 

for Ni-Mo using Miedema's model. We can see that the two phase regions (light-gray squares) are 

narrowed (dark-gray squared) and pushed toward the center due to kinetic of sputtering. Also, the 

intermetallic phases predicted by the model were not kinetically accessible. 
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Figure 5.18: High-angle cross-sectional SEM images of pure Ni (a) and Ni-44at.%Mo (b) films. We can 

observe the competitive grain growth in pure Ni only. 
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Figure 5.19: Nanoindentation results of Ni-Mo films: (a) nanohardness and (b) reduced modulus. We can 

see from these graphs that the hardness and modulus of the films are very high for the middle range of 

composition. Each datapoint is the average of 25 measurements. The lines are just to guide the eyes. 
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Figure 5.20: Physical properties of Ni-Mo films: (a) surface roughness and (b) intrinsic stress. We can 

see from these graphs that the surface of the films is very smooth and the films are almost free of stress 

for the middle range of composition (34at.%<Mo<69at.%). Each datapoint is the average of at least 3 

measurements and the errorbars are in the size of symbols. The lines are just to guide the eyes. 
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Figure 5.21: Resistivity data for the Ni-Mo films. We can see from the data that the conductivity is lower 

for the middle range but still in the range for metals. Each datapoint is the average of at least 3 

measurements and the errorbars are in the size of symbols. The lines are just to guide the eyes. 
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Figure 5.22: Effect of thickness on the intrinsic stress of Ni-44at.%Mo film. It can be observed that the 

stress is compressive for all of the thicknesses but showing a trend towards the positive stresses. Each 

datapoint is the average of at least 5 measurements and the errorbars are in the size of symbols. The line 

is just to guide the eyes. 
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Figure 5.23: High-angle SEM images of the 50 nm thick Ni-44at.%Mo cantilevers having different 

lengths (400 nm and 800 nm wide). 
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Figure 5.24: Differential scanning calorimetry (DSC) curve for the Ni-44at.%Mo film. We can see that 

the film is stable even at high temperatures in the order of 400 °C in argon atmosphere and used scanning 

rate (10 °C/min). 
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CHAPTER SIX: CONCLUSIONS AND RECOMMENDATIONS 

6.1 Summary and Conclusions 

Since competitive grain growth is considered mainly as the origin of high surface 

roughness and intrinsic stresses in metallic films, we designed the microstructure so that 

this type of growth was eliminated and a film with a very low stress and surface 

roughness was obtained. By the selection of right metallic elements (Ni and Mo) and 

stoichiometry, therefore, the polycrystalline microstructure could be substituted with a 

nanocomposite structure consisting of a nanocrystalline phase uniformly dispersed in an 

amorphous phase. In this way, the hardness and modulus increased while surface 

roughness and intrinsic stresses decreased dramatically. 

One micrometer thick Ni-Mo films were fabricated by room-temperature co-sputtering 

from pure Ni and Mo targets to systematically study the microstructure and properties. 

The films with different compositions were synthesized from pure Ni to pure Mo by 

changing the Mo content in the binary alloy. The films were characterized using the 

conventional characterization techniques such as SEM, AFM, XRD and TEM and their 

physical properties were measured using nanoindentation and other methods for the 

measurement of thin film properties. From this investigation it was shown that from 

pure Ni to Ni-23at.%Mo, polycrystalline films with FCC crystal structure exist that 

grow columnar from the substrate. From pure Mo to Mo-22at.%Ni, on the other hand, 

the same competitive grain growth mode as the first region was observed; however, the 

crystal structure was found to be BCC. For the composition range between these two 

regions (34at.%<Mo<69at.%), our investigation resulted in a unique nanocomposite 

microstructure of Mo-rich nanocrystallites randomly and densely dispersed in a Ni-rich 

amorphous matrix. The Ni-44at.%Mo film had the optimum properties among all. This 

stress-free film showed an ultra-high nanoindentation hardness of 11 GPa and an order 

of magnitude reduction in surface roughness (0.8 nm) compared to those of pure Ni (4.5 
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GPa and 10 nm) and pure Mo (7.5 GPa and 8 nm), while maintaining the resistivity in 

metallic range. They were also stable at elevated temperatures in the order of 400°C (in 

argon environment). 

As a proof-of-concept, we synthesized free-standing single-anchored 50 nm thick, 400-

800 nm wide and 1-6 um long cantilevers from Ni-44at.%Mo film (with optimum 

properties). To our knowledge, these are the smallest single-anchored metallic 

cantilevers fabricated so far which are ultra-hard, very smooth and almost free of stress. 

As a further step, we did a detailed study on the prediction of the range of amorphous 

formation in these films according to the different existing models. We found that the 

Miedema's thermodynamic model is the most successful one among all and predicts the 

amorphous formation range of Ni-38at.%Mo to Ni-68at.%Mo, which is in a good 

agreement with the amorphous range obtained from our experimental data (Ni-

34at.%Mo to Ni-69at.%Mo). 

6.2 Future Work 

The future work of this research is going to be mainly focused on the following four 

subjects: 

1. More detailed microstructure and phase studies: 

More TEM and XRD analysis can be performed for the full range of 

compositions. The current TEM images and analysis were carried out for Ni-

44at.%Mo, only. So, it is worth doing TEM for other compositions as well to 

verify the microstructure for all of the films. The XRD results and simulation of 

the peaks will be helpful in this study. 

2. Mechanical testing: 

As we discussed in the Introduction part, mechanical behaviour of thin films, 

especially the metallic films, plays an important role in their application to the 
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NEMS devices. We have measured the hardness and reduced modulus of the films 

from nanoindentation test. It should be a good idea to test the films for other 

mechanical properties such as ductility and both yield and ultimate strength since 

these properties are related to the resistance to fracture and plastic deformation 

when the film is under stress. Also, we recommend doing other mechanical tests on 

the films as well such as fatigue test, wear test and creep test since these tests can 

reveal the reliability of the films and fabricated devices when used as structural in-

contact components in MEMS/NEMS applications. 

3. Study the effect of thickness on physical properties: 

It is well-known that thickness has a significant effect on stress state and surface 

roughness in polycrystalline films having columnar growth. We suggest 

confirming this issue for the polycrystalline regions of our films and 

investigating systematically the effect of thickness on the physical properties 

(hardness, modulus, roughness and stress) of the Ni-Mo films for the full range 

of composition. We have already confirmed that the state of stress is 

compressive for Ni-44at.%Mo when the thickness changes from 250 nm to 

15000 nm. Also, understanding and modeling of the mechanism of thin film 

growth and stresses in the nanocomposite range can be interesting. 

4. More thermal stability tests are needed: 

We studied the thermal stability of the Ni-44at.%Mo film with one heating rate 

only. We recommend doing this test for all of the compositions and with 

different heating rates on freshly fabricated films using DSC. In this way, the 

glass transition temperature of the nanocomposite films is obtained as well. 

Also, phase identification using XRD and TEM after each phase transformation 

is recommended. 
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5. The proof-of-concept exists now: 

Now, we have the proof-of-concept for this alloy (Ni-Mo). This alloy, therefore, 

can be used in different MEMS/NEMS applications wherever high conductivity 

is needed together with low surface roughness and high hardness. This alloy and 

the interpretation of the results can also be used for the design of other alloys 

such as Ni-W to increase the hardness and modulus to be fitted to different 

applications. 
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APPENDIX A: APPLICATION AND COMMERCIALIZATION PLAN 

In previous chapters, we talked in details about the characteristics and different 

properties of Ni-Mo thin films we synthesized. Here we propose some potential 

applications for our alloy together with a cost estimation for the fabrication of 

cantilevers. Micro- and nano-electro mechanical elements can be used in potential 

applications such as biomedical chips, microfluidic chips, atomic force microscopy, etc. 

In some of these applications, the dynamic of the MEMS/NEMS structural components 

in liquid environments-such as blood in human body, oil in petroleum industries and 

other liquids in AFM applications-is extremely important. Single-clamped cantilevers 

as building blocks of the MEMS/NEMS devices are now the center of research in the 

area of micro and nanotechnology for their behavior in fluids. As a good example, in 

the petroleum industry measurement of the density and viscosity of petroleum reservoir 

fluids is required to determine the value of the produced fluid and production strategy. 

These thermo-physical properties are also useful for the design of separators and 

process equipment and to control production processes. To measure the density and 

viscosity of petroleum fluids, we require a transducer that can operate up to reservoir 

conditions and provide results with high accuracy. In the following section, we describe 

the basics for measurements of both density and viscosity of fluids in which a cantilever 

is immersed at the desired operating conditions with the application to oil industry. 

A.l. Measurement of Liquid Properties Using the Cantilevers 

In petroleum industry, we require to measure the thermo-physical properties of 

hydrocarbon reservoir fluids to determine flow in porous media and economically 

design the separation, treating and metering systems. The financial analysis that 

determines the potential for commercial benefits from extraction of naturally occurring 

hydrocarbon resources is obtained from the knowledge of the reservoir permeability, 

size and shape and the fluid thermo-physical properties. Any uncertainties in viscosity, 

density and phase behaviour of the petroleum fluid impact the financial analysis. To a 
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first approximation, measurement of density provides an estimate of the commercial 

value of the produced fluid while viscosity is an indicator of the ease, with which the 

fluid can be extracted from the reservoir. Viscosity is the single most important 

property to be measured [108]. 

A complete reservoir typically consists of a group of fluid-bearing layers separated by 

impermeable shells. The physical properties of the fluids can be determined from 

measurements performed on a sample extracted from each layer (usually referred to as a 

zone). The extraction is usually performed after the borehole has been drilled but before 

the production system, consisting of metal tubes surrounded by cement, is installed. 

From samples collected down-hole, all physical properties of the fluid can be 

determined in a laboratory at reservoir temperature and pressure. These measurements 

are combined with knowledge of the permeability and characteristics of the reservoir to 

perform analyses concerning the development of that petroleum reservoir. In the 

financial analysis, the thermo-physical properties and their uncertainties are usually 

considered to be lower in priority than the other items. However, uncertainties in the 

thermo-physical properties that arise from the operating conditions and sampling 

techniques can be significant and may be reduced by precise direct measurement. In 

general, measurements of density and viscosity with uncertainties of about ±1 % and 

±10 %, respectively, are considered adequate for value and extraction calculations with 

sufficient accuracy. Thus, methods that can provide in situ measurements of fluid 

density and viscosity with these uncertainties at reservoir conditions are desirable. In 

this way, we can reduce the time required for analysis and the systematic errors that 

arise from variations in chemical composition caused by transferring the fluids from 

one container to another and subsequent transportation. 

There are numerous methods by which the density and viscosity of liquids can be 

measured. These methods have been reviewed by Johnson et al. [109]. Vibrating 
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objects including the vibrating wire and torsional viscometers were analyzed by 

Wagner and Kleinrahm [110] and Kuramoto et al. [ I l l ] for determining liquid 

densities. Other methods such as a vibrating tube [112] have been proposed to measure 

the viscosity. Also, some techniques other than a vibrating wire have been applied to 

measure both viscosity and density. We can refer to those methods that utilize 

ultrasonic plate waves [113] and bubble-rise speed [114] as examples in this category. 

Of the numerous methods that have been reported to measure density and viscosity, the 

most relevant to the transducer discussed above for our application are those that utilize 

a vibrating object of defined geometry and are fabricated using the microfabrication 

routes. To our knowledge, the instrument reported by Woodward [115] is the earliest 

example of a vibrating object that is conceptually similar to the device described here. 

They connected a 0.25 mm thick steel disk with a diameter of 5 mm to a clamp. The 

disk was forced to vibrate, and measurements of resonance were used to determine the 

product of the density and viscosity. Andrews and Harris [116] reported a transducer 

with two parallel plates, each supported by beams, that were oscillated normal to each 

other to determine the viscosity of gases. Martin et al. [117] used a plate wave 

resonator, fabricated on a silicon nitride membrane, to determine density. The 

ultrasonic plate wave resonator reported in Ref. 113 used a MEMS fabricated on a 

silicon carbide substrate. In addition to these devices, there are many other applications 

of cantilever beams developed from the devices used in atomic force microscopy [3] to 

the measurement of density and viscosity [118-122]. The width and length of the 

cantilevers vary from 2 to 200 urn with a thickness of order 1-3 urn. The instruments 

described in these references used a cantilever, exposed to air, to excite and detect the 

motion of a 50 (am diameter silica sphere immersed in a fluid. The sphere was 

connected to the cantilever by a 50 urn diameter silica rod. Cantilever beams have also 

been used to study the flow rates [123], measure the mechanical properties of 

electroplated gold films [124], determine Young's modulus [125] and form chemical 

[126,127] and biochemical [128-130] sensors [131]. For the chemical and biochemical 
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sensors, the species is adsorbed onto the functionalized surface of the cantilever and is 

detected through either variation in resonance frequency due to an added mass or 

deflection of the beam arising from changes in surface stress [132, 133]. 

Choosing an appropriate sensor system for a specific application requires a good 

knowledge of design, implementation and fabrication method. Shieh et al. [134] have 

described systematic methods to select the most appropriate sensor for a particular 

application including devices that are based on coupled electromechanical phenomena. 

The essence of their approach relies on matching the desired sensor operating 

characteristics with the requirements of the desired applications. These philosophical 

processes are even more crucial when no off-the-shelf commercial sensor is available. 

In this case, a sensor must be developed by carefully matching the requirements to the 

potential characteristics of the sensor. The sensor we need for our specific application 

in petroleum industry, should be able to operate at reservoir conditions with accuracy in 

measurement of density and viscosity of about ±1 % and ±10 %, respectively, that are 

adequate for calculations concerning the extraction of petroleum reservoir. Typically, 

the reservoir and production system have temperatures less than 473 K at pressures 

below 200 MPa [108]. In transducers that operate in the bore-hole, robustness is a 

superior priority to accuracy in the design process. The design, fabrication, and 

application of MEMS sensors has been discussed by Judy [135] while Werner and 

Fahrner [136] have reviewed devices, fabricated from silicon, that were specifically 

intended for operation at high temperature and in harsh environments similar to those 

found in petroleum reservoirs. As we found from our experimental results, Ni-Mo 

nanocomposite cantilevers with high hardness of 11 GPa and stability at temperatures 

below 400°C can be suitable candidates for this application. 

To develop a method for the in situ and simultaneous measurement of density and 

viscosity, we can choose to construct a vibrating object. The transducer is then going to 
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be similar to a cantilever; i.e., a rectangular plate connected to a support along its edge. 

The density and viscosity of the fluid, in which the cantilever is immersed, can be 

determined from measurement of its frequency in motion. The design of the edge-

supported vibrating plate densimeter/viscometer that will be described here is based on 

a magnetic field sensor originally reported by Donzier et al. [137]. A physical 

description of the motion of the cantilever in a fluid, which is used to obtain density and 

viscosity, requires a geometrically defined structure of known dimensions. When the 

sensor is formed by the methods of MEMS/NEMS, this requirement necessarily 

precludes the use of curved surfaces [108]. 

When the MEMS/NEMS fabricated device is placed in a fluid, to a first approximation, 

its resonance frequency (fr) and quality factor (Q= fr/2g) decrease with increasing 

density and viscosity, respectively. To define the parameter g, we have to determine the 

frequencies (fr - g) and (fr + g) above and below the resonance frequency (fr) at which 
11*) 

the measured amplitude is equal to Amax/2 where Amax is the maximum amplitude atfr. 

The general effect of the fluid on the cantilever can be understood by two 

approximations. First, the resonance frequency decreases with increasing density 

because of added mass. Second, Q decreases as the viscosity increases owing to the 

shearing motion at the tip of the cantilever. Indeed, the methods of MEMS/NEMS we 

are dealing with here provide a means of constructing a densimeter that has a resonance 

frequency sensitive to the added mass of fluid in which it is immersed. This arises 

because the cantilever has a large surface-to-volume ratio. 

Typically, petroleum reservoir fluids have densities in the range of 300 to 1300 kg.m"3 

and viscosities between 0.05 to 1000 mPas. For Newtonian hydrocarbon liquids (fluids 

that are at a pressure of 0.1 MPa), the density is within the range of 700 to 1000 kg.m"3 

while the viscosity is between 0.5 and 100 mPas. Newtonian fluids of known viscosities 

and densities, that include at least the ranges defined for hydrocarbon liquids, are 
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required for the laboratory evaluation of proposed in situ measurement techniques and 

calibration of viscometers and densimeters as a function of both temperature and 

pressure. Here, we are concerned with fluids that are Newtonian so that their viscosity 

is independent of the rate of shear. Non-Newtonian fluids can also be encountered in 

the production of petroleum, for example, drilling lubricants with additives such as 

sodium bentonite that increase the density. A transducer suitable for operation in both 

Newtonian and non-Newtonian fluids is hard to achieve. 

A. 1.1. Theory 

Lindolm et al. [138] have presented theoretical descriptions of the elastic vibration of 

cantilever plates, but they did not provide working equations suitable for the plate in the 

application we are discussing here. However, some models have been proposed for the 

response of a cantilever beam immersed directly in a fluid [139-142]. The added mass 

model for the flexural response is based on an expression reported by Lindolm et al. 

[138] and has been extended to also include torsional oscillation. Cantilever beams, 

exposed to air, have also been used to actuate and detect the motion of a sphere 

immersed in a fluid. The response of the coupled cantilever and sphere has been 

interpreted with adaptations of the existing expressions for the oscillation of a sphere 

immersed in a fluid. Cumberbatch and co-workers presented a model for an elastic solid 

plate clamped on two opposite sides vibrating in a fluid to describe a commercially 

available densimeter [143]. 

To model the response of the edge-supported plate oscillating while immersed in a 

fluid, we can adopt an approach similar to that described in Refs 108 and 143 and 

model the edge-supported plate by decoupling the effects of viscosity and density so 

that the density is determined solely from the resonance frequency. We can also 

introduce another independent equation for the product of viscosity and density. 

Because of the secondary emphasis placed on accuracy during the design, we anticipate 
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the results we obtain with the assumptions and approximations we make will be 

adequate for the target accuracy. 

The cantilever can be modeled as a one-dimensional beam (shown in. Fig. A.l) 

supported at one end_y= z = 0. The transverse displacement of the cantilever normal to 

the (x, z) plane is denoted, as shown in Fig. A.l, by 

y = q(x,z,t) (A.1) 

We assume that the longitudinal strain varies linearly across the cantilever's width and 

that the bending moment at any cross section is proportional to the local radius of 

curvature. We will consider only the mode of motion independent of x and will also 

ignore cantilever edge effects. The displacement (q) is governed by the Euler-Bernoulli 

bending theory of thin plates so that 

F = psd^ + M\^q (A.2) 
Hs dt2 12(1 -v2) 

where F is the force per unit area applied normal to the cantilever, a denotes the 

cantilever length and b is the cantilever width. In Eq. (A.2), d is the cantilever's 

thickness, E is Young's modulus, v is Poisson's ratio and ps is the density of the 

cantilever material. We assume that the fluid is incompressible (so that V.u = 0, where 

v=(u,v) is the fluid velocity) and that the flow is irrotational. At the supported end z=0; 

this implies that the oscillating cantilever has neither deflection nor bending. At the free 

end of the cantilever (z=a), there is neither bending nor shear force. 

The fluid flow must now be determined so that the force per unit area on the cantilever 

(F) that appears in Eq. (A.2) can be calculated. In general, the fluid flow excited by the 

cantilever is extremely complicated but we can simply assume that both the cantilever 

thickness and the amplitude of the cantilever oscillations are small compared to its 

dimensions. In this way, the so-called "thin aerofoil theory" can be applicable. 

Essentially, this allows us to assume (a) that flow boundary conditions may be imposed 
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ony - 0 rather than on the actual moving surface of the vibrating cantilever and (b) that 

the fluid normal velocity component (v) is equal to the rate of change of displacement 

of the cantilever with respect to time on y = 0. This considerably simplifies the 

potential flow problem that must be solved. With the thin aerofoil theory assumptions, 

the velocity potential must satisfy the Laplace's equation in addition to the boundary 

conditions. The solution of Laplace's equation that satisfies the above equations is 

given and the expression for p/is given by [108] 

Pf= ¥f r - ^ . (A.3) 
f 24(\-v2)a\2nfrff 2a 

where p/ is the fluid density and frj is the resonance frequency of the cantilever 

immersed in fluid. In vacuum (p/= 0) and Eq. (A.3) reduces to 

fr(P = o) = (27ty 
Evy 

12(1 -v2)a4ps 

(A.4) 

for the resonance frequency fr(p = 0). We recall that in Eqs. (A.3) and (A.4), a is the 

cantilever length and d is the cantilever thickness. Both Eqs. (A.3) and (A.4) require 

values of Young's modulus (E), Poisson's ratio (v) and density of the material (ps). 

Finally, it should be noted that a similar analysis can be carried out if, instead of the 

pinned condition d2q I dz2 = 0 at z = 0, a "clamped" condition dq/dz = 0 is used. The 

only difference to the end result is that an additional factor of 2 is present in the right-

hand side of Eq. (A.3). The nature of sensor makes it hard to determine which of these 

two conditions is more appropriate. The best results are obtained when a combination 

of the two conditions is used. 

With E, s, and rs Eq. (A.4) gives fr(p = 0) and Eq. (A.3) is used to estimate the 

resonance frequency when the cantilever is immersed in liquids. There are other aspects 

of the MEMS/NEMS design, fabrication, packaging and operation that can also 

contribute to the differences between the theoretical and observed resonance frequency. 
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These effects include the following: (1) surface roughness, (2) separation from 

stationary objects, (3) inertial response of the support and (4) assumptions used to 

obtain Eq. (A.3). Each of these will be discussed briefly below. 

Equation (A.3) was derived assuming that the fluid-cantilever interface is perfectly 

smooth. In practice, this means a surface roughness much less than the viscous 

penetration depth, i.e. it is optically flat. According to our experimental results, the 

surface roughness of our Ni-Mo nanocomposite films is less than 1 ran and this 

assumption is quite valid. When the surface is rough, the fluid motion caused by the 

oscillation is more complicated than for a smooth surface and a range of additional 

mechanisms may occur that couple liquid motion and acoustic waves. Jain and Grimes 

[144] have considered (both experimentally and theoretically) the effect of surface 

roughness on liquid property measurements performed with mechanical oscillators. 

Their work suggests that, when the dimensions of the molecule are much less than those 

of the surface roughness, molecules are trapped on the surface and they act as both an 

additional mass and a viscous load. Thus, it may be possible to alter the response of an 

oscillator immersed in a fluid by engineering a specific roughness as we did with Ni-

Mo. The dimensions of the molecules are of the order of 10"9 m and the surface 

roughness of Ni-Mo nanocomposite thin films are of the same order. The use of the 

assumptions, we made for the cantilever's motion and bending, forces the structure that 

holds the cantilever to recoil in response to the cantilever's motion. The cantilever's 

resonance frequency is thus coupled to the support. Increasing the mass of the 

cantilever's support reduces the coupling effect, which may result in a systematic error 

in density. Finite element analyses suggest using either the n = 2 mode^O? = 0) -27.5 

kHz (for which one side of the plate bends up while the other bends down) or the n = 3 

mode fr(p = 0)~70.3 kHz (where the center of the plate moves upward while the sides 

move downward) might reduce this potential source of error. Since these motions result 

in insignificant movement of the center of mass, the structure supporting the plate does 
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not recoil so that the sensitivity of the tube's resonance frequency to the support is 

reduced. Preliminary investigations of the n = 2 and n = 3 modes provide promising 

results for density [108]. 

Models have been reported in the literature to obtain viscosity from the resonance 

frequency of a cantilever [115]. Here, we assume that the fundamental bending mode of 

the cantilever (the flexural mode) is simple harmonic and that the plate is immersed in 

an unbounded Newtonian fluid of viscosity, ry, and density, p/. The resonance quality 

factor, Q, is given by 

&*(WrJT\pf (A.5) 

at the resonance frequency (fr). We note parenthetically that a visco-elastic fluid will 

alter the elastic restoring force. Including Q = f/2g at p = 0, the working equation for 

the fluid viscosity is given by 

1 
1f = 7^ 

Pffr f 

2g, 2g(p = 0) 

frj fr(P = Q) 

2 

(A.6) 

where fr(p = 0) is the resonance frequency in vacuum; g/is the resonance half-line width 

in the fluid, g(p = 0) in vacuum; and p/ is the fluid density obtained from Eq. A.3. 

A.2. Cost Estimate of Cantilever's Fabrication 

In this section, we will do a cost estimate for the fabrication of a Ni-Mo single-

anchored cantilever according to our process flowchart (Section 4.4) and the available 

rates in the market [145]. It should be noted that the cost of materials characterization 

has not been included in this analysis. Also, it might be necessary to use a stack of 

cantilevers for different applications; the adjustments for the total cost should be made 

then. In the following table, the details of cost analysis are shown. 
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Table A. 1: The details of cost estimate for the fabrication of a Ni-Mo single cantilever. If a stack of 

cantilevers is needed, the total cost should be considered. The analysis is based on the charge rates for 

industries. The prices are in Canadian Dollar. 

Materials/Process 

Silicon wafer 
Wafer cleaning 
Wafer oxidation 

Dicing 
Photoresist spinning 
E-beam lithography 

Wetdeck for 
developing 

RIE 
Sputtering 
Release 

Washing and drying 
Total 

Material/Process 
Rate ($/hour) 

25 
110 
30 
30 
60 
150 

110 

60 
60 
150 
100 

-

Time Required 
for the Process 

(hour) 
-

0.5 
1 

0.5 
1 
1 

0.5 

0.5 
4 

0.5 
1 

10.5 

Total Cost/Process 
($) 

25 
55 
30 
15 
60 
150 

55 

30 
240 
75 
100 
835 
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Figure 

Figure A.l: Isometric projection of a NEMS cantilever of length a, width b, and thickness d illustrating 

the relative positions of the applied magnetic flux B, the direction of the current i through the coil A and 

the resulting force F creating a motion in the y plane detected by the Wheatstone bridge B [108].ected by 

the Wheatstone bridge B [108]. 
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