
 

 

 

Application of chemometric and experimental tools for monitoring processes of industrial 

importance 

 

by 

 

Kaushik Sivaramakrishnan 

  

  

 

 

 

 

A thesis submitted in partial fulfillment of the requirements for the degree of 

 

 

Doctor of Philosophy 

 

in 

 

Chemical Engineering 

 

 

 

 

 

Department of Chemical and Materials Engineering 

University of Alberta 

 

 

 

 

 

 

 

  

 

 

© Kaushik Sivaramakrishnan, 2019 

 

 

 

 

 

 

 



 

ii 

Abstract 

 

The common theme of this work was to investigate the relationships between multi-

dimensional experimental data and the physical and chemical properties of certain reacting 

systems that have industrial relevance. Three particular systems of increasing complexity in terms 

of composition of the reaction mixture were considered, namely: catalytic oligomerization of an 

aliphatic olefin (propylene), oxidation of a naphthene-aromatic (tetralin) and thermal conversion 

of Canadian oilsands bitumen, which is a mixture of a compound classes. The overall objective of 

my thesis was to evaluate the statistical and analytical information obtained from a variety of 

chemometric and experimental tools to understand the chemical behavior of each system from a 

reaction chemistry viewpoint, with simultaneously validating the potential for online monitoring. 

The entire research conducted in four phases and though the first two studies were independent 

from those on bitumen, all works were aimed at addressing gaps in related literature. 

Propylene, obtained as a by-product of pyrolysis of organic material is usually converted to 

heavier hydrocarbons in the gasoline or distillate boiling range. In the first phase of my research, 

the ability of nonlinear least squares-support vector regression (LS-SVR) adopting kernel 

transformations to predict concentrations of hydrocarbon products at the outlet of a flow reactor 

from H-ZSM-5 catalyzed propylene oligomerization was assessed in comparison with linear 

partial least squares (PLSR) and its variant, interval-partial least squares regression (i-PLSR). The 

classification of product concentrations through dimension reduction and pattern recognition 

techniques like principal component analysis (PCA) and hierarchical clustering analysis (HCA) 

reflected different elements of the oligomerization chemistry quite well. The possibility of 
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eliminating offline concentration measurement and online tracking of product concentration 

distribution was the key contribution of this work.  

The role of mass transfer was considered to be important in the liquid-phase oxidation of 

hydrocarbons to produce essential petrochemicals. In the second phase, the use of simple and 

multiple linear regression in identifying the most significant parameter related to oxygen 

availability in the tetralin oxidation process was investigated. It was conducted in a microfluidic 

reactor under Taylor flow conditions, where the relative importance of mass transfer over 

hydrodynamic parameters in controlling product selectivity was established. The challenge was to 

tackle the multicollinearity that was detected among the explanatory variables through F-tests, t-

tests, partial and Pearson correlations, changes in regression coefficient estimates and their 

standard errors. A pathway to predict product selectivity and tetralin conversion from the only 

user-controlled variable (inlet flowrate of tetralin) was developed to potentially eliminate the use 

of gas chromatography for offline measurements of the outputs. 

Thermal conversion of Athabasca bitumen was studied in detail with the intention of 

providing scientific reasoning for the peculiar increases in viscosity observed by certain previous 

researchers at less severe reaction conditions than employed in industry. A number of product 

characterizations by straightforward and hyphenated experimental techniques including 

vibrational and nuclear magnetic resonance spectroscopy, elemental analyses, distillation profiles, 

compositional analysis of gaseous products density and refractive indices were conducted. A 

comprehensive review and analysis of the plausible factors that could have affected the viscosity 

was provided. The third phase of my research was critical in identifying that post-thermal reaction 

procedures like solvent extraction and rheological conditions of viscosity measurement had a 
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major impact on viscosity. This study highlighted some detrimental effects of the presence of 

halogens in bitumen and was important for simulation of partial upgrading at the laboratory-scale.   

   The final study of my thesis comprised of deriving a credible reaction pathway from the 

quantitative statistical results of multivariate curve resolution and Bayesian clustering and learning 

methods on infrared spectra of the products from thermal conversion of Athabasca bitumen over 

a range of temperatures from 300 – 420 ºC. Minimum external chemical knowledge was used for 

the chemometric part, while the consistency of the conversion chemistry along with the proposed 

reaction mechanisms as indicated from the chemometric results was inspected and compared with 

that of Cold Lake bitumen as well. In summary, explanations for chemical changes in each of the 

three systems were derived from process data in different forms like spectra and process conditions 

by means of chemometric and experimental tools with a potential for online control.  

 

Keywords: Support vector regression, interval-partial least squares, acid-catalyzed olefin 

oligomerization, hydrocarbon oxidation, mass transfer parameters, multicollinearity, multiple 

linear regression, viscosity trends, solvent extraction, rheological conditions, multivariate curve 

resolution, Bayesian structure learning, reaction chemistry.  
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FIGURES 

 

Figure 2.1. PC1 vs. PC2 for auto-scaling (top) and range scaling (bottom) applied on oil and 

source-rock samples from the Northern Wuerxun Depression, Hailar Basin. 17 Reproduced with 

permission from Science Direct.  

Figure 3.1. Schematic of the condensation of the products and the online flow cells. 

Figure 3.2. The IR spectra after pre-processing (without smoothing). The twenty-five spectra 

correspond to the products from each of 25 experimental conditions (Table A.3 in Appendix A).   

Figure 3.3. Biplot for PCA done on set (1) with 14 variables (follow blue lines) and 15 

observations (red values). 

Figure 3.4. Loadings plot with 350 wavenumbers as variables. (a) First principal component 

loadings vs. wavenumbers; (b) Second principal component loadings vs. wavenumbers. 

Figure 3.5. Scores plot for first two principal components for the case where PCA was applied to 

spectral data. 

Figure 3.6. Hierarchical cluster tree for product composition based on PCA loadings. 

Figure 3.7. Bar graphs depicting RMSECV vs. each wavenumber interval in i-PLS calibration 

model for combination 3 with outputs: (a) C3 and (b) C8. The dotted line is the RMSECV for the 

global PLS model with 10 LV (optimized) for both the outputs. 

Figure 3.8. Correlations between experimentally measured and LS-SVM-RBF predicted values 

for concentrations of: (a) C5 in Combination 1; (b) Heavy stream in Combination 2; (c) C5 in 

Combination 3; (d) Heavy stream in Combination 4; (e) C5 in Combination 5; (f) C5 in 

Combination 6.  

Figure 3.9. Product distribution profile for: (a) Experiment 1 at 346 ºC and 172 mL/min; (b) 

Experiment 23 at 433 ºC and 440 mL/min flowrate of propylene. 

Figure 3.10. RMSEP vs. number of samples in used for building the calibration model tested for 

PLSR, LS-SVM-Poly and LS-SVM-RBF. 

Figure 4.1. P-value plots shown for 2 explanatory variables: (a) gas-liquid interfacial area; (b) 

two-phase liquid velocity; and the 2 outcome variables: (c) tetralin conversion rate; (d) ketone-

alcohol selectivity. 

Figure 5.1. Experimental procedure and related characterization followed in this work. L – Liquid; 

S – Solid. 
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Figure 5.2. (a) Product viscosity after thermal conversion at 400 ºC for the indicated reaction 

times. All viscosities were measured at 40 ºC; (b) The same data is shown with a zoomed y-axis 

to visualize the graphic details. The shear rates at which all the viscosities were measured are given 

in Table 5.8.  

Figure 5.3. (a) The rate of change of viscosity with respect to reaction time for the thermally 

converted samples; (b) The same data is shown with a zoomed y-axis to visualize the graphic 

details. 

Figure 5.4. (a) Comparison of the viscosity of straight thermally converted products with the 

viscosity of those extracted with methylene chloride (MC products viscosity); (b) The same data 

is shown with a zoomed y-axis to visualize the graphic details.  

Figure 5.5. (a) Comparison between viscosities of toluene separated thermally converted products 

and of those collected without the use of a solvent; (b) The same data is shown with a zoomed y-

axis to visualize the graphic details.  

Figure 5.6. Plots of density and refractive index of the straight thermally converted liquid products 

(without solids) at different reaction times. All values are measured at 40 ºC. 

Figure 5.7. EPR spectra of thermally converted bitumen at 400 ºC and 15 min acquired without 

dissolution in solvent. The parallel (pl) and perpendicular features (pp) of the vanadyl peaks are 

indicated along with the organic free radical line. 

Figure 5.8. Quantitative EPR data for the thermally converted products (organic free radical) 

collected without using a solvent at the indicated reaction times. All reactions were conducted at 

400 ºC and EPR spectra taken at room temperature. The average g-values of the organic free radical 

peak was 2.0025 ± 0.0005.  

Figure 5.9. Comparison of the EPR spectra of methylene chloride-extracted products with the 

straight thermally converted products reacted at 400 ºC and (a) 75 min; (b) 210 min. The g-value 

of the organic free radical line is 2.0027 and 2.0025 at 75 min and 210 min, respectively. The y-

axis is the first derivative of signal intensity and is on the same scale.  

Figure 5.10. Comparison of the EPR spectra of toluene-extracted products with the straight 

thermally converted products reacted at 400 C and 75 min (left), 240 min (right). The g-value of 

the organic free radical line is 2.0028 and 2.0024 at 75 min and 240 min, respectively. The y-axis 

is the first derivative of signal intensity and is on the same scale.   
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Figure 5.11. Comparison of the FTIR spectra of the feed bitumen and the thermally converted 

product obtained at 90 min reaction time.  

Figure 5.12. FTIR spectra of (a) pure CH2Cl2; (b) the solvent-free 15 min thermally converted 

product; (c) the methylene chloride-extracted thermally converted product at 15 min showing 

absorption bands in the 900 - 600 cm-1 region. The bonds responsible for the respective bands are 

indicated. 

Figure 5.13. FTIR spectra of (a) pure CH2Cl2; (b) the solvent-free 30 min thermally converted 

product; (c) the methylene chloride-extracted thermally converted product at 30 min showing 

absorption bands in the 1300 - 1200 cm-1 region. 

Figure 5.14. 1H-NMR spectra of feed Athabasca bitumen and 90 min solvent-free thermally 

converted product.  

Figure 5.15. Hydrogen distribution in the aromatics and those attached to benzylic and methyl 

carbons in aliphatic groups. 

Figure 5.16. 1H-NMR spectra of thermally converted product: (a) At 60 min reaction time 

mechanically extracted without the use of solvent compared with that of the same thermally 

converted product extracted with (b) methylene chloride and (c) toluene. 

Figure 5.17. Comparison of the 1H-NMR spectra of straight and methylene chloride-extracted 

thermally converted product at: (a) 120 min; (b) 150 min & (c) 360 min reaction times. 

Figure 5.18. Comparison of n-pentane insoluble material in the liquid products when the solids 

were separated using methylene chloride (black squares) and toluene (blue triangles) as the 

solvents.  

Figure 5.19. Microcarbon residue content of the bitumen feed and thermally converted products 

at different reaction times. The value for the raw bitumen feed corresponds to 0 min. 

Figure 5.20. H/C ratio of the straight thermally converted products with reaction time. ‘0’ min 

corresponds to the feed bitumen at room temperature (25 ºC).  

Figure 5.21. Simulated distillation curves for the feed bitumen and the thermally converted 

products obtained at 60 min and 1440 min with no solvent.  

Figure 5.22. Comparison of the distillation profiles for the thermally converted product at 60 min 

obtained with methylene chloride extraction (blue curve), toluene extraction (red curve) and 

without any solvent (black curve). 
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Figure 5.23. Optical images of the carbonaceous solids formed after thermal cracking and 

separated from the liquid products by using toluene. 

Figure 5.24. Variation of viscosity with shear rate for the thermally converted products obtained 

at 15, 30, 45, 60 and 150 min (left). The figure on the right represents the data for 30, 45, 60 and 

150 min with viscosity on the logarithmic scale. All measurements were taken at 40 ºC.  

Figure 5.25. Variation of viscosity with shear rate for thermally converted products obtained at 

15, 60, 120, 150, 180 and 360 min in the 1-10 s-1 region. 

Figure 5.26. Variation of viscosity with measurement time at a constant shear rate of 10 s-1 for the 

thermally converted product at 240 min. The instrument was stopped at intervals of 50 s for the 

same time and then the process repeated again.  

Figure 5.27. Types of hydrogen bonding possible in methylene chloride-extracted products: (a) 

Most probable scenario of the hydrogens from CH2Cl2 being involved in bonding with 

electronegative atoms in a naphthene aromatic compound; (b) orbital overlap in the formed 

hydrogen bond; (c) depicts the collinear arrangement of atoms participating in a possible N-H---

Cl bond as explained in the preceding paragraph.   

Figure 5.28. Plot of spin concentrations vs. viscosity of the thermally converted samples obtained 

without the use of any solvent in the reaction time range of 15 – 360 min. 

Figure 5.29. (a) Sol and (b) gel representations of bitumen. Reproduced with permission from 

reference 33. Copyright 2009 Elsevier. 33 

Figure 5.30. Schematic of the effective volume of a cluster of asphaltenes with the entrapped 

solvent. 

Figure 6.1. Raw FTIR absorbance spectra of 35 liquid products from thermal conversion of 

Athabasca bitumen at five different temperatures and reaction times before pre-processing.   

Figure 6.2. Plots of: (a) Baseline corrected and smoothed data; (b) residual after smoothing and 

(c) the raw FTIR spectra of the liquid products from thermal conversion of Athabasca bitumen at 

350 ºC.  

Figure 6.3. Sequence of steps followed in this work for chemometric analysis of the FTIR spectra 

through curve resolution.   

Figure 6.4. Plots for: (a) ROD with respect to each component; (b) SD with respect to each 

component; (c) Residual after performing SVD considering 3 components on the FTIR data set for 

all 1738 wavenumbers; (d) Percentage contribution to the variance explained by the eigenvalues 
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corresponding to each component in the system. These results correspond to data obtained at 400 

ºC.   

Figure 6.5. Plots of initial estimates of change in concentration of the three pseudo-components 

with process flow (reaction time in min) at the following temperatures: (a) 420 ºC; (b) 400 ºC; (c) 

380 ºC; (d) 350 ºC.   

Figure 6.6. Results of SMCR-ALS applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 300 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; and resolved spectra for each pseudo-component 

shown as absorbance vs. wavenumber in the ranges: (b) 3200 – 2750 cm-1; (c) 1800 – 1500 cm-1; 

(d) 1500 – 900 cm-1; (e) 900 – 650 cm-1. 

Figure 6.7. Methyl transfer from an isopropyl group attached to an aromatic (1) followed by 

hydrogen abstraction from the matrix leading to increased CH2 content (compound (4)) possible 

occurring at 300 ºC. 

Figure 6.8. Results of SMCR-ALS applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 350 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; and resolved spectra for each pseudo-component 

shown as absorbance vs. wavenumber in the ranges: (b) 3200 – 2750 cm-1; (c) 1800 – 1500 cm-1; 

(d) 1500 – 900 cm-1; (e) 900 – 650 cm-1.   

Figure 6.9. Sequence of reactions speculated to be occurring at 350 ºC based on SMCR results.  

Figure 6.10. Pathway for 350 ºC showing the increase in mono-substituted aromatic content from 

a naphthene, keeping the di-substituted content constant. The bond dissociation energy (BDE) for 

homolytic cleavage of the indicated bonds is also shown in kJ/mol. 

Figure 6.11. Results of SMCR-ALS applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 380 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; and resolved spectra for each pseudo-component 

shown as absorbance vs. wavenumber in the ranges: (b) 3200 – 2750 cm-1; (c) 1800 – 1500 cm-1; 

(d) 1500 – 900 cm-1; (e) 900 – 650 cm-1.   

Figure 6.12. Proposed mechanism corresponding to the changes in derived quantitative parameters 

observed at 380 ºC. The energies for homolytic bond cleavage of the C-C bonds in (15) and (16) 

are given in kJ/mol.   
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Figure 6.13. Results of SMCR-ALS applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 400 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; and resolved spectra for each pseudo-component 

shown as absorbance vs. wavenumber in the ranges: (b) 3200 – 2750 cm-1; (c) 1800 – 1500 cm-1; 

(d) 1500 – 900 cm-1; (e) 900 – 650 cm-1.  

Figure 6.14. Plausible type of reaction happening at 400 ºC where cracking of the weaker benzylic 

C-tertiary C (in compound (15)) followed by intramolecular hydrogen transfer and hydrogen 

abstraction to yield the mono-substituted aromatic (compound (24)) and the conjugated free radical 

(23). This can crack further to give lighter aliphatic products. Possibility of free-radical 

recombination to form compound (28) is also shown.   

Figure 6.15. Plots of: (a) concentration profiles and (b) spectral profiles in the region 900 – 650 

cm-1 for curve resolution applied on the 400 ºC dataset using 4 pseudo-components.  

Figure 6.16. Results of SMCR-ALS applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 420 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; and resolved spectra for each pseudo-component 

shown as absorbance vs. wavenumber in the ranges: (b) 3200 – 2750 cm-1; (c) 1800 – 1500 cm-1; 

(d) 1500 – 900 cm-1; (e) 900 – 650 cm-1.  

Figure 6.17. Rate of convergence in terms of standard deviation of residual vs. number of 

iterations for ALS and ALS-PSO algorithms used in SMCR in this work.   

Figure 6.18. Bayesian network structure produced by hill climbing and Tabu search algorithms 

describing the causal relationships between different groups clustered by BHC.  

Figure 6.18. Bayesian network structure produced by hill climbing and Tabu search algorithms 

describing the causal relationships between different groups clustered by BHC.  

Figure 6.20. Proposed reaction pathway for the thermal conversion of Athabasca bitumen based 

on the results from Bayesian network structure.   

Figure 6.21. Proposed reaction pathway in continuation with Figure 6.20 for the thermal 

conversion of Athabasca bitumen based on the results from Bayesian network structure.   

Figure 6.22. Results of SMCR-ALS applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at temperatures in the range 300 – 420 ºC (global model). The 

profiles are arranged as: (a) concentration vs. reaction time for the three pseudo-components; and 
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resolved spectra for each pseudo-component shows as absorbance vs. wavenumber in the ranges: 

(b) 3200 – 2750 cm-1; (c) 1800 – 1500 cm1; (d) 1500 – 900 cm-1; (e) 900 – 650 cm-1.   

Figure A.1. Schematic of the complete experimental setup. 

Figure A.2. Separation of training data set points in original feature space (circular curve) as 

compared to the transformed feature space (2-D plane).  

Figure A.3. Loadings plot of PC-1 vs. PC-2 for PCA applied on FTIR spectra with the 350 spectral 

channels as the variables and 15 samples as observations. 

Figure B.1.  Scatter plots for tetralin conversion rate and oxidation product selectivity versus: (a) 

length of gas bubble (𝐿𝐺); (b) length of liquid slug (𝐿𝑆), (c) tetralin flow rate (𝑄), (d) two-phase 

superficial velocity (𝑈𝑇𝑃), (e) gas-liquid interfacial area (𝑎).  

Figure B.2. Residual vs. predicted value plots in standardized forms for SLR of: (a) 𝑆 on 𝑎; (b) 𝑆 

on 𝑈𝑇𝑃
2 ; (c) 𝐶𝑅 on 𝑄 and (d) 𝐶𝑅 on 𝐿𝑆. 

Figure B.3. GC-FID chromatogram of tetralin oxidized at 150 °C in a microfluidic reactor at gas-

liquid interfacial area: (a) 3×105 m2/m3 (Series A: Table 4.2 in Chapter 4) and (b) 5×103 m2/m3 

(Series E: Table 4.2 in Chapter 4). 

Figure C.1. Calibration curve for EPR spectra with DPPH in toluene as reference standard. The 

g-value for DPPH averaged across all data points is 2.0033 ± 0.0002.  

Figure C.2. Calibration curve for estimation of remaining (a) methylene chloride and (b) toluene 

in the thermally converted product obtained from thermal cracking at 400 ºC and 15 min and 45 

min, respectively. 

Figure C.3. Concentric cylinders representing the cup and the bob arrangement in a 

viscometer/rheometer. The bob has radius ‘a’ rotating with angular velocity ωa and the cup has a 

radius ‘b’ rotating with angular velocity ωb. In our case, ωb = 0. 

Figure D.1. Plots of: (a) Baseline corrected and smoothed data; (b) the raw FTIR spectra of the 

liquid products from thermal conversion of Athabasca bitumen at 420 ºC; (c) residual after 

smoothing.  

Figure D.2. Plots of: (a) Baseline corrected and smoothed data; (b) the raw FTIR spectra of the 

liquid products from thermal conversion of Athabasca bitumen at 400 ºC; (c) residual after 

smoothing. 
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Figure D.3. Plots of: (a) Baseline corrected and smoothed data; (b) the raw FTIR spectra of the 

liquid products from thermal conversion of Athabasca bitumen at 380 ºC; (c) residual after 

smoothing. 

Figure D.4. Plots of: (a) Baseline corrected and smoothed data; (b) the raw FTIR spectra of the 

liquid products from thermal conversion of Athabasca bitumen at 300 ºC; (c) residual after 

smoothing.  

Figure D.5. Plot of importance index of the selected 1550 wavenumbers. 

Figure D.6. Residuals obtained after performing SVD on the 400 ºC data set considering: (a) 2 

components and (b) 4 components. 

Figure D.7. Plots for (a) ROD with respect to each component; (b) SD with respect to each 

component; (c) Residual after performing SVD considering 3 components on the FTIR data set for 

all 1738 wavenumbers; (d) Percentage contribution to the variance explained by the eigenvalues 

corresponding to each component in the system. These results correspond to data obtained at 300 

ºC. 

Figure D.8. Plots for (a) ROD with respect to each component; (b) SD with respect to each 

component; (c) Residual after performing SVD considering 3 components on the FTIR data set for 

all 1738 wavenumbers; (d) Percentage contribution to the variance explained by the eigenvalues 

corresponding to each component in the system. These results correspond to data obtained at 350 

ºC.  

Figure D.9. Plots for (a) ROD with respect to each component; (b) SD with respect to each 

component; (c) Residual after performing SVD considering 3 components on the FTIR data set for 

all 1738 wavenumbers; (d) Percentage contribution to the variance explained by the eigenvalues 

corresponding to each component in the system. These results correspond to data obtained at 380 

ºC.  

Figure D.10. Plots for (a) ROD with respect to each component; (b) SD with respect to each 

component; (c) Residual after performing SVD considering 3 components on the FTIR data set for 

all 1738 wavenumbers; (d) Percentage contribution to the variance explained by the eigenvalues 

corresponding to each component in the system. These results correspond to data obtained at 420 

ºC.  

Figure D.11. Initial concentration estimates for S1, S2 and S3 at 300 ºC.  
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Figure D.12. ALS residuals for datasets obtained at: (a) 300 ºC; (b) 350 ºC; (c) 380 ºC; (d) 400 

ºC; (e) 420 ºC. 

Figure D.13. Results of SMCR-ALS-PSO applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 300 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; (b) residual plot; and resolved spectra for each 

pseudo-component shown as absorbance vs. wavenumber in the ranges: (c) 3200 – 2750 cm-1; (d) 

1800 – 1500 cm-1; (e) 1500 – 900 cm-1; (f) 900 – 650 cm-1.  

Figure D.14. Results of SMCR-ALS-PSO applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 350 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; (b) residual plot; and resolved spectra for each 

pseudo-component shown as absorbance vs. wavenumber in the ranges: (c) 3200 – 2750 cm-1; (d) 

1800 – 1500 cm-1; (e) 1500 – 900 cm-1; (f) 900 – 650 cm-1. 

Figure D.15. Results of SMCR-ALS-PSO applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 380 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; (b) residual plot; and resolved spectra for each 

pseudo-component shown as absorbance vs. wavenumber in the ranges: (c) 3200 – 2750 cm-1; (d) 

1800 – 1500 cm-1; (e) 1500 – 900 cm-1; (f) 900 – 650 cm-1. 

Figure D.16. Results of SMCR-ALS-PSO applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 400 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; (b) residual plot; and resolved spectra for each 

pseudo-component shows as absorbance vs. wavenumber in the ranges: (c) 3200 – 2750 cm-1; (d) 

1800 – 1500 cm-1; (e) 1500 – 900 cm-1; (f) 900 – 650 cm-1.  

Figure D.17. Results of SMCR-ALS-PSO applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 420 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; (b) residual plot; and resolved spectra for each 

pseudo-component shows as absorbance vs. wavenumber in the ranges: (c) 3200 – 2750 cm-1; (d) 

1800 – 1500 cm-1; (e) 1500 – 900 cm-1; (f) 900 – 650 cm-1.  

Figure D.18. Effective intensity for each wavenumber in the fifth cluster (Table 6.14 in Chapter 

6). Some of the important peaks are indicated.  
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Figure D.19. Plots of: (a) ROD vs. number of components and (b) initial estimates of concentration 

obtained through EFA for the 35 samples at various process conditions used in the SMCR-ALS 

global model.  
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1. Introduction 

 

1.1 Background and scope 

 

One of the main challenges in escalating a pilot-scale chemical process to the industrial level 

is automation. In other words, eliminating the requirement for any analytical equipment that 

requires significant human intervention would be beneficial in a number of ways for the 

corresponding industrial process. It cuts human and capital cost, improves overall process time, 

and reduces the human component of error. At the same time, the process chemistry needs to be 

fathomed and uncovered. This feature would particularly be useful in an industry that involves a 

lot of analytical science and focuses on increasing the value of a chemical by conversion to a 

higher-value product at minimum cost and lesser time. In addition, synthesis of chemicals 

involving a catalyst are more capital-intensive and quite sensitive to external factors like 

temperature, pressure and change in other process conditions like flowrate of the reactant.  

The backbone of any chemical process in the laboratory setting or in the industry is the data 

generated from the constituent analytical instruments. Data can be qualitative or quantitative and 

related to the chemical environment apart from the system itself. 1 Meta-data containing supporting 

information like file size, date of performing the experiment, etc. is recommended to accompany 

the raw data for assisting the user. The most common sources of data in a pilot-scale process is 

from spectroscopy and chromatography, whose elimination can reduce run-times significantly. 

However, due to the multidimensional nature of the data, there is a lot of overlapping that needs 

to be dealt with in order to obtain useful information that can be interpreted in a chemical sense. 2 

Chemometric tools that adopt statistical approaches through mathematical methods translate 

raw data from analytical instruments into reliable information that can further assist in linking the 

measured property and reaction chemistry. 3 They can substitute for a characterization instrument 

and speed up the scale-up operation, also. On the other hand, chemoinformatics consists of a 

further step where the information from chemometrics is converted to global knowledge of the 

population set of similar systems through building master curves and kinetic models, but is not 

within the scope of this work. 4 

 Furthermore, it is important to consider the nature of the chemical reacting system in which 

the value of a substance is required to be increased. The world demand for petrochemicals has 
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been growing tremendously over the years. 5 Most of the derived products from petrochemicals 

are used on a daily-basis as plastics for food packaging, ammonia for fertilizers, synthetic rubber 

for tires, detergents/surfactants in households and a number of other commodities. The demand 

for plastics has almost doubled since 2000 and one of the major starting materials for their 

manufacture is lighter molecular weight olefins like ethylene and propylene, whose production 

alone increased by 5 %wt. in the decade from 1990-2000 and their demand is expected to increase 

by 3.5 %wt. over the next 15 years. 6,7 

Since these gaseous olefins mostly occur as by-products from thermal processing of organic 

material like heavy oil and bitumen, their conversion to higher molecular weight compounds in 

the gasoline and distillate boiling range was considered to be worthwhile. Organizations like Mobil 

Research Development Corporation developed a catalytic method using shape-selective acidic 

zeolite, ZSM-5, to carry out this conversion. 8 Since the mechanism involves the formation of a 

carbocation which facilitates cracking, isomerization and polymerization reactions, it can lead to 

a distribution of carbon numbers in the products and keeping track of them through experimental 

means alone is a major challenge. Kinetic models comprising lumped mixtures would seem a 

practical solution but the limitation is that this requires a predefined reaction network and an 

established link between product properties and oligomerization chemistry. 9,10 Reactor modeling 

was also shown to predict concentration profiles for ethane cracking but the number of parameters 

to be estimated was large. 11 There was a need to monitor the product composition through a more 

versatile method.  

Another important reaction involving petroleum-derived feedstocks are oxidation of aromatic 

species to produce petrochemicals that are crucial in the polymer and pharmaceutical industry. 12,13 

Conversion of p-xylene to dimethyl terephthalate (DMT), that is later copolymerized with a linear 

olefin to produce polyethylene terephthalate (PET) was implemented by DuPont and finds 

application in fibers, resins and films. 14 Though oxidation catalysts are highly selective, not all 

feeds are suited for catalytic conversion and moreover, the catalysts deactivate over time and 

generate hazardous wastes that can contribute to an increase in costs. 15 Non-catalytic oxidation is 

less capital-intensive but the main issue is controlling selectivity since some products are more 

reactive than the feed itself. Oxidation of naphthene aromatics like tetralin produce 1-tetralone 

which serves as a starting material for pharmaceutical agents and in agriculture as well. But the 

reaction needs to be selective to the ketone rather than the corresponding alcohol due as 1-tetralol 
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is of lesser industrial value than 1-tetralone. It is obvious that oxygen availability should be 

maximized but the challenge in oxidation of chemicals like tetralin is that it becomes a two-phase 

flow. Thus, determining the relative importance of a single parameter among others in the complex 

system that can control the oxygen availability becomes critical in designing an industrial reactor 

for this process.  

One of the major reasons for the increase in world oil demand can be attributed to the 

petrochemical industry. To put things into perspective, the petrochemical industry accounts for a 

third of the total oil supply and will continue to do so till 2030, as projected by the International 

Energy Agency. 16 But with the crude oil demand surging up to 34 billion barrels per year (93 

million barrels per day), sources of conventional light oil are fast-depleting and there is a steady 

shift towards heavy crude oil and bitumen extraction, transportation and processing. 17 Canada 

owns the world’s largest deposit of oilsands of ~2400 billion barrels out of which only ~170 billion 

barrels are estimated to be recoverable. 18 Once recovered, transportation through pipelines is an 

arduous task due to its low fluidity. The main challenge is the reduction of viscosity by several 

orders of magnitude to meet the pipeline specifications, which consist of density and olefin content 

specifications as well. 19 Due to the higher cost of diluents and issues of compatibility with 

bitumen, partial upgrading through thermal conversion is considered a viable alternative with the 

intent to achieve sufficient viscosity reduction at the site of extraction without significantly 

upgrading bitumen properties not related to transport. Viscosity of a complex mixture is dependent 

on a number of factors like composition and molecular structure, phase behavior and external 

factors like interaction with solvents and shear rates of measurement.   

Keeping in mind the above-mentioned challenges in different sectors of the petrochemical 

industry and the usefulness of chemometrics in addressing some of these in analytical science, this 

work was carried out in four phases considering three systems of increasing complexity in terms 

of composition of the reaction mixture. These systems were: (i) acid-catalyzed oligomerization of 

an aliphatic alkene, propylene in the temperature range of 350 – 480 ºC in a flow reactor; (ii) non-

catalytic oxidation of a naphthene aromatic, tetralin at 150 ºC in a microfluidic reactor; (iii) non-

catalytic thermal conversion of Athabasca bitumen at lower than industrial temperatures of 300 – 

420 ºC in batch reactors covering both visbreaking and coking regions. The first two phases were 

conducted independently and corresponded to propylene oligomerization and tetralin oxidation 

systems and utilized chemometric tools involving supervised learning like nonlinear and linear 
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regression to monitor the reaction online so as to eliminate the use of offline concentration-

measuring chromatography instruments. The final two phases dealt with thermal conversion of 

bitumen, where extensive experimental techniques were used in the third phase to identify reasons 

for viscosity changes followed by application of advanced quantitative chemometric methods like 

multivariate curve resolution (MCR) and Bayesian approaches in the fourth phase to derive a 

credible reaction network for the thermal conversion of Athabasca bitumen.  

The main objectives and highlights of study for each phase is highlighted. In the first phase, 

the goal was to establish spectrum-property relationships for tracking the composition of the 

hydrocarbon products from H-ZSM-5 catalyzed propylene oligomerization at the reactor outlet to 

alleviate the use of gas chromatography-mass spectrometry (GC-MS) equipment. Least squares-

support vector machine (LS-SVM) adopting kernel transformations and partial least squares 

(PLSR) regression were used to predict product concentrations using a variety of inputs including 

inlet reaction conditions, raw and dimension reduced Fourier transform infrared (FTIR) spectra of 

the products through unsupervised clustering. The predictive power was compared with a variant 

of PLSR, interval-PLSR, when infrared spectra were used as the input. The potential for online 

tracking of the product composition, learning efficiencies of the regression methods, their ability 

to capture the oligomerization chemistry and nonlinearity in the data were also examined.  

In the second phase, it was essential to quantitatively determine whether oxygen availability 

played a meaningful role in controlling ketone-to-alcohol selectivity in the petrochemical products 

obtained from oxidation of tetralin in a micro-fluidic reactor under Taylor-flow conditions. The 

calibration data was based on a previous study by Siddiquee et al., 20 where only a qualitative 

analysis was performed. Simple and multiple linear regression (SLR and MLR) models were used 

to identify the relative importance of each parameter (mass transfer or hydrodynamic) among five 

identified from the previous study 20 to predict tetralin conversion and product selectivity. The 

ability of significance tests like t-tests, analysis of variance study like F-tests, partial correlations, 

standardized coefficients along with multicollinearity diagnostics to identify the most important 

parameter and whether it was relates to oxygen availability was evaluated. Since the inlet flow-

rate of tetralin was the only user-manipulated variable, the feasibility of a regression pathway to 

predict product selectivity from inlet flow-rate was investigated for potential online monitoring by 

eliminating image analysis and GC procedures. The result has possible implications for building a 

larger industrial reactor for hydrocarbon oxidation purposes. 
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In the third phase, it was important to account for the non-monotonic changes in viscosity of 

Cold Lake bitumen during its thermal conversion at 400 ºC as observed by certain previous studies, 

from the partial upgrading perspective. 21-23 This study was conducted on Athabasca bitumen at 

400 ºC since a higher liquid yield could be obtained. A number of factors that could potentially 

affect viscosity were evaluated including changes in composition in terms of aromatic and non-

aromatic content, free-radical content, distillation profiles, dependence on post-reaction 

procedures like the solvent used for product extraction and its effect on infrared spectra and 

viscosity, and rheological conditions of viscosity measurements like shear rates. The hypothesis 

was that dominant aggregation forces between the constituent asphaltenes increase viscosity and 

vice versa. An extensive review of the literature in each of these fields was also provided. The role 

of viscoelasticity during shear and sol-gel transformation during thermal conversion was also 

examined and critically analyzed. Only experimental techniques were used in this part of the study. 

The final phase of this research involved the application of advanced quantitative 

chemometric tools like self-modeling multivariate curve resolution (SMCR) and Bayesian 

hierarchical clustering (BHC) and structure learning methods on the FTIR spectra of liquid 

products obtained from thermal conversion of Athabasca bitumen in the temperature range of 300 

– 420 ºC. The aim was to propose a conceivable reaction pathway for cracking of Athabasca 

bitumen at less severe conditions than employed in the industry. The resolved concentration and 

spectral profiles from SMCR serve to provide a hint to the plausible reaction mechanisms 

occurring at each temperature. Furthermore, BHC classifies similar compound classes based on 

probability density in the same group and the structure learning methods establish causal 

relationships between these groups, thus providing a means to building a chemical reaction 

network. No prior chemical information was used for the chemometric methods but basic 

knowledge of bitumen conversion chemistry and the proposed reaction mechanisms from SMCR 

assisted in building a feasible reaction pathway. The derived pathway was compared with that of 

Cold Lake bitumen 24 to explain changes in viscosity by relating to chemical composition and 

reactivity as well. The potential of SMCR and Bayesian approaches in monitoring a continuous 

thermal cracker was also explored.  

The point of analyzing reacting systems of increasing chemical complexity was that the 

application of chemometric and experimental tools could be extended to other colloidal systems, 

slurries and renewable energy sources like biomass, which are complex mixtures as well.  
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1.2 Objective  

 

The purpose of this work was to understand the chemical behavior of moderately complex to 

complex reacting systems under different process conditions by applying a variety of appropriate 

chemometric and experimental tools with exploration of the possibility of potential online 

monitoring for each system.  

 

1.3 Chapter-wise highlights 

 

A short description of the work covered in each chapter is given below: 

 

Chapter 2: 

 

A review of important chemometric methods with relevant applications in different fields of 

analytical chemistry like petroleum, material science, food science, pharmaceutical science and 

medicine is provided in this chapter. It covers most of the statistical methods including 

preprocessing, supervised and unsupervised learning techniques like regression and clustering, 

respectively, used in different phases of the research conducted as a part of this thesis except for 

Bayesian methods, which are covered in Chapter 6. Though the key aspect of each data analytical 

technique is described in each study of this thesis, this chapter attempts to compile all methods 

together and provide context for their use, without providing too much mathematical detail. The 

need for chemometric approaches in analytical science is also discussed. 

 

Chapter 3: 

 

This chapter describes the work in the first phase on propylene oligomerization as given in 

the introduction. The usefulness of LSSVM regression adopting kernel transformations in 

modeling nonlinear spectrum-property relationships combined with dimension reduction of the 

infrared spectral data is studied. The accuracy of prediction of product composition and 

implications for oligomerization chemistry with potential for online tracking is also evaluated. 
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Chapter 4: 

 

The work on investigating the significance of a single parameter in describing oxygen 

availability in non-catalytic tetralin oxidation in a micro-fluidic reactor through linear regression 

is covered in this chapter. This was the second phase of my research. The potential for online 

control by prediction of product selectivity from the only user-controlled variable (inlet flowrate) 

is also discussed.  

 

Chapter 5: 

 

The work in this chapter corresponded to the third phase of this study. A comprehensive study 

of the different factors affecting the viscosity of Athabasca bitumen during low-temperature 

thermal conversion was conducted using only experimental characterization tools. The assumption 

of a colloidal model for bitumen and the role of aggregation/de-aggregation forces along with 

hydrodynamic effects of the maltenes with respect to impacting viscosity is also reviewed and 

critically elaborated.  

 

Chapter 6: 

 

This chapter explains the work performed in the final phase of this research and deals with 

the application of SMCR and Bayesian methods like BHC and structure learning on FTIR spectra 

of liquid products from low-temperature thermal conversion of Athabasca bitumen. The objective 

was to explore the temperature-specific reaction chemistry and to derive a chemical reaction 

network for the thermal conversion at temperatures lower than in industrial practice.  

 

Chapter 7: 

 

In this chapter, the main conclusions and limitations of each phase of the research are 

provided. Possible future works that were out of scope for the current works and recommended 

improvements in each study are also suggested. 
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Note. The work presented in Chapters 2 – 6 was either published, accepted or submitted for 

publication in different scientific journals or books. No major modifications were made when 

including the papers or short communications in the present thesis document. As a result, there 

might be some similarities in the introduction of each chapter.  
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2. Relevance of chemometrics as a process-systems engineering (PSE) technique with 

implications in analytical chemistry 1 

 

ABSTRACT 

 

The applications of chemometric methods involving classification and regression in different 

disciplines of analytical science are manifold. This chapter focuses on key elements of the various 

chemometric approaches that are mainly used to decouple overlapping spectra from unknown 

components in a mixture and extract key features from redundant data to facilitate further chemical 

interpretation. The aim was to present an initial understanding of most of the multivariate 

analytical techniques employed in further works of this thesis. The borderline between 

chemometrics and chemoinformatics is also highlighted. Qualitative methods that are a means of 

unsupervised classification like principal component analysis, hierarchical clustering analysis, 

multi-dimensional scaling and parallel factor analysis applicable for linear, nonlinear and tri-

directional data are reviewed. Quantitative supervised classification techniques like linear 

discriminant analysis, k-nearest neighbors, and partial least squares-discriminant analysis are also 

discussed. Calibration and regression techniques capable of modeling linear and nonlinear 

relationships like partial least squares, support vector machines, artificial neural networks along 

with variable selection and cross validation techniques are examined. Resolution methods with the 

corresponding optimization routines for analyzing complex mixtures, especially with their 

applications in environmental science are also discussed. Other applications in the fields of 

material science, medicine, petroleum, biological science and biochemistry, and food science are 

also provided. Possible future developments in the current chemometric approaches like 

modifications to the existing algorithms and combination of more than one method are also 

explored.  

 

Keywords: Classification, regression, calibration, resolution, linear and nonlinear relationships, 

applications in petroleum, environmental and food science. 

 
1 Most parts of this work were published as a section in ‘Sivaramakrishnan, K.; Puliyanda, A.; Tefera, D. T.; Ganesh, 

A.; Thirumalaivasan, S.; Prasad, V. Perspective on the Impact of Process Systems Engineering on Reaction 

Engineering. Ind. Eng. Chem. Res. Article ASAP, April 4th 2019’. 
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2.1 Introduction 

 

With the increasing amounts of data arising from the continuous evolution of advanced 

experimental techniques in the scientific literature, there is a critical need to convert this data to 

useful information with the potential of further interpretation. Data are mainly generated in 

digitized form from the analytical techniques used for characterization. 1 The volume and variety 

of data is increased significantly by the development of modern hyphenated techniques that 

combine separation and spectroscopy with detection methods. This offers further scope for 

qualitative and quantitative analysis to extract embedded and hidden information from the high-

throughput data. 2,3 

In the field of heterogeneous catalysis, Medford et al. 4 classified data into four major types 

namely, relating to the chemical environment, the catalyst material, the active sites involved and 

the kinetics of the reaction taking place. However, these must be accompanied by meta-data that 

include information on the conditions and assumptions made during the data acquisition process.  

Chromatographic and spectroscopic techniques are the most common sources of data in most fields 

of analytical science. 5 They aid in the compositional analysis of complex mixtures in different 

fields of application like petroleum, foods, drugs, environmental and biological samples. Overall, 

data from analytical techniques can be qualitative as well as quantitative. 6 Qualitative data consists 

of nominal (types of categories), dichotomous (data that can be classified as two major branches) 

and ordinal (criterion-based classification) variables. On the other hand, data that are measured in 

continuous, interval or ratio scales like temperature, pressure, concentration are said to be 

quantitative.  

For the results from analytical experiments to be accurate, the instrument- and technique- 

specific factors like the chemical nature and type of solvent used, detector settings like gain and 

integration time, the conditions of measurement including sample, column temperature and pH 

need to be optimized and standardized for enabling comparison between different laboratories. 

Though modern hyphenated techniques aim to enhance the quality of data obtained by means of 

reducing instrument noise, increasing separation strength, providing correction for equipment- and 

sample-related factors like retention time and frequency shifts, anisotropy, and using reference 

databases for compound identification, the challenge is their interpretation due to the multi-

dimensional nature of the data. 7–15 
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Chemometrics is a scientific discipline that applies statistical tools involving mathematical 

methods to enable the conversion of data to valuable information. 16,17 This information, in 

combination with some prior and intuitive knowledge about the system provides significant 

interpretation that was not apparent from the stand-alone experimental data. It has a certain degree 

of overlap with the field of chemoinformatics where knowledge is extracted in the form of 

advanced models and master equations from the information provided by chemometrics and helps 

in system automation and further discovery. 18,19 

Analytical chemistry is one of the most common areas that benefits from the use of 

chemometric tools. This encompasses a variety of specialized disciplines like material science, 20 

pharmaceutical science, 7 food science, 21 environmental science, 22 biochemistry, 23 and 

geochemistry. 17 For example, in environmental science, it can used for tracking of impurities and 

pollutants in water and air. Perhaps the most important practical application of chemometrics is in 

food chemistry where it can be used to validate the authenticity of food products, trace origin of 

food classes, detection of adulteration and quality control, monitoring effects of processing on 

food components, and detection of food spoilage due to microbial growth. There has been 

extensive and critically reviewed research relating to the applications of chemometrics to food 

chemistry. 24–26 

In biochemistry, the anti-bacterial potency of certain drugs can be established quantitatively. 

27 Accurate information of source-rocks of certain crude oils and splitting of complex heavy oils 

into different pseudo-components and tracking their evolution during thermal reactions render 

chemometrics a paramount application in geochemistry and petroleum disciplines. 28–30 Apart from 

nullifying the experimental errors, it was also seen that chemometrics was effective in mitigating 

human effort by eliminating the need for the use of hyphenated techniques like gas 

chromatography-mass spectrometry (GC-MS) by predicting reactor-output concentrations and 

product selectivity in processes involving conversion and oxidation of industrially important 

petrochemical-derived hydrocarbons like propylene 31 and tetralin, 32 respectively. 

The origin of the term chemometrics can be traced back to 1971 when the Swedish scientist 

Svante Wold named the groups of methods as ‘kemometri’. 33 The purpose of chemometric 

approaches are mainly two-fold: classification and regression. Classification also includes pattern 

recognition. Furthermore, qualitative chemometric methods can be considered to fall under two 

broad categories, namely unsupervised and supervised learning techniques. They differ in the way 
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in which the objects in a dataset are classified, i.e. unsupervised learning techniques perform 

function classification without prior knowledge of class memberships of the existing data points 

while supervised learning methods aim to classify new samples into their classes based on a 

previously trained model. These techniques are generally used as precursors for quantitative 

methods, wherein relationships between response and input feed variables are established and used 

for prediction purposes. 34–36 Multivariate resolution methods that involve deconvoluting spectra 

of complex mixtures into their respective pseudo-components and individual chromatograms also 

fall under the class of quantitative methods. Specific qualitative and quantitative techniques are 

briefly reviewed in the next section and interesting applications in various important fields will be 

examined. 

It is not the objective of this chapter to carry out a detailed review of the plethora of 

chemometric methods used in different fields. The main aim is to realize the vast analytical 

science-application potency of chemometrics and also look into the future of these battery of 

techniques and their combinations in better analyzing the huge amount of high dimensional data 

along with assisting in their conversion to invaluable information. All methods used in various 

phases of this study are covered in this chapter except Bayesian methods of clustering and structure 

learning, which have been provided in sufficient detail in Chapter 6.  

 

2.2 Methods 

 

Data handling is the key aspect of any chemometric approach. Every method has a 

mathematical basis through which the raw data is dealt with in order to make it meaningful and 

interpretable. This section highlights and briefly describes some of the important techniques 

commonly used in chemometrics starting from data pre-processing to the various supervised, 

unsupervised and curve resolution approaches for both qualitative and quantitative analyses of 

experimental data. The focus of this section will be to understand the key aspect of each method 

and its effect on the data without diving into too much mathematical details and equations, for 

which the relevant references will be cited. At the end of this section, it is anticipated that the 

reader would be equipped to visualize and understand the complexity of each technique. It has to 

be mentioned that modern computational packages like MATLAB, SPSS, R and languages like 
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Python, C, C++ have the respective mathematical models embedded in the system and have made 

the application of chemometric tools user-friendly, time-efficient and tractable.    

 

2.2.1 Data Pre-processing 

 

In a typical dataset, for example data from infrared (IR) spectroscopy that measures the 

absorbance of each sample at each allocated wavelength channel, the rows generally represent the 

samples and the columns depict the variables or features (wavelength channel in the case of IR 

data). A variable can be any attribute that can be measured and is characteristic for a sample, like 

temperature (T), pressure (P), concentration (C), or molar mass (M), food quality. In multivariate 

data analysis (MDA) problems, some variables are considered input/explanatory variables or 

regressors and the desired properties that are to be estimated are labeled output or dependent 

variables. The inputs can also be correlated with each other so labelling them independent may not 

be suitable in all cases.  

The first step in data analysis is to pre-treat the data to filter out instrument noise and possible 

human error. It should be noted that some error called imbedded error may be present in the data 

always and cannot be removed through any pre-processing or factorization method detailed in 

Chapter 6 (section 6.3.3.4). All variables might not be measured in the same units and real data 

are mostly heteroscedastic and have significant spread. The different methods of data pre-treatment 

are aimed to address these issues but care should be taken so as to not lose relevant information as 

noise. Some pre-treatment methods with their major aims, specific advantages and calculation 

formulas are summarized in Table 2.1.  

Further techniques such as curve smoothing by Savitzky-Golay filter which uses a least- 

squares polynomial of a lower degree and a particular window-size may also be employed for 

spectroscopic datasets for noise removal. 37 Multiplicative signal correction (MSC) and multiple 

imputation that substitute missing data by the average of the variables are other techniques that 

can be used to quantify extensive chemical and physical variations in the data. 38 

 

 

Table 2.1. Common data pre-processing techniques employed for MDA. 
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Method Sub-methods Major aim Other remarks 

Transformation 

Can be 

logarithmic 

(log10 𝑥𝑖𝑗), 

power 

(𝑥𝑖𝑗
𝑎 , 𝑎 𝜖 𝑅), 

polynomial 

function 

(𝑡 + 𝑥𝑖𝑗)𝑎, 

𝑎 𝜖 𝐼) 

(i) To improve fit of 

nonlinear variables and 

reduce effect of 

heteroscedasticity. 39 

(ii) Log has a pseudo 

scaling effect. 

(iii) Make skewed 

distributions symmetric 

The problem with log 

is that it cannot deal 

with 0 values. 

Power transformations 

are better for data with 

0 values but cannot 

convert multiplications 

to additive effect. 

Post-scaling needed. 

Centering 
Mean centering 

(𝑥𝑖𝑗 − 𝑥𝑖𝑚𝑒𝑎𝑛) 

To remove offsets in the 

data. Focuses on 

differences in the data 

while not altering the 

variance. 

Applied on the 

covariance matrix. 

Need further 

processing for 

heteroscedastic data. 

Scaling 

Variance-based: 

auto, 40 pareto, 

41 range 42 and 

vast 43 scaling; 

Average-based: 

Level scaling 40 

(i) Auto: to standardize 

data using a scaling 

factor to remove effect 

of measurement units. 

(ii) Pareto decreases 

large-fold changes more 

(iii) Vast scaling 

emphasizes on samples 

having small relative 

standard deviation 

(iv) Range scaling is 

based on maximum and 

minimum values of data 

points 

Since range scaling 

uses only two points, it 

is sensitive to outliers. 

Employing coefficient 

of variation as scaling 

factor makes variables 

dimensionless. 

Level scaling used 

when relative changes 

are more important 

than absolute ones. 

 

 

2.2.2 Qualitative methods: Unsupervised classification 
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These class of methods require pre-processing as a step prior to their application on analytical 

data. As mentioned in the introduction (section 2.1), unsupervised learning methods search for the 

underlying data structure without prior knowledge of class memberships of the objects in the data 

set. A brief description of some of these techniques are given below. 

 

2.2.2.1 Principal component analysis (PCA) 

 

This is one of the most common methods used for dimension reduction of multivariate data 

in diverse disciplines like engineering, science, meteorology. 44–46 The data matrix is subjected to 

eigenvector decomposition in the case of a diagonalizable square matrix or singular value 

decomposition (SVD) in other cases. 47,48 The main objective is to remove data redundancy in the 

original matrix by feature extraction, to generate a bilinear model of loadings and scores. Loadings 

indicate the contribution of that variable to the respective principal components and scores are the 

projected objects in the lower dimensional space. A comprehensive review is given by Jolliffe. 49 

In complex systems, PCA is used to determine the number of underlying components that can be 

a good representation of the overall system and a scree plot of the eigenvalues vs. the number of 

components is used for this purpose. The results of PCA are paramount for further multivariate 

calibration methods where transformed uncorrelated variables are used to predict the response 

variables with minimal interference. 50,51 It is to be noted that Barlett’s test can be performed to 

check the extent of correlation among the variables. 52 

Non-iterative partial least squares (NIPALS) algorithm is sometimes used to carry out PCA 

where the direction of maximum variance is chosen using a normalized loading vector. 47,53,54 

Overlapping between the different elements in scores is checked using sum squared differences to 

determine the principal components.  

 

2.2.2.2 Hierarchical clustering analysis (HCA) 

 

Clustering is majorly implemented as a pattern recognition technique in different fields of 

application like medical science and engineering. 54,55 HCA is agglomerative or divisive in nature 

where a condensed hierarchy algorithm is adopted in most cases. 17 One of the distance metrics 

among Euclidean, Mahalanobis, Chebychev, cityblock, etc. is used to merge individual objects 
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into clusters which are then further linked using average, centroid, complete, median or ward 

metrics that consider all objects within the clusters. HCA is not generally useful as a stand-alone 

method since the final cluster division is determined by human intervention by placement of the 

similarity line in the dendrogram though the number of clusters is not predetermined as in k-means 

clustering, which is disadvantageous. 56 One more limitation of HCA is that it does not account for 

the direction of the data so it is recommended to use PCA before. 5 

 

2.2.2.3 Multi-dimensional scaling (MDS) 

 

It is a non-linear dimensional reduction method that has been recently developed as an 

improvement over PCA. 57 It reveals the true data structure in the original space even after 

converting to the lower dimensional space and is based on the Shepard-Kruskal algorithm. 58,59 In 

a particular application, MDS was able to identify the origin of certain Chinese oils better than 

PCA and was able to explain 8% more variance for the first two principal components. 60 Further 

applications are given in the Applications section (section 2.3) of this chapter. 

Apart from MDS, self-organizing maps (SOM) that are similar to artificial neural networks 

(ANN – section 2.2.4.2) where they map the original data onto set of nodes in the lower dimension 

is another nonlinear dimension reduction method belonging to the unsupervised category. 17 

 

2.2.2.4 Parallel factor analysis (PARAFAC) 

 

It is a technique that is borrowed from psychometrics and similar to PCA but applicable to 

trilinear data like excitation-emission maps from fluorescence. 61–63 The data matrix is decomposed 

into one score and two loading vectors as opposed to one score and one loading matrix in PCA. 

Sum of squared errors is used as the basis for determining the number of components and an 

optimization technique like alternating least squares (ALS) (refer section on resolution methods) 

can be used to obtain the results of the PARAFAC model. 64 Unlike PCA, all component 

parameters are calculated together in PARAFAC which reduces computational time.  

 

2.2.3 Quantitative methods: Supervised classification 
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Two types of supervised classification are reviewed in this work: discriminant analyses (DA) 

and one-class classifiers (OCC). 65 Discriminant analyses assigns object to predetermined classes 

while OCC methods confirm the right or wrong allocation of objects to their respective classes. In 

relation to supervised methods, two terms are of importance, namely class sensitivity and class 

specificity. Class sensitivity is the inverse of type one error and is the quantity of samples 

accurately assigned to a class, while on the other hand specificity is the percentage of samples that 

are recognized as not belonging to the target class and is related to type II error. Both sensitivity 

and specificity can be increased by raising the sample size. 66 Brief descriptions of important 

supervised classification methods are given below: 

 

2.2.3.1 Linear discriminant analysis (LDA) 

 

It is quite similar to PCA but hyperplanes of separations are created based on maximum 

likelihood estimates. It is more applicable in cases where the variance of classes is asymmetric. 67 

However, the difference from PCA is that a discriminant function is created for each class and 

projected on a lower dimensional space, where confidence ellipsoids are created identifying the 

space for each class. If the number of features exceeds the number of samples, PCA is applied first 

and overfitting needs to be checked for. 68 Some limitations are that it doesn’t apply when data is 

not normally distributed, or if the covariance matrix is singular. It is sometimes used in 

combination with a confusion matrix to detect the percentage of correctly classified samples. 

 

2.2.3.2 Partial least squares - discriminant analysis (PLS – DA) 

 

As in most classification problems, the response (𝑦) is a categorical variable and the elements 

describe membership values of the classes. 69 Partial least squares regression (PLSR) is applied to 

the data set where the inputs and outputs are decomposed into their respective scores and loading 

matrices and an inner relation is built relating the scores. Predictions are done based on the PLSR 

model and compared with the response matrix that have information of the class memberships of 

the objects. 70 It can deal with singular covariance matrices but the results can depend on the 

number of latent variables chosen in the regression analysis prior to class allocation.  
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2.2.3.3 Recursive partitioning 

 

These are classification-regression trees like bagging and boosted trees, random forests where 

no new canonical variables are created. 71 Based on inequality or equality conditions on the values 

of the original variables, decisions are taken for allocating the objects to the respective classes. 

The leaves arising out of the trees point towards the class assignment.  

 

2.2.3.4 Object target rotation (OTR) 

 

A least sum of variance criterion is used to select the central objects in each group in this rare 

but effective method. 72 A particular example of application of this method is given in Christie et 

al. 73 Once the central object is selected, the other samples are projected on the selected object and 

assigned to the respective classes and the result is given as percentage belonging. OTR is 

considered advantageous over other methods like PCA and PLS-DA and efficient in the case of 

skewed or bimodal data.  

 

2.2.3.5 Soft independent modeling of class analogies (SIMCA) 

 

It is a soft classification technique where an object can be assigned into more than one classes 

or even need not be allocated into any class at all. 74 This can be quantified by calculating an 

inconclusive ratio which compares the number of samples that are not assigned to any of the target 

classes and those which are assigned to more than one target classes. 75 It is one of the popular 

OCC methods used in chemometrics, where the target classes are specified for each classification 

problem, like the chemical compound classes identified in chromatography. This method requires 

PCA to be performed initially to represent the samples within the score space and the distance to 

the score space. A new sample is determined to be belonging to a particular class depending on its 

closeness to a PC space for which defined boundaries are created prior. 76 It is advantageous over 

the k-nearest neighbors method as that does not have a defined boundary for classifying unknown 

samples. One peculiar disadvantage of SIMCA is that it does not work if the number of samples 

is too large and leads to overfitting. 77 

  



 

20 

 

2.2.3.6 k-nearest neighbors (k-NN) 

 

This approach can be used as both classification and regression for categorical and continuous 

variables, respectively. 78 For a new sample to be classified into predetermined classes in the 

original data matrix, the Euclidean distance is calculated from the new object to all the objects in 

the data matrix. Groups of nearest k neighbors are created based on minimal distances in the 

original data set and a new object is allocated to one of the created classes that it most represents 

with. Dimension reduction is necessary prior to application of k-NN if the number of features is 

larger than the observations. A higher value of k is recommended for a lower classification error. 

79 

 

2.2.4 Quantitative methods: Calibration and regression 

 

These methods are employed to establish a mathematical relationship between the input and 

output variables of the system in order to predict the desired property for new input samples. The 

output variable is a continuous variable so that the predicted value from the discriminant function 

in the regression model can be compared with the experimental value to calculate the estimation 

errors and check the accuracy of the developed model. The samples in the data set are generally 

divided into three regions: a set for variable selection, a training set for model construction and a 

validation set for prediction. 1 It is a common practice to split the data set into only 2 parts with 

the variable selection being carried out on the training set itself and validation performed on a 

separate data set. 80 The main task in regression analysis is to calculate estimates of regression 

coefficients of the different variables, and to verify their accuracy through their standard errors 

and importance through significance (p-values). In the ordinary least squares (OLS) approach, 

coefficient estimates are unbiased to enable meaningful statistical inferences.  

 

2.2.4.1 Correlations and variable selection 

 

An important aspect to be taken care in regression is correlations and inter-relationships 

between explanatory variables. A particular example related to one of the works performed in the 

second phase of this thesis was considered relevant to this context. Siddiquee et al. 32 investigated 
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a liquid-phase petrochemical oxidation system where multicollinearity among the different 

explanatory variables was investigated by applying simple (SLR) and multiple linear regression 

(MLR) models. MLR is not useful when collinearity exists between the regressors but in this case, 

the goal was to extract information about the relative importance of the input variables in 

predicting the product selectivity and was performed by evaluating the effect of an added variable 

to the SLR models.  Correlations can be detected with one of Pearson’s, Spearman’s, Kendall, or 

𝛾 correlations. 81 

In the case of multivariate data like spectroscopic datasets, variable selection is done to 

improve the robustness of the model, guard against overfitting and significantly reduce 

computational time by removing redundant variables. This is achieved by jackknifing where a 

variable can be omitted if its contribution is insignificant from the calculated p-values in t-tests. 

Variables can also be assigned weights to realize their contribution in the method of variable 

importance. Genetic algorithms, that are inspired by natural processes can also perform variable 

selection. 82 Another way of dealing with collinearity is using ridge regression (RR) where an extra 

parameter is used while calculating the regression coefficient estimates. 83 However, RR renders 

the coefficients biased in order to reduce the inflated standard errors due to multicollinearity. A 

better variable selection method is LASSO (least absolute shrinkage and selection operator) 

regression which also incorporates an additional parameter in determining the coefficient 

estimates. 84 

Recently, i-PLS developed by Norgaard and Leardi 85 has been employed as an effective 

technique for variable selection for spectroscopic data sets. It splits the range of input values into 

a number of segments as given by the user and applied PLSR on each interval to find out the best 

prediction segment for the desired response. Optimum number of latent variables are calculated 

for each interval before performing regression analysis. In this way, noisy regions of the input 

spectrum can be identified and removed.  

 

2.2.4.2 Calibration and regression methods 

 

Linear relationships between inputs and responses in a system can be readily established by 

MLR, PLSR and principal component regression (PCR) approaches. In PCR, the data matrix is 

decomposed by SVD into scores and loading vectors and used for developing the regression 
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function. PLSR can be used when collinearity is detected in the inputs and shows improvement 

over PCR as both the input and output data are decomposed by PCA (outer relation) after which 

inner relationships are developed between the respective scores to predict the output. 86 The 

number of latent variables are chosen by minimization of error of cross validation and is elaborated 

in the next section. A comparison of these linear methods were made by Frank and Friedman 87 

where they worked with different data sets that were ill-conditioned and collinear. In some 

problems, they found RR to be better than PLSR or PCR and significantly improved over SLR 

based on OLS. 

Machine learning tools like support vector machine-based regression (SVR) and artificial 

neural networks (ANNs) are quite useful in modeling nonlinear relationships between input and 

response variables for the system under consideration. 88 SVR is based on the principle of support 

vector machines as first developed by Vapnik for classification purposes. 89 Discriminant functions 

representing separation hyperplanes are created by transforming the data to a higher dimensional 

space using a kernel function. 90 Kernel functions can be linear, sigmoid, polynomial or Gaussian 

radial basis functions (RBF). RBF and polynomials kernels have been reported to be better for 

modeling nonlinear relationships than linear and sigmoid kernels in different studies in literature.  

SVR requires two (RBF) and three (polynomial) parameters to be tuned that include the 

regularization term to account for the trade-off between margin maximization and estimation error 

minimization. 80 The kernel width parameter in RBF gives an indication of the degree of 

nonlinearity of the data, i.e. a lower value indicates a more nonlinear relationship between input 

and output variables. 91 Tikhonov regularization is a common term given to all methods that utilize 

a regularization term in the modeling process. 84 SVMs possess certain advantages over ANN as 

they guarantee a definite solution minima and training repeatability. 88  

 

2.2.4.3 Cross-validation 

 

The prediction accuracy of a regression model can be significantly improved by cross-

validation methods. It is commonly conducted within the training set but exclusive from the 

prediction set to avoid increase in model bias. 92 Some of the common procedures followed for 

cross-validation are: Venetian blinds, leave-one-out cross validation (LOOCV), hold-out cross 

validation, contiguous blocks, etc. 93,94 In each of these types, a certain amount of the samples in 
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the training set is reserved for validation during the model building process itself. LOOCV leads 

to a lesser bias but more variance and hold-out CV results in the opposite effect. LOOCV was also 

shown to be preferable for small sample sized data sets and to guard against model mis-

specification. 95,96 

The error of cross validation is calculated for each step during model construction and the 

tuning parameters in case of SVMs, number of latent variables in case of PLSR and i-PLSR, etc. 

are selected based on the least value of the cross-validation error. Root mean square error (RMSE) 

concentrates on the larger errors and is most commonly used in regression analysis also to 

investigate the prediction accuracy of the calibration models by comparing with the experimental 

output values for new objects. Other types of cross-validation techniques are randomization where 

the output data points are shuffled, simulation where input data are scrambled, bootstrap where 

one sample can be selected repeatedly but bias is generated in the process. 97 To deal with the 

selection bias, repeated double cross validation can also be conducted where the samples are split 

into two loops with PCA applied on the inner one and prediction done on the outer one. 98 

An interesting method for larger sized data sets and nonlinear systems is Gaussian process 

regression (GPR) that deals with maximizing posterior probability. 99 A particular variant of SVMs 

employed in recent works is least squares-support vector machine regression (LSSVM) where the 

cost function to be minimized becomes linear due to conversion of inequality constraints to a single 

equality constraint. 31 Specific differences between LS-SVM and GPR have been outlined in the 

work by Cui and Fearn. 99 

 

2.2.5 Quantitative methods: Resolution 

 

This class of methods is mainly applied to complex mixtures and aims to extract information 

on the number of components that significantly contribute to the mixture properties, the 

concentration of the components and their respective spectra in the case of different hyphenated 

analytical techniques employed. The advantage is that they do not require any prior knowledge 

about the system. However, with this knowledge, the reaction network, further chemical 

interpretation and possible hypotheses can be generated. 100 

The original data matrix consists of the raw experimental data that can be two way or three 

way, i.e. retention/reaction times vs. wavelength channels vs. intensity of absorbance is an example 
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of a three-way data. Almost always, the matrix is decomposed to extract the number of components 

contributing to majority of data variance and then one of the following optimization algorithms 

employed to calculate the individual concentrations and the spectra of the extracted pseudo-

components: (i) rank annihilation factor analysis (RAFA); 101 (ii) Generalized rank annihilation 

method (GRAM); 5 (iii) Evolving factor analysis (EFA); 102 (iv) Alternating least squares (ALS); 

103 (v) Orthogonal projection analysis (OPA). 104 The rank annihilation methods consist of bilinear 

data sets from which the relative concentrations of components in a mixture are derived. GRAM 

is a non-iterative method. EFA can provide initial estimates of concentration and spectra of the 

pure components in a mixture by an evolutionary process of applying PCA in backward and 

forward time directions to the data set. In this way, active concentration regions are detected. Fixed 

size moving window EFA (FSMW-EFA) is an improvement over the conventional EFA algorithm 

where the backward and forward movement is substituted by a continuous moving window of 

fixed size. 105 FSMW-EFA was suggested to be more robust against noise and thus employed in 

the final phase of this study to find the initial concentration profiles for the pseudo-components in 

thermal conversion of Athabasca bitumen (Chapter 6). Another method quite similar to EFA is 

eigen structure tracking analysis (ETA) where the window size starting with 2 is increased by a 

unit until the number of components is reached. 105  

In this way, the active and zero concentration regions are revealed for the components over 

time and subsequently the spectra are calculated by the above-mentioned algorithms. In certain 

cases, inverse least squares (ILS) is used in resolution where the concentration is considered to be 

dependent on absorbance. All methods utilize plots of eigen-values of the data matrix covariance 

that varies with the time points. The advantage of these optimization algorithms is that the 

underlying noise structure is also estimated. The following section will highlight interesting 

applications of the various chemometric methods and it has to be noted that most systems require 

the use of more than one method in combination to yield fruitful information about system 

properties. The source of the data from different analytical equipment was also highlighted.  

 

2.3 Applications of chemometrics in analytical science 

 

2.3.1 Integration of computational processes with analytical instruments 
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The association of analytical techniques with computers has increased the scope for control 

of experiments and further data processing. Computation aids not only in data analysis but also 

with the performance of the experimental techniques in speeding up the process, eliminate the 

requirement of constant monitoring and sample feeding. One of the early attempts in this quest 

was taken by a number of researchers including Christiansen et al., 106 Wu and Malmstadt. 107 The 

approach was to try to integrate microcomputers with titrators for photometric and potentiometric 

purposes. A particular application was in nylon manufacturing where the titrant could be added at 

a user-determined flowrate automatically to find out the equivalence points.  

Flow-injection analysis, which enables the study of interaction of a sample with a reagent, the 

kinetics of the reaction and the dispersion effects can also be optimized by computer-supported 

techniques. 108 In a particular experiment, temperature was controlled within 0.02 C, smoothing 

and peak detection was applied to the product peaks, thus permitting better system performance 

by the aid of computation. 109 Experimental conditions and parameters can also be optimized using 

computational software. Early examples of these kinds of studies were done by Stieg and Nieman 

110 in 1980 and Sly et al. 111 in 1982 where they worked on optimizing a chemiluminescent reaction 

and a flow-injection system in a tubular reactor. Even in a complex flow-injection system, 

automation of the simple processes that are easily enabled by human intervention is challenging. 

In older UV-Visible spectrometers, wavelengths needed to be scanned mechanically but modern 

manufacturers have replaced the moving parts by fast electronic scanners that obtain the entire 

spectrum simultaneously. 112 Modern detectors employed in spectrometers are multi-channeled 

and constitute a charge-coupled device (CCD) that converts light photons to electric charges for 

easy detection. Recent developments have made the use of auto-samplers for sample feeding in 

instruments like inductively coupled plasma-optical emission spectroscopy (ICP-OES) for 

detection of trace-elements in complex mixtures, gas chromatography-mass spectrometry (GC-

MS) for concentration calculations and other techniques that require repetitive sample doses in the 

same procedure.  

 

2.3.2 Chemometric applications in data processing in various disciplines 
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As conducive as it seems, digitization of analytical data has further challenges of interpretation 

and extracting useful information, for which chemometrics employing computational approaches 

was explored.  

 

2.3.2.1 Material science 

 

An interesting usage was in the analysis of signals emitted from stressed materials to detect 

their failure. 113 Initially, the spectra were checked for correlations but no particular pre-processing 

techniques as described in the ‘Methods’ section (section 2.2.1) were applied. Later, HCA was 

applied on emissions from materials like polymers to identify spectral groupings, followed by 

supervised techniques. They were also later applied to composites like glass fiber and polyester to 

identify damaged material. These chemometric approaches saved time and human effort to identify 

classes in complex spectra and relate them to damaged material. It has been recorded in the 

literature that online pattern recognition techniques had been employed in the development of the 

present-day IR spectrometer by matching the spectral groups created with structural units of 

compound classes in standard libraries. 112 

 

2.3.2.2 Medicine 

 

An important application in the medical field is tomography assisted with spectroscopy to 

detect cancers and tumors. The advantage is that the technique is non-destructive and the 

absorption data of the biological sample is transformed to its cross-sectional image by some 

chemometric process. 114 Nuclear magnetic resonance (NMR) is the commonly used 

characterization technique in tomography. Malign growth can be revealed by changes in the NMR 

frequency or signal strength and the cross-sectional images can provide information about the size 

of the tumors. 115 

 

2.3.2.3 Physical chemistry 

 

Nonlinear regression has also been used for estimation of physical properties like the pKa of 

a dibasic aromatic compound from its UV absorbance spectra. 116 At a constant wavelength of 304 
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nm, numerous spectra were obtained at different pH of the compound in a buffer solution after 

which the following equation proposed by Albert and Serjeant 117 relating the absorbance to the 

concentration of the compound with the two dissociation constants and molar absorptivity of the 

ionic and neutral forms being the parameters to be estimated: 

                                      𝐴 =
𝑐𝑡𝑎𝑑[𝐻+]2+𝑐𝑡𝑎𝑚[𝐻+]𝐾1+𝑐𝑡𝑎𝑛𝐾1𝐾2

[𝐻+]2+[𝐻+]𝐾1+𝐾1𝐾2
         Equation 2.1 

where 𝑐𝑡, 𝑎𝑛, 𝑎𝑚, 𝑎𝑑, 𝐾1, 𝐾2 are the compound concentration, molar absorptivity of the 

neutral, mono-cation and di-cation forms of the compound, 1st and 2nd acid dissociation constants 

of the compound, respectively. 

Curve fitting with algebraic manipulation was used to obtain the pKa of the compound with a 

high coefficient of determination (𝑅2) of 0.9997.  

 

2.3.2.4 Petroleum 

 

In the field of petroleum, differentiation of crude oils and identification of their sources are 

significant areas where chemometric tools play a role. Eide et al. 118 used chemometric curve 

resolution methods on GC-MS characterization to identify individual components from diesel 

engines exhausts. Eide and Zahlsen 119 utilized electrospray ionization mass spectrometry (ESI-

MS) as an improvement over GC as it ionizes the molecules without fragmentation. Mass spectra 

of crude oil mixtures are complex where each line can indicate different compound isomers of the 

same molecular weight. Score plots between the first two principal components in PCA was used 

to classify four types of oils (two from the North sea near Norway, a South American and a central 

Asian). The first principal component (PC) accounted for 53 % while the second PC accounted for 

23 % of the variance in the original data.  

Furthermore, PLS regression was used to predict the distribution of the two types of 

Norwegian oils from ESI-MS spectra and resulted in an excellent prediction accuracy (𝑅2 = 0.996). 

For calibration purposes, 5 different volume mixtures of the Norwegian oils were used. Thus, they 

confirmed that this method could be employed for chemical fingerprinting. However, the single 

quadrupole ESI-MS is inferior to high-resolution MS in terms of line resolution and thus, requires 

significant assistance of pattern recognition and calibration techniques. 120 

The impact of auto-scaling and range scaling on the PCA output was studied by Wang et al. 

121 on biomarker data for matching the crude oils with their respective source rocks located in the 
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Northern Wuerxun Depression, Hailar Basin. The plots of the first two principal components for 

both types of pre-processing methods employed are given in Figure 2.1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1. PC1 vs. PC2 for auto-scaling (top) and range scaling (bottom) applied on oil and 

source-rock samples from the Northern Wuerxun Depression, Hailar Basin. 17 Reproduced with 

permission from Science Direct.  

 

It can be seen that in the case of range scaling, the first two principal components put together 

could explain 30 % more variance than for the case of auto-scaling. In addition, the first component 

alone contributes to 76 % of the variance in range scaling while the first component in the case of 

auto-scaling could only explain 35 % of the variance. Mudge 122 utilized PLSR to identify the 

possible sources for the hydrocarbons that constitute the sediment deposits in the Gulf of Alaska. 

A clear mapping of the sources to the hydrocarbons could not be identified in this analysis.  

Bylund et al. 123 suggested the use of PARAFAC to deal with slight shifts in liquid 

chromatography-mass spectrometry to align the multidimensional data in the chromatographic 
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direction. An interesting application of interval-PLS (i-PLS), which is a variant of PLSR was in 

the work by Sivaramakrishnan et al. 31 where they compared the forecasting ability of LS-SVM 

adopting RBF and polynomial kernels, PLSR, i-PLSR for predicting the concentrations of the 

products from acid-catalyzed oligomerization of propylene in the temperature range of 346 – 477 

C at molar flowrates of 172 – 440 mL/min based on FTIR spectra. The products were in the 

gasoline boiling range. Four product streams based on PCA and HCA were identified and 

regression models were built to establish relationships between inlet operating conditions of 

temperature and flowrate as well as the FTIR spectra of the products and the product 

concentrations, respectively. HCA was also used to find groups in the infrared spectra which were 

later used to predict the output concentrations as well. Among the different chemometric methods 

used, LS-SVM with RBF kernel was found to have the best prediction accuracy in most cases with 

i-PLSR performing better than PLSR and even LS-SVM based on polynomial kernels in some 

situations. The best performing interval identified by i-PLS was in the 1396 – 1535 cm-1 range that 

corresponded to sp3 C-H bending frequencies and also some aromatic C=C stretching. Though this 

could not be directly related to the carbon number composition of the products, a rough idea was 

obtained through confirmation with HCA classification as well.  

 

2.3.2.5 Archeology 

 

OTR (section 2.2.3.4) was utilized to relate the chemical composition of coins used by 

Europeans to track their history. 73 It was found that there was no ambiguity in the historical periods 

but a sudden change in the composition was detected during the intermediate period.  

 

2.3.2.6 Environmental science 

 

The application of chemometric resolution methods in environmental chemistry is paramount. 

In a study by Comas et al., 124 the aim was to determine the concentration of humic and fulvic acids 

in river and wastewater using HPLC as the analytical technique. PARAFAC, as a trilinear 

dimension reduction technique, is of immense importance in the analysis of three-directional data 

and was used in this study. PARAFAC in combination with GRAM and MCR-ALS was also used 

to decompose chromatograms that are highly overlapped and drifted due to mixtures of humic and 
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fulvic acids in water. Due to the large quantity of analytes present, GRAM was utilized which 

quantifies all components simultaneously. The challenge here was the interference from undesired 

material like sulfites in HPLC. MCR-ALS was seen to be robust against a time-shift algorithm 

used to align the shifted peaks to make the concentration predictions more reliable. 

In order to resolve the overlapping excitation-emission maps from the fluorescence spectra of 

a complex poly-nuclear aromatic solution consisting of 6 constituent components, RAFA as a 

resolution technique was employed by Ho et al. 125 In another work, impurities were able to be 

detected in samples of tetracycline hydrochloride by decomposition of their HPLC-DAD data into 

the respective spectra and concentration profiles. 126 FSMW-EFA and OPA were used to obtain 

the initial concentration estimates and checking the homogeneity of chromatogram peaks while 

the final resolution was performed by MCR-ALS optimization. MCR-ALS has been shown to 

solve issues of co-elution in chromatographic techniques in different kinds of compositionally 

complex samples.  

It was noticed by Salau et al. 127 that the pesticides, carbofuran, propoxur and pirimicarb have 

comparable mass spectra but MCR-ALS could deal with the co-elution problem. The suppression 

effects on the ion formation of these compounds in the thermospray mass spectra were studied 

using the resolution methods. MCR-ALS was also particularly useful to resolve the FTIR spectra 

of Canadian oilsands-derived Cold Lake bitumen into 3 pseudo-component spectra and their 

change in concentration at temperatures between 150 – 300 C and reaction times of 1 – 8 h 

conducted in batch reactors. 30 EFA was used to obtain the initial estimates of concentration and 

spectral profiles. Plausible reaction mechanisms at different temperatures were proposed according 

to the results from the MCR-ALS routine and a nature-inspired optimization technique like particle 

swarm optimization (PSO) was suggested as an improvement to the ALS approach.  

Application of calibration methods like PCR based on classical least squares and inverse least 

squares (ILS) were used on UV spectrometer data for multi-component resolution to determine 

colorants in soft drinks. 128 The results were validated with data from HPLC with good accuracy.  

 

2.3.2.7 Biological science and biochemistry 

 

Chemometrics has a huge role to play in the classification and quantification of micro-

biological samples as shown in the next few examples. Though PLS-DA and SIMCA have 



 

31 

 

different goals, both were individually applied to identify the sources of the Ganoderma lucidum 

sample. 129 Their performance could not be compared as PLS-DA is a hard classification and 

SIMCA is a soft classification technique as outlined in section 2.2 of this chapter. FTIR spectra in 

combination with PLSR as the calibration method was used successfully to track adulteration of 

fish oil by specific vegetable oils in the work by Rohman and Che Man. 130 

Electron spin resonance (ESR) spectroscopy has been an area of increasing interest for 

application of chemometric techniques in biological systems. ESR spectra identifies different 

kinds of free radicals present in a system, namely those with peaks around the same g-value of 

~2.003 for organic free radical on carbon centre, free radicals on nitrogen and oxygen centres and 

those with g-values in the range 1.980 – 2.020 for oxo-vanadyl (VO2+) spins. 131 The output from 

the ESR instrument is in first derivative form of the absorption intensities against the varying 

external magnetic field. The multi-dimensional nature of this spectra provides scope for 

multivariate data analysis to enable easier interpretation. In the work by Koskinen and Kowalski, 

132 the objective was to study model membrane systems replicative of those used in biological 

systems by attaching a long chain spin label nitroxide compound with the radical centre on oxygen 

to track changes in properties of the system in focus. Particularly, one system used 3-doxyl-5𝛼-

cholestane (I) as the spin label to investigate temperature changes in an inclusion thiourea crystal 

through changes in ESR spectrum. Fourier transform, baseline correction and smoothing were 

applied on the raw spectra consisting of 980 magnetic field channels to reduce it to 64 variables 

that contain most of the initial information. ESR spectra were obtained at sixteen different 

temperatures from -82 C to 59.2 C. The chemometric tools employed were correlations between 

the reduced features and temperature followed by stepwise regression to extract the most important 

variable that describes the temperature best. Information about restricted anisotropic motion and 

rotation of the molecule were also obtained from the spread of the regression plots.  

Another area of application was the use of the same statistical approaches outlined above in 

quantifying the concentration of phospholipid spin labels in a protein and extract information about 

its mobility as a mimic of biological systems. 132 

 

2.3.2.8 Food science 
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Applications of multivariate data analysis methods in food science are aplenty and reviewed 

critically by various researchers. 24–26 Specific areas include studying the effect of processing on 

food properties, food safety and authenticity in the form of detecting adulterants, spoilage by 

microbial growth, etc. 52,133 Simple cases like use of HCA for identifying clusters of peaks in FTIR 

spectra of frozen chicken samples were investigated by Grunert et al. 2016. 134 It was suggested 

that HCA was more commonly used than k-means or k-median clustering for pattern recognition. 

In the work by D’Archivio et al., 135 a total of 144 different Italian samples of saffron were 

classified according to the concentrations of safranal, picrocrocin, crocin and some of their 

derivatives by applying LDA on HPLC data. LDA was shown to be beneficial over PCA and 

resulted in 88 % specificity of the unknown samples in this work. Cis-crocetin bis(b-D-glucosyl) 

ester and trans-crocetin bis(b-D-glucosyl) ester were identified to be major contributors in the 

multivariate data analysis (MDA) process due to their distinct HPLC peaks. Advanced hyphenated 

techniques like high resolution magic angle spinning proton nuclear magnetic resonance (HR-

MAS 1H NMR) were used for tracking the source of 60 samples of Forasteiro cocoa beans to their 

respective locations. PLS-DA was shown to perform well for this system and the latent variables 

explained 65 % of the variance in the data.   

Gondim et al. 75 used SIMCA in association with IR-spectra to identify impurities like water, 

sodium hydroxide, chloride, starch, carbonate, etc. in a number of milk samples and it was found 

that only 17 % of the samples were incorrectly classified. An interesting work to identify the 

origins of Mexican coffees on the basis of the constituent cations of group 1 and group 2 elements 

was conducted using ANN by Muniz-Valencia et al. 136 They reported a good prediction accuracy 

of 93 %. Moreover, ANN was proved to be a better approach than k-NN in establishing a 

calibration relationship between color of cooked food and its quality though computationally more 

complex. 137 Support vector regression along with regression trees were shown to be more robust 

than other multivariate calibration methods in the classification of different types of tequilas based 

on UV-Visible spectroscopic data. 79  

In order to investigate the effects of plasma treatment and subsequent pasteurization on the 

stability chokeberry samples consisting of hydroxycinnamic acids, anthocyanins and flavonols 

which are complex polyphenolic compounds, PCA followed by regression techniques was used 

for parameter estimation. They reported that hydroxycinnamic acid concentrations increased with 

a simultaneous reduction of anthocyanins in the samples treated with plasma while pasteurization 
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had the opposite effect. The chemometric methods enabled optimization of the treatment process 

for determining the phenolic stability of the chokeberry samples.  

Studies have also been conducted on the detection of food spoilage using chemometric 

methods. With the help of dimension reduction through PCA and pattern recognition through HCA 

in combination with PLSR, compounds responsible for spoilage of foods through promotion of 

bacterial growth and volatility were identified to be CH3COOH, (CH3)2S, N(CH3)3 by Kuuliala et 

al. 138  

All these above-mentioned examples show the importance of chemometrics for analysis of 

data from basic and advanced hyphenated experimental techniques in different fields of analytical 

science. The next section will highlight the future prospects of chemometric approaches so as to 

explore avenues to reduce the gap between experimentalists and data scientists. 

 

2.4 Future prospects in chemometrics 

 

Chemometrics offers numerous pathways to progress by building on the existing methods due 

to its strong mathematical basis. This can be in the form of improvements and tweaks in current 

algorithms, incorporating additional constraints, tactical combinations of different methods and 

tests to check their reliability as well. This section will focus on reviewing some of these 

advancements in chemometric techniques with an eye on their future applications.  

A common technique used for function optimization is simplex, which is based on the Nelder 

and Mead algorithm. 139 It essentially fine-tunes the initial values of the function parameters as 

provided by coupled simulated annealing (CSA) 140 or by a trial and error approach. 51 In an m-

dimensional space, m + 1 vectors are taken as the vertices for the search space in simplex, i.e. a 

triangle in a 2-D, a pyramid in a 3-D and so on. Some research works suggested an improvement 

to this method where in the updating of the search space, the better (n-1) points needed to be 

considered rather than replacing one vertex with the new point. 141,142 In addition, if it was found 

that the function optimum lay within the present simplex space, a Lagrange interpolative fit could 

be employed. Multiple optima and boundary conditions could be treated better in this algorithm. 

This updated method could be employed in tuning the hyper-parameters like regularization and 

kernel parameters in a machine learning approach like SVM regression adopting the various 

kernels mentioned in the previous section.  
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In the MCR-ALS algorithm, the deconvoluted spectra of the individual pseudo-components 

contain regions that cannot be interpreted directly by assigning to particular compound classes. 

Tefera et al. 30 recommended the use of Borgen plots that checks the validity of the optimized 

solution by restricting the data to be nonnegative and constructing appropriate geometrical regions. 

Borgen and Kowalski 143 reported that they could be particularly useful for three-component 

systems. The other issue in curve resolution techniques is rotational ambiguity, where multiple 

combinations of concentration and spectra can reproduce the original data matrix. To deal with 

this, additional constraints incorporating chemical knowledge and intuition about the system in 

focus can be included in the modeling apart from the commonly used closure and nonnegativity 

constraints.  

Genetic algorithms (GA) provide a vast window of opportunities for variable selection and 

function optimization. They are derived from the motion pattern of living species like the structure 

of a flock of birds, ant colony formation, swarm of honey bees locating honey, etc. Koljonen et al. 

82 provide a thorough review of the GAs suitable for near infrared spectra in combination with 

other chemometric techniques to process the data. They provide insights into the future application 

of GAs in the field as well. GAs enable the user to gain good control over the chemometric 

techniques they operate on. Two interesting algorithms that are gaining popularity over recent 

times are ant colony optimization (ACO) and particle swarm optimization (PSO). ACO takes the 

idea from the fact that ants leave traces of chemical compounds called pheromones during the 

process of food collection so that other ants can follow. 144 It is similar to CSA and an improvement 

over gradient descent optimization. Particles resembling real ants are involved in finding the 

solution.  

PSO is partly based on the motion of a swarm of bees that act as the particles and their number 

and the corresponding search-space in which they operate are predetermined. 145 The objective is 

to find the best value for the cost function based on the current position of the particle. At each 

step, the position and velocity of each particle is updated and the value of the cost function is 

calculated and compared with the values determined using the local and global best particle 

positions. Both PSO and ACO are metaheuristic in nature as they involve minimum assumptions 

but in PSO, an optimal solution is not guaranteed. Instead of ALS, PSO can be incorporated with 

curve resolution to analyze complex mixtures like bitumen and heavy oil. PSO is also different 

from a classical optimization technique as it is not based on a gradient method that requires 
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differentiation of the data. PSO embedded in ALS has been used as an optimization technique to 

resolve the concentration and spectral profiles for pseudo-components from the FTIR spectra for 

thermally cracked products from Athabasca bitumen in the final phase of this study (Chapter 6). 

The results were compared to that of ALS with the objective of proposing logical reaction 

pathways for cracking conversion of Athabasca bitumen.  

An alternate method to the classical least squares regression (CLS) is least median squares 

(LMS) regression that minimizes the median of the squared residuals rather than the sum. 146 The 

disadvantage of this estimator is its slow convergence but can be improved by a least trimmed 

squares (LTS) estimator proposed by Rousseuw 146 but it requires larger computation time. An 

interesting study by Shinzawa et al. 147 showed that LMS along with PSO was more robust and 

accurate than the CLS for optical spectra and was able to deal with larger noise and data 

contamination. LMS can be considered as a substitute for CLS in further calibration methods for 

multidimensional data. 

Moving ahead, one important focus of chemometric techniques is the integration of 

chemometrics with cheminformatics ultimately deriving chemical knowledge from the developed 

statistical models. For example, in the context of catalytic reactions, information deals with 

predicting binding energy of the adsorbate on the catalyst material. On the other hand, knowledge 

means applying the information on binding energy to reveal the underlying reaction mechanism 

and the corresponding structure of the active sites by developing a chemical master equation 

describing the entire system including the environmental interaction. 4 Chemical intuition can also 

be incorporated into the chemometric models and one of the methods is facilitated by the software, 

rule input network generation (RULE) that is inspired from electric circuits and is based on graph 

theory. 148 

Artificial intelligence (AI) systems utilizing machine learning algorithms have been leading 

the way in sensor building technology over the last few years. Process automation is one of the 

most important goals of AI and interestingly, chemometric techniques like pattern recognition, 

calibration, regression and machine learning form the building blocks of AI. However, the 

advantages are its ability to deal with big data effectively and that they do not require any human 

intervention whatsoever. Moreover, they also facilitate reinforcement learning (apart from 

supervised and unsupervised learning methods), where feedback is given after each classification 

step though class memberships are not defined in the original data matrix.  
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Thus, all the current chemometric methods in combination with recent advancements 

highlighted in this section (though not comprehensive) make the future of chemometric practices 

in analytical chemistry bright.  

 

2.5 Conclusions 

 

The techniques in chemometrics fall under the fundamental categories of classification and 

regression and are reviewed in this chapter. The focus was not to explore the mathematical detail 

of each method but to know the key aspects of each one and obtain a general insight on their 

applications. Specific highlights based on the reviewed literature in this work is given below: 

a. Preprocessing methods like transformation, centering and scaling are applied before 

classification or regression to reduce heteroscedastic effects, remove offsets and bring the 

data to the same scale irrespective of the units. 

b. PCA and HCA perform unsupervised classification and extract linear models. MDS was 

shown to be a development over PCA and is a nonlinear dimension reduction technique. 

PARAFAC, which is also an unsupervised method, factorizes three-way data like 

fluorescence and chromatograms at different process conditions.  

c. Supervised classification techniques like LDA, PLS-DA and k-NN are hard classification 

methods that require the objects to have predetermined class assignments but can model 

nonlinear data. On the other hand, SIMCA is a soft-classification technique and in general, 

supervised classification methods utilize PCA initially when variables exceed the number 

of samples by a large quantity.  

d. Correlation analysis and variable selection increase model robustness and decrease 

computational time and possibility of overfitting when performed before calibration and 

regression techniques. Cross validation is performed within the training dataset to improve 

the generalizability of the model and also to tune any hyper-parameters for the regression 

like those for SVM.  

e. The advantage of resolution methods was that no prior chemical knowledge is required 

for extracting the spectral and concentration optimized profiles though simple 

mathematical constraints like nonnegativity and closure are usually applied. Inverse least 
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squares criterion can also be applied for optimization for cases where concentration 

depended on absorbance rather than the conventional way.  

f. Integration of experimentation with computational processes were shown to be 

advantageous in terms of facilitating optimization of process conditions and enabling the 

use of autosamplers in hyphenated techniques like GC-MS and ICP-OES. 

g. Applications of chemometrics in various fields of analytical chemistry were profound. 

Pattern recognition methods like HCA in combination with PCA was shown to detect 

failure in material science and identify the presence of cancer cells and tumors in 

medicine. Dissociation constants for dibasic compounds could be estimated through 

nonlinear regression in the field of physical chemistry. Important uses of supervised 

classification in petroleum was to differentiate crude oils, identify their source rocks and 

also compound identification from exhaust fumes. OTR was also shown to track the 

archeological history through analysis of coin colors. MCR techniques were found to be 

most useful in environmental chemistry while quantifying ESR spectra through spin 

labeling was important in biological samples. LDA and ANN were found to be better than 

PCA in various parts of food science including detecting adulterants, tracking rate of food 

spoilage and geographical classification of food constituents.  

h. Improvements in current minimization criterions like use of least median squares instead 

of classical least squares were suggested. Additions to the existing optimization 

techniques like Borgen plots to MCR-ALS, SIMPLEX optimization for tuning in SVM 

and embedding PSO along with ALS for resolution methods were also considered to be 

useful in improving the respective models. Chemoinformatics and AI were seen to be the 

future of chemometric methods.  
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3. Least Squares-Support Vector Regression for Determining Product Concentrations 

in Acid Catalyzed Propylene Oligomerization 2 

 

 

ABSTRACT 

 

This work is concerned with the development of multivariate calibration models to establish 

spectrum-composition relationships for the hydrocarbon products in the H-ZSM-5 catalyzed 

oligomerization of propylene. Regression models based on two multivariate methods were 

investigated in this work: least squares-support vector machines (LS-SVM) and partial least 

squares (PLS) regression. The performance of two nonlinear kernels, radial basis function (RBF) 

and polynomial, is compared with PLSR as well as its variant, interval-PLS regression (i-PLSR). 

For comparing with i-PLSR, the Fourier Transform Infrared (FTIR) spectra of the products served 

as inputs and the respective C1-C10 concentrations, obtained from gas chromatography (GC) were 

the outputs. The sensitivity of the product distribution to inlet operating conditions was also 

evaluated through the calibration methods. Spectral clusters having distinct chemical character 

were identified using principal component analysis (PCA) and hierarchical clustering analysis 

(HCA) and also used as inputs to the different regression techniques to compare with the full 

spectrum models. It was found that the best performing spectral regions from i-PLSR had chemical 

relevance and agreed with findings from HCA, improving the predictive capabilities significantly. 

The decreasing order of performance of the chemometric methods evaluated was: LS-SVM-RBF 

> LS-SVM-Polynomial > i-PLS > PLS. The prediction accuracy of RBF kernel-based LS-SVM 

regression technique was the highest, indicating its suitability for effective online monitoring of 

moderately complex processes like acid catalyzed propylene oligomerization. 

 

Keywords: Support vector regression; interval-partial least squares; acid-catalyzed olefin 

oligomerization; infrared spectra; online monitoring of product composition 

 

 
2 This work was published as ‘Sivaramakrishnan, K.; Nie, J.; De Klerk, A.; Prasad, V. Least Squares-Support Vector 

Regression for Determining Product Concentrations in Acid-Catalyzed Propylene Oligomerization. Ind. Eng. Chem. 

Res. 2018, 57, 13156 – 13176’. 
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3.1 Introduction 

 

Gaseous light olefins are generally obtained as one of the by-products from the high 

temperature pyrolysis of organic material. These light olefins can be used to produce heavier 

hydrocarbons by oligomerization or polymerization processes. Over the years, olefin 

oligomerization has been studied in great detail and the use of shape-selective catalysts like the 

synthetic zeolite, ZSM-5 has been developed. 1,2 Though a plethora of reaction mechanisms have 

been proposed in the literature, the system chemistry is predominantly dependent on temperature, 

pressure and residence times in a continuous process. 3–6 

At mild operating conditions, oligomerization of the feed olefin to distinct oligomers occurs, 

followed by isomerization and re-cracking to form a range of light olefins and finally, the olefins 

re-polymerize to a distribution of heavier olefins. 2–4 Skeletal and double bond isomerization add 

to the product uncertainty and complexity. At more severe operating conditions, increased 

cracking rates, disproportionation through carbenium ion intermediates (due to the protonic nature 

of the catalyst), hydrogen transfer, cyclization and aromatization reactions become more 

pronounced and makes the reaction pathway complicated. Overall, the product molecular weight 

distribution depends on which pathway is dominant: cracking or polymerization.  

These types of complex reacting mixtures present significant challenges for online monitoring 

and control. These challenges arise because it is often not possible to have complete 

characterization of the products because of the existence of a large number of species, which pose 

difficulties in developing algorithms for tracking their evolution with time. The pragmatic solution 

is to employ lumped mixture properties that are readily measurable to describe reaction networks 

and its kinetics. But the main drawback of this approach is that there is not always a clear link 

between the measured property and the reaction chemistry.  

Information on reaction chemistry is provided by spectroscopic methods, but the spectra of 

complex mixtures should be interpreted with caution. Vibrational spectroscopy techniques like 

Fourier transform infrared spectroscopy (FTIR) and near-infrared spectroscopy (NIR) have been 

used in many applications to determine chemical characteristics of reaction products. 7–10 

Ultraviolet-visible (UV-Vis) and nuclear magnetic resonance (NMR) spectroscopy provide insight 

into the electronic and atomic/nuclear environment of the constituent molecules in the analyte, 

respectively. 11,12 The lower cost and easier operational procedures make vibrational spectroscopy-
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based techniques the preferred choice for online application. Separation-based approaches like gas 

chromatography (GC) with mass spectroscopy (MS) detectors and thermo-gravimetry analyses 

(TGA) provide quantitative information on product composition and yield. 13,14 Although the 

spectroscopic methods can be used online, the GC-MS and TG methods work offline and are time 

consuming.  

The purpose of this work, therefore, is to devise a methodology to track the change in 

composition of the product stream from propylene conversion over H-ZSM-5 conducted at 

different operating conditions. Chemometric tools provide a viable and faster means for achieving 

this objective by avoiding the use of offline analytical instruments like GC and deriving product 

composition directly from online spectroscopic data.  

Multivariate calibration methods applied to analytical chemistry have evolved tremendously 

and been the focus of attention in recent years. 15 The inherent multivariate nature of the spectral 

data combined with overlapping of the spectral bands of multiple components creates challenges 

for interpretation. This calls for extracting only the relevant and non-redundant information from 

the spectral data in order to improve the calibration model relating the outputs of spectroscopy and 

the desired property of the sample. Partial least squares regression (PLSR) does exactly this and is 

one of the most widely used techniques in the chemometrics literature. 16,17 PLS is a development 

over multiple linear regression (MLR) in that it can deal with strongly correlated explanatory 

variables that can predict the response. In other words, it extracts latent variables in the input space 

that explain maximum variance in the output. This is done by projecting both the predictors and 

the outcome variables to a new space. The major limitation of PLSR is its assumption that the 

spectrum-property relationship is linear, which may not be true in majority of the chemical 

reactions. Some modifications of the linear PLS exist, namely Poly-PLS and Spline-PLS but they 

have not proved to describe the nonlinear reacting systems adequately. 18,19 A more recent variant 

of the PLS method is the interval PLS (i-PLS), introduced by Norgaard et al. 20 and applied on 

NIR data, that aims at selecting only those variables from the spectrum that significantly affect the 

response (desired property) by building PLS regression models on user-defined sub-intervals in 

the input space. The predictive power increased compared to PLSR, but the linearity assumption 

still existed. The i-PLS approach will also be employed in our study.  

Artificial Neural Networks (ANN) and Support Vector Machines (SVM) are some of the 

alternatives used for regressing nonlinear data. 21–23 SVMs address some of the disadvantages 
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posed by ANN methods like the stochastic nature, repeatability of the training process and to an 

extent, non-uniqueness of the final solution. 24 SVMs are a supervised learning technique, first 

developed for statistical classification by Vapnik 25 and later extended to solve regression 

problems. 26,27 The only disadvantage is computational complexity because of the requirement to 

solve a quadratic optimization problem. To mitigate this issue, the least squares support vector 

machine (LS-SVM) was proposed by Suykens 28 where a linear optimization is solved. The 

performance of LS-SVM based techniques was found to be superior as compared to other 

regression methods and it was successfully implemented with spectroscopic data in determining 

the required sample characteristic in an array of applications. 29–32 Both SVMs and LS-SVMs use 

kernel functions to build nonlinear models by mapping to a higher dimensional space. 28 Gaussian 

process regression (GPR) has also been employed recently in describing nonlinear systems and it 

has been compared with the performance of LS-SVMs. 33 Cui and Fearn 29 highlighted some of 

the differences between LS-SVM and GPR in their work. GPR looks at maximizing posterior 

probability, which might not work well with a smaller sized training set, while LS-SVMs minimize 

the classical squared error loss function that depends only on the posterior mean and gives 

importance to accurate forecasts.  

It has to be noted that multivariate data analysis has not been implemented extensively in 

olefin oligomerization processes to monitor product composition. Keeping in mind our long-term 

interest to develop online monitoring tools for residue and biomass conversion processes, 34,35 we 

decided to investigate LS-SVM regression as a means of multivariate data analysis on a simple, 

yet chemically complex propylene oligomerization system that is reasonably well understood. In 

this work, the performance of the LS-SVM approach utilizing 2 types of kernels, namely, the 

Gaussian RBF and the polynomial kernel, 36 is compared with PLSR and i-PLSR calibration 

models in terms of prediction accuracy and learning efficiency with varying size of the training set 

for predicting the concentrations of the products from propylene conversion. Though other types 

of kernels like linear and sigmoid have been explored in literature, the RBF and polynomial kernels 

are known to capture nonlinearity in data better (as required in our case). 31 Section 3.4.4 provides 

a detailed explanation along with the corresponding references, on the reasoning behind the use of 

these two kernels for this work.  

Three kinds of inputs are fed to the regression models: operating conditions (inlet temperature 

and flowrate), the full spectrum of IR absorbance intensities and lastly, clustered spectral 
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intensities. The clustered intensities (corresponding to the respective wavelengths) were obtained 

through the application of HCA on PCA loadings, to the IR spectral data so as to obtain a reduced 

spectral dimension that can describe the system chemistry better than the whole spectrum. 37 

Multivariate data analysis (MDA) techniques have been shown to perform better and faster when 

combined with spectra in the reduced dimension. 32,38 The clustered intensities, though 

representing the same data have lesser number of variables with each variable corresponding to 

specific chemical groups. Hence, they have also been used as inputs to compare with the 

performances of the full spectrum inputs, in terms of prediction accuracy and training time. They 

also allow for better chemical interpretation since the clustered intensities represent important 

groups of specific wavenumbers rather than the full spectrum IR where peaks tend to overlap. 

Target product concentrations were also clustered and used as regression outputs combined with 

operating conditions and IR spectra as inputs and compared with the performance of their full 

concentration counterparts. In summary, we present a comprehensive review of the LS-SVM and 

PLS-based regression methods to identify the best approach to monitor similar and more complex 

processes online. 39 

 

3.2 Experimental 

 

3.2.1 Materials 

 

The oligomerization experiments were conducted using pure propylene (≥ 99.5 %) obtained 

as a cylinder gas from Praxair Canada Inc. Nitrogen (99.99 %), also supplied by Praxair Canada 

Inc. was employed as purge gas. The ZSM-5 catalyst (MFI zeolite) was acquired from Zeolyst 

International Inc. Table A.1 in Appendix A provides the important properties of the catalyst as 

reported by the supplier.  

The catalyst powder was supplied in its ammonium form and the catalyst was activated by 

calcining at 550 ºC for 5 hours along with dry air purging at 50 mL/min to obtain the H-ZSM-5 

used in the experimental work. Silicon carbide (≥ 99.0% SiC and 400-mesh), procured from 

Karmer Industries Inc., was employed as inert diluent material in the reactor. 

 

3.2.2 Equipment and Procedure 
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A flow reactor, 34 cm long and 1.9 cm in diameter, was employed for the oligomerization 

experiments.  The H-ZSM-5 catalyst (0.15 g) was blended with 400-mesh silicon carbide (SiC) to 

dilute the catalyst in a 1:20 ratio by mass. The relatively high dilution ratio for the catalyst to SiC 

risked bypassing in the reactor, but this served as a trade-off made to improve heat management. 

Other sizes of SiC were also used to pack the reactor to obtain a smooth, continuous tubular axial 

flow and restricting radial flow. The length of reactor used was 34 cm and made of ¾” stainless 

steel tubing (316 grade), purchased from Swagelok. The whole experimental setup is shown in 

Figure A.1 in Appendix A. The feed to the reactor was supplied directly from the propylene 

cylinder and the flow rate of propylene was controlled using a Brooks Automation, Inc. gas flow 

controller. The feed was preheated in the top part of the reactor before reaching the catalyst bed. 

The temperature inside the catalyst bed was controlled by adjusting the duty of the tubing furnace.  

The system pressure was controlled by a back-pressure regulator in the gas line and all 

experiments were conducted at near-atmospheric pressure. The reaction products were cooled 

down indirectly using continuous chilled water flow. After cooling and condensation, the products 

were separated into gas and liquid. The product gas flow rate was measured through an ADM1000 

flowmeter from Agilent Technologies and the temperature of the gas flow after separation at the 

outlet was also measured for calculation of the mass flow of the gaseous products. The liquid 

products were collected in liquid containers (Fisher Scientific) and the gas products in gas bags 

(Saint Gobain Chemware FEP). Online flow cells were also installed on the path of liquid product 

flow and gas product flow for online spectroscopy as shown in Figure 3.1. In each flow cell, one 

end was connected to a light source and the other end was connected to a sensor for transmission 

spectra detection, with a potassium bromide (KBr) window of size 13 × 2 mm, being used for all 

the light paths. 

The liquid product, after condensation, first was allowed to flow between two windows 

through a flow cell with 5 cm optic path length for UV-Vis spectroscopy, followed by a flow cell 

with 0.2 cm path length for FTIR spectroscopy. The gaseous products flowed through a 50 cm 

long tubing cell for IR and NIR spectroscopy. 

The axial temperature profile was measured during reaction and it was found to vary by 3 ºC 

or less from top to bottom for all test conditions, i.e. acceptable for near-isothermal operation. The 

experimental conditions studied in this work covered the temperature range of 346–477 ºC and 
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normal propylene volumetric flow rate range of 172–440 ml/min (refer section 3.2.4). The pressure 

used was near-atmospheric, i.e. around 100 kPa absolute. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1. Schematic of the condensation of the products and the online flow cells. 

 

3.2.3 Analyses 

 

An ABB MB-3000 infrared spectrometer with liquid flow cell was employed for the IR 

analysis of the liquid samples collected in the experiments. Deuterated triglycine Sulfate (DTGS) 

detector, with a gain of 81 dB was employed by the instrument. The spectral parameters employed 

were: Resolution: 8 cm-1; Wavenumber range: 3400 – 700 cm-1; Number of scans: 120; Mode: 

Transmittance. Air was used as the reference material for each measured spectrum. Since the UV-

Visible and NIR spectroscopic data were not used in this study, the details of the respective 

spectrometers are not reported.  

Off-line product characterization was done by gas chromatography (GC). The gaseous 

product was analyzed using an Agilent 7890A Gas Chromatograph (GC-FID-TCD) equipped with 

Flame Ionization Detector (FID) for detecting hydrocarbons, combined with a Thermal 

Conductivity Detector (TCD) for detecting gases like CO2, H2, N2, etc. The liquid products were 
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also analyzed using an Agilent chromatograph flame ionization detector (GC-FID). A mass 

selective detector (GC-MS) was also utilized to assist in assignment of chromatographic peaks to 

different carbon numbers. The details of the gas chromatographic analyses are given in Table A.2 

in Appendix A. In order to calculate the mole ratio of a certain carbon number in the product, the 

possibility of the carbon number species existing both in the gas and liquid sample is taken into 

consideration.  

 

3.2.4 Data available 

 

Twenty-five sets of experiments were conducted in the temperature range of 346-477 ºC at 

five different volumetric flowrates between 172 and 440 mL/min for propylene conversion over 

H-ZSM-5 catalyst. Since the catalyst mass (0.15 g) used was constant for all reactions, the weight 

hourly space velocities (WHSV) are directly proportional to the volumetric flowrates and vary 

from ~120/h (172 mL/min) to ~300/h (440 mL/min). The reaction conditions along with the 

corresponding reactant conversions and the residence times are reported in Table A.3 in Appendix 

A. The statistics for the concentrations (in mole percent) of the hydrocarbon products at the reactor 

outlet calculated from GC analyses are given in Table 3.1. The full set of hydrocarbon product (C1 

to C10) concentrations is available in Table A.4 of Appendix A for the reader’s reference.  

FTIR spectra of the products were obtained in the wavenumber range of 3400 - 700 cm-1 (2942 

– 14286 nm) as these were adequate to identify the type of functional groups present in the 

products. A detailed analysis of the identified groups corresponding to the spectral peaks (after 

pre-processing) is given in section 3.4.3.2. The feed volumetric flow rates were converted to molar 

flow rates assuming ideal gas properties and in relation to standard conditions. The residence times 

in the catalyst bed were calculated from dividing the volume of the catalyst (constant for all 

reactions) by the volumetric flowrate of the reactant. Since this occurs at the reaction temperature, 

a correction term involving the ratio of room temperature to reaction temperature (in K) was 

multiplied to the previously obtained value. Pressure was maintained atmospheric always.   
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Table 3.1. Concentration data (in % mol) for the products of propylene conversion obtained 

from GC-FID/MS. 

 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 

Minimum 0.002 0.32 8.26 14.39 14.67 20.75 6.02 5.18 0.69 0.00 

Maximum 0.025 1.38 28.67 21.74 26.73 28.15 10.18 9.86 3.47 0.51 

Average 
a
 0.010 0.78 17.16 19.47 22.50 23.19 8.30 6.81 1.56 0.14 

a Averaged over 25 samples. 

 

3.3 Multivariate data analysis theory 

 

Pertaining to the discussion in section 3.1, the theory behind the different MDA techniques 

that are utilized in this work is given in this section. The following are discussed: principal 

component analysis (PCA), hierarchical clustering analysis (HCA), least squares-support vector 

regression (LS-SVR) and interval-Partial least squares regression (i-PLSR) as a specialized case 

of Partial least squares regression (PLSR).  

 

3.3.1 Principal component analysis (PCA) 

 

PCA has been used widely as an exploratory method for multivariate data analysis in diverse 

areas of science and engineering for detecting operational changes, as pre-filters for spectral library 

matching, pattern recognition for wavelength extraction in vibrational spectroscopy and also in 

meteorology. 40–43 An exhaustive review of the PCA approach is given by Jolliffe 44 and only the 

important points are mentioned in this section. Conceptually, PCA is a feature extraction method 

rather than a feature selection method. This is because it creates a set of linearly independent 

principal components from the existing variables (which may be correlated) by means of singular 

value decomposition of the data matrix. It does not select subsets of variables from the original 

data, but projects the original data into the principal component space. PCA is also commonly 

employed as data pre-processing for subsequent analysis such as clustering analysis, which is also 

done in this work. PCA reduces the dimensionality of a data set consisting of a large number of 

interrelated variables through an orthogonal transformation to produce a set of uncorrelated 
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variables and subsequent truncation of that set. The transformed variables that are retained (the 

principal components) are linear combinations of the original variables and represent most of the 

variation present in them. The principal components are ordered such that the first component 

accounts for the largest fraction of the variance, followed by the second principal component and 

so on.  

For choosing the number of components, a scree plot was considered where the variance 

explained by each principal component was plotted against the component number. The plot for 

each PCA might be different in terms of where the curve flattens out. The ‘elbow’ point after which 

further components did not contribute in increasing the variance explained significantly compared 

to previous components was chosen as the number of components in all cases investigated in this 

work. This was also checked with the plot of cumulative variance explained (sum of the eigen 

values of the covariance matrix) against the number of components. Details of how the loadings 

and scores are extracted from the data matrix are provided in section A.5 of Appendix A.  

In the current study, the chemical nature and composition of the reaction products depend on 

many factors such as temperature, propylene flow rate and conversion, residence times, etc. PCA 

was applied to examine which of these factors affected the products significantly and also to 

visualize product streams of similar nature, subsequently confirmed by HCA. The FTIR spectral 

data was also subjected to PCA as a pre-filter to forming clusters through HCA. PCA was 

performed using the Statistics and Machine Learning Toolbox in MATLAB R2017b (9.3.0) (refer 

section 3.4.3.1). 

 

3.3.2 Hierarchical clustering analysis (HCA) 

 

Clustering is an unsupervised grouping technique that has found application as a pattern 

recognition method in vibrational spectroscopy, a machine learning tool in medical science and 

other areas. 45–48 Clustering, unlike statistical classification where new objects are allotted into 

categories based on a training set of already categorized instances, assembles objects within a set 

based on a similarity measure. This results in objects in the same group or cluster being more 

similar to each other than to those in other clusters. The algorithm employed in this study for 

clustering was connectivity-based clustering, also called hierarchical clustering. 37 HCA was 

preferred over k-means clustering as it was difficult to determine the number of clusters to be 
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formed beforehand for the spectral dataset. 49 It uses a distance metric (Euclidean in our case) in 

the high-dimensional space of variables and provides a hierarchy of clusters represented in a 

dendrogram. Clusters that are distinct at a lower level in the dendrogram merge at higher levels as 

the threshold of distance used for distinction between clusters is changed.  

Hierarchical clustering analysis (HCA) can be carried out using an agglomerative or a divisive 

algorithm. Agglomerative (bottom-up) HCA takes each object as a separate cluster in the first step, 

and merges clusters step by step to form a higher-level hierarchy. Once the distance between 

existing observations are calculated, clusters are formed by linking pairs of objects closer to each 

other. This process continues till all clusters are merged together, thus forming the cluster tree, 

also called the dendrogram. ‘Linkage’ function in MATLAB is used for the purpose of linking 

clusters together based on ‘average’ linkage criterion in this work. The other common distance 

criteria are ‘single (minimum)’, ‘complete (maximum)’, ‘ward’ and ‘weighted average linkage’. 

Finally, the individual clusters are created by either specifying the number of clusters to the 

‘cluster’ function or deciding where to cut off visually from the dendrogram. Our current study 

utilizes HCA to find groups of similar objects in the spectral data and product streams, in order to 

be used as inputs and outputs to the regression models, respectively. HCA was performed 

employing the agglomerative approach with built-in functions in the Statistics and Machine 

Learning Toolbox in MATLAB R2017b (9.3.0). 

 

3.3.3 Least squares – support vector machine (LS-SVM) regression 

 

It is easier to derive LS-SVM from the basic knowledge of support vector machines (SVM). 

The use of SVMs for classification as a supervised learning technique was first introduced by 

Vapnik  25 (in 1995) as a linear method whereas the LS-SVM formulation was proposed by 

Suykens 28 in 2002. SVM maps a given sample set to a higher dimensional space and further 

separates the samples into categories with a clear divide. In simple terms, this process enables new 

test samples to be recognized and allocated to their respective categories. 

Support Vector Regression (SVR) is an extension to SVM and utilizes the same principle as 

SVM. SVR bears a clear advantage over other regression methods like principal component 

regression (PCR) and partial least squares regression (PLSR) due to its ability to tackle non-linear 

problems, which can model real-world systems better. 50 While developed as a linear technique, 
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the use of the so-called kernel trick allows it to be applied to nonlinear problems. A kernel function 

is used to map the original data onto a higher-dimensional feature space, where the regression can 

be treated as a linear problem. This transformation is depicted in Figure A.2 in Appendix A.  

For a typical classification problem on a given set of training data with observations X = 

{𝑥𝑖𝑅𝑛 , 𝑖 = 1, 2, . . , 𝑛)} (𝑅𝑛 is the 𝑛-dimensional vector space) and corresponding outcomes 𝑦 = 

{𝑦𝑖𝑟, 𝑖 = 1, 2, . . , 𝑛)} (𝑟 is a one-dimensional vector space), the discriminant function is given in 

equation 3.1 as follows: 

                                                   𝑦∗(𝑥𝑖) = 𝑤𝑇∅(𝑥𝑖) + 𝑏                                               Equation 3.1 

where ∅ is the function used for the nonlinear transformation to the higher dimensional space, 

𝑤 is the parameterized weight vector that can also be viewed as a normal vector to the decision 

hyperplane that facilitates maximum margin between the separated classes, 𝑏 the model bias or 

the offset and 𝑦∗ is the predicted value. The objective function that needs to be optimized remains 

the same in both LS-SVM and SVM except that a classical squared error function (similar to MLR 

and PLSR) is used in LS-SVM as compared to Vapnik’s -insensitive error in SVM. The -

insensitive error determines whether a calibration sample is redundant or a support vector 

depending on the residual error. The final prediction of the SVM model is dependent on the support 

vectors. 

The cost function for the optimization problem in LS-SVM becomes  

 

                Minimize 𝐺 =
1

2
𝑤𝑇w +

𝛾

2
∑ 𝑒𝑖

2n
i=1      

                               where 𝑒𝑖 = 𝑤𝑇∅(𝑥𝑖) + 𝑏 − 𝑦𝑖  is the estimation error 

                                subject to: 𝑦𝑖 (𝑤𝑇∅(𝑥𝑖) + 𝑏) = 1 − 𝑒𝑖; 𝑖 = 1, 2, … , 𝑛 

             𝛾 is the regularization parameter                            Equation 3.2 

 

LS-SVM replaces inequality constraints in SVM with equality constraints that is reflected in 

the error term in equation 3.2. The first term penalizes the weight vector (𝑤) and intends to 

maximize the separation margin, while the second term directs the error towards a minimum. 

Since it is difficult to classify all training samples in the case of nonlinear data with a linear 

boundary, the regularization parameter (𝛾) is introduced to account for the balance between 

maximizing the hyperplane margin (characterized by 𝑤) and minimizing the error of 
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approximation for the training samples (𝑒i) and a higher value can have a direct effect on reducing 

the model offset, 𝑏. Since the nonlinear feature space has potentially infinite dimensions, the cost 

function is combined with the constraints and expressed in Lagrangian dual form as in equation 

3.3: 

                                𝐿(𝑤, 𝑏, 𝑒;) = 𝐺 − ∑ 𝑖(𝑤𝑇∅(𝑥𝑖) + 𝑏 + 𝑒𝑖 − 𝑦𝑖) 𝑛
𝑖=1                  Equation 3.3     

 

where 0 ≤ 𝛼𝑖 ≤ 𝛾 are the Lagrange multipliers learned from the data and describe each 𝑥𝑖. A 

major advantage of the SVM framework is that there are no issues with local minima. 51 Further 

details regarding the solution of equation 3.3 is given in section A.6 in Appendix A.  

The typical kernel functions reported in literature are linear, polynomial, sigmoid and 

Gaussian radial basis function (RBF). However, only polynomial and RBF kernels are utilized in 

this work, as given in equation 3.4 and equation 3.5, respectively. The notion behind applying 

these two kernels is given in section 3.4.4. A conjugate gradient (CG) algorithm is generally 

applied for the case of large data sets to iteratively solve equation 3.3 keeping in mind the 

requirement that 𝐾 is positive definite. The reader is referred to Schölkopf and Smola 36 for further 

details regarding the solution to the above optimization.  

 

                              𝐾 = ∅(𝑥𝑖)
𝑇∅(𝑥𝑗) = 𝐾(𝑥𝑖, 𝑥𝑗) = (𝑥𝑖

𝑇𝑥𝑗 + 𝑡)
𝑑
                            Equation 3.4 

                          𝐾 = ∅(𝑥𝑖)
𝑇∅(𝑥𝑗) = 𝐾(𝑥𝑖, 𝑥𝑗) = exp (−

||𝑥𝑖−𝑥𝑗||
2

2

2𝜎2
)                  Equation 3.5 

 Hence, the prediction for a new observation, 𝑥, becomes: 

                                             𝑦∗(𝑥) = ∑ 𝑖
𝑛
𝑖=1 𝐾(𝑥𝑖, 𝑥) + 𝑏                                          Equation 3.6      

 

Equation 3.5 suggests that the RBF kernel function is a measure of similarity between 2 

training samples in the nonlinear space with similar samples (𝑥𝑖, 𝑥𝑗) resulting in the RBF kernel 

moving towards 1 and dissimilar samples making the kernel move towards 0. The hyper-

parameters 𝑡, 𝑑, 𝛾 and 𝜎2 are computed from the training dataset by tuning the model for each 

output dimension and their optimized values are reported along with the results for each input-

output combination (Table 3.2 in section 3.4.2). The disadvantage with SVM is that an added 

parameter,  needs to be estimated in addition to the kernel parameters in all cases. 𝑑 represents 
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the degree of the polynomial, 𝑡 denotes the constant term and 𝜎 refers to the width of the RBF 

kernel. 𝜎 (values reported as 𝜎2 in this work) is a measure of how sensitive the output (𝑦) is to any 

change in the input (X) in the calibration data. A higher kernel width is indicative of a more linear 

relationship with a less complex solution, whereas a lower 𝜎 is a sign of high sensitivity and 

nonlinearity between X and 𝑦. The training time increases linearly with the number of dimensions 

in the dataset, which served as an additional motive to carry out dimension reduction. However, 

the computational times observed in this work were well within the scope of realizing a real-time 

monitoring protocol for the propylene oligomerization process. The LSSVMlab1.8 toolbox was 

used in our study to implement the LS-SVR in MATLAB R2017b (9.3.0). 52 

 

3.3.4 Full spectrum partial least squares regression (PLSR) and interval-partial least 

squares regression (i-PLSR) 

 

The theory of PLSR is well known and comprehensively documented in the literature and also 

shown to be useful for NIR calibration. 15–17 Since this also forms the basis for i-PLSR, only the 

main idea of PLSR and subsequently i-PLSR is discussed in this section. In PLSR, the multivariate 

output variable or the property of interest (𝑦) is predicted from the multivariate input spectra (for 

example) (𝑋 = (𝑥𝑖𝑘, 𝑖 = 1, 2, . . , 𝑛; 𝑘 = 1, 2, . . , 𝐾)) where 𝐾 is the number of spectral channels and 

𝑛 is the number of observations, by means of a simple linear predictor similar to equation A.1: 

          𝑦 = 𝑏X                               Equation 3.7      

The central idea of PLS regression is that after implementing PCA on both 𝑦 and X to obtain 

the latent variables, the individual loading axes are rotated to create a situation where maximum 

variance in the output is explained by the input. A way to do this is to maximize the covariance 

between the respective scores. Representing highly correlated spectral ensembles with redundant 

data in the form of orthogonal, independent variables that are linear combinations of their 

predecessors reduces model complexity, thereby helping in improving the predictive ability of the 

developed models. In the case where ≤ 3 latent variables are able to explain majority of the output 

variance, the data can be plotted in a 2-D or 3-D graph to visualize the input-output relationships.  

Interval PLS regression is more useful for concentrating on sections of the original spectral 

channels that can influence the output or desired characteristic to a greater degree by removing 

possible interferences from other variables. The whole spectrum is divided into a pre-decided 



 

64 

 

number of intervals of equal width on which PLS regression is applied and the results of each 

model on the sub-intervals are compared based on the model performance parameters (described 

in section 3.4.5). The comparison would make sense only if the number of underlying components 

for the individual sub-models are optimized. Further optimization of the intervals by shifting and 

varying the interval width on either side was out of scope for this work but was implemented by 

Norgaard et al. 20 Out of all the calibration models inspected in this work, i-PLSR was applied only 

with spectral data, both as a means of wavelength selection to reveal carbon number specific 

reaction chemistry as well as an improvement in the predictive power as compared to the full 

spectrum PLSR. The built-in function, ‘plsregress’ belonging to Statistics and Machine Learning 

toolbox in MATLAB R2017b (9.3.0) was used for PLSR. The iToolbox (version 1.1 – April 2005) 

developed by Norgaard and Leardi 53 was used for building the i-PLSR models in this work. 

 

3.4 Modeling methods 

 

3.4.1 Training and validation sets 

 

The data shown in Table A.3 in Appendix A is split into 2 sets for model building and 

performance estimation as follows: 

a. Calibration or training dataset: Experiments 6 – 20 were used for constructing all models 

in this work. This was not an entirely random selection because care was taken to ensure 

that the product compositions in the calibration set spanned a similar range as in the 

validation dataset, though the difference was minimal as the concentrations were more 

sensitive to temperature change than to flowrate variation and the experiments 6 – 20 

comprised of almost the entire temperature range used in this work. 

b. Validation dataset: Experiments 1 – 5 and 21 – 25 were used as independent test sets to 

investigate the prediction ability of the calibrated model in terms of accuracy and speed. 

Though two samples involving the highest and lowest flowrates (0.426 and 1.090 mol/h) 

and temperatures (346 ºC and 477 ºC) are included in this set, the other samples consist of 

temperatures within the range of the calibration set. It was seen that temperature had a more 

prominent effect on product yield and nature (as discussed in the Results and Discussion 

section), so ensuring that the temperature range in the validation set was within the range 
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covered by the calibration set was important. Since the number of samples in the training 

set and validation set is limited, the learning efficiency of the model is tested with a 

growing number of samples in the training set (increased from 15 – 20) as well as a 

decreasing number of training set samples (decreased to 10). The results of this procedure 

are reported in section 3.5.9.  

 

3.4.2 Types of models: Inputs and outputs 

 

To test the prediction capability and efficiency of the regression techniques utilized in this 

study, six different combinations of inputs and outputs are tested, as communicated in Table 3.2. 

 

Table 3.2. Regressor and output combinations for regression models constructed in this work. 

 

Combination 

No. 
Input/Regressor Output Regression methods compared 

1 
Temperatures & Molar 

flowrates (Table A.3) 

Full C1 – C10 

concentrations 

(Table A.4) 

PLS, LS-SVM-Poly a &  

LS-SVM-RBF b 

2 
Temperatures & Molar 

flowrates 

Lumped 

concentrations   

(Table 3.3) 

PLS, LS-SVM-Poly &  

LS-SVM-RBF 

3 
Full spectrum FTIR 

intensities 

Full C1 – C10 

concentrations 

PLS, i-PLS, LS-SVM-Poly &  

LS-SVM-RBF 

4 
Full spectrum FTIR 

intensities 

HCA Lumped 

concentrations 

PLS, i-PLS, LS-SVM-Poly &  

LS-SVM-RBF 

5 
HCA (4 cluster) 

intensities (Table 3.4) 

Full C1 – C10 

concentrations 

PLS, LS-SVM-Poly &  

LS-SVM-RBF 

6 
HCA (6 cluster) 

intensities (Table 3.5) 

Full C1 – C10 

concentrations 

PLS, LS-SVM-Poly &  

LS-SVM-RBF 

a Polynomial kernel-based LS-SVM abbreviated as LS-SVM-Poly; b RBF kernel-based LS-SVM 

abbreviated as LS-SVM-RBF. 
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3.4.3 Data pre-processing 

 

3.4.3.1 Software tools and other operations for pre-processing 

 

MATLAB R2017b, Mathwork Inc. (9.3.0) software that utilized the University of Alberta 

academic license and run on a MacOS (Version 10.13.3) was employed for all analytical 

techniques in this work. Due to the difference in the ways of implementing the preprocessing 

techniques for different dimension reduction and regression models, it was deemed essential to 

specify how they were carried out in this study.  

The transmission spectra collected were converted to absorption spectra, followed by baseline 

correction and data smoothing prior to dimension reduction and clustering (PCA, HCA) or 

regression (LS-SVM & PLS). Baseline correction was performed using the ‘msbackadj’ function 

in the Bioinformatics toolbox in MATLAB. It estimates the baseline points for multiple regions of 

the spectra every 200 wavenumber units. The regression method used for baseline fitting was 

‘pchip’, which uses a piecewise cubic polynomial. Smoothing of the baseline corrected intensities 

was done with ‘mssgolay’ function in Bioinformatics toolbox in MATLAB. It is based on the well-

known Savitzky – Golay filter that eliminates noise using a least-squares lower degree polynomial 

(degree 2 in this study). 54 Since the wavenumbers in our case were equally spaced, the window-

size sliding frame for smoothing was based on the wavenumber index and 15 samples were used. 

It was found that smoothing removed certain troughs in the peaks though it did not have a 

significant effect on the data analysis results. Visual inspection did not reveal any significant noise 

present in the baseline that warranted the use of a filter. Nevertheless, smoothing was carried out. 

Normalization was performed by standardizing the data, which is a combination of mean 

centering (variable mean is 0) and auto-scaling (making variable standard deviation as 1). This 

was done by using the ‘zscore’ function belonging to Statistics and Machine Learning toolbox in 

MATLAB. Before conducting PCA, HCA and PLSR, all input features were standardized so as to 

bring the features on the same scale to account for variability in the data. On the other hand, 

standardization of the variables in LS-SVM was done during initialization of the object-oriented 

structure representing the LS-SVM model by supplying the function argument ‘preprocess’. 

Particular details of how the inputs and outputs were supplied to the calibration models are given 

in section A.7 of Appendix A.  
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3.4.3.2 Identification of spectral features 

 

Initially, it was considered worthwhile to assign the spectral features to potential functional 

groups in the products. The absorption spectra after baseline correction and standardization are 

presented in Figure 3.2. It should be pointed out that the reaction conditions for propylene 

conversion were such that at all conditions hydrogen transfer and aromatization reactions were 

anticipated. 3 This was confirmed by the infrared spectra (Figure 3.2) where all instances contained 

aliphatic and aromatic absorption peaks. The main absorption bands were identified based on 

literature. 55 The most prominent features in the infrared spectra were due to the aliphatic sp3 C-H 

(methyl and methylene groups) stretching vibrations at ~2960, ~2930 and ~2875 cm-1, as well as 

the sp3 C-H bending deformation at ~1465 and ~1380 cm-1 respectively. The first overtone of the 

aliphatic C-H deformation is seen at ~2735 cm-1.  

The products produced were mainly olefins with a methylene group (R2C=CH2) and trans-

internal olefins. Methyl branching was proved to be much lesser in a ZSM-5 catalyzed oligomer 

product than from a non-shape selective oligomerization. 2,3 The main absorption bands of the 

olefins with methylene group can be seen as sp2 =C-H2 stretch at ~3008 cm-1 and ~2985 cm-1 (seen 

as unresolved shoulder at ~3000 cm-1 in Figure 3.2), alkene -C=C stretch at ~1650 cm-1 and -CH2 

wag at ~890 cm-1. The presence of the trans di-substituted internal olefins can be seen as sp2 =CH 

bend at ~990 cm-1 and trans -CH wag at ~965 cm-1. There was also evidence of tri-substituted 

internal olefins as recognized from the existence of peaks at lower frequencies (~820 cm-1). 

The absorption peaks of the aromatic products were not as prominent as the absorption peaks 

of the aliphatic compounds. This was due to the relative absence of significant peaks in the 800-

690 cm-1 that would be typical of substituted benzenes. However, many of the spectral features of 

the substituted benzenes were obscured by the substituted olefin bending deformations in the 900-

820 cm-1 region and also close proximity of the aromatic -C=C- stretch to the aliphatic -C=C- 

stretch in the 1650-1500 cm-1 domain. This provided additional justification for the use of PCA 

and a wavelength selection method like i-PLS to assist with data analysis.  
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Figure 3.2. The IR spectra after pre-processing (without smoothing). The twenty-five spectra 

correspond to the products from each of 25 experimental conditions (Table A.3 in Appendix A).   

 

3.4.4 Model tuning and optimization 

 

A comparison between different calibration models for regression makes sense only when 

consummate results are achieved by optimizing the respective model tuning parameters 

corresponding to each output variable in the training dataset. In every case, the criteria for arriving 

at the optimum parameters is assessed through minimization of the root mean square error in cross-

validation (RMSECV - refer section 3.4.5). Leave-one-out (LOO-CV) or n-fold cross validation 

(for n samples/observations in the calibration set) was used for training the models (except in i-

PLS) as it has been shown to be robust against model mis-specification and preferable for smaller 

sized training set, as in our case (15 calibration samples). 28,56 The reason for this advantage is 

because LOO-CV focuses on point prediction only and no prior knowledge of the observation data 

is required. But this can lead to overfitting, which is also evaluated in this study by comparing with 

the root mean square error of prediction (RMSEP). However, k-fold CV was also evaluated with 

varying k between 2 and 14 for the training set and was found to yield very similar results as LOO-

CV. The parameters to be tuned for each regression method are as follows: 

(i) PLSR – The number of latent variables (LV) or factors extracted from the training set is 

the only key parameter in the PLS calibration model. A balance needs to be achieved 

between the number of components that describe the variance of the regressors and the 

prediction ability of the PLS model. Using higher than the required number of factors 
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complicates the model and can reduce its generalizability, also leading to increased 

computational time. The prediction error is drastically increased when using lower than the 

optimum number of components in PLSR. ‘plsregress’ function gave the mean squared 

error for each added latent variable for all the 6 combinations investigated in this work 

(Table 3.2). The variance explained by the number of components that showed least mean 

squared error was also verified to fall in the ‘elbow’ region of the scree plot (as explained 

in section 3.3.1). Some chemometricians also prefer to use the predicted residual errors 

sum of squares (PRESS) statistic to assess the model performance, but RMSE minimization 

of the LOO-CV was chosen for this work. 33,57 

(ii) i-PLS – The 350 wavenumber channels are divided into equidistant subintervals and the 

number of latent variables in the PLS model for each interval was optimized in i-PLSR. 

This was carried out by ‘ipls’ function in the i-Toolbox. 53 The performance of each spectral 

interval, in terms of the minimized RMSECV, is compared with the global RMSECV to 

decide the best performing interval that can be used for independent prediction. The 

optimum number of LV for the individual intervals is different (mostly lower) than that for 

the global model and they are obtained through a five segmented cross validation (Venetian 

blinds) method. 53,58 Specific details of this method are given in section A.8 of Appendix 

A.  

(iii)  LS-SVM – Irrespective of the type of kernel used, the regularization parameter (𝛾) needs 

to be optimised during model training. The kernel parameters necessary to be tuned, along 

with 𝛾, pertaining to this work are: (a) the square of the kernel width (𝜎2) for the RBF 

kernel (equation 3.5); (b) the intercept (𝑡) and degree (𝑑) for the polynomial kernel 

(equation 3.4). As in previous methods, the tuning process was based on minimization of 

a target squared error cost function with subsequent RMSE determination for the LOO-CV 

process. This optimized combination of the hyper-parameters (𝛾 & 𝜎2  (or) 𝛾, 𝑡 & 𝑑) was 

obtained by SIMPLEX method, for which the starting values were provided by coupled 

simulated annealing (CSA) 59 rather than a trial and error approach as adopted in certain 

studies. 38 The lower and upper bounds over which the search is conducted in CSA are e-10 

and e10, respectively. 52 It is superior over a gradient descent optimization, since it avoids 

local minima and reduces sensitivity of the algorithm to initialization parameters, while at 

the same time carrying the process towards unique and ostensibly optimal values. This 
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behavior is seen in our work as the starting and the final optimized values of the hyper-

parameters are of the same order of magnitude. Refer SI for a brief description of the 

SIMPLEX method adopted in this work.  

 

Both in this study as well as in previous works in chemometrics involving LS-SVMs, 24,38 

RBF kernels were found to give lowest prediction errors for majority of the outputs, among the 

different kernels used in the literature. They were reported to be suitable in modeling spectral-

concentration relationships quite well. Having said that, there has been evidence in some cases that 

the performance of polynomial kernels was equivalent to that of RBF, which motivated us to 

inspect them as well. 26,60 In addition, since spectrum-property relationships are mostly nonlinear 

in nature, 31 RBF and polynomial kernels suited our data better than a linear kernel, for example. 

An exhaustive comparison with other types of kernels (linear, sigmoid, etc.) was not pursued. The 

RBF kernel lies within the limits [0,1] while the polynomial kernel varies between [0, ), which 

makes computation involving the polynomial kernel more complex.  

 

3.4.5 Model performance evaluation 

 

Once the parameters for each regression model were estimated based on the above-mentioned 

methods (section 3.4.4), the performance of the developed calibration model for the prediction of 

the validation dataset samples was evaluated on the basis of the following statistical parameters as 

shown in Table A.5 in Appendix A. In addition to the RMSECV, two other types of RMSE are 

compared in this work: RMSEC (error of calibration for the training set) and RMSEP (error of 

prediction for the validation dataset). Ideally, for a perfectly optimal model, the three values should 

be equal. However, in reality, the RMSEP is mostly greater than RMSEC and the criteria for 

determining extent of overfitting is their difference as well as the gap between RMSECV and 

RMSEP. If RMSEP is vastly greater than RMSECV or RMSEC, it means that the model is not 

able to predict accurately for new, real-time and independent datasets and is suggestive of 

overfitting and too much flexibility. 

In this work, the accuracy of multivariate regression techniques is investigated with 

predictions for the individual carbon number concentrations with the validation set (section 

3.5.3.2), in addition to the product composition distribution as a whole for each condition in the 
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validation set (section 3.5.3.3). RMSE is particularly useful in these cases as it places a significant 

weight on larger errors due to squaring of the absolute error as reflected in the formula (Table A.5 

in Appendix A). A fair comparison of model performance can also be made by bringing the errors 

on the same scale. RAE, unlike RMSE, not only considers the averaged difference between the 

predicted and the target values, but also calculates a normalized absolute error. Obviously, since 

RMSE and RAE are negatively oriented scores, a lower value is suggestive of a more accurate 

model.  

Meanwhile, the coefficient of determination (𝑅2) is purely a measure of the correlation 

between the observed and the predicted values, i.e. the higher, the better. From a statistical 

perspective, it indicates the fraction of output variance explained by the calibrated model inputs. 

According to this definition (Table A.5 in Appendix A), 𝑅2  can take negative values, which simply 

means that the fit is worse than a horizontal line. The regression equation is always indicated in 

the correlation plots as it can be extrapolated to give the likelihood of future outcomes falling 

within the predicted outcomes as well. 𝑅2 values are also reported for the calibration data and is 

referred to as 𝑅𝐶
2. 

 

3.5 Results and Discussion 

 

3.5.1 Principal component analysis (PCA) 

 

As a preliminary step, it was important to understand not only the relationship between the 

different variables in the process, namely, temperature, flow rates of propylene, residence times, 

conversion and product composition but also variance in the spectral dimension. Hence, PCA was 

applied to two sets of data: (1) to the 4 columns in Table A.3 in Appendix A along with the 10 

product compositions (Table 3.1), all acting as the variables; and (2) to the FTIR spectra, 

considering the intensities at the 350 wavenumbers as the variables. In both situations, the 15 sets 

of operating conditions in the training set acted as the samples.  

Let us consider case (1). The loading vectors possess two attributes, namely, the direction and 

the magnitude. The direction is determined by the sign of the loading, i.e., a positive or a negative 

loading implies that the contribution of that variable to that principal component is in the positive 

or negative direction, respectively. The magnitude indicates the amount of contribution of that 
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variable towards the variance of that principal component. The loadings along with the scores for 

the first two principal components are shown in a biplot in Figure 3.3. The first two principal 

components account for 93 % of the total variance with the first component alone contributing 84 

%. According to the scree plot for this PCA, the contribution of more than two components was 

deemed insignificant as compared to the first two. For the first component, temperature and feed 

molar flow rate have high positive loadings (Figure 3.3), respectively along with the product 

concentrations, C1, C2, C3 and C6 having loadings in the range of 0.21-0.31. This indicates that 

increasing the temperature and feed flow rate would increase the concentration of those product 

streams. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3. Biplot for PCA done on set (1) with 14 variables (follow blue lines) and 15 

observations (red values). 

 

An increase in flow rate decreases the residence time (opposite signs of loading for 𝑡𝑅𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛
 

and 𝐹𝑚𝑅𝑇
) as well as the conversion of propylene (-0.30 loading). This might suggest that C1 and 

C2 are formed mainly with an increased temperature and a decreased residence time which lowers 

the conversion of propylene to C1 and C2. Figure 3.3 also shows that C1 and C2 are quite close to 

each other as are C3 and C6. These groupings give an indication of the reaction chemistry. C1 and 

C2 are mostly by-products formed by cracking of propylene and heavier molecules, which is 

explained by correlation with temperature. C6 is mostly formed by dimerization of C3 but further 

conversion of C6 is limited by decreasing the residence time (present in vicinity of experiments 19 
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and 20). This also explains the higher C6 concentrations in the product (Table A.4 in Appendix A). 

These observations are in-line with the mechanism proposed by Quann et al. 3 

The second principal component, which accounted for 9 % of the total variance explained, 

gives opposite loading directions for 𝐹𝑚𝑅𝑇
 (0.48) and 𝑡𝑅𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛

 (-0.43), which follows the 

interpretation from the first PC. Temperature is in the same direction as C1 and C2, which supports 

the fact that cracking is a major cause for their formation. An interesting observation is that an 

increase in the residence time is directly correlated with increase in the C7 - C10 concentrations for 

both PCs as seen from Figure 3.3. Addition reactions (involving conjunct polymerization, i.e. 

cyclization and aromatization) are a possibility at higher residence times and can be a potential 

cause for formation of heavier products. 2 The product streams are, thus, grouped into 4 categories 

based on PC loadings as given in Table 3.3. However, this grouping needed to be confirmed with 

HCA as described in section 3.5.2.  

 

Table 3.3. Product stream groups based on PCA. 

 

Carbon numbers associated 

in a product stream group 
Description 

C1, C2 Light stream 

C3, C6 Dimer product 

C4, C5 Mid-stream 

C7, C8, C9, C10 Heavy stream 

 

The presence of any distinct outliers in the experiments conducted was discarded based on the 

scores, thus no sample was left out while performing the PCA. Furthermore, they are well 

separated on the molar flow rate direction, illustrated by samples in the second and third quadrant 

(Figure 3.3), where the experiments conducted at lower flow rates (6, 7, 8) are in the vicinity of 

heavier hydrocarbons (C4 - C10) as compared to the feed (C3). The experimental points with higher 

flow rates are not as close to the lighter products (C1, C2), thus reiterating the claim that 

temperature rather than residence time is the major driving force for their formation. It has to be 

mentioned that if the loadings and scores are accommodated in the same plot, the scores are scaled 

down by a scalar factor as in Figure 3.3. 
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The loadings plot for the first two principal components in case (2) with the respective 

wavenumbers are given in Figure 3.4. A graph of both PCs plotted against each other is given in 

Figure A.3 in Appendix A. The scores plot for case (2) between the first two principal components 

is shown in Figure 3.5.  

 

  

 

 

 

 

  

 

 

                                 (a)                                                                         (b) 

Figure 3.4. Loadings plot with 350 wavenumbers as variables. (a) First principal component 

loadings vs. wavenumbers; (b) Second principal component loadings vs. wavenumbers. 

 

PCA on spectral data clearly showed the need for dimension reduction in the wavenumber 

direction. The first principal component accounted for 82 % of the variance, while the second and 

third component explain a further 7.5 % and 4.8 % of the variance, respectively. The wavenumbers 

corresponding to baseline intensities have very small loadings, i.e. those which are grouped closer 

to the origin in Figure A.3 in Appendix A. These can also be seen as near to the x-axis in Figure 

3.4a and Figure 3.4b. On the other hand, prominent directions in the spectral data are determined 

by certain wavenumber indices that represent the appropriate functional groups quite well.  

The first PC shows higher negative loadings for sp3 C-H stretches that can be seen as a group 

from the index 280 in Figure A.3 with 2962 cm-1 (point 294) being the highest contributor in the 

second PC as well. These are visible as lines below the x-axis in the 2970-2850 cm-1 region in 

Figure 3.4. To the right side of the plot (Figure A.3 in Appendix A), indices 296-299 (3005-2977 

cm-1 in Figure 3.4) have a high positive loading on the first PC and likely represent alkene sp2 C-

H stretches. These wavenumbers showed particularly high loadings of 0.13-0.23 on the third PC, 

thus providing a meaningful direction to the spectral interpretation and indicating the dominance 
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of olefinic products. The points 23-33 in Figure A.3 in Appendix A (950-870 cm-1 in Figure 3.4) 

most likely correspond to sp2 C-H bend from substituted alkenes along with -CH2 wag.  

Aromatic C-H stretch can be attributed to the points 309-310 (~3080 cm-1) that have 

significant positive loadings only for the first PC. There is also a group of wavenumber points in 

the third quadrant (Figure A.3 in Appendix A) that had equivalent contributions on both first and 

second PCs (indices 2-15, i.e. 810-710 cm-1 – right end of both the plots in Figure 3.4), indicating 

aromatic C-H bend in mono and di-substituted benzenes, which are a result of ring-closure 

phenomena. Overall, this plot echoes the discussion in section 3.4.3.2 where the focus was on 

assignment of the peaks to possible functional groups that could point toward the chemical nature 

of the products. 

 

 

 

 

 

 

 

 

 

Figure 3.5. Scores plot for first two principal components for the case where PCA was applied to 

spectral data. 

 

The scores (Figure 3.5) distribution does not warrant the removal of any observation as an 

outlier, like in case (1). However, HCA was required to be done on the qualitative information 

extracted by PCA to ascribe cluster numbers to the variables that were used as inputs and outputs 

for regression analysis in this work.   

 

3.5.2 Hierarchical clustering analysis (HCA) 

 

The next step was to perform HCA for both the cases described in the previous section in 

order to quantitatively inspect the hypothesized groupings that resulted from PCA. For case (1), 
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HCA was applied on the loadings of the first two principal components (that captured most of the 

variance in the variables as detailed in section 3.5.1) with the product composition from C1 to C10 

as the objects and clustered into 4 groups. The linkage method used for grouping clusters was 

‘average’ since it gave the highest cophenetic correlation coefficient of 0.94, i.e. a measure of how 

well the distances between the clusters containing the product composition objects correlate with 

the Euclidean distance between those objects. The default ‘single’ linkage method gave the least 

cophenetic correlation coefficient of 0.90.  

From the dendrogram of this clustering as shown in Figure 3.6, it is clear that the 4 groups of 

product streams hypothesized in Table 3.3 are possible when the cut off line is drawn at any 

distance value between 0.194 and 0.285. Interestingly, a 5-cluster grouping is also possible if the 

line is drawn between 0.137 and 0.194, the difference being the further splitting of the C7-C10 

group into C10 as one and C7-C9 as the other. However, to decrease the complexity of the problem, 

only the four-cluster combination is considered for regression in this work. As an aside, clustering 

purely based on raw data of product composition (after standardization) also yielded a similar 

cluster distribution.  

In case (1), where only product compositions were considered, it was straightforward to 

visualize the cluster formations from PCA (Figure 3.3) due to the lesser number of variables that 

were taken into consideration. In contrast, it was difficult to assign the wavenumbers to particular 

groups just from the PCA loadings plot (Figure A.3 in Appendix A or Figure 3.4) for case (2) due 

to increased number of features (350 spectral channels) and cluttered nature of the data. 

The clustering of the spectral data was important to this work because it was used as one of 

the inputs in the regression methods for predicting the product composition as will be discussed in 

section 3.5.7. HCA was applied to the loadings of the first three principal components obtained 

from PCA of the spectral data (case (2) in section 3.5.1) and divided into 4 and 6 clusters. The 

individual division of the 4 and 6 clusters and their chemical resemblance is provided in Table 3.4 

and Table 3.5, respectively. 
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Figure 3.6. Hierarchical cluster tree for product composition based on PCA loadings. 

 

Table 3.4. Summary of the 4-cluster division on FTIR spectra given by HCA. 

 

Cluster 

number 
Index 

Wavenumber 

(cm
-1

) 
Chemical description 

1 288 – 295 2970 – 2916  Methyl sp3 C-H stretch 

2 277 – 287 2908 – 2831  
(i) Methylene sp3 C-H stretch (2908–2850 cm-1) 

(ii) 1st overtone of sp3 C-H bend (2840–2831 cm-1) 

3 

a) 1–23 

b) 40–122 

c) 127–276 

d) 311–350 

a) 871–702 

b) 1635–1002 

c) 2823–1674 

d) 3394–3093 

(i) Aromatic sp2 C-H bend (minor)  

(840–702 cm-1 region) 

(iii) Baseline intensities 

4 

a) 24–39 

b) 123–126 

c) 296–310 

a) 995–879 

b) 1666–1643 

c) 3085–2977 

(i) Alkene sp2 C-H bend (mono and di-substituted 

olefins) (995–879 cm-1) 

(ii) Alkene C=C stretch (minor) (1666–1643 cm-1) 

(iii) Alkene sp2 C-H stretch (3008–2977 cm-1) 

(iv) Aromatic sp2 C-H stretch (3085–3008 cm-1) 

 

 

 

 

 

 



 

78 

 

Table 3.5. Summary of the 6-cluster division on FTIR spectra according to HCA. 

 

Cluster 

number 
Index 

Wavenumber 

(cm
-1

) 
Chemical description 

1 288–295 2970–2916 Methyl sp3 C-H stretch 

2 277–287 2908–2831 
(i) Methylene sp3 C-H stretch (2908–2850 cm-1) 

(ii) 1st overtone of sp3 C-H bend (2840–2831 cm-1) 

3 

a) 1–23 

b) 40–88 

c) 104–121 

d) 127–276 

e) 311–350 

a) 871–702 

b) 1373–1002 

c) 1627–1486 

d) 2823–1674 

e) 3394–3093 

(i) Aromatic sp2 C-H bend (minor)  

(840–702 cm-1 region) 

(ii) Aromatic C=C stretch (1627–1486 cm-1 region) 

(ii) Baseline intensities (b, d, e) 

4 
a) 24–39 

b) 300–310 

a) 995–879 

b) 3085–3008 

(i) Alkene sp2 C-H bend (mono and di-substituted 

olefins) (995–879 cm-1) 

(ii) Aromatic sp2 C-H stretch (3085–3008 cm-1) 

5 296–299 3001–2977 Alkene sp2 C-H stretch (3008–2977 cm-1) 

6 
a) 122–126 

b) 89–103 

a) 1666–1635 

b) 1488–1380 

(i) Alkene C=C stretch (minor) (1666–1635 cm-1) 

(ii) sp3 C-H bend (1465–1380 cm-1) 

 

‘Average’ method, with the highest cophenetic correlation coefficient of 0.96 was used for the 

linking procedure based on Euclidean distance. Since there were 350 wavenumbers present, the 

hierarchical cluster tree output consisted of only 30 base leaf nodes by collapsing the lower level 

nodes for easier visualization. The cut off margin in the dendrogram was quite low for the 6-cluster 

formation as compared to 4 clusters. It is worthwhile to mention here that there are a small number 

of wavenumbers for which no meaningful bonds/functional groups have been identified based on 

the knowledge about the products. These points are classified as baseline intensities (3rd cluster). 

Furthermore, the assignments were not unambiguous, but were made by identifying the most likely 

origin of the absorption band, since some wavenumber regions were crowded and there could be 

more than one plausible assignment. 

A similar distribution of wavenumbers was obtained when HCA was performed directly on 

the spectral data before PCA with a small change that the aromatic C-H stretch wavenumbers 
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shifted to the third cluster merging with the baseline intensities for both 4 (Table 3.4) and 6 cluster 

(Table 3.5) distributions. The clusters obtained provide a complete picture of the functional groups 

present in the products and also seem to connect well with the PCA model. In the case of 4 clusters, 

the HCA distinguished between aromatic C-H deformations (cluster 3) and aliphatic alkene sp2 C-

H deformations (cluster 4) by grouping them into separate clusters. However, the bend for tri-

substituted olefins overlapped with the aromatic C-H bends in cluster 3. Although sp3 stretches 

were clearly identified in the first two clusters, the entire sp2 C-H stretching for both alkenes and 

aromatics were grouped into the same cluster (4th). The stretching vibrations of the carbon-carbon 

double bond in the formed alkenes were clearly identified (cluster 4) but the aromatic C=C stretch 

merged along with the baseline intensities in cluster 3.  

The 6-cluster arrangement addressed some of the shortcomings of the 4-cluster distribution 

with more accurate classification of the functional groups. The main improvements were: (i) sp3 

C-H bend was separated from the baseline intensities and grouped into the 6th cluster; (ii) the sp2 

C-H stretches for the aromatics and alkenes were split and grouped into 4th and 5th cluster, 

respectively; and (iii) the stretch for the C=C bond in aromatics were clearly singled out in the 3rd 

cluster. Nevertheless, the first cluster in both distributions and the 6th cluster in the 6-cluster 

division represented the highest intensity region in the FTIR spectra (Figure 3.2). 

Although each cluster cannot be directly associated with the carbon number groups in the 

products as given in Table 3.3, the functional groups can be distributed in the products according 

to carbon number. For example, the third and fourth cluster representing the aromatics (Table 3.5) 

could correspond to C7-C10, the second, fifth and sixth cluster could represent the midstream 

hydrocarbons (C3-C6) as the methylene groups can be present as those inserted in between two 

C=C bonds in alkenes and the clusters represent aliphatic and alkene functional groups. The first 

cluster does not conform to any particular group as it is most likely possible that all the products 

can potentially contain a methyl group. But the first can mostly be associated with C1 and C2 due 

to the presence of methyl groups. Among C1 and C2, ethylene or ethane is the dominant product 

as -scission in the carbocation-ZSM intermediate is much easier than -scission in a mono-

molecular cracking mechanism of heavier hydrocarbons. 61 The formation of ethane can occur at 

the temperatures used in this work through hydrogen transfer to ethane from a cyclic olefin. 

Another important feature of the six-cluster division is the separation of sp3 C-H bending 

vibrations at 1465 – 1380 cm-1 (6th cluster) as it can be characteristic of the entire product 
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distribution (as also shown by i-PLSR in section 3.5.5). The main value additions of clustering to 

this work are: (1) identification of key chemical features in the products that was otherwise difficult 

to comprehend from direct visualization in Figure 3.2 or from PCA in Figure 3.4; and (2) utilizing 

the clustered divisions as regressor inputs to the combinations 5 and 6 (Table 3.2) for assessing 

the performance of the calibration models.  

 

3.5.3 Combination 1: Inlet operating conditions as predictors and entire product 

composition as outcomes 

 

3.5.3.1 Factor selection for PLSR 

 

The only parameter to be optimized for the prediction of concentration of the carbon numbers 

in the product is the number of latent variables. Since the rank of the input matrix was 2, a 

maximum of 2 LVs could be extracted that represented the data well. As expected, the first LV 

lowered the RMSECV values significantly but the difference in contribution of the second LV 

decreased with increase in carbon number. However, the amount of variance explained by the LV 

should also be considered jointly. For C7 and C10, the variance explained by the 2 LVs together 

amounted to only 78 % and 40 %, respectively. It is much higher for lower carbon numbers: 97.5 

% for C2, 99.1 % for C3, 95 % for C5 but decreases to 87 % for C6. Increasing system complexity 

due to interference from a mixture of chemical species like aromatics, mono-olefin and higher 

substituted isomers is a plausible reason for the drop in the variance explained. 4 One LV was 

chosen for predicting C7 (RMSECV for 1st LV: 0.5796; for 2nd LV: 0.5742), C8 (RMSECV for 1st 

LV: 0.3124; for 2nd LV: 0.3104) because of close proximity of the errors of cross-validation but 

C10 (RMSECV for 1st LV: 0.1901; 2nd LV: 0.1932) actually showed a minimum at the 1st LV. 29 

Two LVs were chosen for the remaining 7 outputs in PLSR. All the minimum RMSECV values 

are reported in Table 3.6 together with other model performance parameters. For this model, the 

PLS cross validation did not achieve satisfactory results for C10 (RMSECV for C10 in Table 3.6). 

By grouping the concentrations as in combination 2 (section 3.5.4), the performance was improved 

to an extent. 

 

3.5.3.2 Analysis of predictive power: Concentration-wise 
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Table 3.6 summarizes the results of all the regression techniques used for the calibration 

models built with operating conditions as the inputs and entire product composition as the outputs. 

Only the model performance measures along with cross-validation errors are given in this table. 

Refer to Table A.6 in Appendix A for the tuned hyper parameters of the calibration models.  

From the table, we can see that on the whole, the LS-SVM based methods perform better than 

PLSR. The average decrease in RMSEP (across all outputs) from PLSR to LS-SVM-Poly was 

30.71 ± 22.73% and a much larger decrease of 51.18 ± 16.31% from PLSR to LS-SVM-RBF. It 

is clear that among the two kernels used for LS-SVM, the RBF kernel outperformed the polynomial 

kernel for all outputs except C7 (the polynomial kernel exhibited 12.5% lower prediction error than 

the RBF) and C10 (RMSEP for the polynomial kernel was lower by a meagre 2.97% compared to 

the RBF). On an average, the prediction error while using the RBF kernel was 26.37 ± 16.54 % 

lower than when using the polynomial kernel. 

Examining the tuning parameters revealed that the operating condition-concentration 

dependence is highly nonlinear. This is conspicuous from the low values of 𝜎2, with a maximum 

value of 41 for C3 (Table A.6 in Appendix A). Chauchard et al. 31 reported that similar values for 

𝜎2 in their LS-SVM regression model used for predicting acidity of grapes from NIR spectra was 

suggestive of a high degree of nonlinearity. The optimized degree of the polynomial kernel 

increased, indicating a higher extent of nonlinearity of the model (C3 had the highest 𝜎2 of 41 and 

smallest 𝑑 of 3; C10 had the lowest 𝜎2 of 4 and a high 𝑑 of 6 common to 5 other outputs). The 

superior capacity of the RBF kernel-based LS-SVM technique to model extremely nonlinear 

systems was apparent from the fact that the decline in RMSEP from PLSR to LS-SVM-RBF was 

high for the heavier hydrocarbons (C5+) with the largest error decrease being for C5 (74.17% with 

a low 𝜎2 value of 5). This was true with the polynomial kernel as well.   

It was also interesting to see that the calibration error of C7 and C10 was greater than the 

respective validation set numbers in the PLS model. This can be attributed to the inadequate 

variance explained by the first LV. LS-SVM-Poly also displayed similar characteristics for C7 and 

C10, thus decreasing the stability of the polynomial LS-SVM over a range of datasets that are not 

linearly correlated. This observation is not new and has been observed by previous researchers 20,38  

who concluded that the model with a lower RMSEC was more robust.  
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Table 3.6. Regression results of combination 1 for outlet concentrations of each carbon number. 

𝑅𝑃
2, RMSEP and RAEp are the variance explained in the outputs, the prediction error and the 

Relative Absolute Error in the validation set, respectively. 𝑅𝐶
2 and RMSEC are the variance 

explained in the outputs and root mean square error of the calibration set, respectively. RMSECV 

is the error of cross validation calculated for the training set. 

 

C No Model 
a
 𝑹𝑷

𝟐  RMSEP RMSECV RAEp 
b
 𝑹𝑪

𝟐 RMSEC 

C1 

PLS .85 .0026 .0012 .39 .93 .0017 

Poly .88 .0024 .0002 .27 1.00 .0001 

RBF .96 .0013 .0010 .17 .99 .0007 

C2 

PLS .87 .1056 .0499 .38 .97 .0775 

Poly .82 .1254 .0275 .37 .99 0.032 

RBF .95 .0677 .0261 .23 .99 .0112 

C3 

PLS .95 1.27 .52 .19 .99 .39 

Poly .98 .91 .40 .1461 .99 .29 

RBF .98 .87 .39 .1414 .99 .27 

C4 

PLS .45 1.66 .76 .63 .85 .72 

Poly .78 1.05 .19 .52 .99 .11 

RBF .86 .83 .21 .41 .99 .10 

C5 

PLS .83 1.51 .72 .36 .95 .69 

Poly .94 .91 .21 .23 .97 .43 

RBF .99 .39 .19 .10 .99 .13 

C6 

PLS .59 1.73 .94 .61 .87 .79 

Poly .81 1.16 .42 .39 .98 .29 

RBF .89 .79 .40 .32 .99 .23 

C7 

PLS .83 .38 .57 .48 .68 .47 

Poly .93 .24 .49 .29 .78 .39 

RBF .91 .27 .49 .32 .93 .25 

C8 

PLS .59 .93 .31 .71 .83 .34 

Poly .91 .44 .12 .27 .99 .13 

RBF .97 .26 .12 .18 .99 .11 

C9 PLS .82 .32 .23 .36 .89 .13 
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Poly .89 .25 .17 .27 .99 .08 

RBF .95 .17 .11 .22 .99 .05 

C10 

PLS .53 .17 .19 .86 .39 .23 

Poly .81 .0605 .0519 .49 .75 .0728 

RBF .79 .0623 .0533 .55 .95 .0141 

a Polynomial-based LS-SVM methods abbreviated as Poly in table and LS-SVM-Poly in text. RBF-based 

LS-SVM methods abbreviated as RBF in table and LS-SVM-RBF in text; b RAE values computed on the 

validation set. 

 

Finally, the gap between RMSECV and RMSEP as well as RMSEC and RMSEP seemed to 

decrease while moving from PLSR to LS-SVM-Poly to LS-SVM-RBF in the majority of the 

outputs, showing a curtailed tendency to overfit and increased consistency in the RBF-based LS-

SVM methods. Also, the highest correlations between measured and forecasted values were 

obtained for the LS-SVM-RBF calibration model, except for C7 and C10 where the polynomial LS-

SVR achieved slightly better results for 𝑅2  in the validation dataset. 

 

3.5.3.3 Analysis of predictive power: Validation set experiment-wise 

 

The main objective of this paper was to inspect the prediction ability of the multivariate 

calibration techniques not only for individual concentrations but also the product composition 

taken as a whole for each experimental condition. Table A.7 in Appendix A shows the results of 

all three regression methods organized experiment-wise.    

Here again, the improved performance of the LS-SVM-RBF is quite palpable. As compared 

to PLSR and LS-SVM-Poly, the averaged RMSEP values for LS-SVM-RBF were reduced by 

40.59 ± 26.18% and 25.23 ± 19.56%, respectively averaged over the entire validation set. The 

numbers are also very similar in terms of RAE, where LS-SVM-RBF lowered the averaged RAEp 

by 41.43 ± 26.12% and 22.11 ± 18.95% from PLSR and LS-SVM-Poly, respectively. The range 

of inlet reaction conditions for the feed (𝑇 & 𝐹𝑚𝑅𝑇
) in the validation set aids in assessing the 

performance of the LS-SVM-RBF method. While LS-SVM-RBF outperforms PLS and LS-SVM-

Poly in the entire range, the efficiency of the polynomial kernel decreases at higher temperatures 

and flowrates of propylene. For experiments 23, 24 and 25, the polynomial based LS-SVM 

performs worse than PLSR by 10, 20 and 16%, respectively. An insight into the reaction chemistry 
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might provide the explanation for this behavior. 2 C6 is one of the major products obtained in the 

oligomerization process and at increased flowrates (experiments 21-25), the formation of C7+ 

hydrocarbons is constrained by the lower residence times in the catalytic zone. Moreover, the 

higher temperature can lead to significant cracking rates, leading to the formation of more light 

and mid-stream products (C2 to C6). Table 3.6 indicated that RBF works better than the polynomial 

kernel for C1-C6 predictions (29.07 % lower RMSEP averaged over C1-C6). Prediction errors 

averaged for the calibration set (experiments 6-20) were very similar for both the polynomial and 

RBF kernel-based LS-SVM methods (0.14 ± 0.10 for both) while being much larger for PLSR 

(0.42 ± 0.20).  

 

3.5.4 Combination 2: Inlet reaction conditions as predictors and lumped product 

composition as outcomes 

 

Variable selection methods combined with SVMs have been employed in the past to improve 

the working of the regression models. 32 In this section, we have incorporated the product streams, 

grouped on the basis of PCA (refer section 3.5.1), as outputs to the developed regression techniques 

to look for any improvements over combination 1. 

 

3.5.4.1 Factor selection for PLSR 

 

As discussed in section 3.4.4, the RMSECV criterion was employed for choosing the number 

of LVs for the PLSR calibration model on the training set for this combination as well. Though a 

significant decrease in the RMSECV was observed for the first LV for all 4 product stream groups, 

the light product stream (C1, C2) showed the largest decrease in RMSECV (58.72%) when the 

second LV was added while the heavy stream showed the smallest difference (6.02%) between the 

first and second LV. This was similar to what was seen with the full concentration RMSECV 

(described in section 3.5.3.1). Interestingly, the variance described by the 2 LVs (Table A.8 in 

Appendix A) was greater for this combination as compared to combination 1. For the heavy stream 

(C7-C10), 93.5% of the total variance was explained by 2 LVs in PLSR, while only ~40% was 

accounted for if the second LV was considered for C10 in combination 1. This showed a benefit in 

classifying the products into groups according to their reaction pathways. 
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Since the decrease in RMSECV on addition of the 2nd LV for the heavy stream was still 

significant (-0.036), 2 factors were chosen for constructing the PLSR model as was the case for 

other outputs as well. The minimum RMSECV values are reported in Table 3.7 along with the 

other model performance parameters.  

 

3.5.4.2 Analysis of predictive power: Lumped concentration stream-wise 

 

Table 3.7 comprises the performance features of all three regression techniques. Table A.8 in 

Appendix A reports the corresponding tuned hyper parameters.  

Complementary to the discussion in the previous section (section 3.5.4.1), a striking 

improvement in the performance of PLSR is seen when the output variables are grouped according 

to PCA & HCA. This can be attributed to the increased capture of the variability in the grouped 

composition when compared to combination 1. The average squared correlations for PLSR 

between the predicted and observed samples across all outputs spiked by 14.5% for combination 

2 as compared to combination 1. The RMSEP, RMSECV and RMSEC are of the same order of 

magnitude for the lighter stream for LS-SVM-Poly, indicating a more stable calibration in 

combination 2 than combination 1, where the RMSECV and RMSEC were much lower than 

RMSEP (Table 3.6). 

Though the polynomial kernel performs better in the case of light and dimer streams, lower 

than satisfactory performance was achieved with the heavier streams (streams 3 and 4 - Table 3.7). 

A plausible reason for this lies in the optimized hyper-parameter 𝑑. The training process tunes the 

polynomial to a high degree that the calibration becomes flexible 62 to such an extent that it fits the 

calibration samples very well but fares badly with the test data (𝑅𝐶
2 = 0.99 & 0.97; 𝑅𝑃

2 = 0.62 & 

0.42 for the mid- and heavy streams, respectively). In combination 1, the polynomial kernel 

performed well for the validation set possibly due to the higher 𝛾 values for C7 (31) and C10 (22) 

than for the entire heavy stream (0.23). 
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Table 3.7. Regression results for combination 2 for the associated stream-wise outlet 

concentrations. 𝑅𝑃
2, RMSEP and RAEp are the variance explained in the outputs, the prediction 

error and the Relative Absolute Error in the validation set, respectively. 𝑅𝐶
2 and RMSEC are the 

variance explained in the outputs and root mean square error of the calibration set, respectively. 

RMSECV is the error of cross validation calculated for the training set. 

 

S. No 
a
 Model 

b
 𝑹𝑷

𝟐  RMSEP RMSECV RAEp
c
 𝑹𝑪

𝟐 RMSEC 

1 

PLS .87 .1074 .0341 .38 .97 0.0388 

Poly .91 .0879 .0278 .29 .99 .0167 

RBF .95 .0693 .0265 .23 .99 .0099 

2 

PLS .91 2.53 1.41 .28 .97 1.06 

Poly .99 .73 .36 .09 .99 .21 

RBF .99 .49 .28 .06 .99 .16 

3 

PLS .62 3.14 1.81 .54 .92 1.37 

Poly .62 3.18 1.74 .65 .99 .81 

RBF .73 2.67 1.52 .57 .99 .92 

4 

PLS .94 .81 .56 .24 .94 .31 

Poly .42 2.45 .52 .61 .97 .28 

RBF .96 .73 .51 .22 .97 .31 

a 1 – Light stream, 2 – Dimer stream, 3 – Mid stream, 4 – Heavy stream (Table 3.3); b Polynomial-based 

LS-SVM methods abbreviated as Poly in table and LS-SVM-Poly in text; RBF-based LS-SVM methods 

abbreviated as RBF in table and LS-SVM-RBF in text; c RAE values computed on the validation set. 

 

It is quite lucid that the LS-SVM-RBF outperforms the other two methods for all 4 output 

predictions (35.23 ± 32.22% decrease in RMSEP from PLSR to RBF and 35.07 ± 24.46% from 

polynomial to RBF based LS-SVM). The reason for the large standard deviation for the error 

decrease from PLSR to RBF was that the smallest decrease was 9.87% for the heavy stream but 

the largest decrease was for the dimer stream (80.63%), also implying an improved efficiency for 

the PLSR. RBF was seen to be consistently efficient in not overfitting the calibration samples as 

the gap between RMSEP and RMSECV is the least for LS-SVM-RBF (0.41) among the three 

techniques, though PLSR was not far behind (0.69). The nonlinear relationship between inlet 

reaction conditions and the lumped concentrations at the outlet is confirmed by the low values of 
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𝜎2, with the smallest being 1 for the heavy stream (Table A.8 in Appendix A). The largest decline 

in prediction error from PLSR to LS-SVM-RBF was 80.63% for the dimer stream with a similarly 

sparkling decrease of 70.20% from Polynomial to RBF based LS-SVM for the heavy stream. 

The analysis of the regression results for the experiment-wise arrangement showed the best 

performance for the RBF kernel-based LS-SVM (RAEp lowered by 60.86 ± 36.92% from PLSR 

and 52.54 ± 8.98% from LS-SVM-Poly). There seemed to be an inherent advantage in 

classification of products based on PCA & HCA as is evident from the higher reduction in 

prediction errors for LS-SVM-RBF from PLSR and LS-SVM-Poly compared to combination 1 

(section 3.5.3.3). Similar to the results of combination 1, LS-SVM-Poly performed worse than 

PLSR for experiments 23 and 24, exposing its weakness to capture the changes in the system at 

higher temperatures and lower residence times. The difference between the averaged prediction 

errors and calibration errors over the 15 training experiments for PLSR, LS-SVM-poly and LS-

SVM-RBF were 0.73, 0.90 and 0.44, respectively. This showed that the least overfitting 

characteristics were obtained for RBF-based LS-SVM.  

 

3.5.5 Combination 3: FTIR full spectrum intensities as predictors and full product 

composition as outcomes 

 

The precision of LS-SVM-RBF in the previous models is perhaps surprising, but it should be 

noted that the operating conditions vary between 650-750 K, where the gasoline-range equilibrium 

carbon number distribution does not alter dramatically (compare with Figure 8 in Tabak et al. 2). 

Furthermore, the presence of aromatics, though not tracked explicitly, is known to affect the 

distribution. It should be kept in mind that the hydrocarbon aromatics contribute only to the C6 and 

heavier part of the distribution. An issue with the predictions based on inlet operating conditions 

is that any small changes that affect reactor operation (caused, for example, by channels developing 

in the reactor, or catalyst deactivation) could negate the validity of the calibration relation built 

between the operating conditions at the inlet and the product distribution at the outlet. It would be 

preferable to develop a more reliable model based on the spectroscopic information, since that is 

gathered online and is an accurate representation of the chemical nature of the products.  

 

3.5.5.1 Optimum factor selection for PLSR and i-PLSR 
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The prime purpose of the interval PLS model was to identify whether any particular region of 

the IR spectrum captured the variation in the output better than the full spectrum, where the 

chances of interference are higher due to absorbance from multiple species. The entire spectral 

range was divided into 20 subintervals, each comprising 17 wavenumbers. For each carbon number 

concentration output, in addition to optimizing the number of LVs with the RMSECV 

minimization for the global/full spectrum PLS model, the best performing interval was also chosen 

based on the comparison of the minimum RMSECV for each divided spectral domain to the global 

RMSECV minimum. The cross-validation errors obtained for C3 and C8 are shown in Figure 3.7a 

and Figure 3.7b, respectively. The RMSECV plots revealed that only interval 15 for C3 (from the 

left in Figure 3.7a) and intervals 3 and 19 for C8 (from the left in Figure 3.7b) could compete with 

the respective 10-component full spectrum models. The optimized LV for the sub-intervals are 

indicated at the bottom of the bars in the figures. In a similar way, the details of the best performing 

intervals for each carbon number are outlined in Table A.9 in Appendix A.  

As can be seen from Table A.9 in Appendix A, there was a decrease in the cross-validation 

errors of the i-PLS calibration for all outputs except C9 and C10, where no particular range of 

wavenumbers could give better predictions than the full spectrum PLS model. In other words, for 

C1 to C8, the maximum amount of information in the spectrum that correlates with the respective 

output concentrations is concentrated within the spectral region indicated by the best performing 

regions in Table A.9 in Appendix A. Moreover, as the carbon number of the product increased 

(specifically observed for C4 and C6), more intervals showed improved performance compared to 

the global PLS model, which was a sign of a rise in the number of chemical species absorbing due 

to isomerization. 5 It can be argued that in the case of C9 and C10, every interval in the whole 

spectrum was more important than any particular region.  

Furthermore, though i-PLS enables the analyst to qualitatively interpret the chemical nature 

of the products better than PLS, a direct cause-effect assignment for the spectrum-concentration 

dependence is a challenging task. Here, the developed i-PLS model provides a tentative indication 

of the predominant functional groups that are representative of the products as illustrated in the 

right column of Table A.9 in Appendix A. Products from C1 to C5 mainly correlate with the 

presence of sp3 C-H bonds, though the spectral region of 1535 – 1396 cm-1 might also contain 

absorbance due to aromatic C=C stretching, which can obviously only start appearing from C6. 
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                           (a)                      (b) 

Figure 3.7. Bar graphs depicting RMSECV vs. each wavenumber interval in i-PLS calibration 

model for combination 3 with outputs: (a) C3 and (b) C8. The dotted line is the RMSECV for the 

global PLS model with 10 LV (optimized) for both the outputs. 

 

However, an additional interval that corresponded to aromatic C-H stretching vibrations 

performed equally well for C6, as with C8. Expectedly, the presence of mono and di-substituted 

olefins and aromatics are also seen for C7 and C8. On the whole, the benefit of employing interval 

PLS methods for regression was seen and the best performing intervals were chosen for 

concentration prediction in the validation set for this model. The results seemed to match the 

discussion in the section on section 3.5.2 as to why the 6-cluster division explained the product 

chemistry better. Combinations 5 and 6 will further emphasize the importance of wavelength 

selection and dimension reduction to maximize input-output correlation. 

 

3.5.5.2 Analysis of predictive power: Concentration-wise 

 

The outcomes of the PLS-based and LS-SVM-based calibrated models are compiled in Table 

3.8. Refer to Table A.10 in Appendix A for the corresponding tuned hyper parameters. 

On the whole, the comparison of the statistical parameters in Table 3.8 for the regression 

models re-emphasized that LS-SVM-RBF achieved better results than other MDA techniques. To 

put things in perspective, the prediction errors for LS-SVM-RBF, as compared to PLS, i-PLS and 

LS-SVM-Poly were smaller by 51.27 ± 7.38%, 30.61 ± 23.98% and 24.41 ± 13.99%, 
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respectively. Furthermore, one can see that the numbers indicate a slightly superior performance 

of the techniques in combination 1 (section 3.5.3.2) in terms of the absolute RMSEP and 𝑅2  values. 

The reason for this is that the higher dimensionality of the spectroscopic data that affected the 

degree of the fit. 63 However, the standard deviations tell a marginally different story. For 

combination 1, the average RMSEP decrease from PLS to LS-LSVM-RBF was 51.18 ± 16.31% 

and from Poly to RBF was 26.37 ± 16.54%. The lower variability in the improved performance 

of RBF indicated that it outperformed PLS and LS-SVM-Poly on a more consistent basis across 

all outputs than in combination 1.   

Moreover, the performance of the interval PLS model matched the general objective of this 

work, i.e. it not only gave a much better performance than the PLSR (RMSEP lowered by 28.61 

± 8.14% averaged over C1 to C8) but the better performing intervals hinted at the possible reaction 

chemistry of the system. A more detailed discussion was presented in section 3.5.5.1. It was also 

able to compete with the LS-SVM methods (RMSEP for Polynomial and RBF were lower than i-

PLS only by 11.4% & 30.6% on an average respectively) to a higher degree than PLSR (RMSEP 

for Polynomial and RBF were lower by 51.3% and 34.2%). In fact, in the case of C1 and C2, the 

RMSEP of the RBF kernel was lower than i-PLS by a mere 0.1% and 1.66%, respectively, while 

the difference was larger for higher carbon numbers, signifying better capability of RBF kernels 

for modeling nonlinearity. One difference between i-PLS and the clustering approach is that the 

spectrum is divided into sub-intervals in a contiguous manner in i-PLS whereas the clusters that 

will be used as inputs to combinations 5 and 6 (section 3.5.7) are a counterpoint to this approach 

and not contiguous but still chemically meaningful.  

Moving ahead to the tuning parameters, the 𝛾 values in combination 3 (Table A.10 in 

Appendix A) are an order of magnitude higher than those in combination 1 (section 3.5.3.2). This 

has to be accounted for here. Though the complete spectral data may contain correlated variables 

within the different wavenumber channels, there is no guarantee of any level of covariance with 

the output concentrations as no latent variables have been extracted prior to application of LS-

SVM-RBF. Consequently, the RBF kernel would have a low value, signifying lower sample-

sample similarity, which is compensated by increase in 𝛾. This type of phenomenon has also been 

observed previously by Chauchard and coworkers. 31  
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Table 3.8. Regression results of combination 3: Carbon number-wise concentration output. 𝑅𝑃
2, 

RMSEP and RAEp are the variance explained in the outputs, the prediction error and the Relative 

Absolute Error in the validation set, respectively. 𝑅𝐶
2 and RMSEC are the variance explained in 

the outputs and root mean square error of the calibration set, respectively. Only data for specific 

carbon numbers in the products are presented (C1, C2, C4, C6, C8 and C10). 

 

C No. Model 
a
 𝑹𝑷

𝟐  RMSEP RAEp 
b
 𝑹𝑪

𝟐 RMSEC 

C1 

PLS .66 .0040 .39 .75 .0035 

i-PLS .84 .0027 .38 .80 .0028 

Poly .87 .0024 .30 .89 .0017 

RBF .93 .0018 .18 .96 .0014 

C2 

PLS .75 .1968 .46 .77 .1132 

i-PLS .87 .1058 .36 .98 .0381 

Poly .84 .1165 .41 .96 .0461 

RBF .91 .0892 .21 .98 .0303 

C4 

PLS .34 1.82 .73 .80 .85 

i-PLS .67 1.29 .64 .90 .59 

Poly .77 1.08 .49 .92 .55 

RBF .82 .95 .45 .94 .48 

C6 

PLS .58 1.74 .63 .87 .80 

i-PLS .74 1.37 .45 .89 .74 

Poly .80 1.20 .38 .94 .56 

RBF .92 .76 .26 .97 .39 

C8 

PLS .55 .97 .60 .86 .30 

i-PLS .76 .70 .43 .94 .20 

Poly .90 .47 .27 .96 .16 

RBF .93 .37 .18 .93 .21 

C10 

PLS .38 .1098 .72 .99 .004 

i-PLS - - - - - 

Poly .78 .0646 .54 .90 .0178 

RBF .75 .0692 .48 .91 .0170 



 

92 

 

a Polynomial-based LS-SVM abbreviated as Poly in the table and as LS-SVM-Poly in the text. RBF-

based LS-SVM abbreviated as RBF in the table and as LS-SVM-RBF in the text; b RAE values computed 

on the validation set. 

 

However, there is no change in the interpretation for 𝜎2, whose values are on the lower side, 

thus amplifying the nonlinearity in the spectrum-concentration relationship. C7 has the lowest 𝜎2 

of 4 with a corresponding high degree of 6 for the polynomial kernel. The next lowest 𝜎2 value of 

5 was shared by C6, C8 and C10 (Table 3.8). 

Finally, the quality and applicability of a regression model is judged mainly by its capability 

to fit all kinds of datasets equivalently. Alternatively put, the difference between RMSEP and 

RMSECV was lowest for LS-SVM-RBF on an average across all outputs (0.16) as opposed to PLS 

(0.53), i-PLS (0.32 – averaged from C1 to C8) and LS-SVM-Polynomial (0.21). The gap between 

errors of calibration and prediction also showed similar trends - LS-SVM-RBF (0.20) < LS-SVM-

Poly (0.34) < i-PLS (0.35) < PLS (0.45). It should be noted that although the average differences 

are reported, one can verify that the individual output-wise gaps between the aforementioned error 

values are also least for LS-SVM-RBF. This indicated that a regression model built with LS-SVM-

RBF method demonstrated the least tendency to overfit. 

 

3.5.5.3 Analysis of predictive power: Validation set experiment-wise 

 

Table A.11 in Appendix A provides the results of the experiment-wise performance of the 

PLS, LS-SVM-Poly and LS-SVM-RBF. i-PLS was not included because of its inability to improve 

over PLSR for C9 and C10 as detailed in the previous section. The superior performance of LS-

SVM-RBF is established from the results as seen in Table A.11 in Appendix A, since it 

outperformed the other 2 models for all the new inlet operating conditions in the test set. The 

RMSEP and RAEp for LS-SVM-RBF were lower than its counterparts: Polynomial kernel-based 

LS-SVM by 36.73 ± 15.21% and 34.47 ± 16.06%, respectively; PLS by 55.37 ± 17.56% and 

56.81 ± 17.19%, respectively. These values were somewhat higher than that for combination 1 

although the absolute values of errors and coefficients of determination were better for 

combination 1. It shows that the nonlinearity caused by the high dimensional spectroscopic data is 

incorporated more effectively by the LS-SVM methods, particularly with the RBF kernel than by 
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the PLS based methods. LS-SVM-Poly showed ineffective performance for experiments 4, 24 and 

25, exhibiting higher errors than PLSR, emphasizing the effect of higher temperature on the nature 

of product distribution. 2 The LS-SVM techniques had smaller differences between the RMSEP 

and RMSEC in combination 3 as compared to combination 1 but this was reversed for PLSR. To 

add to this, among the three calibration methods for combination 3, LS-SVM-RBF possessed the 

least average gap between RMSEP and RMSEC (0.19 as compared to 0.45 for LS-SVM-Poly and 

0.56 for PLSR), which again showed the diminished propensity to overfit the calibration data in 

the LS-SVM-RBF approach.   

 

3.5.6 Combination 4: FTIR full spectrum intensities as predictors with lumped product 

composition as outcomes 

 

The prediction accuracy of the LS-SVM-RBF was the best for the 4 grouped product streams 

among all the MDA methods compared for this input-output combination namely, PLSR, i-PLS 

and LS-SVM-Polynomial kernel. The best performing intervals extracted by i-PLS are as follows: 

1535 – 1396 cm-1 for the light stream and mid-stream; 3139 – 3008 cm-1 & 1535 – 1396 cm-1 for 

the dimer stream and 3139 – 3008 cm-1 for the heavy stream. These results complement 

combination 3 and the reader is referred to section 3.5.5.1 for the chemical interpretation. For 

brevity, further detailed results of this model are not shown in this chapter.  

 

3.5.7 Comparing the results of combinations 5 and 6: HCA clustered intensities as inputs 

and full product concentrations (C1-C10) as outputs 

 

The FTIR spectrum (350 wavenumbers) of the reaction products were grouped into 4 and 6 

clusters to investigate the trade-off between input dimensionality and the amount of information 

contained in each input variable. In this section, the performances of the combinations 5 and 6 are 

compared among themselves as well as with combination 3, where the full spectrum intensities 

were considered as inputs. The aim was to see the effect of PCA and HCA on the performance of 

the regression models, specifically LS-SVM-RBF. The results of combinations 5 and 6 are 

summarized in Table 3.9. 
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First of all, one can clearly see that the LS-SVM RBF technique achieved better results than 

LS-SVM-Poly and PLSR models for all outputs listed in Table 3.9. Looking at the numbers for 

combination 5, RMSEP values for the RBF kernel were lower than PLS and polynomial kernel-

based LS-SVM by 49.61 ± 12.17% and 29.66 ± 15.34% averaged across all carbon number 

outputs, respectively. For combination 6, LS-SVM-RBF outperformed PLSR and LS-SVM-Poly 

by 51.74 ± 13.51% and 33.09 ± 14.81% in terms of prediction errors, respectively. In both cases 

where clustered intensities were used as inputs to build the calibration models, it was noticed that 

the polynomial kernel performed slightly worse than PLSR for C2 (5.59% and 0.89% higher error 

for combination 5 and combination 6, respectively) as was also observed in combination 1. On 

similar lines, i-PLS not only had a lower RMSECV but also predicted better than LS-SVM-Poly 

in combination 3 for C2 (Table 3.8). This could be attributed to a higher degree fit of the polynomial 

for C2 (6 for combination 1 and 5 for combination 3) that resulted in overfitting akin to the heavy 

stream in combination 2 (read section 3.5.4.2).  

 

Table 3.9. RMSEP values for independent test set of combinations 5 and 6, concentration wise. 

 

C. No. PLSR LS-SVM-Poly LS-SVM-RBF 

RMSEP 4 clusters 
a
 6 clusters 

b
 4 clusters 6 clusters 4 clusters 6 clusters 

C2 .1016 .1007 .1073 .1017 .0636 .0614 

C3 1.09 1.03 .73 .67 .34 .32 

C4 1.28 1.19 .80 .77 .70 .62 

C5 1.06 .95 .79 .71 .69 .59 

C6 1.35 1.14 1.01 .89 .66 .57 

C7 .37 .33 .21 .20 .17 .15 

C8 .73 .66 .49 .44 .32 .27 

C10 .0855 .0782 .0551 .0455 .0287 .0253 

a Combination 5; b Combination 6.  

 

Next, the drawbacks of the RBF model that were seen in combinations 1 and 3 were well 

addressed by applying clustering to the spectra. LS-SVM-Poly performed better than RBF for C7 

and C10 outputs in combination 1 and for C10 in combination 3. Classifying the outlet carbon 

number concentrations on the basis of PCA and HCA and developing a regression model on the 
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lumped concentration outputs (combination 2) had alleviated this issue and the RBF fared better 

than the polynomial kernel for the higher carbon number stream (Table 3.7). Likewise, in 

combination 5, the prediction errors for RBF were lower than the polynomial kernel by 16.96% & 

47.77% and in combination 6, by 22.85% & 44.22% for C7 and C10, respectively. In addition to 

this, the average gap across all outputs between RMSEP and RMSEC in combination 6 was lowest 

for LS-SVM-RBF (0.0685 for RBF < 0.21 for LS-SVM-Poly < 0.41 for PLSR). Conjointly, 

RMSEP differed from RMSECV, on an average by the smallest amount for LS-SVM-RBF (0.0612 

for RBF < 0.10 for Polynomial < 0.23 for PLSR). These numbers clearly imply that the RBF 

kernel-based LS-SVM approach has a minimized risk of overfitting compared to the other two 

methods used in this study.  

Lastly, the advantage of clustering the wavenumbers into 6 groups was clear from the results 

reported in Table 3.9. Though it might seem practical to expect better results from combination 5 

with lesser number of input variables (4 clusters), it is thought that the utility of six clusters lies in 

its chemical meaning. Table 3.4 and Table 3.5 illustrate that the aromatic stretching vibrations 

were better identified in the 6-cluster division than in the 4-cluster division, where it merged with 

the baseline intensities. Also, the sp3 –C-H bending deformations were also separated from other 

overlaps and this frequency band was also identified by i-PLS to be present in a majority of the 

products. The 4-cluster arrangement was not able to do this. This perhaps resulted in the improved 

prediction ability that was observed for C6-C10 hydrocarbons on the whole, where the averaged 

decrease in RMSEP values in the 6-cluster combination as compared to 4-cluster division for C6-

C10 and C1-C5 was 17.89 ± 11.36% and 7.85 ± 5.01%, respectively. Remarkably, for the entire 

C1-C10 range, the decreasing order of prediction ability for LS-SVM-RBF (averaged RMSEP in 

brackets) was also: Combination 6 (0.27) > Combination 5 (0.31) > Combination 1 (0.37) > 

Combination 3 (0.43). Similar trends were seen for LS-SVM-Poly as well. There was also a 

significant enhancement in the predicting ability of PLSR (increasing averaged RMSEP): 

Combination 6 (0.58) > Combination 5 (0.64) > Combination 1 (0.81) > Combination 3 (0.93). 

Even on an individual output basis, the regression models with clustered spectra as the inputs had 

lower prediction errors than in other combinations. Within the two cluster approaches, a pivotal 

factor to which the superior performance of the MDA techniques can be attributed is the separate 

formation of a cluster representing sp3-C-H bending vibrations (6th cluster - Table 3.5). The 

enhanced possibility of the presence of this bond in the entire product distribution combined with 



 

96 

 

the reduced dimensionality of the 6-cluster division improved the overall predictive power of 

combination 6 over other combinations.  

On the other hand, when the outputs were organized experiment-wise, the RAEp and RMSEP 

values for the RBF kernel-based LS-SVM method were the lowest among PLSR, LS-SVM-Poly 

and LS-SVM-RBF, which is suggestive of better forecasting performance of the entire product 

composition for LS-SVM-RBF in combinations 5 and 6 also. Thus, it would appear that the 

dimensionality of the input can be increased to improve the predictive capability of the regression 

model, as long as the input contains groups that are developed in a statistically or chemically 

meaningful sense.  

Finally, though the tuning parameters of LS-SVM-RBF for combinations 5 and 6 were not 

explicitly reported, the 𝜎2 values were found to be somewhat lower and in the same order of 

magnitude as in combinations 1 and 3. This was indicative of a nonlinear relationship between 

clustered intensities and outlet concentrations of the carbon numbers. C10 had the highest 𝛾 of 794 

for combination 6 and the lowest 𝜎2 value of 3. The 𝛾 value was lesser than in combination 3 

because of the reduced dimensions and tapered noise levels in the clustered data.  

 

3.5.8 Correlation plots between measured and predicted values for all combinations 

 

The correlation plots for envisioning the relationship between the experimentally observed 

values and LS-SVM-RBF forecasted values for each of the 6 combinations are depicted in Figure 

3.8.  

Since there are multiple outputs, only the plots for C5 hydrocarbons (higher outlet 

concentration) in combinations 1, 3, 5, 6 and heavy stream in combinations 2 and 4 are shown. All 

values of coefficients of determinations are reported in the respective sections where each 

regression model was discussed previously. The only additional comment that can be made from 

the correlation plots in Figure 3.8 is that caution needs to be applied while extrapolating the 

prediction correlation for lower concentrations of the heavy stream in combination 4. Overall, it 

can be stated with confidence that the RBF kernel-based LS-SVM method was able to predict 

equally well at all the concentration ranges for the outputs dealt with in this study.   
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                                 (e)      (f) 

Figure 3.8. Correlations between experimentally measured and LS-SVM-RBF predicted values 

for concentrations of: (a) C5 in Combination 1; (b) Heavy stream in Combination 2; (c) C5 in 

Combination 3; (d) Heavy stream in Combination 4; (e) C5 in Combination 5; (f) C5 in 

Combination 6.  

 

In order to visualize the product distribution profile, Figure 3.9 shows the product 

compositions obtained from GC analysis for experiments 1 (346 ºC and 172 mL/min) and 23 (433 
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ºC and 440 mL/min – Table A.3 in Appendix A) along with the corresponding predicted values 

from the LS-SVM-RBF using 6-clustered intensities (combination 6). This distribution is similar 

to Figure 8 in Tabak et al. 2 for the reaction conditions between 600-700 K. It can be seen that as 

the temperature rises, the concentrations of lighter carbon numbers (C1-C3) increases (Figure 3.9b). 

C6 is also increased in experiment 23 due to oligomerization with smaller residence time. At higher 

residence times (experiment 1), due to lower WHSV, the C7-C10 concentration is higher in the 

product (Figure 3.9a). The main purpose of showing these plots is to demonstrate that the 

prediction model resulted in slight overestimation of the product concentrations, especially for the 

heavier hydrocarbons. The explanation for this can be traced to the work by Tabak et al., 2 where 

they reasoned that it could be difficult for ZSM-5 to accommodate the exponential rise in the 

number of isomers as carbon number increases, leading to a slight decrease in the measured 

concentration value.  

 

 

 

 

 

 

 

  

 

                            (a)              (b) 

Figure 3.9. Product distribution profile for: (a) Experiment 1 at 346 ºC and 172 mL/min; (b) 

Experiment 23 at 433 ºC and 440 mL/min flowrate of propylene. 

 

3.5.9 Effect of variation in training set size on model performance 

 

As highlighted in section 3.4.1, all calibration models were built using 15 samples 

(experiments 6 – 20 in Table A.3 in Appendix A). Both the validation and training sets were 

composed of the entire concentration range of the products and the validation set comprised of the 

lowest and highest flowrates of propylene but with similar temperature ranges. This was not a 
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problem because the chemistry of the system was such that temperature seemed to have a greater 

control on composition of reaction products. 5 The main limitation of this work is the smaller 

number of samples available for training. Even with this constraint, it was important to assess the 

rate of model learning by testing the sensitivity of the model performance to the number of training 

samples. The benefit of this procedure can be considered as the future work of this study where 

the number of training samples that gave the least prediction error can be utilized for calibration. 

Also, reactions can be conducted at more operating conditions at lower temperatures, thereby 

increasing the number of training samples to more than 25.  

A similar study was performed by Cui and Fearn 29 with NIR spectra where they investigated 

up to 420 training samples and found that the RMSEP attained a near constant value after about 

250 samples. However, in our case, we increased the number of samples from 10 (where the 

remaining 15 samples used for validation) to 20 (where the remaining 5 samples used for 

validation) and calculated the RMSEP for C6 concentration as the output in combination 6. For the 

sets that included 16, 17, 18, 19 and 20 samples for calibration, the corresponding validation sets 

consisted of samples from experiment numbers 12-20 (9 samples), 13-20 (8 samples), 14-20 (7 

samples), 15-20 (6 samples) and 16-20 (5 samples) (refer to Table A.3 in Appendix A for the 

respective conditions indicated by the experiment numbers), respectively. This would be a case 

where the validation sets included samples that were interpolated in terms of both temperature and 

flowrate. The previous analyses included samples where the temperature ranges in the validation 

set were within that of the calibration set but the two flow rates were out of range of the values 

used for calibration. But since it was seen that the yield of the products was more sensitive to 

temperature than to flow rates, the validity of the constructed regression models still hold.   

Figure 3.10 shows the effect of the number training samples on the RMSEP. It can be seen 

that the prediction errors decay with increasing number of samples in the calibration set for all 3 

regression techniques. As expected, LS-SVM-RBF shows lowest error among the three methods 

and notably, both the LS-SVM approaches display slightly faster learning rates than PLSR (slight 

dip at 12 training samples), before the trends become very similar but did not attain a constant 

value. This particular test reiterates the need for a higher number of training samples to further 

optimize the LS-SVM model, at the same time giving more confidence for the analysis performed 

in the previous sections for the chosen number of samples in the calibration set.  
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Figure 3.10. RMSEP vs. number of samples in used for building the calibration model tested for 

PLSR, LS-SVM-Poly and LS-SVM-RBF. 

 

3.6 Conclusions 

 

In this work, we have demonstrated the utility of using online spectroscopic information and 

inlet reaction conditions for monitoring of the moderately complex propylene oligomerization 

process over ZSM-5 catalyst, with the potential for real-time application. On the basis of 

evaluating different multivariate calibration techniques to track the product composition 

distribution, the following can be concluded: 

(a) For the different predictor-output combinations tested, the performance of the RBF kernel-

based LS-SVM method was found to be superior over other regression models employed, 

namely polynomial kernel-based LS-SVM, PLSR and i-PLSR (only for the full spectral 

input) 

(b) In addition to the higher prediction accuracy, the training time (calculated inclusive of 

initialization, tuning and training across all outputs together) was smaller for the RBF 

kernel as compared to the polynomial kernel in the LS-SVM based methods. For example, 

when the full IR spectrum was used as input (combination 3), if the time for training for 

RBF kernel is taken as 1 time unit, polynomial kernels took 1.2 time units. In the case of 

combination 6 (six-division clustered spectral input), training times were reduced to 0.8 

and 0.9 time units for RBF and polynomial kernels, respectively.  
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(c) The benefits of dimension reduction by feature extraction and using clustered inputs were 

evident from the fact that all regression models provided the most precise forecasted values 

for the product concentrations in the order (in terms of inputs to the models as): six-

clustered spectrum > four-clustered spectrum > inlet operating conditions (temperature and 

flowrates of propylene) > full IR spectral intensities. The grouping of the product 

concentrations resulted in improved performance of PLSR. 

(d) i-PLS regression was not only more effective than the simple PLSR for accurate 

concentration prediction, but also was able to provide a link between the measured property 

and possible reaction chemistry, supplementing the identified spectral groups in PCA and 

HCA. 

(e) The hyper-parameters for LS-SVM-RBF and LS-SVM-Poly needed to be optimized 

carefully and in certain cases of higher carbon numbers, the efficiency of the polynomial 

kernel fell below PLSR due to a larger tuned degree that led to overfitting. On the other 

hand, LS-SVM-RBF exhibited the least tendency to overfit among all the methods 

investigated in this work.  

(f) An interesting observation was that with increasing product molecular weight, the 

concentrations were slightly overestimated more often, though not by a large amount. This 

could be attributed to the limited pore-size of ZSM-5 that reduces the ability to 

accommodate bulkier isomers of higher carbon number products. 

(g) Furthermore, the learning efficiency of LS-SVM based methods were higher than PLSR, 

tested for the case of clustered inputs. It implied that a higher number of calibration samples 

could improve the prediction accuracy of the models further. It should also be pointed out 

that the other shortcoming of this work (apart from limited number of samples) is the 

unavailability of a separate dataset (real time data) to test the applicability of the developed 

models on a different experimental setup.  

To conclude, LS-SVM-RBF calibration was proved to be a versatile and efficient approach 

that can satisfactorily be used to monitor the acid-catalyzed propylene conversion process online. 
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4. A statistical approach dealing with multicollinearity among predictors in 

microfluidic reactor operation to control liquid-phase oxidation selectivity 3 

 

ABSTRACT 

 

The current study concerns with applying chemometrics involving regression techniques to 

identify a single most important parameter that directly affects oxygen availability and has a key 

influence on tetralin conversion (𝐶𝑅) and product selectivity (𝑆) for tetralin oxidation in a 

microfluidic reactor at constant temperature and pressure. Five parameters (predictors) identified 

previously were gas-liquid interfacial area (𝑎), length of oxygen gas bubble (𝐿𝐺), length of liquid 

slug (𝐿𝑆), two-phase superficial velocity (𝑈𝑇𝑃) and liquid flowrate to the reactor (𝑄), where ‘𝑎’ 

was suspected to be directly related to oxygen availability. 𝐶𝑅 and 𝑆 were regressed on all the 

predictors by fitting separate simple linear regression (SLR) models. The decreasing order of 

explained variance in the outputs based on the calibration model was: In 𝐶𝑅: 𝑎2> 𝐿𝐺> 𝑈𝑇𝑃
3 > 𝐿𝑆> 

𝑄; In 𝑆: 𝑎> 𝐿𝐺> 𝑈𝑇𝑃
2 >𝑄. Multicollinearity issues among predictors were detected through 

Pearson’s correlation coefficients and diagnostics like variance inflation factors (VIF) and 

eigenvalues of the correlation matrix. This was addressed through multiple linear regression 

(MLR) by considering a second input in addition to the best predictor from the SLR (𝑎). Drastic 

changes in regression coefficient estimates and inflated standard errors rendered the coefficients 

of all other variables (except ‘𝑎’) insignificant in the MLR models. The incremental contribution 

of ‘𝑎’ towards improving output variance was also evaluated through F-tests and partial 

correlations with the outputs, controlling for other variables as well. The applications of the 

findings from this study in industrial reactor design (for example – loop reactors) to control product 

selectivity were also highlighted. In addition, through chemometrics, the possibility of monitoring 

reaction progress online by predicting reactant conversion and product selectivity, thereby 

eliminating the need for offline gas chromatographic (GC) measurements was also examined. 

Keywords: Oxygen availability; simple and multiple linear regression; multicollinearity; 

relative importance of parameters; significance tests and analysis of variance; online monitoring  

 
3 This work was published as ‘Siddiquee, M. N.; Sivaramakrishnan, K.; Wu, Y.; De Klerk, A.; Nazemifard, N. A 

statistical approach dealing with multicollinearity among predictors in microfluidic reactor operation to control 

liquid-phase oxidation selectivity. Reaction Chemistry & Engineering 2018, 3, 972 – 990’. 
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4.1 Introduction 

 

Liquid phase oxidation of hydrocarbons is industrially important to produce petrochemicals. 

1–3 The main challenge of the non-catalytic free radical oxidation is to achieve good product 

selectivity. Industrially the non-catalytic liquid phase oxidation is performed at low conversion to 

control the product selectivity, for example, oxidation of cyclohexane. 4 Oxidation product 

selectivity depends on conversion, temperature and oxygen availability in the liquid phase. 5–8 

Liquid phase oxidation follows initiation, propagation and termination steps. Once the free 

radical (R·) is formed during the initiation step, it reacts with local oxygen or other free radicals 

very fast following zero order kinetics. 5,9 Oxygen transfer to the liquid phase and oxygen 

availability in the liquid phase are critically important in order to control the product selectivity. 

Microfluidic reactor, also known as microreactor, is advantageous to ensure higher local oxygen 

availability. The main advantages of such a miniaturized reactor are: (i) the higher surface-area-to 

volume ratio that facilitate the improved mass and heat transfer in the liquid phase; (ii) the exact 

control of the gas to liquid ratio in the reactor that facilitate the manipulation of gas-liquid 

interfacial area; and (iii) the well-defined flow properties in the microstructure reactor. 5,10,11 These 

advantages combined with other benefits such as small radial diffusion length leading to good 

mixing and enhanced safety for oxygen use caused the microfluidic reactor to receive attention in 

the study of liquid phase oxidation. 10,12–18 

The flow regime in a microchannel depends on the relative gas and liquid properties, flow 

rates and channel geometry. The five main flow regimes are: bubble, slug, churn, slug annular and 

annular. 5,19,20 Slug flow, also known as Taylor flow, has its unique hydrodynamic characteristics, 

where two adjacent liquid slugs are separated by the gas bubbles and are connected only via a thin 

liquid  film. 5,10,11,19,20 This thin liquid film contributes to create a higher gas-liquid interfacial area 

and hence improves oxygen availability. Taylor flow also has a Marangoni effect within the liquid 

slug that is beneficial not only to ensure local oxygen availability by proper mixing but also to 

bring the surface active oxygenates to the liquid phase to prevent over oxidation at the gas-liquid 

interface. 5,10,11 

Of the parameters that influence oxygen availability, it was not clear which ones affect it the 

most in a hydro-dynamically complex Taylor flow system. Oxygen availability at a constant 

pressure depended on several parameters such as gas-liquid interfacial area (𝑎) based on unit cell 
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volume (volume of gas bubble and liquid slug), the film attached to the wall, length of liquid slug 

(𝐿𝑆), length of gas bubble (𝐿𝐺), two-phase superficial velocity (𝑈𝑇𝑃), and liquid flowrate to the 

reactor (𝑄). 5 Small changes in the design of the microfluidic reactor and its operation could 

dramatically affect the relationship between these different parameters. 

Mass transfer in Taylor flow can be explained well by the film theory. 5,10 The gaseous 

component, oxygen in our case, is transferred to the liquid phase where it is consumed during the 

reaction. Works on mass transport at Taylor flow conditions have been well documented in 

literature, but the most cases focused on simulation and/or experiments considering water as the 

liquid at ideal conditions (no gas consumption). 11,19–24 A few liquid phase oxidation studies at 

Taylor flow conditions are reported which dealt mainly with conversion enhancement, but mass 

transfer characteristics were not discussed. 13,14,16–18  In our previous oxidation study, a qualitative 

description of the mass transport effects on oxidative conversion and product selectivity was 

provided. 5 However, the quantitative dependency of the parameters affecting the mass transport, 

oxidative conversion and product selectivity were not deeply analyzed. 

Regression is a fast and a cost-effective tool for analyzing the complex dependencies between 

the different variables existing in the system. One of the main advantages of using regression 

methods is that it can alleviate the requirement of analytical equipment like gas chromatography 

(GC) which is used to conduct offline measurements on the reaction products to obtain the 

conversion and selectivity. Instead, predicting these outputs for new inputs based on developed 

calibration models on previously acquired empirical data can save time for processes on an 

industrial scale. 

 Simple linear regression (SLR) is a very common chemometric method used to examine 

relationships between a continuous quantitative outcome and a quantitative explanatory (input) 

variable. 25 It enables an analyst to fathom the effect of each explanatory variable one at a time on 

the output by looking at the magnitude of the regression coefficient estimates and the overall 

variance explained by the model. In most real-life situations, the outcome is influenced by more 

than one variable, in which case multiple linear regression (MLR) suits best as it considers all the 

input variables simultaneously. 26 The solutions of both SLR and MLR are based on ordinary least 

squares (OLS) principle where sum of squares of the residuals from the regression equation are 

minimized to obtain the intercept and coefficient estimate for each explanatory variable. 27 
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However, one critical assumption in linear regression is that the errors are required to be normally 

distributed so that the OLS is equivalent to the maximum likelihood estimate. 28 

An unwanted obstacle to linear regression is the presence of a high degree of linear 

dependencies between the input variables, termed as multicollinearity. This is relevant to this study 

because some variables have been calculated from others and considered in the regression model. 

Particularly, it makes the parameter estimates and the standard errors of the correlated variables 

unstable by degrading their significance, thus rendering the regression model unreliable. 29 If two 

variables are correlated among themselves as well as with the desired outcome variable, there 

always exists a portion of shared variance in the output variable that is common to both input 

variables. Disentangling the variance purely explained by each variable becomes difficult and this 

concept can be understood well by means of Venn diagrams. 30 

The objective of this work was to determine the most important hydrodynamic/mass-transfer 

parameters and the interactions among them that control conversion rate and product selectivity in 

the primary oxidation products through a chemometric approach. For this purpose, the 

autoxidation of tetralin was selected as a test reaction. SLR models were implemented to detect 

the potential predictors with their best fits (linear regression implies linearity only in the coefficient 

estimates and not necessarily between the variables involved) based on certain model performance 

statistic measures. The additional contribution of a second variable was investigated through MLR 

models and inspecting for drastic changes in the coefficient estimates, their standard errors and 

significance arising due to collinearity by comparing with the corresponding SLR models. 

Statistical tests, namely t-test and F-test were employed to determine the significances of the 

regression coefficients and overall models, respectively.  

A positive aspect of multicollinearity is that the coefficient estimates remain unbiased (as with 

the OLS method) as this was crucial to establish relative importance of the explanatory variables 

in impacting the outputs. Though multicollinearity among input variables inflates the variance of 

the coefficient estimates and causes the estimates to move away from the true population value 

(unknown most of the times), the expected value of the estimates across random samples is not 

altered. 31–33 But the changes in the relatively important variable would be minimal and thus, 

recognized. Since the coefficient estimates are unbiased, the statistical inferences would still be 

meaningful. However, the variance in the estimates can also depend on the sign of the correlations 

between the explanatory variables as shown by Mela and Kopalle, 34 where they indicated that 
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multicollinearity was not always detrimental (detailed further in section 4.4 of this chapter). Thus, 

by the use of conventional statistical techniques, the reaction parameters could be analyzed for 

inter-dependencies with the possibility of simultaneous monitoring of progress of the reaction.  

 

4.2 Experimental 

 

4.2.1 Materials 

 

The hydrocarbon that was oxidized to perform experimental calibration and validation of the 

regression model was tetralin (99 % purity, Sigma-Aldrich). Hexachlorobenzene (99 % purity, 

Supleco) was used as internal standard and chloroform (98 % purity, Fischer Scientific) was used 

as a solvent for gas chromatography. Extra dry oxygen (O2 99.6 % molar purity) was used as an 

oxidizing agent and nitrogen (N2 99.999 % molar purity) was used as inert to control back-pressure 

in the reactor. Praxair supplied both cylinder gases. In addition to the materials used for the 

experimental work, some authentic compounds were used to confirm key oxidation products, 

namely, 1,2,3,4-tetrahydro-1-naphthol (alcohol of tetralin) and α-tetralone (ketone of tetralin). 

These were used as described before. 35 

 

4.2.2 Equipment and Procedure 

 

A glass rectangular microfluidic reactor (Dolomite Microfluidics, Charlestown, MA, USA) 

was used in this study to conduct the oxidation studies. The reactor volume was 1000 μl having a 

mixing channel of depth = 1240 μm, width = 161 μm, length = 536 mm and a reaction channel of 

depth = 1240 μm, width = 391 μm, length = 1844 mm. It had three inlet ports and one outlet port. 

Oxygen and tetralin were injected into the reactor using fluid input port 1 and fluid input port 2, 

respectively, and port 3 was blocked. The hydraulic diameter of the reaction channel was 𝑑𝐻  = 

6.0×10-4 m and aspect ratio of the reaction channel of width/depth was 0.32. Details on the 

individual components are given in section B.1 of Appendix B. 

Oxidations were performed under Taylor flow conditions at 150 ºC and an average pressure 

of 90 kPa gauge to control product selectivity. In Taylor flow conditions, tetralin liquid slugs were 
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separated by elongated oxygen gas bubbles. The detailed experimental procedure of oxidation in 

microfluidic reactor was provided in our previous study. 5 

Briefly, in a typical experiment, tetralin was loaded into a 5 mL syringe and the system was 

pressurized to 90 kPa gauge by introducing oxygen into the setup. Tetralin was then allowed to 

flow through the system at a specific volumetric flow rate (1.5, 2, 4, 7 or 12 µL/min for new 

experiments in this work) by using a syringe pump. The co-feed of tetralin and oxygen and 

application of back-pressure using a back-pressure regulator and nitrogen gas facilitated the gas-

liquid slug formation. A digital camera mounted above the microfluidic reactor was used to 

monitor the flow patterns of the gas and liquid during the experiment. The experiments were 

conducted for twenty minutes. The system was then depressurized and the oxidized tetralin was 

collected from the pressure vessel at the outlet of the reactor for analysis by gas chromatography.  

 

4.2.3 Analyses 

 

Chromatographic analyses were performed using a gas chromatograph equipped with a flame 

ionization detector (GC-FID). The separation, response factor corrections used for analyses and 

method of product identification were reported before. 5 A summary of the analytical details is 

presented in section B.2 of Appendix B. 

 

4.2.4 Calculations 

 

The parameters that potentially influenced oxidation conversion and product selectivity and 

are shown as explanatory/input variables in Table 4.1. Some of them could be obtained directly 

from the images captured during experiments. For deriving the other variables, the same image 

analysis protocol and calculations that was used in previous work 5 was employed for the validation 

set of experiments in this study (Table 4.4) and details can be found in section B.3 of Appendix B. 
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Table 4.1. Different independent and dependent parameters used in regression analysis. 

 

Variable Type Symbol Unit 

Tetralin flow rate to the reactor Explanatory (input) 𝑄 μL/min. 

Length of liquid slug Explanatory (input) 𝐿𝑆 m 

Length of gas bubble Explanatory (input) 𝐿𝐺  m 

Two-phase superficial velocity Explanatory (input) 𝑈𝑇𝑃 m/s 

Gas-liquid interfacial area Explanatory (input) 𝑎 m2/m3 

Conversion rate Dependent (output) 𝐶𝑅 mol/s 

Ketone-to-alcohol Selectivity Dependent (output) 𝑆 - 

 

4.3 Regression modelling methods 

 

This section presents the statistical details of the modelling process conducted in this study. 

The different assumptions involved in constructing the regression models, the software employed 

to carry out the mathematical analyses, the methodical approach followed along with pertaining 

equations and certain model performance evaluation measures used in SLR models are given in 

this section. The relevant experimental data from our previous study 5 that served as the calibration 

set for building the regression models is also included in this segment.  

 

4.3.1 Assumptions in regression model building 

 

Simple linear regression (SLR) and multiple linear regression (MLR) models were 

constructed over the course of this work for quantifying the different relationships between the 

input/output parameters and identifying the best predictor for conversion and selectivity. Before 

proceeding with the regression analysis, the following set of assumptions were checked for validity 

of the model: 

 

(i) Linearity. Figure B.1 in Appendix B shows the scatter plots for variation of 𝐶𝑅 and 𝑆 with 

each of the explanatory variables. The effect of each input variable can be seen roughly 

through these plots and though there are linear regions in between, the data dependencies 

are mostly non-linear as expected. A nonlinear relationship was shown to be a better fit in 
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some cases (refer to section on SLR results and discussion) by always considering 

statistical measures (refer to section 4.3.4). Deviations from linearity is tolerable in real 

data since linear regression allows for transformation of the variables and is linear in the 

coefficient estimates only.  

(ii) Normality. This is regarded as a classical regression assumption but it should be noted that 

a regression model is quite robust to its violation. 36 The errors or residuals from the 

regression analysis need to be normally distributed and one way to confirm this assumption 

is by looking at the residual plots for the regression models. This is elaborated in the section 

4.4.4.4. The only shortcoming in this process was that there were limited points available 

to build the model (refer to section 4.3.5 for the calibration dataset (Table 4.2) but the 

model was also verified by prediction with a new, independent validation set (Table 4.4) 

for choosing the best fits and moving forward. At the end of the paper, a statistical pathway 

to predict the outputs directly from the user-controlled parameter (Q) is also derived where 

the predicted values are compared with those in the validation set.  

(iii)  Equal spread. This refers to the residuals having equal variance in the regression model 

and can be verified from the residual vs. predicted value plots as shown in Figure B.2 of 

Appendix B. Explanation of the plots is provided in the ‘Residual plots’ section under SLR 

analyses results (section 4.4.4.4). The other implication of this assumption is that the mean 

of the residuals must be close to zero. Any point that violates this condition can be termed 

as an outlier and its omission can significantly improve the fit of the regression. Omission 

of the intercept term forces the line to pass through 0, in which case there can be a violation 

of this assumption. In our case, no point was omitted in the regression calculation and 

intercept term was included for further prediction.  

(iv)  Minimum variation in the measurement of input variables (Fixed 𝑿). The scatter plots 

do not reflect this property but it depends on the experimental way that the input variables 

were measured. The inputs in this analysis are taken from the previous study 5 and it can 

be asserted with confidence that they were measured and calculated with minimal error, 

thus confirming the validity of this assumption. Each experimental sample was done in 

triplicate and the reported values were the mean of the observed measurements.  

(v) Independent error. Each of the five experimental data points in the calibration and 

validation sets were not dependent on each other and were conducted as separate 
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experiments by manipulating the flow rate each time and conducting GC analysis to obtain 

the outputs. For example, the conversion rate and selectivity at 3 L/min was not predicted 

from the outcome at a previous flowrate (1 L/min) and was calculated separately (see 

‘Calculations’ section B.3 in Appendix B). This confirms that the individual errors are 

independent for each experiment. 

 

4.3.2 Software used 

 

IBM SPSS Statistics (Version 25) was utilized to perform all statistical analyses in this work. 

The software was run on MacOS (Version 10.13.3). 

 

4.3.3 Regression calculations: Relevant equations and formulae 

 

It is important to note that all correlations and regression models in this work are based on 

sample data, which can be approximated for the entire population since the population data is not 

known. Here, the population refers to the set of all possible tetralin oxidation studies conducted at 

constant temperature (150 ºC) and pressure (90 kPa gauge), but at a larger number of flowrates, 

simultaneously maintaining Taylor flow conditions in the microfluidic reactor. The parameter 

estimates obtained based on the experimental data in the previous 5 and from the current study can 

be considered an approximation for the population data since the true population parameters are 

unknown. 37 The following statistical parameters are used in this work: 

(i) Pearson’s product-moment correlation coefficient. As a preliminary step, inter-

relationships between the various variables were inspected by means of sample Pearson’s 

correlations (𝑟). 38 The mathematical expression for this measure is given in equation B.15 

in Appendix B. Always pairwise bivariate correlations are calculated and interpreted in this 

study due to the availability of limited number of observations for model construction and 

prediction. The correlation coefficients were investigated for two reasons: (1) To gain 

knowledge regarding the presence of multicollinearity among the variables for guarding 

against redundancy in output estimation; (2) To know which input parameters have a higher 

and significant linear correlation with 𝐶𝑅 and 𝑆 to provide a basis for building further 

regression models. Though it provided only a quantitative estimate of the strength of the 
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linear relationship between the variables, other non-linear fits with 2 regression coefficients 

(intercept and the non-linear term) were also evaluated to obtain a comprehensive 

regression model. 

(ii) Significance of a correlation. Since the sample size in our work is small (𝑛 = 5), it was 

also imperative to check the representativeness of this sample data to model the 

relationships in the whole population, i.e. testing the significance of the correlation by 

means of a t-test. It should be noted that all tests of significance are two-tailed in this study 

to cope with positive as well as negative values of the test statistic. By means of P-value 

plots (P-P plots), the variables were checked for the level of adherence to a bivariate normal 

distribution. 39 It is a means of descriptive statistics that consists of a scatter plot between 

the cumulative distribution functions of the observed function and the expected function 

(normal distribution). Since the number of data points were limited (5 samples in 

calibration set), some amount of deviation from a straight line passing through the origin 

in the P-P plots was acceptable. P-P plots suited better than Quantile-Quantile (Q-Q) plots 

for our study because our focus was more on seeing the agreement between the 

distributions and not on estimating location and scale parameters from the plot (for which 

Q-Q plot was useful). A quantile-normal plot (Q-N) of the regression residuals can also be 

used similarly to detect normality of the errors. 39 

The details of hypothesis testing and the formula for calculation of the t-statistic (following 

a t-distribution with 3 degrees of freedom (DF)) is given in section B.5 of Appendix B. The 

decision rule used for the hypothesis testing based on the p-value is that if it falls below 

0.05 (5%), the null hypothesis can be rejected because there is less than 5% chance that the 

estimate of population correlation coefficient is near to 0. In other words, the correlation 

can be stated to be significant at the 95% confidence level if it is > 0.878 or < -0.878 

(critical value from Pearson’s Correlation Table, calculated in turn from the t-table). 40 

(iii)  SLR and MLR. The main equations for simple and multiple linear regression analyses, 

the standard errors and the corresponding t-statistic for evaluating the significance of the 

regression coefficient estimates are provided in section B.5 of Appendix B. The explained 

variance in the output by all the predictors simultaneously is calculated through coefficient 

of determination (𝑅2 for MLR and 𝑟2 for SLR – refer section 4.3.4 in Chapter 4).  
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It can be conceptualized that the standard errors of the regression coefficient estimates 

(equation B.19 and equation B.20 in Appendix B) increase if the errors of predicting 𝐲 

increase or if the correlation between the predictors increase or even if the variance of the 

predictors decrease. Palpably, 𝑟𝑋1−𝑋2
 becomes 0 in SLR. The t-statistic for the slope 

estimates (equation B.22 in Appendix B) is compared with the t-distribution with 𝑛 − 𝑘 −

1 degrees of freedom (3 for SLR and 2 for MLR in this study) to find the range of critical 

values between which this statistic value lies. The exact p-value for this statistic is given 

by SPSS. Similarly, all regression coefficient estimates (standardized and unstandardized), 

their standard errors, t-statistics and the standard error of prediction reported in this study 

are given by SPSS. They were also checked by manual calculations using the respective 

equations for consistency. 

(iv)  F-statistic. This is a statistic for testing the significance of analysis of variance (ANOVA) 

or the overall model 𝑅2. The exact p-value is obtained from SPSS. The value of the statistic 

can be computed from equation B.23 in Appendix B and verified against that obtained in 

SPSS. It is interesting to note that in SLR, the p-value for the F-statistic is equal to the p-

value of the regression coefficient of the explanatory variable.  

A second type of F-statistic is used to test the incremental contribution of an added 

predictor in improving the overall model 𝑟2. In this study, one variable was added to the 

already developed SLR to test for the incremental importance of that predictor in 

explaining the output variance. This statistic is calculated manually (using equation B.26 

in Appendix B) and compared with the critical value of F (Fcrit) from the F-table 41 

corresponding to (1, 2) DF in all cases. If the obtained F value is greater than Fcrit we can 

say that the contribution of the second variable in improving the overall model 𝑟2 of the 

SLR is significant. 

 

4.3.4 Model performance evaluation 

 

Once the regression coefficient estimates for the explanatory variables were calculated based 

on the calibration set data, they were used to predict the outcomes in the validation set. The 

performance of the models was evaluated using two statistical parameters, root mean squared error 
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(RMSE) and coefficient of determination (𝑅2), given by equation B.27 and equation B.28 in 

Appendix B.  

Two types of RMSE expressions are used in this work: RMSEP (error of prediction in the 

validation set) and RMSEC (error of calibration in the calibration set). Likewise, 𝑅𝑃
2 (𝑟𝑃

2) and 𝑅𝐶
2 

(𝑟𝐶
2) refer to explained variance in the outputs for the validation set and the calibration set of the 

MLR (SLR) models, respectively. The primary criteria for choosing the best fits in the linear 

regression models (section 4.4.4) are lower RMSEP and higher 𝑅𝑃
2  values. Ideally, for a perfectly 

optimal model, RMSEP should equal RMSEC. However, in reality, RMSEP tends to be greater 

than RMSEC in most cases and in this work, a smaller absolute difference between RMSEP and 

RMSEC values is also considered in choosing the best fits. A larger gap between RMSEP and 

RMSEC implies that the model doesn’t predict accurately for new and independent datasets and 

is suggestive of overfitting and too much flexibility. 

 

4.3.5 Data for model building/calibration 

 

The purpose of this investigation was to evaluate the impact of hydrodynamic parameters on 

oxidation conversion and selectivity and identify their plausible best predictors. Therefore, only 

those data from Siddiquee et al. 5 were used where temperature and pressure were controlled and 

not varied. As indicated in the ‘Experimental’ section, tetralin was oxidized isothermally at 150 

ºC and 90 kPa gauge at different flow conditions in a microfluidic reactor. Hydrodynamic and 

mass transfer data observed and collected from five different injection flowrates of tetralin were 

used for constructing the regression models in this study. These data are provided in Table 4.2 and 

served as the calibration set for this work. 

From a statistical point of view, it was important to primarily investigate whether oxygen 

availability in particular had a superior effect on the outcomes as hinted in the previous work. 5 𝑡𝑅 

was not considered in model building because it was indirectly a representation of 𝑈𝑇𝑃  (as given 

in section B.3 in Appendix B). Once the regression models were built based on this calibration set, 

an independent validation data set (Table 4.4) that was collected at flowrates different to the 

calibration ones) was used to predict the outputs from the SLR models to determine best fits and 

to establish a prediction pathway from 𝑄 to 𝐶𝑅 and 𝑆. In all experiments total conversion at the 
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outlet of the reactor was low (< 1 %), so that it was possible to consider conversion rate and 

selectivity as two independent outputs that were not affected by the total conversion. 

 

Table 4.2. Experimental data used for construction of model building. a 

 

Exp 

ID 

𝑻 

(ºC) 

𝑸 
b
 

(L/

min) 

𝑳𝑺 

(m) 

𝑳𝑮 

(m) 

𝑼𝑻𝑷 

(m/s) 

𝒕𝑹 

(min) 

𝒂 

(m
2
/m

3
) 

𝒌𝑳𝒂 

(s
-1

) 

𝑪𝑹 

(mol/s) 
𝑺 

c 

A 150 1 .0016 .2100 .0260 1.5 300000 1900 5.95 × 10 -07 14.0 

B 150 3 .0027 .0980 .0210 1.8 150000 960 1.40 × 10 -07 7.00 

C 150 5 .0049 .0510 .0200 2 62000 390 1.03 × 10 -07 1.60 

D 150 10 .0043 .0110 .0160 2.4 16000 100 6.00 × 10 -08 1.30 

E 150 15  .0049 .0040 .0110 3.5 5400 34 5.14 × 10 -08 1.30 

a Data obtained from our previous study 5; b Inlet tetralin flowrate into the reactor; c Ketone-to-alcohol 

selectivity in primary oxidation products. 

 

4.4 Results and Discussion 

 

4.4.1 Bivariate correlations among input and output variables 

 

Ideally, it would be expected that some independent variables (IV) have higher correlation 

with the output (𝐲) so that the proportion of the variability accounted for in 𝑦𝑖  is distinct for each 

𝑥𝑖 𝐗. With real data, this condition doesn’t occur in most of the cases and there is some amount 

of overlap of the explained variance in the output by the IVs, arising due to the presence of 

collinearity among them. Table 4.3 reflects this phenomenon. The P-P plots for the explanatory 

variables, 𝑎 and 𝑈𝑇𝑃  and outcome variables, 𝐶𝑅 and 𝑆 are given in Figure 4.1.  
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Table 4.3. Bivariate Pearson correlation coefficients between different parameters considered in 

this study. 

 

Variable 𝑪𝑹 𝑺 𝑸 𝒂 𝑳𝑮 𝑼𝑻𝑷 𝑳𝑺 

𝑪𝑹 1 
0.947 

(0.014) a 

-0.683 

(0.203) 

0.945 

(0.015) 

0.954 

(0.012) 

0.803 

(0.102) 

-0.853 

(0.066) 

𝑺  1 
-0.759 

(0.137) 

0.988 

(0.002) 

0.981 

(0.003) 

0.832 

(0.080) 

-0.966 

(0.007) 

𝑸   1 
-0.839 

(0.076) 

-0.843 

(0.073) 

-0.980 

(0.003) 
b
 

0.766 

(0.131) 

𝒂    1 
0.998 

(0.0001) 

0.900 

(0.037) 

-0.945 

(0.016) 

𝑳𝑮     1 
0.909 

(0.033) 

-0.925 

(0.024) 

𝑼𝑻𝑷      1 
-0.813 

(0.094) 

𝑳𝑺       1 

a The number in brackets indicates the respective p-values; b Bold values indicate correlations > 0.9 

between explanatory variables. 

 

Although the P-P plots for each of the variables shown in Figure 4.1 do not indicate a straight 

line ((b) was the closest to the straight line 𝑦 =  𝑥) passing through the points of the respective 

cumulative distribution functions, the closeness of the distributions was determined acceptable 

envisaging a five-point system. This implied that the application of t-tests are still valid. 28 
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                                     (a)           (b) 

 

 

 

 

 

 

 

 

   (c)      (d) 

Figure 4.1. P-value plots shown for 2 explanatory variables: (a) gas-liquid interfacial area; (b) 

two-phase liquid velocity; and the 2 outcome variables: (c) tetralin conversion rate; (d) ketone-

alcohol selectivity. 

 

Let us consider the outcome-predictor variable relationships first. Conversion rate (𝐶𝑅) of 

tetralin was found to have a strong linear relationship with 𝐿𝐺 (𝑟𝐶𝑅−𝐿𝐺
 = 0.954) and 𝑎 (𝑟𝐶𝑅−𝑎  = 

0.945) with p-values of 0.012 and 0.015 respectively (Table 4.3), entailing that the relation is 

significant at the 5% level. A consensus has not yet been arrived in the literature regarding a cut-

off value that describes the strength of a linear relationship between 2 variables. Values of 0.9, 42 

0.8, 43 0.7 44 and even as low as 0.35 45 have been suggested as threshold levels for a bivariate 

correlation to be considered strong enough to cause collinearity effects in regression results.  

However, as mentioned previously, the critical value of 0.878 can be used as an indicator for 

a significant relationship. The direction of the correlation between 𝐶𝑅 with 𝑈𝑇𝑃  was positive as 
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was with 𝑎 and 𝐿𝐺 but a p-value of 0.102 labels it insignificant. Negative correlations were 

observed with other input variables like 𝐿𝑆 and 𝑄, with 𝑟𝐶𝑅−𝐿𝑆
 being more significant than 𝑟𝐶𝑅−𝑄 

but still unsubstantial at the 5% level. Similarly, 𝑎 and 𝐿𝐺 exhibited very strong correlations with 

the other output variable (Table 4.3), selectivity with p < 0.01 for both the explanatory variables. 

Interestingly, the relationship between 𝑆 and 𝐿𝑆 came out to be the third strongest with 𝑟𝑆−𝐿𝑆
(3) = 

-0.966, p = 0.007, while 𝑈𝑇𝑃  and 𝑄 were not found to be significantly related to the product 

selectivity, though they had slightly higher correlation coefficients than with 𝐶𝑅.   

Having inspected the correlations between the output and input variables alone, it could lead 

us to conclude that 𝑎 and 𝐿𝐺 are potentially good predictors for both 𝐶𝑅 and 𝑆, with 𝐿𝑆 as another 

possible predictor for 𝑆. But the correlation matrix given in Table 4.3 also indicated that the input 

variables are significantly correlated among each other (correlations ≥ 0.9 are specified in bold). 

Absolute values of 𝑟𝑎−𝐿𝐺
, 𝑟𝑎−𝑈𝑇𝑃

 and 𝑟𝑎−𝐿𝑆
 are all greater than or equal to 0.900 and p-value 

corresponding to 𝑟𝑎−𝐿𝐺
 stooped as low as 0.0001. 

The high correlations between the explanatory variables was a first sign of the existence of 

elevated levels of multicollinearity in the data 46 and had to be dealt with appropriately with further 

diagnosis and rectification. Reasons for some of these increased inter-relationships among the 

input variables can be traced back to the ‘Calculations’ section (section 4.2.4).  

For example, 𝑎 is indirectly calculated as the ratio of linear combinations of  𝐿𝐺 and 𝐿𝑆 

(equations B.1 – B.4 in Appendix B) and is the origin of the high correlation between them. 𝑈𝑇𝑃  

depends on the volume fraction of the gas bubble (equation B.6 in Appendix B), which in turn is 

related to the ratio of volumes of the oxygen bubble and liquid slug, i.e. ratio of linear combination 

of 𝐿𝐺 in the numerator and 𝐿𝑆 in the denominator for 𝜀𝐺  (equation B.7 in Appendix B), to which 

𝑎 is also related. 𝐿𝐺 and 𝐿𝑆 have high correlation plausibly due to the Taylor flow conditions in 

the microreactor. Also, 𝑟𝑄−𝑈𝑇𝑃
 (DF = 3) = -0.980, p = 0.003 can be understood in terms of the 

tetralin flowrate negatively impacting the superficial velocity since 𝑄 increases the volume of 

liquid present in the reactor at a given time that can decrease the gas bubble volume fraction, thus 

lowering 𝑈𝑇𝑃 . 

The other correlations not indicated in bold, though insignificant, tell us that increasing the 

only manipulated variable, 𝑄 decreases the parameter responsible for mass transfer, 𝑎 as well as 
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the hydrodynamic parameters, 𝐿𝐺 and 𝑈𝑇𝑃  but has a positive relation with 𝐿𝑆. Finally, 𝑄 is 

moderately correlated with the outcomes (𝐶𝑅 and 𝑆) in the negative direction.  

 

4.4.2 Impact of multicollinearity on regression analysis and its diagnostics: Path forward 

 

Linear dependencies within the predictor variables are a definite cause for concern. Given the 

fact that our main aim was to identify the relative importance of each explanatory variable in 

predicting the conversion rate and selectivity, evaluating the effect of collinearity between the 

input variables on the reliability of the regression models was deemed essential. Multicollinearity 

can be defined as a statistical phenomenon where more than one predictor variable in a linear 

regression model is associated with the other variables and can lead to an ill-conditioned system. 

47 Real data, as in this study, majorly falls in between a situation of perfect collinearity (𝑟𝑥1−𝑥2
= 1 

or −1 where 𝑥1 and 𝑥2 are two example explanatory variables) and that of no correlation (𝑟𝑥1−𝑥2
=

0).  

The different sources responsible for the origin of this problematic phenomenon can be 

majorly classified into two types: (i) sampling methodology of the data collected purely due to the 

experimental observations and (ii) extraction of new variables that are transformations of existing 

variables in the system. In the second type, using the transformed variables along with the existing 

variables for construction of regression models can raise issues in interpreting the model estimates.  

In this study, 𝑄 is manipulated by the user and 𝐿𝐺 and 𝐿𝑆 are observed during the reaction, so 

can be labelled as existing variables. On the other hand, 𝑎 and 𝑈𝑇𝑃  were calculated indirectly from 

the reactor geometry and the existing variables, which was the cause for multicollinearity in our 

system. It was imperative to ensure that this did not affect the conclusions and interpretations of 

the regression models employed in this study and thus treat the problem in an effective manner by 

considering the potential hazards of regressing with collinear variables and ways to tackle it. 

Multicollinearity can affect the regression model in the following ways: 

a. Increase sensitivity of the magnitude of regression coefficient or slope estimates 

(corresponding to the correlated variables) to addition or removal of explanatory variables 

and slight changes in data point values  

b. Cause reversal in signs of the regression coefficient estimates of the correlated variables 

involved in the regression model  
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c. Inflate the standard errors of the regression coefficient estimates resulting in unstable t-

statistics and thus altering the significance of the predictors 

d. Expansion in the width of confidence intervals of the intercept and predictor slope 

estimates 

 

The disadvantage of multicollinearity relevant to our data is that it becomes quite strenuous 

in assessing as to which explanatory variable contributes most in explaining the share of variance 

in the response variable (𝐶𝑅 and 𝑆) due to inaccurate predictor slope estimates and escalated 

standard errors as compared to the case of uncorrelated variables. In other words, it does not cause 

the coefficients to be biased, but renders them unstable. This was recognized as the inherent 

challenge in this work. As highlighted in the previous section, the first step in the detection of 

multicollinearity is through analysis of the pairwise product-moment Pearson correlations, which 

is necessary but not a sufficient condition. Interpreting the strength of a correlation can be 

subjective too. Hence, certain other diagnostics suggested in literature are utilized in this work to 

confirm the presence of interdependencies among the predictor variables and can be useful when 

proper conclusions cannot be made from the correlation matrix alone. These are given in section 

B.7 in Appendix B.  

At this juncture, it is worthwhile to mention the study by Mela and Kopalle, 34 where the 

authors note that the standard error associated with regression coefficient estimates of a negatively 

correlated variable can contract if the relationship with the outcome is positive and higher. Also, 

omitting a negatively correlated variable from a multiple regression model can result in a higher 

omission bias for the parameter estimates (a direct function of 𝑟𝑥1−𝑥2
), suggesting that the model 

was better off having correlations among the explanatory variables. However, it was also observed 

that there was no substantial change to the collinearity diagnostics like 𝑉𝐼𝐹, 𝐶𝐼 and the determinant 

while omitting a positively and a negatively correlated variable in separate situations.  

Hence, an important learning from their study was that it was important to assess the presence 

of multicollinearity related problems only if a large change in the diagnostics mentioned above as 

well as significant changes in slope estimates and their standard errors was observed. Once 

detected, the incremental contribution of adding a correlated variable to the output variance needed 

to be established in order to quantify the relative importance of a correlated variable. Increasing 

the sample size would increase the reliability of the coefficient estimates but was not feasible in 
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our case. Small sample size increases the standard error of the coefficient estimates, but since the 

focus in this work was to determine the relative importance of each input variable in predicting 

output variance, a change in the standard errors and significance was more significant than the 

absolute value itself. Despite the limited sample size, the findings from this study were found to 

be consistent with literature that a single parameter (𝑎) could influence oxygen availability 

significantly to control product selectivity even in reactors of other sizes as well. 10,12,14,16,48,49 Both 

these aspects will be clear under the MLR model analyses in later sections. 

Simple regression models were constructed considering each input variable (Table 4.1) 

separately. Linear, quadratic, cubic and exponential fits were evaluated along with prediction on 

the validation set to identify the best fit for each individual predictor variable. The best predicting 

variables were identified based on the performance parameters like RMSEP, 𝑅2 (equation B.27 

and equation B.28 in Appendix B, respectively) and the tendency to overfit was also assessed by 

means of the difference between RMSEP and RMSEC. Recognizing that sample size was an 

apparent limitation, an elaboration of this drawback is given in the next section on SLR models.  

Going forward, multiple regression models with a maximum of 2 explanatory variables were 

built, where the incremental contribution of the added variable to the output variance was evaluated 

and regression coefficient estimates as well as standard errors were compared between the multiple 

and simple regression models. In addition, standardized coefficients and partial correlations were 

also evaluated. In this way, harmful effects of multicollinearity were mitigated to an extent so as 

to draw meaningful chemometric inferences and tenable interpretations about the relative 

importance of the regressors in predicting the output variables.  

 

4.4.3 Independent dataset for validation/prediction 

 

To validate the formulated calibration models on the basis of the training set of experiments 

(refer to the experimental data from previous study used as calibration set – Table 4.2), a separate 

dataset was collected for tetralin oxidation conducted at five other flowrates but at the same 

temperature and pressure as the calibration set.  

The data are summarized in Table 4.4. The predictive power of the constructed models is 

examined on this validation set with the help of the statistical performance indicators, given 

previously. This data set is entirely independent of the calibration set but falls within the range of 
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the flowrates used in the calibration set to guard against extrapolation. The other parameters like 

𝐿𝑆, 𝐿𝐺 and the outputs accordingly change with the user-controlled flow rates to generate this 

dataset (compare with Table 4.2). 

 

Table 4.4. Experimental data collected at 150 ºC and 90 kPa (gauge) used for prediction. 

 

Exp 

ID 

𝑸 

(L/min) 

𝑳𝑺 

(m) 

𝑳𝑮 

(m) 

𝑼𝑻𝑷 

(m/s) 

𝒂 

(m
2
/m

3
) 

𝑪𝑹 

(mol/s) 
𝑺 

V1 1.5 0.0013 0.1590 0.0282 280000 7.27 × 10 -07 13.0 

V2 2 0.0014 0.1270 0.0254 250000 5.53 × 10 -07 10.0 

V3 4 0.0014 0.0850 0.0226 170000 1.33 × 10 -07 7.00 

V4 7 0.0022 0.0210 0.0205 56700 8.63 × 10 -08 1.30 

V5 12 0.0037 0.0043 0.0153 7100 5.85 × 10 -08 1.40 

 

4.4.4 Simple Linear Regression analysis (SLR): Model performance parameters 

 

The relationships between the output and explanatory variables were evaluated through linear, 

quadratic and cubic fits with the calibration set experiments by considering only the intercept term 

and the power of the variable term in the regression calculation. Exponential fits are not shown 

due to largely inconsequential results.  

The coefficient estimates obtained through the calibration model were used to predict the 

validation set outputs obtained at new flowrates of 1.5, 2, 4, 7 and 12 L/min and the results of the 

model performance on both the calibration and validation sets of experiments are shown in Table 

4.5 and Table 4.6 for 𝐶𝑅 and 𝑆, respectively. 

The first section in ‘Results and Discussion’ not only highlighted the potentially important 

predictors for the outcomes purely based on Pearson’s pairwise correlation coefficients, but also 

identified significant collinearity between the explanatory variables that could impact the relative 

contribution to the output variance. Since the scatter plots (Figure B.1 in Appendix B) indicated 

that a nonlinear relationship could be present between output-input variables, it was important to 

find out the best fit for each predictor with the outcome before evaluating effects of 

multicollinearity.  
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4.4.4.1 Model prediction for conversion rate of tetralin (𝑪𝑹) 

 

Table 4.5. Model performance parameters for simple linear regression of conversion rate of 

tetralin on the input variables considering each of them separately. 

 

Input 

Variable 

Nature 

of fit 

RMSEP 

(mol/s) 
𝒓𝑷

𝟐
 
a
 

p-value 

b
 

RMSEC 

(mol/s) 
𝒓𝑪

𝟐
 
c
 

RMSEP-RMSEC 

(mol/s) 
d
 

𝑎 

Linear 1.78E-7 0.75 0.015 8.67E-8 0.89 9.17E-8 

Quadratic 1.53E-7 0.82 0.001 3.14E-8 0.99 1.21E-7 

Cubic 1.69E-7 0.77 0.0002 2.05E-8 0.99 1.49E-7 

𝐿𝐺  

Linear 2.34E-7 0.56 0.012 7.95E-8 0.91 1.55E-7 

Quadratic 2.75E-7 0.40 0.0002 2.05E-8 0.99 2.55E-7 

Cubic 3.24E-7 0.16 0.0002 2.11E-8 0.99 3.03E-7 

𝑈𝑇𝑃 

Linear 2.10E-7 0.65 0.102 1.58E-7 0.65 5.27E-8 

Quadratic 1.68E-7 0.77 0.053 1.31E-7 0.76 3.76E-8 

Cubic 1.35E-7 0.86 0.024 1.00E-7 0.86 3.46E-8 

𝐿𝑆 

Linear 3.10E-7 0.24 0.066 1.38E-7 0.73 1.72E-7 

Quadratic 3.17E-7 0.20 0.111 1.62E-7 0.63 1.55E-7 

Cubic 3.38E-7 0.11 0.158 1.82E-7 0.73 1.56E-7 

𝑄 

Linear 2.79E-7 0.38 0.203 1.93E-7 0.47 8.57E-8 

Quadratic 3.21E-7 0.18 0.350 2.23E-7 0.29 9.81E-8 

Cubic 3.42E-7 0.07 0.430 2.35E-7 0.21 1.07E-7 

a Coefficient of determination for the validation set in the SLR; b Represents the significance of the overall 

simple regression model involving the constant and the variable term; c Coefficient of determination for the 

calibration set in the SLR; d Always reported as absolute value (positive). 

 

It can be seen from Table 4.5 that RMSEP for 𝑎 is lowest for quadratic fit with a corresponding 

highest 𝑟𝑃
2

 (0.82), which tells us that the highest variance in the validation set is explained by a 

quadratic relationship between 𝐶𝑅 and 𝑎. Even though the significance of the cubic term is higher, 

the p-value for quadratic term is still significant at the 0.1% level which is acceptable. The 

quadratic model fits the calibration set quite well and shows a lower tendency to overfit than a 
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cubic model since the gap between RMSEP and RMSEC is 18.5% lower for quadratic fit. Linear 

fit showed the least propensity to overfit with the difference between RMSEP and RMSEC being 

24.4% and 38.4% lower than quadratic and cubic fits, respectively. But since the RMSEP of 𝑎2 

term is 14.5% and 9.8% lower than linear and cubic fits respectively, it was chosen as the best fit 

model for 𝑎 in predicting 𝐶𝑅.  

A similar interpretation for the model with 𝐿𝐺 as the predictor showed that the linear fit has 

the least RMSEP (2.35 × 10-7 mol/s), highest 𝑟𝑃
2 (0.56) and minimum tendency to overfit based on 

the smallest difference between RMSEP and RMSEC (1.55 × 10-7 mol/s). The closeness of both 

the prediction and calibration error values invariably portray consistency of model performance 

over multiple ranges of the data points. The p-value for the linear term was significant (1.2%) and 

gave a good fit for the calibration set as well with 𝑟𝐶
2

 of 0.91 and an RMSEC of 7.95 × 10-8 mol/s. 

On the other hand, a cubic fit worked best for the regression model with 𝑈𝑇𝑃  as the explanatory 

variable with the lowest RMSEP and highest 𝑟𝑃
2 values among other fits. Strikingly, it also had the 

lowest p-value (2.4%), smallest RMSEC and largest 𝑟𝐶
2 and thus simultaneously possessing the 

least propensity to overfit (least gap between RMSEP and RMSEC). Regression models with 𝐿𝑆 

and 𝑄 revealed that a linear fit could be chosen as the best model for their relationship with 𝐶𝑅 

(Table 4.5).     

A comparison of the best fits and not just the linear models for each explanatory variable, in 

terms of the statistical performance parameters, provided initial information on their individual 

ability to predict the output, which will further be confirmed moving ahead with multicollinearity 

analyses. The errors of prediction for the best fits of the 5 variables identified in this section can 

be arranged in increasing order as: 𝑈𝑇𝑃
3  < 𝑎2 < 𝐿𝐺 < 𝑄 < 𝐿𝑆. The terms in the decreasing order of 

significance for the best fit models were found to be: 𝑎2 > 𝐿𝐺 > 𝑈𝑇𝑃
3  > 𝐿𝑆 > 𝑄. This was also a 

measure of the overall significance of explained variance in 𝐶𝑅 with the calibration set, in terms 

of decreasing order of the F-statistic values. Overall, quadratic fit in 𝑎 contributed to maximum 

variation in 𝐶𝑅 (𝑟𝐶
2 = 0.99), followed by 𝐿𝐺 (𝑟𝐶

2
 = 0.91) and 𝑈𝑇𝑃

3  (𝑟𝐶
2

 = 0.86), whereas 𝐿𝑆 and 𝑄 

accounted for the least output variance with 𝑟𝐶
2

 values of 0.73 and 0.47, respectively. 

Similarly, 𝑎2 and 𝑈𝑇𝑃
3  contributed to almost equal explained variance in 𝐶𝑅 for the validation 

set (𝑟𝑃
2

 = 0.82 and 0.86 respectively) followed by 𝐿𝐺 with a 𝑟𝑃
2

 value of 0.56. As with the calibration 

set, 𝑄 and 𝐿𝑆 accounted for the least variance in 𝐶𝑅 with values of 0.38 and 0.24 for the coefficient 

of determination. On an average across all fits, the prediction error was the least when 𝑎 was used 
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as the explanatory variable in the simple regression model. Compared to 𝑎, the averaged RMSEP 

values were larger for 𝑈𝑇𝑃 , 𝐿𝐺, 𝐿𝑆 and 𝑄 by 1.2%, 67%, 81% and 86% respectively. Likewise, in 

comparison to 𝑎, the averaged calibration errors over all the fits for 𝑈𝑇𝑃 , 𝐿𝑆 and 𝑄 were higher by 

209%, 257% and 401% respectively while 𝐿𝐺 showed a lower RMSEC value than 𝑎 by a paltry 

18%. In summary, keeping the aforementioned discussion in mind, it can be partially concluded 

that the overall variance in 𝐶𝑅 is well explained by mass transfer parameter, 𝑎 and the 

hydrodynamic parameters, 𝑈𝑇𝑃  and 𝐿𝐺. 

 

4.4.4.2 Model prediction for ketone-to-alcohol selectivity (𝑺) 

 

The results for this section are compiled in Table 4.6. Unlike the model with 𝐶𝑅 as the 

outcome, linear fit had lowest RMSEP of 0.94 with the highest coefficient of determination of 0.98 

for 𝑎 in the validation set. The significance of the linear term was the highest with a p-value of 

0.002, but it was to be noted that the quadratic and cubic terms were also significant at the 5% 

level. The numbers for RMSEC and 𝑟𝐶
2

 further testified the accuracy of the linear model. The 

RMSEC of the linear fit was lower than the quadratic and cubic model by 27% and 53%, 

respectively. Likewise, the calibration coefficient of determination for the linear fit was higher 

than the quadratic and cubic fit by 2% and 9%, respectively. The linear fit also displayed the least 

tendency to overfit due to minimum gap between the prediction and calibration errors, followed 

closely by the quadratic fit. Although there was not much to differentiate between linear and 

quadratic fit based on these prediction errors and explained variance of the output variable in the 

validation set, the linear model was chosen as the best fit for the simple regression between 𝑎 and 

𝑆.  

For the model with 𝐿𝐺 as the regressor, a linear fit was found to be the best with lowest 

RMSEP and RMSEC values. The linear fit also sported highest coefficient of determination for 

the calibration and validation sets with the lowest p-value. Expectedly, it depicted least chance of 

overfitting. In the case of 𝑈𝑇𝑃  as the explanatory variable, a quadratic fit showed least prediction 

error and highest 𝑟𝑃
2 though the corresponding numbers for the linear fit were very close. The 

difference between RMSEP and RMSEC values were the smallest for quadratic fit and thus was 

chosen as the best fit of 𝑈𝑇𝑃 . 

 



 

130 

 

Table 4.6. Model performance parameters for simple linear regression of selectivity of primary 

oxidation products on the input variables considering each of them separately. 

 

Input 

Variable 

Nature  

of fit 
RMSEP 𝒓𝑷

𝟐
 
a
 p-value 

b
 RMSEC 𝒓𝑪

𝟐
 
c
 

RMSEP-

RMSEC 
d
 

𝑎 

Linear 0.94 0.98 0.002 0.98 0.98 0.04 

Quadratic 1.41 0.95 0.004 1.35 0.96 0.06 

Cubic 1.78 0.91 0.015 2.08 0.90 0.30 

𝐿𝐺  

Linear 1.95 0.89 0.003 1.25 0.96 0.70 

Quadratic 3.58 0.64 0.007 1.59 0.94 1.99 

Cubic 4.87 0.34 0.018 2.23 0.88 2.64 

𝑈𝑇𝑃 

Linear 3.13 0.73 0.080 3.56 0.69 0.47 

Quadratic 3.09 0.73 0.043 2.93 0.79 0.20 

Cubic 3.61 0.64 0.023 2.39 0.86 1.22 

𝐿𝑆 

Linear 7.05 -0.38 0.007 1.65 0.93 5.40 

Quadratic 6.73 -0.26 0.021 2.34 0.87 4.39 

Cubic 6.60 -0.21 0.040 2.88 0.80 3.72 

𝑄 

Linear 3.22 0.71 0.137 4.19 0.58 0.97 

Quadratic 4.40 0.46 0.276 5.10 0.37 0.70 

Cubic 5.02 0.30 0.366 5.48 0.27 0.46 

a Coefficient of determination for the validation set in the SLR; b Represents the significance of the overall 

simple regression model involving the constant and the variable term; c Coefficient of determination for the 

calibration set in the SLR; d Always reported as absolute value. 

 

Next, an intriguing observation was that all polynomial fits displayed negative 𝑟𝑃
2 values when 

𝐿𝑆 was used as the input variable, which meant that 𝐿𝑆 was not a suitable predictor for selectivity. 

The interesting fact was that the fits explained the variance of selectivity in the calibration set quite 

well with 𝑟𝐶
2values in the range 0.80-0.93. This portrayed a clear case of model overfitting. The 

linear term was shown to have highest significance (0.7%) but could not perform well with the 

validation set. 

Lastly, a linear fit was shown perform best when 𝑄 was the explanatory variable in the model 

with a lowest prediction error of 3.22 and highest squared correlation coefficient of 0.71 with 𝑆 in 
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the validation set. It was interesting to note that the calibration 𝑅2 for quadratic and cubic fits were 

very low (0.37 and 0.27 respectively) for 𝑄 and the 𝑟𝐶
2 value of 0.58 for the linear fit was the lowest 

among all the input variables. This was supportive of the discussion in the previous section that 𝑄 

bore the lowest correlation with the outputs. 

The comparison between fits of input variables for the prediction of selectivity is provided in 

section B.8 in Appendix B. Based on the above analysis, it can be stated that the gas-liquid 

interfacial area (𝑎) and the length of the gas bubble (𝐿𝐺) can be considered as better potential 

predictors than other explanatory variables for selectivity as the output. Nevertheless, their 

exclusive contributions to the variance in the output variables remains to be evaluated and will be 

examined in the next few sections.  

 

4.4.4.3 Sample size limitation 

 

As already pointed out, it is quite apparent that the limited number of samples in the 

calibration and validation sets can be seen as a drawback in this study. Before moving ahead with 

further analyses, this point needs to be addressed and clarified. From an experimental viewpoint, 

it was difficult to maintain Taylor flow conditions at flowrates lower than 1 µL/min and higher 

than 15 µL/min due to practical constraints. The liquid build-up was too high to form liquid slugs 

and gas bubbles at higher flowrates. On the other hand, at lower flowrates, the lower amount of 

liquid in the microreactor made it difficult to monitor the reaction in the liquid phase. Also, the 

maximum conversion attained was 0.74 %wt. at 1 µL/min and there was minimal change 

anticipated at further lower flowrates. The selectivity was almost constant at flowrates higher than 

7 µL/min (Table 4.2 and Table 4.4). Thus, the minimal variability in the conversion and 

selectivities did not warrant more experiments to be conducted.  

From a statistical point of view, with the available 10 samples (5 calibration and 5 validation), 

a separate study was conducted where the number of samples in the calibration set was increased 

to 6 and 7 (4 and 3 samples in validation set, respectively) to check the variation of the prediction 

and calibration errors with conversion rate and selectivity as the outputs and 𝑎 as the input. It was 

seen that the best fits highlighted in the previous section remained the same across sample sizes 

and considering RMSEP, RMSEC and tendency to overfit all together, the choice of 5 calibration 

and 5 validation sets can be justified. Cross validation was not conducted as specific regression 
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model parameters were not required to be tuned or optimized as in the work by Sivaramakrishnan 

et al. 50 The validation dataset given in Table 4.4 can also be used for prediction from the 

constructed regression models.  

 

4.4.4.4 Residual Plots 

 

It is always a good practice to inspect the residuals to detect any violation from the equal 

variance assumption, as highlighted in the assumptions section previously. The standardized 

residuals for the SLR models of 𝐶𝑅 and 𝑆 were plotted against the standardized fitted/predicted 

values of the explanatory variables and are provided in Figure B.2 of Appendix B. It should be 

mentioned that since there are only 5 points, a rigorous interpretation cannot be carried out. The 

following can be visualized from the plots: 

a. The mean of the residuals is roughly zero. 

b. In every case, the residuals represented as scatter points do not appear to follow any known 

pattern, which means that the linearity assumption between the output and the input term indicated 

in the figure caption (transformed variable for two-phase velocity) is valid.  

c. The residual points can be considered distributed equivalently above and below an 

imaginary line passing through 0 parallel to the x-axis. This satisfies the assumption of equal 

variance of the errors.  

Thus, based on these observations, the regression models developed can be considered valid 

and we proceed to multiple linear regression with two predictor variables in the following section.  

 

4.4.5 Multiple linear regression (MLR) vs. SLR models: Comparing parameter estimates, 

their standard errors and significance 

 

As discussed in the previous section, gas-liquid interfacial area was able to explain maximum 

variance in both the outputs for the calibration set with the highest significance among other 

explanatory variables. Excellent predictive ability of the model with 𝑎2 and 𝑎 as the input for 𝐶𝑅 

and 𝑆 as the output variable, respectively have been established. But it was also found that 𝐿𝐺 and 

𝑈𝑇𝑃  were close competitors with respect to explaining the variance in the output and moreover, 

were highly correlated with 𝑎. Thus, some amount of disentangling the combined effects of the 
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correlated variables on the output was needed to illustrate the relative importance of each variable 

in contributing to the output variance significantly.  

 

4.4.5.1 Analysis of the effect of explanatory variables on 𝑪𝑹 

 

Table 4.7 and Table B.1 in Appendix B show the results of MLR and SLR for regression of 

𝐶𝑅 on the explanatory variables, respectively. Multicollinearity diagnostic measures are also 

shown. 
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Table 4.7. Parameter estimates and multicollinearity diagnostics from the multiple linear 

regression models with 2 explanatory variables and 𝐶𝑅 as the output. The eigenvalue column has 

been omitted due to space constraints. Kindly refer the published article if required. 

 

Mo

del 

a
 

Var. 

involve

d 
b
 

bn 
c
 SE 

d
 

Pr > 

|tcrit| 

e
 

Std. 

coeff. 

* 

𝑹𝑪
𝟐 F 

f
 

VI

F 
CI 

Variance 

Proportions 

𝒃𝟎 T1 T2 

M1 

𝑏0 6.3E-8 2.9E-8 .165     1.0 .03 .01 .0 

𝑎2 (T1) 6.9E-18 1.9E-18 .071 1.16 .988 
80 

(.01) 
17 2.3 .43 .02 .0 

𝐿𝐺  (T2) -4.7E-7 8.9E-7 .649 -.173   17 12 .53 .97 1 

M2 

𝑏0 4.8E-8 4.4E-8 .382     1.0 .02 .01 .0 

𝑎2 (T1) 5.8E-18 1.4E-18 .050 .975 .986 
70 

(.01) 
7 2.4 .20 .09 .0 

𝑈𝑇𝑃
3  (T2) 7.2E-4 .0084 .939 .019   7 9.7 .78 .90 1 

M3 

𝑏0 4.0E-8 4.8E-8 .487     1.0 .03 .03 .0 

𝑎2 (T1) 6.1E-18 6.9E-19 .013 1.01 .986 
72 

(.01) 
2 1.5 .00 .26 .1 

𝑄 (T2) 1.2E-9 4.7E-9 .818 .030   2 5.5 .97 .71 .9 

M4 

𝑏0 -1.2E-7 6.0E-8 .174     1.0 .00 .01 .0 

𝑎2 (T1) 7.3E-18 5.1E-19 .005 1.22 .997 
384 

(.00) 
6 1.7 .00 .12 .0 

𝐿𝑆 (T2) 3.9E-5 1.3E-5 .097 .251   6 16 1.0 .87 1 

a Prefix ‘M’ refers to multiple linear regression models; b 𝑏0 represents the constant or intercept term in the 

regression equation. T1 and T2 indicate the respective input variables used to specify the variance 

proportions associated with that variable; c Regression coefficient or slope estimates; d Standard errors 

associated with the respective coefficient estimate; e p-value indicating the probability that the t-statistic for 

the term is greater than the critical value which depends on the degrees of freedom (DF) of the model. For 

MLR, DF = 2 & tcrit = 4.303; f F-statistic, distributed as 𝐹 with 2 & 2 DF for MLR (Fcritical = 19.00). Statistic 

for the test of overall 𝑅2  of the model. Value in bracket is the p-value for the significance of the overall 

model; * Standardized coefficient for the input variable in the MLR model.  
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(i) Effect of gas-liquid interfacial area and length of gas bubble 

 

First, it is to be noted that a maximum of 2 variables were considered for the regression 

analysis because of the limited number of samples available in the calibration set. Even with only 

two variables in the system, three parameters needed to be estimated with 5 data points. Care was 

taken to restrain the system from being over-defined, i.e. having more variables than observations. 

Consider model M1, S1 and S3 in Table 4.7 and Table B.1 in Appendix B. The sign of the 

regression coefficient estimate for 𝐿𝐺 was changed from positive (S3) to negative (M1), while it 

remained same for 𝑎2. This reversal for 𝐿𝐺 is an indication that any mutation in this variable would 

negatively affect the changes in 𝐶𝑅 when 𝑎2 is kept constant and thus, its contribution to the output 

variance is diminished compared to 𝑎2 in the combined model. The standard errors for 𝑎2 and 𝐿𝐺 

when modelled in combination increased by 377% and 88%, respectively which is a direct 

consequence of the high correlation between them. 

Moreover, despite the overall model (M1) being significant with a p-value of 0.012 

corresponding to the F-statistic, the individual coefficient estimates were not significant at the 5% 

level. However, the coefficient estimate for 𝐿𝐺 displayed a much higher p-value (0.649) than that 

of 𝑎2 (0.071), providing a hint that 𝑎2 term was relatively more important than 𝐿𝐺. Critical values 

of F-test 41 and t-tests 51 are obtained from literature. 

Since both the predictors are measured in different units, it was useful to look at the 

dimensionless standardized coefficients, where a higher value would imply more relative 

significance of that variable. In other words, when the input variable changes by one standard 

deviation keeping the other variable constant, the outcome changes by ‘standardized weight’ 

number of standard deviations corresponding to that variable. It can be seen from Table 4.7 that 

the standardized weight of 𝑎2 (1.16) is an order of magnitude higher than 𝐿𝐺 (-0.173), again 

reiterating that the 𝑎2 has a higher weightage in affecting 𝐶𝑅. This was not as apparent in the 

individual models S1 and S3 (Table B.1) since the standardized weights were not too different, 

though 𝑎2 had a higher value. In addition, the variables involved had the highest value for VIF 

(17) as compared to models M2, M3 and M4, complementing the fact that 𝑎2 and 𝐿𝐺 possessed 

the highest collinearity among all other combinations with 𝑎2. Finally, both the predictors 

displayed high variance proportions on the third eigenvalue dimension (Table 4.7).  
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Almost all the variance in their regression coefficients is associated with this dimension (97% 

and 100%), thus confirming the large dependency between the variables. Attention is to be brought 

to the fact that though the CI was below 15 33 or 20, 34 the question of multicollinearity still 

prevailed. This further exemplifies the notion in the literature that no consensus has yet been 

reached regarding the threshold values of any diagnostic measure explaining multicollinearity. It 

is obvious that the 𝑅2  never decreases when a regressor variable is added to the existing model as 

can be comprehended from S1, S3 and M1. 𝑅2  of M1 is higher than that of S1 and S3 by 0.002 

and 0.078 units, respectively. The incremental effect of each predictor in increasing the total 

variance in 𝐶𝑅 is investigated through a modified F-statistic (equation B.26 in Appendix B). The 

values of the statistic for the different combination of variables analyzed in models M1 - M4 are 

given in Table 4.8. 

The F-curve in this case is distributed with 1 and 2 degrees of freedom when the null 

hypothesis (that there is no incremental effect of the added variable) is true. When 𝐿𝐺 was added 

to 𝑎2 (S1), the F value was 0.33, while if 𝑎2 is added to 𝐿𝐺 (S3), F increased to 13.00. Neither 

occasion was significant since the critical value for F (1, 2) is 18.51 but it definitely indicated that 

the incremental effect of adding 𝑎2 to 𝐿𝐺 was much greater than the other way around. Lastly, the 

partial correlation between 𝐶𝑅 and 𝑎2, while controlling for 𝐿𝐺 was 0.929 (a decrease of 6.4% 

from the zero-order correlation of 0.993). Contrarily, the partial correlation between 𝐶𝑅 and 𝐿𝐺, 

while controlling for 𝑎2 stooped down to -0.351 (a sharp decrease of 137%). 

This clearly certified that the relationship between conversion rate of tetralin and gas-liquid 

interfacial area was not affected much by the length of the gas bubble, even though they were 

highly correlated (second column from the right in Table 4.8). Put differently, in the presence of 

𝑎2 term in the model M1, the contribution of 𝐿𝐺 to the variation in 𝐶𝑅 was negligible. 
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Table 4.8. F-statistic values for addition of one explanatory variable to SLR models with 𝐶𝑅 and 

𝑆 as outcome. 

 

Output 

variable 

Variables 

involved 
𝑹𝟐 MLR 𝒓𝟐 SLR 

a
 

F-

statistic 

F-critical 

(1,2) 
𝒓 

b
 VIF 

𝑪𝑹 

𝑳𝑮 over 𝒂𝟐 .988 (M1) .986 (S1) .33 
18.51 .971 17.29 

𝒂𝟐 over 𝑳𝑮 .988 .910 (S3) 13.00 

𝑼𝑻𝑷
𝟑  over 𝒂𝟐 .986 (M2) .986 0.00 

18.51 .929 7.32 
𝒂𝟐 over 𝑼𝑻𝑷

𝟑  .986 .856 (S2) 18.57 

𝑸 over 𝒂𝟐 .986 (M3) .986 0.00 
18.51 

-

.704 
1.98 

𝒂𝟐 over 𝑸 .986 .467 (S4) 74.14 

𝑳𝑺 over 𝒂𝟐 .997 (M4) .986 7.33 
18.51 

-

.905 
5.51 

𝒂𝟐 over 𝑳𝑺 .997 .727 (S5) 180.00 

𝑺 

𝑳𝑮 over 𝒂 .986 (SM1) .977 (SS1) 1.29 
18.51 .998 250.25 

𝒂 over 𝑳𝑮 .986 .962 (SS2) 3.43 

𝑼𝑻𝑷
𝟐  over 𝒂 .995 (SM2) .977 7.20 

18.51 .946 9.52 
𝒂 over 𝑼𝑻𝑷

𝟐  .995 .792 (SS3) 81.20 

𝑸 over 𝒂 .993 (SM3) .977 4.57 
18.51 

-

.839 
3.37 

𝒂 over 𝑸 .993 .576 (SS4) 119.14 

𝑳𝑺 over 𝒂 .987 (SM4) .977 1.54 
18.51 

-

.945 
9.35 

𝒂 over 𝑳𝑺 .987 .934 (SS5) 8.15 

a Calibration coefficient of determination of SLR for 𝐶𝑅 and 𝑆 on the existing variable. Reference to 

the corresponding model in Table B.1 and Table B.2 in Appendix B is given in brackets; b Pairwise 

bivariate correlation between the two variables involved. 

 

(ii) Effect of gas-liquid interfacial area and two-phase velocity 

 

No sign reversal was observed in the regression coefficient estimate of 𝑈𝑇𝑃
3  in model M2 

(Table 4.7) when compared with model S2 (Table B.1 in Appendix B), but it decreased by 2 orders 

of magnitude (by 98%) from S2. On the contrary, the change in the slope estimate for 𝑎2 was 

imperceptible. The interpretation of the estimates would be more meaningful by looking at the 
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corresponding standard errors. The standard error for 𝑈𝑇𝑃
3  in M2 is an order of magnitude higher 

than the coefficient itself, while in S2, it is an order of magnitude smaller. 

This indicates that the coefficient estimate of 𝑈𝑇𝑃
3  is unstable and not very reliable because 

the lower bound for the 95% confidence interval range of values for this estimate was negative (-

0.0354), which means that 0 is also a possible value for 𝑈𝑇𝑃
3 . Though the standard error for 𝑎2 

increased by 231% as compared to S1, the slope estimate obtained in M2 was still significant (p-

value = 0.050). The standardized coefficients for the two predictors signified that changes in 𝑎2 

affected the output much more than changes in 𝑈𝑇𝑃
3 , thus emphasizing the higher importance of 

𝑎2 in predicting the output.  

Since the pairwise correlations between 𝐿𝐺 & 𝐶𝑅 (0.954 – Table 4.3) and 𝑈𝑇𝑃
3  & 𝐶𝑅 (0.925 – 

Table B.1) are both positive, it is expected that the regression coefficient estimates (standardized 

included) should also be positive in the MLR. As already reviewed, this was not the case with 𝐿𝐺 

(previous section), plausibly due to the high correlation with 𝑎2 (0.971 – Table 4.8). In the case of 

𝑈𝑇𝑃
3 , the coefficients are still much lower compared to 𝑎2 in the MLR, but at least still maintain 

the positive effect on the output, unlike 𝐿𝐺. The reason for this can be attributed to the lower 

correlation between 𝑈𝑇𝑃
3  and 𝑎2 (0.929 - Table 4.8) in comparison with that between 𝐿𝐺 and 𝑎2.  

The overall model (M2) is significant at the 5% level with a F (2, 2) = 70.85 and a p-value of 

0.014. With reference to the discussion on multicollinearity, a change in the VIF is a better 

indicator of multicollinearity than the absolute value itself. VIF was 7 between 𝑈𝑇𝑃
3  and 𝑎2, which 

meant that according to Kutner et al., 52 multicollinearity was not a problem. But as was observed 

in Vatcheva et al., 37 VIF increased to 7 as compared to the SLR models S1 and S2, thus implying 

that collinearity can be a hindrance to model interpretation. The VIF was lower than that of M1 

and it was interesting to note that it followed the order of the pairwise correlations between the 

transformed explanatory variables as given in Table 4.8. 

On a relative scale, the problem of collinearity between 𝑈𝑇𝑃
3  and 𝑎2 was found to be lesser 

than that existing between 𝐿𝐺 and 𝑎2 and was reflected in the results just elaborated. CI value for 

M2 was also lower than that for M1, but still higher than those for S1 and S2, indicating the 

presence of collinearity. This was also confirmed by the higher concentration of the variance 

proportions of the regression coefficients of both the predictors on the third eigenvalue dimension 

in M2 (90% and 100%).  
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The results from Table 4.8 for 𝐶𝑅 were further affirmative of the relative significance of 𝑎2 

as compared to 𝑈𝑇𝑃
3  in explaining output variance. The increment to 𝑟2 of S1 provided by 𝑈𝑇𝑃

3  was 

insignificant (F-statistic = 0.00), while the incremental effect of adding 𝑎2 to model S2 in 

determining 𝐶𝑅 values proved to be significant with F (1,2) = 18.57 and cleared the critical value 

of 18.51. Additionally, the partial correlations between 𝑎2 & 𝐶𝑅, controlling for 𝑈𝑇𝑃
3  and that 

between 𝑈𝑇𝑃
3  and 𝐶𝑅, controlling for 𝑎2 were 0.950 and 0.060, respectively. This reflected that in 

the presence of 𝑎2 term, the incremental contribution of 𝑈𝑇𝑃
3  to the output variance is slim. Thus, 

it can be stated that the gas-liquid interfacial area was the more important parameter compared 

with two-phase velocity as well. 

 

(iii)   Effect of gas-liquid interfacial area and injection flow-rate of tetralin 

 

For brevity, details of this section are provided in section B.9.1 in Appendix B. To summarize, 

it can be asserted that the gas-liquid interfacial area (transformed quadratic form) was the more 

important variable in predicting conversion rate of tetralin, relative to the injection flow rate.  

 

(iv)   Effect of gas-liquid interfacial area and length of liquid slug 

 

The reader is referred to section B.9.1 in Appendix B for the detailed analysis of this section. 

These results gave a different picture of collinearity, where this phenomenon actually increased 

the individual contribution of a predictor in describing the overall variance of the output, that was 

previously observed in literature. 34 

But, the underlying observation in all four MLR models was that the relative importance of 

the gas-liquid interfacial area was substantial in explaining the variance in conversion rate. 

 

4.4.5.2 Analysis of the effect of explanatory variables on 𝑺 

 

Table 4.9 and Table B.2 in Appendix B show the results of SLR and MLR for regression of 𝑆 

on the explanatory variables, respectively. Multicollinearity diagnostic measures are also shown. 
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Table 4.9. Parameter estimates and multicollinearity diagnostics from the simple and multiple 

linear regression models with 2 explanatory variables and 𝑆 as the output.  

 

Mo

del 
a
 

Var. 

involve

d 
b
 

bn 
c
 SE 

d
 

Pr > 

|tcrit| 

e
 

Std. 

coeff

. * 

𝑹𝑪
𝟐 F 

f
 

VI

F 

EV 

g
 

CI 

Variance 

Proportions 

𝒃𝟎 T1 T2 

SM1 

𝑏0 .376 1.05 .590     2.6 1 .05 .00 .0 

𝑎 (T1) 1E-4 6E-5 .203 2.63 .986 
71 

(.014) 
250 .4 3 .92 .00 .0 

𝐿𝐺  (T2) -108 92 .364 -1.64   250 .0 54 .03 1.0 1 

SM2 

𝑏0 2.55 .89 .103     2.7 1 .01 .01 .0 

𝑎 (T1) 6E-5 7E-6 .011 1.39 .995 
211 

(.005) 
9.5 .3 3 .13 .08 .0 

𝑈𝑇𝑃
2  

(T2) 
-1E4 3982 .107 -.42   9.5 .0 14 .86 .91 1 

SM3 

𝑏0 -2.30 1.22 .200     2.2 1 .01 .02 .0 

𝑎 (T1) 5E-5 5E-6 .008 1.19 .993 
146 

(.007) 
3.4 .8 2 .00 .11 .1 

𝑄 (T2) 
.232

0 
.105 .158 .24   3.4 .0 8 .99 .87 .9 

SM4 

𝑏0 5.89 4.64 .332     2.4 1 .00 .01 .0 

𝑎 (T1) 3E-5 1E-5 .106 .70 .987 
74 

(.013) 
9.3 .6 2 .00 .06 .0 

𝐿𝑆 (T2) 
-

1154 
942 .345 -.31   9.3 .0 23 1.00 .93 1 

a ‘SM’ refers to multiple linear regression models for selectivity as the output; b 𝑏0 represents the constant 

or intercept term in the regression equation. T1 and T2 indicate the respective input variables used to specify 

the variance proportions associated with that variable; c Regression coefficient or slope estimates; d 

Standard errors associated with the respective coefficient estimate; e p-value indicating the probability that 

the t-statistic for the term is greater than the critical value of t-stat, that depends on the degrees of freedom 

(DF) of the model. For MLR, DF = 2 & tcrit = 4.303; f F-statistic, distributed as 𝐹 with 2 and 2 DF for MLR 

(Fcritical = 19.00). Statistic for the test of overall R2 of the model. Value in bracket is the p-value for the 

significance of the overall model; g Eigenvalue for the respective dimension; * Standardized coefficient. 
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(i) Effect of gas-liquid interfacial area and length of gas bubble 

 

Best fits for 𝑎 and 𝐿𝐺 based on predictive performance on selectivity were already identified 

as linear for both the predictors in the results of SLR as discussed previously. One observation that 

was very apparent in this case was the very high simple correlation between 𝑎 and 𝐿𝐺 (0.998 – 

Table 4.8). It was supported by the highest VIF (250.25) for SM1 among all MLR models with a 

correspondingly large CI value of 54.12 (Table 4.9). Almost 100% of the proportion of variances 

of the regression coefficient estimates of both the predictors belonged to the third eigenvalue 

dimension, indicating exorbitant collinearity. 

The steep change in the magnitude as well as the sign reversal (positive to negative) of the 

regression coefficient estimate of 𝐿𝐺 from model SS2 to SM1 can be attributed to its high 

correlation with 𝑎. This was accompanied by an acute upsurge of 1250% in the standard error of 

𝐿𝐺. Concurrently, both the regression coefficient estimate and the standard error of 𝑎 increased by 

an order of magnitude from model SS1 to SM1, rendering the coefficient insignificant in the 

process (p-value = 0.203). But, the 𝐿𝐺 term was relatively less significant than 𝑎, having a p-value 

of 0.364. The standardized coefficients clearly point towards the higher relative importance of 𝑎 

(2.63) as compared with 𝐿𝐺 (-1.64). Nevertheless, the overall model was significant with a p-value 

(two-tailed) of 0.014 for the probability of a new F-statistic being more extreme than the observed 

value of 70.92 for SM1. 

The F-statistic for the test of incremental effect of adding 𝑎 to 𝐿𝐺 (3.43) for improving the 

overall 𝑟2  from the SLR to MLR, was greater than the adding 𝐿𝐺 to 𝑎 (1.29) by a small margin 

(Table 4.8). The collinearity between the explanatory variables involved in model SM1 resulted in 

a downturn of 19.3% from the zero-order correlation to the partial correlation between 𝑎 and 𝑆, 

while controlling for 𝐿𝐺. 𝑎 had a more dramatic effect on the relationship between 𝐿𝐺 and 𝑆 as a 

zero-order correlation of 0.981 dropped down to a partial correlation of -0.636, thus amplifying 

the relative importance of 𝑎 over 𝐿𝐺 in influencing selectivity of the products in tetralin oxidation. 

 

(ii) Effect of gas-liquid interfacial area and two-phase velocity 
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A quadratic model was determined as best fit for the prediction of 𝑆 with 𝑈𝑇𝑃  (refer SLR 

results). When regressed along with 𝑎 in predicting 𝑆 as in model SM2, the overall significance of 

the model was very high (p-value = 0.005 for the F-statistic of 210.90), with a corresponding 𝑅2 

value of 0.995 (Table 4.9). The VIF and CI numbers stood at 9.52 and 14.34, respectively, which 

were both near the respective threshold values highlighted by Kutner et al. 52 and Midi et al. 32 The 

CI value for 𝑎 did not change by much but compared to SS3, it increased 3-fold for 𝑈𝑇𝑃
2 . Major 

proportion of the variances (91% and 100%) of the regression coefficients of the predictors were 

found to be concentrated on the 3rd eigenvalue dimension. A high correlation coefficient of 0.946 

(Table 4.8 for 𝑆) between the predictors, along with the collinearity diagnostic statistics indicated 

that the collinearity could be a problem in regression.  

Conceivably, the regression coefficient estimate of 𝑈𝑇𝑃
2  moved from positive (23740.8) to 

negative (-11194.0) in model SM2 from SS3, revealing the negative impact of collinearity on 𝑈𝑇𝑃
2 . 

This drastic difference made the term insignificant (p-value = .107), even though the standard error 

reduced approximately by half. On the other hand, the slope estimate and the corresponding 

standard error of 𝑎 in model SM2 increased by 1.4 times and 1.75 times from SS1 respectively, 

but the coefficient was still significant (p-value = 0.011). Additionally, the increased standardized 

coefficient of 𝑎 (1.39) in comparison with that of 𝐿𝐺 (-0.42) elucidated the higher influence of the 

effect of a change in 𝑎 causing a change in 𝑆. 

The incremental contribution in elevating the overall variance of the model SM2 by appending 

𝑎 to 𝑈𝑇𝑃
2  (in model SS3) was significant, as indicated by a F-statistic value of 81.20. Adding 𝑈𝑇𝑃

2  

to 𝑎 did not prove significant since the F-value was lower than the critical value of 18.51. The 

partial correlation between 𝑎 and 𝑆 (0.989) signified that their relationship was not affected by 

𝑈𝑇𝑃
2  at all since it was 0.001 units higher than the zero-order correlation between them. On the 

other hand, the presence of 𝑎 had a negative impact on the relationship between 𝑈𝑇𝑃
2  and 𝑆 as the 

partial correlation was -0.893 while the zero-order correlation was 0.890. These results tell us that 

gas-liquid interfacial area was the more important predictor for selectivity. 

 

(iii)  Effect of gas-liquid interfacial area and injection flow-rate of tetralin 

 

Detailed discussion for this section is provided in section B.9.2 in Appendix B. The analysis 

suggested that 𝑎 was the more relevant variable than 𝑄 in predicting the selectivity. 
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(iv)  Effect of gas-liquid interfacial area and length of liquid slug 

 

Section B.9.2 in Appendix B provides the analysis for this section as well. On the whole, it 

can be stated with confidence that gas-liquid interfacial area was the most significant contributor 

to overall variance in the outcomes, conversion rate and selectivity based on the above analyses. 

 

4.4.6 Predicting the outputs from 𝑸: Identification of the best regression pathway 

 

Since 𝑄 was the only manipulated variable in the tetralin oxidation system, it was considered 

lucrative to trace out the best possible statistical path to predict the output variables. The outcomes 

of this new path were compared with the SLR models, S4 and SS4 which directly predicted 𝐶𝑅 

and 𝑆 respectively from 𝑄 to look for improvements in model performance parameters (RMSE 

and 𝑅2). This is a faster way to monitor the reaction’s progress without the use of offline GC 

measurements, which was another aim of this study.  

The results of this section are compiled in Table 4.10. Based on Table 4.3, it can be seen that 

𝑄 had maximum correlation with 𝑈𝑇𝑃  (𝑟𝑄−𝑈𝑇𝑃
 = -0.980). A simple linear regression model was 

built with 𝑈𝑇𝑃  as the outcome and 𝑄 as the explanatory variable based on the calibration set and a 

linear model was determined the best fit based on least RMSEP and highest 𝑟𝑃
2 for the validation 

set. 

Next, a regression relationship was established between 𝑈𝑇𝑃  and 𝑎, since the gas-liquid 

interfacial area was proved to be the best predictor for both the outputs as discussed before. With 

the help of data points in the calibration set, a linear model was chosen as the best fit between these 

two variables. Afterwards, the predicted 𝑈𝑇𝑃  values in model P1 (Table 4.10) with the validation 

set were used as input to the regression relation built in model P2 in order to predict 𝑎. Lastly, 

these new 𝑎 values were utilized to predict 𝐶𝑅 and 𝑆 using the already determined best fit quadratic 

and linear regression relationships (SLR models for 𝐶𝑅 and 𝑆). The variance explained in 𝐶𝑅 

through this process was higher (𝑟𝑃
2  = 0.46) than model S4 (𝑟𝑃

2  = 0.38) for the validation set (Table 

4.10). Also, the prediction error in model P3 was lower than model S4 by 7%, indicating a clear 

advantage of this pathway. Likewise, the prediction error and the coefficient of determination for 
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the validation set in model P4 was lower by 8% and higher by 7% than the corresponding values 

in model SS4, respectively.  

The previous discussions on SLR and MLR models proved that the outputs can be predicted 

with acceptable accuracy from the gas-liquid interfacial area, which needed to be derived from 

analysis of the images captured during the tetralin oxidation experiments. 5 It discarded the need 

for GC analysis to calculate conversion rate and selectivity. The new pathway discussed in this 

section proved beneficial and showed potential to predict conversion rate and selectivity from inlet 

flowrate of tetralin by eliminating the need for calculating the hydrodynamic parameters through 

image analysis, in addition to avoiding GC measurements. This also saves time for the researcher. 

 

Table 4.10. Results for prediction of 𝐶𝑅 and 𝑆 from 𝑄 through the best regression pathway. 

 

Input 

variable 

Output 

variable 

Model 

ID 

RMSEP 

*
 

𝒓𝑷
𝟐  RMSEC * 𝒓𝑪

𝟐 
p-

value a 

RMSEP – 

RMSEC b 

𝑄 𝑈𝑇𝑃 P1 .0031 0.70 .0013 0.96 0.003 0.0018 

𝑈𝑇𝑃 𝑎 P2 58412.4 0.82 61427.0 0.81 0.037 3014.6 

𝑎 𝐶𝑅 P3 2.60E-7 0.46 3.14E-8 0.99 0.001 2.29E-7 

𝑎 𝑆 P4 2.95 0.76 0.98 0.98 0.002 1.97 

𝑄 𝐶𝑅 S4 2.79E-7 0.38 1.93E07 0.47 0.203 8.57E-8 

𝑄 𝑆 SS4 3.22 0.71 4.19 0.58 0.137 0.97 

* The values are in the respective units of the output variable; a p-value relates to the significance of 

both the coefficient of the predictor as well as the overall model in SLR; b Always reported as absolute 

values. 

 

4.4.7 Implications of the current work 

 

This study proved that the oxidation process of an important naphthene-aromatic 

petrochemical, tetralin conducted at 150 ºC and near-atmospheric pressure could be monitored 

(tracking of reactant conversion and product selectivity) using conventional chemometric tools. 

The statistical analyses performed in this work signify that the most important parameter that 

controlled product selectivity is the gas-liquid interfacial area (𝑎). The two-phase velocity (𝑈𝑇𝑃) 
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that is closely related to the Marangoni effects, comparatively constitutes a lesser weightage in 

influencing the system outputs.  

A key implication is that a reactor could be designed to create a higher interfacial area, for 

example, a loop reactor, 48,49,53 for industrial applications on a larger scale. However, small-scale 

productions of high value products, valuable pharmaceuticals or chemicals 14,54 can be produced 

by using the microfluidic reactor due to its capability to maintain higher interfacial area. There 

was a definite value addition to our previous work 5 in employing mathematical tools to study the 

dependencies between the different parameters that affected oxygen availability and deducing the 

most significant parameter. 

 

4.5 Conclusions 

 

Application of statistical regression models to monitor tetralin oxidation reaction in a 

microfluidic reactor by identifying the parameters of paramount importance that affect the outputs 

(conversion rate and selectivity) was the central focus of this work. IBM SPSS (Statistical Package 

for the Social Sciences) software was used for all statistical analysis conducted in this work. Some 

key findings were as follows: 

a) The magnitude and direction of the relationships between the explanatory variables and the 

outcomes (𝐶𝑅 and 𝑆) were investigated by means of Pearson’s correlation coefficients. It 

was found that 𝐿𝐺 and 𝑎 showed maximum positive correlation with 𝐶𝑅 and 𝑆 

respectively. 𝑄 and 𝐿𝑆 displayed a negative correlation with both the outputs, whereas 𝑈𝑇𝑃  

had a moderate positive correlation. There were also indications on the presence of strong 

multicollinearity between the predictors as evident from values of correlations > 0.9. This 

was confirmed further by diagnostic measures like elevated VIF and CI values. 

b) Best fits for each predictor were determined by examining separate SLR models and 

evaluating the results through model performance parameters, i.e. chosen based on lower 

RMSEP, higher 𝑟𝑃
2 and lesser propensity to overfit. Specifically, the order of best-fitting 

predictors based on SLR models and considering the statistical performance parameters 

were: 𝑎2 > 𝐿𝐺 > 𝑈𝑇𝑃
3  > 𝐿𝑆 > 𝑄 for 𝐶𝑅 as the output; 𝑎 > 𝐿𝐺 > 𝑈𝑇𝑃

2   > 𝑄 for 𝑆 as the output. 

The model with 𝐿𝑆 as the explanatory variable gave poor results with the validation set, 

indicating overfitting. A major limitation in this study was the small number of calibration 
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samples due to experimental and practical constraints but as elaborated in the discussion, 

it did not hinder the consensus on a meaningful interpretation. 

c) In order to identify the relative importance of the predictors in explaining output variance, 

it was essential to resolve the issue of multicollinearity among the explanatory variables. 

For each output, four MLR models were explored by adding one input variable to the best 

predictor from SLR (gas-liquid interfacial area – 𝑎). Sign reversals and inflated standard 

errors were observed for the added variable, thus rendering it insignificant due to 

collinearity effects. The standardized regression coefficients from MLR models further 

gave evidence that 𝑎 influenced the outputs the most.  

d) Partial correlations between 𝑎 and 𝐶𝑅 and 𝑆, controlling for other predictors further 

indicated that even in the presence of other variables, 𝑎 shared maximum variance with the 

outputs. Incremental contribution of 𝑎 in improving the overall model 𝑟𝐶
2 by adding to the 

SLR models with other predictors was proved to be significant through F-tests distributed 

with (1, 2) degrees of freedom.  

e) A faster way to monitor the reaction by eliminating the need for image analysis, in addition 

to the GC measurements, was attempted. The best pathway to predict system deliverables 

from the lone manipulated variable in the system (𝑄) was identified to be: 𝑄 -> 𝑈𝑇𝑃  -> 𝑎 -

> 𝐶𝑅 and 𝑆. This pathway gave lower RMSEP and higher 𝑟𝑃
2 as compared to model S5 and 

SS5, where the outputs were directly predicted from tetralin injection flowrate.  

 

Thus, by means of the chemometric approach undertaken in this study, it can be concluded 

that oxygen availability in terms of gas-liquid interfacial area is one of the major factors affecting 

conversion and selectivity in tetralin oxidation. It also indicated potential application of the same 

principles to larger reactors (loop reactors for example) for industrial applications. 
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5. Viscosity of Canadian oilsands bitumen and its modification by thermal conversion 4 

 

 

ABSTRACT 

 

The dependence of Canadian oilsands-derived bitumen viscosity on different factors like the 

microstructure, chemical composition, compatibility and interactions between the different 

constituent components has been documented in literature but a comprehensive review is missing. 

The goal of this chapter is to explore the sensitivity of bitumen viscosity on some of these 

parameters in depth and to provide scientific explanation for the observed changes. Non-catalytic-

thermal conversion is used as tool for realizing this objective. Previous studies on thermal 

treatment of bitumen reported contrasting trends in viscosity with reaction time, but a substantial 

explanation was not provided and served as motivation for the experimental investigations in this 

chapter. Specifically, post-reaction procedures like nature of solvent used to extract the products 

from the reactor and rheological conditions of viscosity measurement like shear rate had a 

significant impact on viscosity. Methylene chloride introduced hydrogen bonding interactions due 

to some solvent remaining after evaporation, which plausibly increased viscosity of thermally 

converted bitumen significantly. This was not observed with toluene as the extraction solvent. 

Tracking changes in other properties like free radical content, boiling point distribution, aromatic 

and aliphatic content during thermal conversion as well as before and after solvent addition and 

removal assisted in accounting for the viscosity changes. Chemical composition of the feed and its 

geological origin also seemed to have an effect on its viscosity. Assuming a colloidal 

representation for bitumen, a theory was proposed on the effect of the nature of asphaltene 

aggregation on viscosity in terms of changes in the effective volume of the aggregate clusters 

during thermal conversion. The onset of elastic nature on application of shear is also explored. 

 

Keywords: Thermal conversion; Athabasca bitumen viscosity; solvent extraction; effect of shear 

rates; product characterization; asphaltene aggregation. 

 
4 This work was published as a book chapter in the ACS Symposium Series as “Sivaramakrishnan, K.; De Klerk, A.; 

Prasad, V. Viscosity of Canadian Oilsands Bitumen and Its Modification by Thermal Conversion. In Chemistry 

Solutions to Challenges in the Petroleum Industry; Rahimi, P., Ovalles, C., Zhang, Y., Adams, J. J., Eds.; ACS 

Symposium Series; American Chemical Society: Washington, DC, 2019; Vol. 1320, pp 115–199”. 
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5.1 Introduction 

 

The extraction and transportation of Canadian oilsands bitumen has posed a long-standing 

challenge due to the low fluidity of bitumen. 1,2 In addition to the high viscosity of bitumen, it is 

also fouling in nature, like some heavy crude oils.  What are the problems associated with high 

viscosity fluids, especially in pipeline transport? The quandary lies in the fact that high viscosity 

leads to elevated pressure drop compared to less viscous fluids in pipelines during transportation 

that escalates the pumping loads which in turn increases the cost of transportation and reduces 

capacity. 3  

Part of the problem is due to the presence of ‘heavy’ compounds called asphaltenes that 

constitute between 15 – 20 % (expressed as n-pentane insoluble material) of bitumen extracted 

from Canadian oilsands. 4 Asphaltenes are a solubility class of material that are precipitated from 

solution on addition and mixing with lighter paraffinic compounds like n-pentane or n-heptane. 

Though there has been no particular acceptance regarding a generalized representation of their 

structure in the literature, 5 they are prone to aggregation and there is a risk of subsequent 

precipitation under conditions that exist in pipelines due to de-pressurization and incompatibility 

with the some oils that make up the surrounding medium. Precipitation of asphaltenes leads to 

clogging due to the formation of solid deposits and is detrimental to transportation. 

The aggregation susceptibility of asphaltenes can also be a significant cause for viscosity 

increase of bitumen. 3 All asphaltenes may not be in the aggregated state and the converse need 

not be true either. Any cluster of molecules existing in the nanometer to micrometer size range can 

be considered as an aggregate. 6 An obvious strategy to decrease the risk of precipitation is to 

reduce or remove the heavy asphaltene-type material through deasphalting, which has also shown 

to be beneficial in reducing viscosity. 7  

Pipeline specifications in North America require viscosity of the liquid to be a maximum of 

0.33 Pa.s or 350 cSt at a minimum pipeline temperature of 7.5 ºC (winter temperature) and density 

less than 940 kg/m3 (or ≥ 19 ºAPI) at 15.6 ºC. 8 It also poses restriction on the total olefin content 

to be ≤ 1 %wt. as 1-decene equivalent. This meant that a viscosity reduction of several orders of 

magnitude is required from a feed bitumen viscosity in the range 10 – 100 Pa.s measured at 25 ºC 

along with a significant decrease in density from > 1000 kg/m3 for the bitumen feed.  
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Current methods to decrease viscosity after extraction include upgrading and the use of 

diluents.  Natural gas condensate, which is a mixture of C5+ liquids is a common diluent, as is light 

naphtha, but employing diluent has certain disadvantages. Due to their paraffinic nature, they 

increase the risk of agglomeration and precipitation of asphaltenes. Their usage is also limited by 

their insufficient availability of diluents at oilsands production sites and higher cost due to the 

installation requirement of additional pipelines for their transport and recovery. 9  

A full upgrader at the extraction site converts the bitumen to synthetic crude oil (SCO) which 

is quite low in sulfur and other heavy metals and is suitable for feeding into downstream refineries. 

But installation and operation of a full-scale upgrader is much more expensive than using diluents 

to make dilbit or a partial upgrader. To put things into perspective, the cost of full upgrading 

(including capital) would be much higher than a partial upgrader and also slightly more than dilbit 

production. 10 Field or partial upgrading aims to find the middle ground between bitumen dilution 

and full-scale upgrading. Here, the intent is to achieve sufficient viscosity reduction at the site of 

extraction with minimum focus on changing associated chemical properties.  

Visbreaking is the lowest cost per capacity residue conversion technology 11 and therefore of 

interest as a potential field upgrading technology. Visbreaking, as one of the forms of thermal 

conversion processes apart from coking and gasification was found to be more successful than 

catalytic conversion due to the risk of catalyst deactivation by coke deposition and metal 

contamination as the thermal cracking progresses. 12 Industrially, visbreaking is conducted at 

temperatures of 430 – 490 ºC and residence times depending on the type of visbreaker employed. 

Coil visbreakers operate for shorter residence times while soaker visbreakers employ longer times. 

13 The pressures are generally less than 2 MPa, with a minimum of 0.3 MPa. 14 However, the 

conversion based on the decrease in vacuum residue material in the feed is limited by coke 

formation in the industrial visbreaker. 15 Viscosity reduction rather than conversion increase is of 

primary importance in visbreaking for partial upgrading and it is to be noted that viscosity of 

complex mixtures like bitumen is not dependent on a single dominant parameter like that of 

molecular weight for polymers.  

The severity of the reaction conditions in coking is much higher than that of visbreaking. A 

higher temperature of 480 – 510 ºC combined with residence times up to 24 hours and a pressure 

of ~0.6 MPa are typical conditions for delayed coking. Delayed coking is the most common type 

where the advantage is the rejection of metal content along with the carbon is highly efficient. 16 
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However, the main disadvantage compared to a hydroconversion process is that the liquid yield 

decreases. An alternative to delayed coking is flexicoking (temperature of 870 ºC) where a 

fluidized bed is used to convert the heavy feed to lighter products with higher yields and the formed 

coke is converted to flexigas, which can be further used to product useful gases like H2, N2 and 

CO2. 
17 Fluid coking is quit similar to flexicoking but employs lower temperatures in the range 

490 – 560 ºC but shorter residence times and much lower pressures (~0.1 MPa) than delayed 

coking.  

However, the reactions as a part of this chapter were conducted over longer range of reaction 

times, i.e. between 15 min and 24 h and at much higher pressures of 4 MPa but at a significantly 

lower temperature of 400 ºC than those used in the industry. This range of reaction times comprised 

of both the visbreaking region where minimum coke was formed and the coking region from where 

the liquid yield decreased with coke formation occurring in significant amounts. Further 

implications of the effect of the higher pressure used is elaborated in the discussion section.  

A combination of factors like its microstructure and chemical composition, molecular weight 

(also a consequence of chemical composition), physical and chemical interactions and phase 

compatibility between the different components all are known to affect viscosity. When subjected 

to thermal treatment, the reaction temperature and time of exposure are key parameters that control 

physical properties like viscosity and density. As a part of this chapter’s investigation, it was also 

seen that procedures carried out after reaction like the type of solvent used to dissolve and extract 

the products from the reactor impacted viscosity significantly. Rheological conditions of viscosity 

measurements like shear rate and temperature used in the rheometer/viscometer also influenced 

viscosity of the sample in different ways.  

These observations were based on certain results reported by previous researchers while 

conducting thermal conversion on bitumen obtained from two major geological deposits in Alberta 

– Cold Lake and Athabasca. Wang et al., 18 Zachariah & De Klerk 19 and Yañez & De Klerk 20 

conducted thermal cracking reactions on Cold Lake bitumen in the range 150 – 400 ºC for 8 h 

maximum and observed a non-monotonic trend in viscosity with an initial decline and an increase 

at later times. The solids, that included the originally present mineral matter and the coke formed 

during reaction, were separated out by dissolving the products in a di-halogenated solvent, 

methylene chloride (CH2Cl2) and the liquid and solid products were separately characterized. On 

the contrary, Shu and Venkatesan 21 reported that viscosity decreased monotonically when Cold 
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Lake bitumen was thermally cracked at 300 ºC even times at excess of 24 h, but no solvent was 

used to extract the products. A monotonic decline in the viscosity of Athabasca bitumen was seen 

by Henderson and Weber 22 when subjected to thermal conversion at 371 ºC, where they did not 

employ a solvent for product recovery. Work by Castillo & De Klerk 23  also reported continuous 

decrease in viscosity wherein no solvent was used in product recovery. A comparison of some of 

these data are compiled in Table 5.1. 

 

Table 5.1. Comparison of reported viscosity data in select previous thermal cracking studies on 

bitumen. 

 

Henderson & Weber 

(Athabasca) 22 

Shu & Venkatesan 

(Cold Lake) 21 

Yañez & De Klerk 

(Cold Lake) 20 

𝑻 
a
 

(C) 

𝒕 
b
 

(h) 

 
c
 

(Pa.s) 

at 65.5
 
ºC 

𝑻 

(C) 

𝒕 

(h) 

 

(Pa.s) 

at 35
 
ºC 

𝑻 

(C) 

𝒕 

(h) 

 

(Pa.s) 

at 30
 
ºC 

371 0.00 5.242  Feed 13.8  Feed 353 

371 2.85 0.33 300 6 10.9 300 1 19.64 

371 9.75 0.089 300 24 7.12 300 2 1.344 

371 4.00 0.536* 300 72 4.82 300 3 2.37 

371 10.0 0.067* 300 120 2.22 300 4 0.37 

371 24.0 0.04* 300 480 0.646 300 6 9.28 

a temperature; b reaction time; c viscosity; * reaction conducted on bitumen not separated from sand and 

water. 

 

All of these reactions were conducted in batch reactors, which explains the need for the use 

of an external solvent for product recovery in some of the studies. Toluene was also used as a 

common solvent for product recovery after thermal conversion by some researchers where other 

reactors such as autoclaves and column flow reactors were employed in a pilot-scale as well. 24–26 

Even when advanced catalysts such as natural zeolites were employed for upgrading and viscosity 

reduction of Athabasca bitumen by Junaid et al., 27 toluene was employed for product extraction. 

A higher polyhalogenated compound, chloroform, was used to extract the liquid products from 

thermal cracking of a Russian bitumen.  
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Industrially, steam stripping is commonly used to extract the different product fractions out 

of the fractionator after the soaker drum. 28 A combination of high-conversion soaker cracking 

(HSC) with the traditional residuum oil supercritical extraction (ROSE) to enhance liquid product 

recovery together with deasphalted oil was suggested by Washimi and Limmer. 29  

Another notable difference (apart from reaction conditions) in the post-reaction procedure was 

the viscosity measurement parameters. The works that separated the solids from the liquid products 

used shear rates of 10 s-1 and reported viscosity at different temperatures in the range of 20 – 60 

ºC but no information on shear rates were available in the other works where a continuous viscosity 

decrease was observed. 21,22 Though the reasons for initial viscosity decrease and increase at later 

reaction times were speculated to be related to de-aggregation of the aggregated material and 

addition reactions in bitumen, the fundamental cause of viscosity change was not established. 

The lingering question from these observations was whether the viscosity change depended 

just on the reaction conditions during thermal conversion or did the procedures after the reaction 

have an effect? Two points of concern that caught the eye were (a) the chemical nature of the 

solvent used to extract the products after reaction; (b) the shear rate and temperature used for 

viscosity measurement. Though bitumen dissolves in a number of solvents, the choice of solvent, 

be it polar (methylene chloride) or aromatic non-polar (toluene) becomes important. It was also 

shown previously through a test experiment on raw Cold Lake bitumen that the process of 

methylene chloride addition, mixing and subsequent removal resulted in a viscosity increase and 

the reason was attributed to loss of lighter boiling material during evaporation of the solvent. 18 

Whether this holds true for the products in the case of Athabasca bitumen as well remained to be 

seen.  

Differences in chemical nature and molecular weight of the solvents employed for product 

removal could also cause physical and chemical changes in the liquid products due to < 100 % 

efficiency of the evaporation process. Some solvent could still remain in the samples that can be 

responsible for these changes. Physical attractions like hydrogen bonding do not exist at high 

temperature 30 but they may be introduced or strengthened at room temperature by the presence of 

halogenated solvents like methylene chloride. Evidence of such type of interactions was shown by 

Smith 31 and similar changes were noted by Prado & De Klerk. 32 With the hypothesis that 

attractive forces increase viscosity, these associations can potentially affect viscosity and will be 

investigated in this chapter. Nevertheless, it should be recognized that when multiple forces are 
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active in a system, it is difficult for all of them to be disengaged in a concerted fashion even at 

high temperature.   

Non-Newtonian behavior combined with viscoelastic effects have been shown to exist in 

bitumen and depend on the shear rate and temperature range of operation. 20,33,34 This can have 

implications during viscosity measurements and impact the resulting viscosity. The shear rate and 

time-dependence of viscosity of the thermally converted products will also be discussed in this 

chapter.  

Moreover, bitumen and its thermally treated products have been shown to possess persistent 

free radicals that are quite stable. 35,36 Since thermal conversion of bitumen is generally accepted 

to follow a free radical mechanism, 37 Electron Paramagnetic Resonance (EPR) studies provides 

valuable insights into the reaction chemistry and was used in our study. Apart from detecting free 

radicals on carbon centres, EPR also gives information about paramagnetic oxo-vanadyl species, 

whether it is associated with porphyrin ring ligands or exists in relatively free states. 38 

Quantification of organic radical spin concentration and a qualitative analysis of vanadyl EPR 

spectra can be used to determine the chemical environment and also related to the local viscosity 

changes occurring during thermal treatment. 39  

Other spectroscopic techniques like Fourier Transform infrared (FTIR) and proton nuclear 

magnetic resonance (1H-NMR) spectra are not only regarded as useful tools for detection of 

hydrogen bonding 40 but also proved inevitable to be able to track the chemical changes occurring 

during thermal conversion. Furthermore, the chemical composition of the feed bitumen, the 

variation of viscosity from sample-to-sample and among different feed types will also be inspected 

in this work.  

The primary objective of this chapter is to identify and investigate the possible factors that 

bitumen viscosity depends on and to develop the understanding necessary to account for the 

observed trends in viscosity with conversion time during thermal conversion of oilsands bitumen. 

Though it is recognized that both attractive and repulsive-type interactions are present at all times, 

their relative amounts with respect to each other are hypothesized to affect viscosity. If attractive 

forces overweight the repulsive interactions, it can be said that it could lead to a viscosity increase 

and vice versa. To realize this, most of the results provided in this chapter are related to 

characterization of the feed and thermally cracked products obtained from thermal conversion of 

Athabasca bitumen at 400 ºC and upto 24 h reaction time in a batch reactor. More importantly, the 
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effect of post-reaction procedures like nature of extraction solvent used and the rheological 

conditions of viscosity measurement like shear rate and temperature on viscosity are inspected and 

discussed. Comparison between changes in physical and chemical properties for the solvent-free 

mechanically extracted products and solvent-extracted products reveal interesting results and 

provide avenues for discussion.  

Other aspects like solute-solvent interaction forces under the assumption that bitumen can be 

represented in the colloidal form, changes in the effective volume of the asphaltene clusters with 

progress of thermal conversion and how this could potentially affect the aggregation process of 

the dispersed phase were considered to have a significant impact on viscosity of a compositionally 

complex bitumen and are elaborated on in the discussion section, though no additional 

experimental data are not provided. It is the global aim of this chapter to explore and highlight the 

different facets of viscosity and its complicated relationship with the various parameters that can 

influence it.  

 

5.2 Experimental 

 

5.2.1 Materials  

 

All the experiments in this study were performed on Athabasca bitumen supplied by Suncor 

Energy. Specific properties of the feed are provided in Table 5.2. Nitrogen (99.99%), provided by 

Praxair was used to pressurize and maintain an inert atmosphere during thermal reaction in a batch 

micro-reactor. The solvents employed to extract the product from the reactor were methylene 

chloride (Dichloromethane: 99.5%) and toluene (99.9%), both supplied by Fisher Scientific. The 

n-pentane (99.5%) used for precipitating asphaltenes from the bitumen and the corresponding 

thermally converted products was also obtained from Fisher Scientific. Acetone (99.6%), obtained 

from Fisher Scientific was used to clean the crystal Attenuated Total Reflectance (ATR) system 

attached to the FTIR spectrometer, before and after measurements. 
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Table 5.2. Characterization of Athabasca bitumen. 

 

Property Value 

Viscosity at 40 ºC (Pa.s) a 36.2 ± 2.8 

Density (kg/m3) a  

At 25 ºC 1007.89 ± 0.26 

At 40 ºC 998.56 ± 0.45 

Refractive Index  

At 25 ºC 1.5737 ± 0.0005 

At 40 ºC 1.5678 ± 0.0003 

nC5-Asphaltene content (% wt.) b,c 19.9 ± 1.6 

Mineral matter % d 0.82 ± 0.18 

Elemental Analysis (% wt.) e  

C 83.44 ± 0.01 

H 10.36 ± 0.01 

N 0.58 ± 0.005 

S 4.80 ± 0.03 

O 0.83 ± 0.01 f 

Nature of hydrogen (from 1H NMR)  

Nonaromatic (%) g 90.34 ± 0.01 

Aromatic (%) 9.66 ± 0.01 

Free radical content (spins per g) (× 10-17) h 6.45 ± 2.19 

a done in duplicate; b n-pentane insoluble; c done in triplicate; d ashing in oven at 500 ºC for 2 h; e mineral 

matter free; f determined by difference; g includes terminal methylic, mid-chain methylenic, benzylic and 

olefinic hydrogen; h determined in duplicate by EPR. 

 

5.2.2 Equipment and Procedure 

 

The thermal reactions were conducted in batch micro-reactors attached to a self-built tubing 

system. The batch reactor was manufactured using Stainless Steel Grade 316 tubing and fittings 

which were supplied by Swagelok Inc. A typical batch reactor is 0.086 m long from the attachment 
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to the tubing system to the bottom lid. The inner diameter and the tube wall-thickness together 

determine the pressure capacity of the reactor and in our case 0.0254 m and 0.0021 m were used, 

respectively that yielded a maximum allowable pressure of 18.6 MPa. For the schematic 

representation of a typical batch reactor, the reader is referred to Figure S1 in Yañez & De Klerk. 

20 The procedure followed from reaction to product characterization is shown in Figure 5.1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.1. Experimental procedure and related characterization followed in this work. L – Liquid; 

S – Solid. 

 

For heating purposes, a fluidized sand bath (Model: Omega Engineering FSB-3) was 

employed, the temperature of which was set through a temperature controller. The airflow was 

monitored in order to maintain a stable temperature, once the set value was attained. An 8 mL shell 

glass vial, supplied by Fisher Scientific, was utilized to hold the sample inside the reactor so as to 

avoid side reactions and product contamination due to direct contact with the reactor inner walls. 

To elaborate, if bitumen sample was directly filled inside the reactor, parts of the inner walls peeled 

off after reaction, which was not desired as their separation from the formed coke solids was very 

tedious. This could have occurred due to contact of sulfur present in the bitumen with the stainless-

steel walls of the reactor. The reactor was pressurized to 4 MPa using nitrogen and checked for 

leaks using Snoop soap solution, supplied by Fisher Scientific. Industrial visbreakers usually 



 

161 

 

employed < 1 MPa but it was reported previously that coke yield was found to decrease when 

higher pressure was used. 41 Also, since a back-pressure regulator was not used to control the 

increase in pressure during the reaction and considering the maximum capacity of the batch reactor 

as well (18.6 MPa for the given reactor dimensions), a pressure of 4 MPa was chosen to start the 

reaction. Further explanation of the effect of a higher pressure in a closed system on coke yield us 

given in the discussion section (section 5.4).  

For repeatability purposes, all reactions were conducted in duplicates and 4 reactors reactors 

were immersed in the fluidized sand bath heater at a time of which two were used for one reaction 

time and the remaining two were reacted for a different reaction time. After the system of 4 reactors 

was immersed in the sand bath, it took ~18 min to reach 400 ºC inside each reactor (effectively the 

sample temperature). During this time, the pressure increased to 6-8 MPa on an average depending 

on the reaction time, which was well within the pressure limit. Once the desired reaction time was 

reached, the reactor was removed from the sand bath and cooled down to room temperature in two 

steps: (i) first, blowing compressed air in order to expedite the cooling process to reach ~100 ºC 

(this step took ~6 min); (ii) next, dipping in water at room temperature to bring down from ~100 

ºC to 25 ºC (this step took ~10 min).  

Subsequently, the pressure reached 4.5 - 5.5 MPa, where the increase in pressure beyond the 

original pressure was due to the gases formed during the reaction which increased with reaction 

time, as will be shown in the results section. Stuck sand was removed from the reactor, following 

which the system was depressurized by collecting the gases in a gas bag. The reactor system was 

weighed at each stage using a Mettler Toledo ML 3002 balance (3200 g capacity with a readability 

of 0.01 g), for mass balance purposes. The reactor and inner parts of the tubing were cleaned using 

solvents (methylene chloride and toluene – according to which solvent was used as given in 

procedure (b) in the following paragraph) and pipe brush (acquired from Fisher Scientific), 

respectively. 

After completion of the reaction, the product from the reactor essentially followed two paths 

for comparison (conducted as separate experiments for the whole product) as shown in Figure 5.1: 

(a) directly collected without adding any solvent; (b) extracted by adding a solvent with a day of 

mixing. This also includes the cleaned material mentioned in the previous paragraph. In case (a), 

the solid coke formed during reaction was retained in the product and the viscosity of the total 

product was measured. While characterizing only the liquid samples taken from the storage vial in 
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which solids were present, the interference of solid particles was minimized by allowing them to 

sediment at the bottom (except for viscosity measurements where solids were allowed to be present 

along with the liquids). As a separate measurement, the solids were allowed to settle for a week at 

room temperature after collection in the sample container and only the liquid product was taken to 

measure viscosity and for other characterizations as well. Case (b) constituted the following two 

studies: (1) the solvent-insoluble solids were separated through vacuum filtration on a 2.7 m filter 

paper, following which the solvent was removed from the filtrate liquid in a rotary evaporator; (2) 

the solids were present and only the solvent was removed from the product by rotary evaporation. 

Methylene chloride was evaporated at 55 ºC and 65000 Pa while the conditions for toluene were 

55 ºC and 8500 Pa, the time of evaporation being 5 h for each.  

When bitumen or its thermally converted products are mixed with a lighter solvent like 

methylene chloride or toluene and subsequently the solvent is evaporated, some amount of mass 

of the system is likely to be lost either with the solvent or during transfer of material within the 

laboratory glassware. This was accounted for while calculating the yield as the gravimetrically 

measured sample weights were used for the yield calculations. However, care was taken as to not 

to expose the samples to air for a long time. In case (b), after the solvent was added to the sample 

in the reactor after each reaction, it was closed with a flexible parafilm (supplied by Bemis) and 

flushing nitrogen in the space between top meniscus of the solvent and the closing film to minimize 

oxygen exposure. This set up was left for a day after which, in the case of no solid removal, the 

product with sample was transferred to a conical flask from which solvent was evaporated for 5 h. 

During this transfer, the time of exposure to air was around 10 seconds and since the sample was 

at room temperature, this time of oxygen exposure would not have caused any detrimental effects 

like oxidation or polymerization. During evaporation of toluene, the rotary evaporator is vacuum 

sealed due to the very low pressure used (8.5 kPa absolute). However, during the evaporation with 

methylene chloride, though its boiling point at atmospheric pressure is 39.6 ºC, a pressure lower 

than atmospheric pressure of 65 kPa (absolute) is used to partially seal the chamber. As a test 

experiment, evaporation using methylene chloride was conducted under nitrogen medium as well. 

The characterization of products evaporated under nitrogen and partially sealed chamber yielded 

very similar results for all analyses conducted. In the evaluation of boiling point distribution of the 

samples conducted as detailed in a later section in Results (section 5.3.10), it was seen that the 

lighter ends were not evaporated along with methylene chloride or toluene as the distillation 
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profiles for the solvent-extracted products were very similar to the solvent-free ones. This meant 

that evaporation as such did not have an impact on sample quality and other properties. Oxidation 

of bitumen at these lower temperatures (~55 ºC) has not been reported to be significant in vacuum 

or nitrogen atmosphere. 42,43 After evaporation, the samples were allowed to cool down in under 

vacuum itself and immediately transferred to a cylindrical amber glass 120 mL container with a 

tapered mouth (obtained from Fischer Scientific). This transfer was done in the fumehood and took 

approximately 2 minutes for viscous samples and one minute or lesser for samples of lower 

viscosity obtained at higher reaction times. For the directly extracted samples without solvent, the 

products were directly transferred to the 120 mL amber glass containers in the fumehood and this 

took an average time of 4 minutes depending on the viscosity and amount of coke formed. All 

samples, whether solvent-extracted or solvent-free, were stored under nitrogen in the amber vials.  

The mass loss on evaporation was calculated as follows: (i) the weight of the flask containing 

the solvent and extracted sample was measured before evaporation; (ii) the amount of solvent 

evaporated was collected and weighed; (iii) the amount of sample that should be remaining in the 

flask was calculated by subtracting the weight of the solvent evaporated from the total weight in 

(i); (iv) the actual amount of sample remaining was measured by weighing the solvent-evaporated 

flask. It must be noted that this sample also contained a small amount of unevaporated solvent 

(quantified to be ~1 %wt. in the FTIR section), so the amount of actual sample would have been 

slightly lesser. 

 

5.2.3 Analyses 

 

5.2.3.1 Viscosity 

 

Viscosity measurements were carried out using an Anton Paar RheolabQC viscometer for 

constant shear rates and an Anton Paar MCR 102 rheometer for variable shear rates. Viscometers 

and rheometers generally operate on the principle of application of a shear force on the fluid and 

calculating the viscosity from the resulting torque generated. The instruments come in different 

geometries depending on the application required. In our work, a concentric cylinder arrangement 

consisting of a cup and bob with the fluid filled in the cup upto a certain level is used for viscosity 

measurements. A review of the different types of rheometers and viscometers used for viscosity 
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measurements of bitumen and heavy oils and some of their key findings are given in section 5.4.3.3 

in the Discussion of this chapter.  

In the viscometer, a concentric cylinder measuring cup (CC17/QC-LTC) was maintained at 

40 ± 0.1 ºC for all the measurements. The system consists of a cup (outer cylinder) and bob (inner 

cylinder) arrangement and the fluid fills the annular space between them (Figure A3 in Appendix). 

The bob was 0.02497 m long with a diameter of 0.01664 m. The inner diameter of the cup with 

upto where the fluid was in contact was 0.01700 m, thus the annular space being 0.00036 m wide. 

It follows the Searle system where the bob is rotated by a motor and the cup is kept stationery. 

Further details regarding torque calculations are given in section C.3 of Appendix C. A Julabo 

F25-EH circulating heater/chiller was employed for the temperature control and took ~20 min to 

reach the set temperature before each run. About 4 g of sample was required for accurate viscosity 

measurement. The shear applied was varied between 0.1 s-1 and 1544 s-1 depending on the sample 

and care was taken to maintain the torque always above the lower measuring limit of the 

instrument. The viscometer was calibrated using a Newtonian viscosity standard (mixture of 

hydrocarbons), which was traceable to the national standard of viscosity.  

The rheometer (Modular compact rheometer - MCR 102) worked on the same principle as the 

viscometer but it required four times more sample for each run. The main component was a 

pressure cell (CC25/Pr150/ln/A1/SS with a maximum sustainable pressure of 15 MPa and a 

maximum operating temperature of 300 ºC), consisting of a measuring cup and a measuring 

cylinder (similar to the bob in viscometer) that was attached to a pressure head over which the 

magnetic coupling rested. Here also, the bob was rotated by the magnetic coupling attached to a 

motor with the outer cup being stationery. The bob was 0.0420 m long and 0.0245 m wide while 

the inner diameter of the measuring cup was 0.0265 m. The annular space was wider (0.0020 m) 

and thus could hold more sample as compared to the viscometer. The temperature in the cup was 

controlled by a heater in a flange ring affixed around the measuring cup, which was cooled down 

by compressed air after each measurement. Minimum torque required for reliable measurements 

in the viscometer was 0.26 mNm but a much lower limit existed for the rheometer.  

 

5.2.3.2 Density and Refractive Index 
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Densities of the samples were measured in an Anton Paar DMA 4500M densitimeter. It 

consists of a U-tube that oscillates at a characteristic resonant frequency and since the volume is 

fixed, the density is calculated from the resonant frequency, which is inversely proportional to the 

square root of its mass. A U-View camera displays live images of the U-tube and the sample filling 

as well. The instrument is also equipped with bubble detection technology during measurement 

and has the advantage of minimum temperature fluctuations. Viscosity-related errors are corrected 

automatically.   

Measurements were conducted at 25 ºC and 40 ºC with temperature accuracy of 0.01 ºC. The 

density values were accurate to 2 decimals (0.01 kg/m3) for the results in this work. Ultra-pure 

distilled water (provided by Anton Paar) was used for calibrating the instrument at 20 ºC. 

An Anton Paar Abbemat 200 refractometer was used to obtain the refractive indices of the 

bitumen samples. The reference was air and measurements were made using sodium D-line at 589 

nm. The accuracy of the refractive index values and temperature were 0.0001 and 0.01 ºC, 

respectively. All measurements were conducted at 25 ºC as well as at 40 ºC. The equipment was 

factory calibrated with official standards from the National Metrology Institute of Germany.  

 

5.2.3.3 Free radical concentration 

 

Electron paramagnetic resonance (EPR) technique was utilized to detect free radicals in the 

samples for this study. The spectra were obtained using an Active Spectrum benchtop EPR 

spectrometer, operating at 9.7 GHz (X-band microwave frequency range). At this constant 

frequency, in the presence of an external magnetic field, the energy levels of parallel and anti-

parallel electron magnetic moments are split by a value that is proportional to the strength of the 

field, with the constant of proportionality being the g-factor, which is characteristic for each 

paramagnetic centre. It is important to keep in mind that a much lower energy is required for EPR 

as compared to techniques like UV-Vis spectroscopy and fluorescence spectroscopy since only 

electron spins are excited in EPR, whereas the whole electron is excited to the next electronic 

energy level in UV-Vis and other spectral techniques where the electromagnetic radiation interacts 

with the whole electrons in the shells of the atoms. However, EPR requires a higher energy than 

NMR due to lower mass of electron as compared to nuclei.  
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For qualitative and quantitative measurements, 30 %wt. solution of the sample in toluene were 

made and 0.7 mL of this solution was taken in 5 mm outer diameter (OD) EPR tubes (701PQ7 – 

7” long), supplied by Wilmad-LabGlass. The spectra of pure sample (without dissolution in 

toluene) were also compared among different products for qualitative analysis.  

Calibration for quantitative measurements was performed by preparing 0.1-16 mM DPPH (2, 

2-Diphenyl-1-picrylhydrazyl) solutions in toluene. Double integrated intensity (DII) values for the 

organic radical peaks in each spectrum were converted to number of spins/gram (𝑁𝑔) of the sample 

using the concentration of the DPPH solution, avagadro number and density of toluene. From the 

calibration equation that related 𝑁𝑔 with DII, the number of spins in the unknown sample was 

determined from its measured DII value.  

In order to calculate the number of spins per gram of the unknown analyte, the following 

procedure was followed: (i) The EPR spectra of the unknown sample was obtained; (ii) The area 

under the absorption curve was calculated through double integration (DII); (iii) This value of DII 

was input into the calibration equation given in Figure C.1 in Appendix C to get the number of 

spins per gram of the solution; (iv) This value was divided by the concentration of the unknown 

analyte (in % wt.) to obtain the solvent-free number of spins per gram of the unknown analyte. 

Different concentrations of the unknown samples were prepared (5 %wt. to 50 %wt.) and it was 

determined that 30 %wt. solutions of thermally converted products in toluene gave noise-free 

spectra and at the same time was not too high a concentration where the density approximation 

(given in section C.1 of Appendix C) would not be valid. This procedure makes comparison 

between different thermally converted samples possible by bringing all quantified spin 

concentrations to the same scale.  

The following spectral parameters were used in the EPR: sweep magnetic field range - 3200-

3600 G; microwave power - 15 mW; modulation coil amplitude - 1.2 G; number of scans - 10; 

number of points for resolution - 4096; digital gain - 12 dB. 

 

5.2.3.4 FTIR spectra 

 

This is a type of vibrational spectroscopy where the sample molecule absorbs a photon of 

particular energy from light of wavelength in the near-infrared to mid-infrared range such that the 

molecule is excited to a higher vibrational energy level. It is required that the dipole moment of 
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the molecule changes during vibration for it to be IR active. This is a complementary technique to 

Raman spectroscopy where polarizability of the molecule plays a role.  

FTIR spectra were collected using an ABB MB3000 spectrometer. It consisted of a single 

reflection PIKE MIRacleTM ATR accessory with a diamond crystal plate supplied by PIKE 

Technologies. Acetone was used to clean the crystal after each measurement and complete drying 

was ensured before obtaining each spectrum. The spectral parameters used were: reference - air; 

resolution - 4 cm-1; number of scans - 120; wavenumber range - 4000-600 cm-1; detector gain - 81 

dB; mode - transmittance. 

 

5.2.3.5 1H NMR spectra 

 

This is a technique that is used to study the different types of protons present in a molecule. It 

can detect aliphatic methyl, methylene, and benzylic hydrogen, olefinic as well as aromatic 

hydrogen. In the presence of an external magnetic field, nuclei that have non-zero nuclear spin are 

differentiated based on their chemical environment. Each type of hydrogen has a respective 

chemical shift value that is calculated such that it is made independent of the instrument frequency. 

Aromatic hydrogen is said to be more de-shielded than aliphatic hydrogen, and this de-shielding 

effect commonly occurs due to electron withdrawing effect of electronegative atoms that move the 

electron density away from the protons thus minimizing the strength of the local opposing 

magnetic field created due to the presence of electrons.  

1H-NMR spectroscopy was performed in a Nanalysis 60 MHz NMReady-60 spectrometer, 

pre-calibrated with chloroform-D (Deuterated Chloroform). The nature of hydrogen in the 

bituminous species were determined through this method. Solutions made by dissolving ~130 mg 

of the sample in 0.7 mL of Chloroform-D were poured into a 5 mm OD NorellR Standard Series 

NMR tube (supplied by Sigma Aldrich) for each run. The spectral parameters adopted were: 

spectral width (𝛿) = 12 ppm; Number of scans/sample = 64; time per scan = 23.4 seconds; 

sufficient time delay between scans was allowed for magnetization recovery of protons.  

 

5.2.3.6 Elemental analysis 
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This technique is used for detection of major elements present in the sample, namely carbon, 

hydrogen, and the heteroatoms including sulfur and nitrogen. The sample is flash combusted in 

excess of oxygen after which the evolved gases (CO2, H2O, NO and SOx) are collected and their 

masses noted in order to back-calculate the chemical composition of the sample. In most cases, 

the results are presented in terms of ratio of the elements in the sample.  

In our work, the liquid products (solid allowed to settle in case of ‘a’ and ‘b1’ shown in Figure 

5.1) and the feed bitumen were analysed for C, H, S, N and O content. The elemental analysis was 

conducted using a Thermo Scientific Flash 2000 CHNS-O organic elemental analyzer which 

required only a minute amount of the sample. Oxygen content was determined by difference.  

 

5.2.3.7 Asphaltenes content 

 

Asphaltenes are a solubility class that can be measured by mixing the bitumen or crude oil 

sample in an anti-solvent such as n-pentane or n-heptane. Ancheyta et al. 44 compared the 

properties of asphaltenes extracted from different heavy crude oils using both solvents and 

suggested that extraction with n-pentane was more complete and enables recovery of more 

asphaltenic material compared to n-heptane. The difference in the asphaltene content is attributed 

to the presence of resin-type material and low molecular weight asphaltenes. 45 Patino et al. 46 

separated C5 and C7 asphaltenes from a South American heavy oil and found abundance of island-

type structures in C5 asphaltenes and archipelago-type structures in C7 asphaltenes. This seemed 

in contrast to the result by Ancheyta et al. 44 where they found that C7 asphaltenes exhibited a 

higher aromaticity with a lower H/C ratio and higher N/C, S/C and O/C contents as compared to 

C5 asphaltenes derived from Maya crude oil.  This means that the properties of these asphaltenes 

were sample dependent.  

The ASTM D6560 standard test method 47,48 recommends the use of n-heptane as the anti-

solvent at a solvent to oil ratio of 30:1 for precipitating asphaltenes. In this work, a slightly 

modified method based on the ASTM D2007 standard test method 49 was employed by using n-

pentane instead of n-heptane at a higher ratio of 40:1. There are other factors that are considered 

when choosing the solvent for deasphalting in industries as given by Speight. 47 Liquid propane is 

commonly used for lighter oils but for heavier feedstocks, n-butane and iso-butane are more 

suitable due to their higher critical temperature. It is also observed that yield of asphaltenes 
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decreased and molecular weight increased when solvents with higher carbon number are used to 

for deasphalting. 4,50 Also, a ratio of n-pentane to bitumen higher than 30:1 yielded a constant 

asphaltenes content. 48 Keeping all these factors in mind and since the industrial sponsor of our 

research, CNOOC Inc., uses n-pentane in its BituMax Partial Upgrading Technology process, n-

pentane with a solvent to oil ratio of 40:1 were chosen for separation of asphaltenes in our work. 

47  

The asphaltene content was determined for the liquid products after separation of the toluene-

insoluble and methylene chloride-insoluble coke solids (case ‘b2’ shown in Figure 5.1). It was 

important that no solids interfered with the determination process. This procedure is also depicted 

in Figure 5.1. Typically, a volume ratio of 40:1 between n-pentane and the sample was mixed in 

an Erlenmeyer (conical) flask obtained from Fisher and magnetically stirred for 24 h. Next, the 

non-homogeneous mixture was then vacuum filtered through a 2.5 m Whatman filter (Grade 42 

obtained from Sigma Aldrich) and the retained asphaltenes were dried in a vacuum oven at 60 ºC. 

n-pentane from the filtrate was evaporated at 55 ºC and atmospheric pressure in a rotary evaporator 

and the maltenes were collected.  

 

5.2.3.8 Microcarbon Residue (MCR) content 

 

This test is used for determining the quantity of carbonaceous residue after the sample is 

subjected to pyrolysis and evaporation of the lighter and heavy end components over a wide 

temperature range. In other words, it is a measure of the coke formation tendency of the sample. 

It is observed that this method produces very similar results as compared to the Conradson Carbon 

Residue (CCR) test as mentioned in ASTM D189 method. 51 As detailed by Noel, 52 CCR 

determination has some disadvantages: (i) large amount of sample required (5 – 10 g) as opposed 

to milligrams of sample in the MCR; (ii) it is conducted under open conditions with evolution of 

smoke.  

In this work, a Mettler Toledo TGA/DSC1 equipped with a LF1100 furnace, sample robot for 

carrying the crucible with sample to the combustion chamber, and a MX5 internal microbalance 

for measuring weights of the sample and reference. STARe System software was used for data 

retrieval and processing. Around 15 mg of the sample was taken in a 70 µL alumina crucible and 

temperature was increased form 25 ºC to 600 ºC at a rate of 10 ºC/min. A N2 flow of 50 mL/min 
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controlled with Mettler GC10 gas controller was employed as the inert atmosphere. The MCR 

content was calculated as the amount of material remaining with respect to the initial sample after 

the temperature ramp was applied. 

 

5.2.3.9 Simulated Distillation 

 

This is a quick method to determine the boiling ranges of different distillation fractions of a 

sample and uses a GC separation method. A sample is separated into fractions of different boiling 

ranges by passing through a column and are subsequently correlated with their retention time by 

developing a calibration curve using a mixture of n-alkane hydrocarbons covering the entire 

boiling range. The output can be viewed in the form of boiling point vs. volume of sample 

eluted/distilled from the column. 

Specifically, an Agilent 7890B high temperature gas chromatograph was used to determining 

the distillation profile of the feed and thermally converted products to a temperature equivalent of 

eluting  ~720 ºC boiling point material. The ASTM D7169 standard test method was followed. 53 

The GC was equipped with a flame ionization detector (FID). For sample preparation, 100 mg of 

the liquid was dissolved in 10 mL CS2 with carefully recorded gravimetric measurements. 

Polywax655 (supplied by Agilent) and 5010 standard reference material (obtained from Supelco) 

were used for calibrating the boiling point and the FID response, respectively. The peaks for each 

carbon number in Polywax655 are distinct to help with the retention time calculation. The 5010 

reference standard is a mixture of heavy hydrocarbons that give overlapped peaks and the area 

under the peak is used to calculate the response factor. Blanks were run at the start of a sequence 

and after each sample or standard injection and subtracted to ensure minimum carryover from 

previous runs.  

 

5.2.3.10 Analysis of gaseous products with Gas Chromatography 

 

This technique is used for identifying components present in gas samples. The instrument 

consists of a small sized-column through which the sample is carried by means of a gas-phase inert 

carrier and the column consists of a specific stationary phase with which the gas sample interacts. 

Different components get adsorbed at different stages, thus resulting in different retention times 
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inside the column. The difference between other common techniques like liquid chromatography 

(LC) is that in GC, the mobile phase is a gas and in LC, the mobile phase is a liquid.  

In our work, an Agilent 7890A gas chromatograph combined with a flame ionization detector 

(FID) as well as a thermal conductivity detector (TCD) was utilized to analyze the composition of 

the gas phase from the thermal conversion process in this study. The FID detected hydrocarbons 

(mostly C1-C6) while the TCD was responsible for detecting other gases like CO2, H2S, CO, N2 

and Ar. The gases were injected into a HayeSep R column (2.44 m × 0.003 m) to perform the 

separation. Helium at a constant flowrate of 25 mL/min was employed as the carrier gas and the 

injector temperature was set at 200 ºC. The following are the details for the temperature method 

exercised to evaluate the gaseous products. The initial temperature was 70 ºC, held isothermally 

for 7 min after which it was increased to 250 ºC at the rate of 10 ºC/min and held at that temperature 

for 2 min once reached. Finally, the temperature was decreased at the rate of 30 ºC/min till 70 ºC 

was attained and was maintained constant for 8 min.  

 

5.2.3.11 Optical Microscopy 

 

This is a very simple technique where solid or liquid samples are analyzed under a microscope 

to observe the visible characteristics of a sample like its shape, size and color. Magnification can 

be achieved till the micro-scale level.   

Optically zoomed images of the coke solids formed during various stages of thermal 

conversion were taken using a Carl Zeiss SteREO Discovery V20 microscope.  

 

5.3 Results 

 

5.3.1 Product yield from thermal conversion 

 

In this section, the total product yields are shown for two sets of reactions performed at the 

same conditions (400 ºC, 4 MPa), but with different product work-up procedures.   

 

5.3.1.1 Product work-up without solvent 
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Table 5.3 shows the yields for gaseous products and liquids + solids products together as in 

these reactions, the solids were not removed from the products, which corresponds to case ‘a’ in 

Figure 5.1. The yields are calculated as a percentage of the total feed in each case. All reactions 

were performed in duplicates. 

 

Table 5.3. Yields of gaseous and liquid products retaining the solids mechanically removed 

without the aid of an extraction solvent. 

 

Reaction 

time (min) 

Gas 

%wt. 
a
 

SD Gas 

%wt. 
b
 

Liquid + 

Solids %wt. 
a
 

SD Liquid + 

Solids %wt. 
b
 

Total 

%wt. 

15 1.29 0.07 95.64 1.62 96.93 

30 2.44 0.21 94.90 0.46 97.34 

45 3.59 0.93 93.68 0.84 97.26 

60 6.47 0.21 90.27 0.04 96.74 

75 6.77 0.30 89.55 2.29 96.33 

90 9.87 0.12 87.04 0.46 96.92 

120 9.05 0.95 86.04 3.96 95.09 

135 9.16 0.68 88.52 0.04 97.69 

150 9.94 0.06 88.83 1.17 98.77 

180 10.56 0.13 83.28 0.15 93.84 

210 11.28 0.30 85.73 2.08 97.01 

240 12.65 0.17 81.63 2.98 94.29 

360 14.00 0.63 79.11 4.72 93.11 

480 15.00 0.19 79.36 0.88 94.36 

1170 14.72 1.13 78.49 5.32 93.21 

1440 16.03 0.44 80.02 2.38 96.05 

a averaged value over two experiments for each reaction time;  

b standard deviation of the duplicates at each reaction time. 

 

5.3.1.2 Product work-up with methylene chloride 

 

The material balance for the case where methylene chloride was used to extract the products 

from the reactor and evaporated without separation of solids (pathway ‘b1’ in Figure 5.1) is shown 
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in Table 5.4. Also, Table 5.5 shows the yields for liquid-solid separation of products for all 

instances where solids were separated from the solvent recovered samples. 

 

Table 5.4. Product yield when methylene chloride was used to extract liquid and solid products 

together without solids removal. 

 

Reaction 

time (min) 

Gas 

%wt. 
a
 

SD Gas 

%wt. 
b
 

Liquid + 

Solids %wt. 
a
 

SD Liquid + 

Solids %wt. 
b
 

Total 

%wt. 

15 1.23 0.01 99.57 0.56 100.79 

30 1.85 0.65 98.32 0.32 100.18 

45 3.55 0.37 96.04 0.91 99.59 

60 6.54 0.03 91.74 0.06 98.29 

75 7.08 0.35 93.05 1.90 100.13 

90 8.45 0.57 89.33 0.92 97.79 

120 8.96 1.17 91.06 2.45 100.02 

135 9.47 0.62 89.13 0.20 98.60 

150 9.94 0.19 90.13 0.87 100.07 

180 10.97 0.19 85.18 0.76 96.79 

210 11.23 0.87 88.64 0.87 99.87 

240 12.65 0.17 85.45 0.19 98.11 

360 14.06 0.33 84.36 1.33 98.42 

1170 14.72 1.13 84.25 1.41 98.98 

1440 16.03 0.55 81.58 2.05 97.61 

a averaged value over two experiments for each reaction time; 

b standard deviation of the duplicates at each reaction time. 
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Table 5.5. Yields of solid-separated products with methylene chloride as the extraction solvent. 

 

Reaction 

time(min) 

Liquid 

%wt. 
a
 

SD Liquid 

%wt. 
b
 

Solid 

%wt. 
a
 

SD Solid 

%wt. 
b
 

Total %wt. of 

Liquids + Solids 

15 96.93 0.63 0.92 0.18 97.85 

30 96.34 1.16 1.16 0.04 97.50 

45 93.53 0.55 2.21 0.12 95.74 

60 88.27 0.93 2.69 0.43 90.96 

75 87.28 1.08 3.80 0.56 91.08 

90 84.27 0.86 4.81 0.31 89.08 

120 84.01 3.00 6.20 0.88 90.21 

135 81.98 1.41 6.41 0.11 88.39 

150 82.31 0.45 6.65 0.35 88.96 

180 77.99 0.92 7.44 0.32 85.43 

210 78.28 0.15 8.60 0.80 86.88 

240 77.12 1.21 7.73 1.11 84.85 

360 74.98 0.47 8.77 0.38 83.75 

1170 68.20 0.82 11.71 0.73 79.91 

1440 68.78 1.60 12.27 0.91 81.05 

a averaged value over two experiments for each reaction time; 

b standard deviation of the duplicates at each reaction time. 

 

5.3.1.3 Product work-up with toluene 

 

The material balance tables for the products separated with toluene as the solvent without 

solids removal is given in Table 5.6. Table 5.7 provides the data for the case where solids were 

separated from the liquid products. They were quite similar to the results obtained with methylene 

chloride as the extraction solvent except that in certain cases, the solids content was marginally 

higher for the toluene-extracted products (15 min, 90 min in Table 5.5 and Table 5.7).  
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Table 5.6. Product yield when toluene was used to extract liquid and solid products together 

without solids removal. 

 

Reaction 

time (min) 

Gas 

%wt. 
a
 

SD Gas 

%wt. 
b
 

Liquid + 

Solids %wt. 
a
 

SD Liquid + 

Solids %wt. 
b
 

Total 

%wt. 

15 1.21 0.02 99.64 1.02 100.85 

30 1.86 0.55 97.77 0.41 99.63 

45 3.50 0.41 96.14 0.88 99.64 

60 6.56 0.09 92.25 0.54 98.81 

75 7.09 0.29 93.09 0.87 100.18 

90 8.41 0.63 90.12 0.82 98.53 

120 8.96 1.25 91.25 2.02 100.21 

135 9.51 0.69 89.24 0.24 98.75 

150 9.90 0.22 90.04 1.24 99.94 

180 11.02 0.29 85.24 0.83 96.26 

210 11.22 0.88 87.62 1.52 98.83 

240 12.71 0.16 85.55 0.55 98.26 

360 14.14 0.43 84.31 1.21 98.45 

480 15.06 0.29 82.72 0.76 97.78 

1170 14.65 1.20 85.78 1.12 100.43 

1440 16.44 0.65 83.68 1.56 100.12 

a averaged value over two experiments for each reaction time; 

b standard deviation of the duplicates at each reaction time. 
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Table 5.7. Yields of solid-separated products with toluene as the extraction solvent. 

 

Reaction 

time(min) 

Liquid 

%wt. 
a
 

SD Liquid 

%wt. 
b
 

Solid 

%wt. 
a
 

SD Solid 

%wt. 
b
 

Total %wt. of 

Liquids + Solids 

15 96.94 0.98 0.98 0.29 97.92 

30 96.44 0.55 1.21 0.21 97.65 

45 93.58 0.98 2.32 0.25 95.90 

60 88.29 0.93 2.71 0.54 91.00 

75 87.22 1.45 3.87 0.32 91.09 

90 84.32 1.10 4.98 0.11 89.30 

120 84.14 2.25 6.24 1.02 90.38 

135 82.09 1.42 6.45 1.11 88.54 

150 82.22 0.76 6.72 0.34 88.94 

180 78.54 0.87 7.52 0.98 86.06 

210 78.34 0.35 8.66 1.04 87.00 

240 77.19 1.22 7.84 0.54 85.03 

360 75.04 0.54 9.01 0.76 84.05 

480 71.87 0.32 9.22 0.35 81.09 

1170 68.22 0.67 11.75 0.98 79.97 

1440 68.89 1.21 12.34 0.66 81.23 

a averaged value over two experiments for each reaction time; 

b standard deviation of the duplicates at each reaction time. 

 

5.3.1.4 Observations about product yield 

 

As can be seen from Table 5.3, the overall mass balance was between 95-98 % since a 

complete recovery of the product samples were not possible due to absence of a solvent. At lower 

reaction times, the product was not fluid enough to flow out on its own from the reactor, whereas 

at higher reaction times, some formed solids were noticed to be stuck to the reactor walls but the 

liquid was quite fluid. The SD values for this procedure (each reaction performed in duplicate) 

were relatively higher for certain reaction times like 15 min, 75 min, 120 min, 240 min, 360 min 
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and 1170 min, which were all after coke started forming in significantly amounts (> 45 min) except 

for the product at 15 min. This meant that the formation of coke hindered the product removal 

ability to an extent but in all cases, more than 88 %wt. of the products was recovered (Table 5.3). 

Though peculiar results were obtained when methylene chloride was used as the solvent (as 

is the focus of this study), the fact that nature of the products extracted with toluene were very 

similar to the mechanically extracted products indicated that the loss of material in the reactor (2 

– 7 %wt. – Table 5.3) did not cause a change in composition that would have an effect on the 

results. The mass balance was offset the maximum of ~7% for the 360 min and 1170 min products 

(Table 5.3) when the product was mechanically extracted. But, the mass balance for these products 

was more than 98 %wt. when extracted with solvent with or without solids removal. Some other 

sources of error during product recovery were: (i) further separation of solids resulted in a minor 

loss of liquid product of within ~0.5 %wt. (comparing Table 5.4 and Table 5.5 for methylene 

chloride, Table 5.6 and Table 5.7 for toluene) due to attachment to filter paper. However, these 

values were accounted for due to gravimetric measurement and was not found to impact the results 

in a major way; (ii) 100 % evaporation of solvent was not possible as detailed below; (iii) small 

amount of material being stuck to the bottom of the conical flask after solvent evaporation and 

transfer to storage container. This occurred only for some of the more viscous products at lower 

reaction times (< 90 min) and was accounted for in the material balance as gravimetric 

measurements were conducted at every stage.  

The total mass balance in the approach where a solvent (either methylene chloride or toluene 

- Table 5.4 & Table 5.6) was utilized for product recovery was ~1 – 2 % higher than when the 

products were collected without the solvent and solids retained. In some of the instances, the total 

mass balance was above 100 %wt. (15 min, 30 min, 2 h, 2.5 h in Table 5.4, 15 min, 75 min, 1170 

min in Table 5.6) which gave indications that some solvent remained in the sample and could not 

be fully evaporated. In fact, even though other mass balances were below 100 %wt., some solvent 

remained in all samples and formed the basis for the arguments developed in this study and was 

quantified with FTIR spectra, detailed later. As evident from Table 5.3, the gas yields followed a 

steady increasing trend for the reaction times up to 24 h (16 % gaseous product) with acceptable 

standard deviations. The liquid + solid yield decreased from 95 – 80 %wt. over 24 h of reaction 

time with the highest variance in the values at 19.5 h. Comparing these results with Table 5.4 and 

Table 5.6, the total liquid + solids content is observed to decrease from 98 % to 81 %, the values 
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being 1 – 3 %wt. higher than for the previous case discussed. The overall decrease in the non-

gaseous products with increase in reaction time is due to the faster decline in the liquid content in 

comparison to the increase in solids formed. The liquids content decreased from 97 %wt. at 15 

min to ~68 %wt. at 24 h, whereas the difference between the maximum and minimum solids 

content was only ~11 %wt. and the reminder of the difference was due to the formation of gas.  

Feed Athabasca bitumen comprised of 0.82 %wt. solids, which are predominantly mineral 

matter (Table 5.2). There was minimal increment in the first 30 min of reaction, typically due to 

solids formation on the mineral matter, 19 but a prominent increase in the solids content was 

observed at 45 min reaction time, where the amount of coke formed was almost doubled as 

compared to that at 30 min (Table 5.5). It should be noted that the solids were measured 

gravimetrically so can be considered robust in its measurement. The higher variation in solids 

content at longer reaction times (for example SD of 1.11 %wt. at 240 min in Table 5.5) can be 

attributed to phase behavioral changes in bitumen, although some amount of experimental error 

cannot be excluded. There was also a noticeable dip in the liquid content at this time (2.81 % 

decrease from 96.34 %wt. at 30 min to 93.54 %wt. at 45 min as compared with 0.59 % decrease 

at 30 min from 15 min).  

Standard deviations for the composition of solids, liquids and gaseous products were low, 

which indicated that a meaningful statistical comparison could be made with different reaction 

times.  

 

5.3.2 Viscosity 

 

5.3.2.1 Viscosity of thermally converted products with reaction time: No solvent used 

 

Feed Athabasca bitumen was found to have a viscosity of 36.2 Pa.s measured at 40 ºC (Table 

5.2). The variability in the feed viscosities depending on their source types was relevant to this 

study and a separate section is dedicated for its discussion. 

As already deliberated in the Introduction, both monotonic and non-monotonic trends in 

product viscosity during thermal conversion at 300 ºC were observed with Cold Lake bitumen as 

the feed. 20,21 On the other hand, a constant decrease in viscosity was observed by for Athabasca 

bitumen 22 but it should be noted that only 3 reaction times at large intervals were reported (0, 2.85 
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and 9.75 h). However, in this study the trends in the viscosities of the thermally converted products 

at 400 ºC were investigated at shorter time intervals from 15 min to 24 h and depicted in Figure 

5.2. The viscosity values correspond to the liquid products with the formed coke present (case ‘a’) 

in Figure 5.1. The products collected directly without the use of a solvent will be referred to as 

‘straight’ thermally converted products in the rest of the chapter. 

  

 

 

 

 

 

  

  

 

(a)                              (b) 

Figure 5.2. (a) Product viscosity after thermal conversion at 400 ºC for the indicated reaction 

times. All viscosities were measured at 40 ºC; (b) The same data is shown with a zoomed y-axis 

to visualize the graphic details. The shear rates at which all the viscosities were measured are given 

in Table 5.8.  

 

It can be seen that the viscosity decreased monotonically for the entire range of reaction times. 

The reduction in viscosity was rapid, with a decrease of 97.6% from the feed when thermally 

converted for 15 min. The rate of viscosity decrease subsequently dropped at higher reaction times 

but did not seem to level out. This is evidenced by the diminishing slope of the straight lines 

connecting two data points moving from left to right in Figure 5.2 and also shown in Figure 5.3. 

The liquid products were quite fluid but recovery without solvent was made difficult once coke 

started forming in significant amounts from 45 min (Table 5.5).  
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(a)                                   (b) 

Figure 5.3. (a) The rate of change of viscosity with respect to reaction time for the thermally 

converted samples; (b) The same data is shown with a zoomed y-axis to visualize the graphic 

details. 

 

With a low standard deviation, the decreasing monotonic trend in thermally converted product 

viscosity is evident. The specific viscosity values and the shear rates at which they were measured 

are given in Table 5.8. These values were obtained in adherence to the lower device limit of torque 

for the viscometer. The effect of shear rates on viscosity is elaborated in section 5.4.3.3 in the 

discussion.  
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Table 5.8. Minimum shear rates required and actual shear rates employed for viscosity 

measurement of the thermally converted products extracted without the aid of a solvent. 

 

Reaction 

time (min) 
Viscosity (Pa.s) 

Minimum shear 

rate required (s
-1

) 

Actual shear rate 

employed (s
-1

) 

15 0.870 ± 0.045 30 35 

30 0.340 ± 0.032 150 150 

45 0.078 ± 0.009 310 320 

60 0.052 ± 0.006 500 500 

75 0.042 ± 0.004 550 550 

90 0.0314 ± 0.005 600 600 

120 0.0184 ± 0.003 1000 1000 

135 0.0133 ± 0.002 1500 1544 (Max. possible) 

180 0.0073 ± 0.002 1500 1544 (Max. possible) 

360 0.004 ± 0.001 1500 1544 (Max. possible) 

480 0.003 ± 0.001 1500 1544 (Max. possible) 

 

5.3.2.2 Viscosity of thermally converted products with reaction time when methylene 

chloride was used as extraction solvent 

 

The viscosity values reported in this section belong to the thermally converted products 

obtained from step ‘b1’ in Figure 5.1. As described in the experimental section 5.2.2, methylene 

chloride was added as an extraction solvent to retrieve the products inside the reactor and 

evaporated afterwards. The solids were not separated from the liquid products. The viscosities of 

the liquid products with the retained solids are shown in Figure 5.4.  

The specific viscosity values and the shear rates at which they were measured for the 

methylene-chloride separated products are given in Table 5.9. It can be seen that the shear rates 

vary according to the viscosity of the sample as was for the solvent-free products.  
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(a)                                    (b)  

Figure 5.4. (a) Comparison of the viscosity of straight thermally converted products with the 

viscosity of those extracted with methylene chloride (MC products viscosity); (b) The same data 

is shown with a zoomed y-axis to visualize the graphic details.  

 

Table 5.9. Actual shear rates employed for viscosity measurement of the thermally converted 

products extracted with methylene chloride. 

 

Reaction 

time (min) 

Viscosity 

(Pa.s) 

Actual shear rate 

employed (s
-1

) 

15 18.05 ± 0.83 5 

30 3.45 ± 0.56 10 

45 1.83 ± 0.55 10 

60 2.52 ± 0.44 10 

75 1.28 ± 0.22 20 

120 0.88 ± 0.11 30 

150 0.55 ± 0.09 43 

240 0.08 ± 0.01 300 

 

At each reaction time, the change of procedure in extracting the products caused viscosity to 

swell by an order of magnitude at the minimum. For example, at 15 min., the original viscosity 

was 0.87 Pa.s which increased to 18.05 Pa.s when the products were dissolved in methylene 
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chloride and the solvent evaporated before viscosity measurement. At 3.5 h (210 min), the 

viscosity rose to 0.12 Pa.s from 0.005 Pa.s, resulting in an increase by 24 fold. The escalation in 

viscosity for the solvent-separated products was maximum at 2.5 h (~60 times higher) and a 

minimum at 30 min (~10 times higher). With the exception of a local maxima at 60 min for the 

methylene chloride-separated products (Figure 5.4), the overall trend was a monotonic decrease 

with reaction time.  

 

5.3.2.3 Viscosity of thermally converted products with reaction time with toluene as the 

extraction solvent 

 

Surprisingly, the use of toluene to separate the thermally converted products did not alter the 

viscosity by much and was very much comparable to that of the straight thermally converted 

products. Figure 5.5 shows this comparison. It can be seen that except for the reaction times, 15 

min and 30 min, where there was a mild increase in viscosity of the toluene-separated products by 

0.10 and 0.15 units, respectively, the viscosities at higher reaction times were very similar to that 

of the straight thermally converted products. This was intriguing because a change in the nature of 

the solvent caused the viscosity to vary drastically. Surely, this was an effect that occurred after 

thermal cracking had taken place and adhesive forces between the solvent (methylene chloride) 

and the product matrix were suspected to be present, as discussed in later sections.  

Table 5.10 shows the specific viscosity values and the shear rates employed for the toluene-

extracted products.  
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                                   (a)                   (b) 

Figure 5.5. (a) Comparison between viscosities of toluene separated thermally converted products 

and of those collected without the use of a solvent; (b) The same data is shown with a zoomed y-

axis to visualize the graphic details.  

 

Table 5.10. Actual shear rates employed for viscosity measurement of the thermally converted 

products extracted with toluene. 

 

Reaction 

time (min) 

Viscosity 

(Pa.s) 

Actual shear rate 

employed (s
-1

) 

15 0.97 ± 0.09 23 

30 0.49 ± 0.07 47 

45 0.065 ± 0.030 340 

60 0.057 ± 0.020 490 

75 0.051 ± 0.020 500 

240 0.01 ± 0.007 1520 

 

5.3.3 Density and refractive index 

 

The density and refractive index (RI) of the directly collected thermally converted products, 

measured at 40 ºC are shown in Figure 5.6. Only the liquid was taken after allowing the solids to 

settle in the sample container so as to not interfere in the measurement. However, with or without 

the use of the solvent, the densities of the samples decreased slightly when solids were present. 
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This is represented in Table 5.11. This might be due to the lower effective density of the solids 

due to possibly large differences in densities of the material that fill the pores and micropores of 

the solids as compared to the solid material itself. Though specific solid characterization has not 

been done in this work, the reader is referred to the work by Zachariah and De Klerk, 19 where the 

particle size distribution for the solids obtained from thermal conversion of Cold Lake bitumen 

was found to be bimodal.  

The refractive index was not majorly affected by the potential presence of solids because the 

sample amount used to measure the property was really small that only liquid was in contact with 

the crystal surface of the refractometer. But overall, for the straight thermally converted products, 

the physical properties measured can be taken as belonging to the liquid itself. 

 

Table 5.11. Density values of thermally converted products with and without solids (illustrated 

in Figure 5.6). 

 

Reaction 

time (min) 

Density without solids 

(Figure 5.6 - kg/m
3
) 

Density with 

solids (kg/m
3
) 

Feed 998.57 998.23 

15 989.94 989.02 

30 977.09 976.55 

45 953.75 952.98 

60 942.93 942.44 

75 925.58 925.05 

90 932.43 931.87 

120 934.70 934.23 

150 888.18 887.24 

180 871.29 871.12 

240 822.49 821.40 

360 816.18 815.65 

1170 793.45 793.33 

1440 789.08 787.99 
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Figure 5.6. Plots of density and refractive index of the straight thermally converted liquid products 

(without solids) at different reaction times. All values are measured at 40 ºC. 

 

It can be seen that both the density and refractive index follow a decreasing pattern and all 

values are less than those of the feed bitumen. This certainly indicates some compositional changes 

occurring during thermal conversion and will be elaborated in the discussions section. It is quite 

interesting to observe that in the first 30 min, the density decreased from 999 kg/m3 in the feed to 

977 kg/m3 but showed a faster decrease once coke started forming at 45 min to 953 kg/m3. The 

density for the 1440 min product was ~790 kg/m3 which is much less than that of toluene. The 

faster decline in the density values in the coking regime might be due to the increase in lighter 

boiling material formed, as shown later in the boiling point distributions of the products. This went 

hand-in-hand with the monotonic decrease in viscosity as shown in the previous section. There 

was a slight increase in both density and RI for the product at 90 min (Figure 5.6), but this pattern 

was observed for RI at 135-150 min and 210-240 min also.  

These properties were also measured for select samples in the case ‘b1’ and ‘b2’ (Figure 5.1), 

when the liquid and solid products were extracted with a solvent (methylene chloride and toluene 

separately). These values are reported in Table 5.12 and Table 5.13, respectively. The values were 

not much different to account for a different interpretation for the case ‘b2’ so are not provided. 

The densities of other samples were not measured because of a large amount of sample was 

required in the densitimeter and the effect of the solvent on the density was able to be captured in 
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these measurements itself. However, only a small amount of sample was required for RI 

measurement but since it did not change by much, further samples were not measured.  

 

Table 5.12. Densities of solvent-extracted products measured at 40 ºC. 

 

Sample at reaction 

time (min) 

Case ‘a’ – without 

solvent addition 

Case ‘b1’ – after 

MC evaporation 

Case ‘b1’ – after 

toluene evaporation 

60 942.93 950.12 943.02 

120 934.70 944.21 935.21 

 

Table 5.13. Refractive indices of solvent-extracted products measured at 40 ºC. 

 

Sample at reaction 

time (min) 

Case ‘a’ – without 

solvent addition 

Case ‘b1’ – after 

MC evaporation 

Case ‘b1’ – after 

toluene evaporation 

60 1.5528 1.5535 1.5527 

120 1.5407 1.5415 1.5410 

 

It can be seen that the density increased by 7.2 and 9.52 kg/m3 for 60 min and 120 min samples 

when methylene chloride was used as the extraction solvent as compared to the straight thermally 

converted products. On the other hand, there was only a minor increase in the densities of the 

toluene-extracted products as seen in Table 5.12. There was not much change in the RI values for 

the solvent-extracted products as much as compared to the clear increase in density.  

 

5.3.4 Free radical content 

 

Apart from analyzing the straight thermally converted products, EPR was also used as a tool 

to inspect the changes caused in the products by addition and evaporation of the solvents, 

methylene chloride and toluene. The spectra are obtained in the first derivative form and the signals 

appear as intense lines, each consisting of a combination of two peaks (positive and negative). 

Two types of signals are commonly exhibited by bituminous samples: (i) one that corresponds to 

an organic free radical at ~g = 2.0032 (a symmetrical singlet); (ii) the set of 8 hyperfine lines 



 

188 

 

-150

-100

-50

0

50

100

150

2
.1

7

2
.1

5

2
.1

4

2
.1

2

2
.1

1

2
.0

9

2
.0

8

2
.0

6

2
.0

5

2
.0

4

2
.0

2

2
.0

1

2
.0

0

1
.9

9

1
.9

7

1
.9

6

1
.9

5

1
.9

4

In
te

n
si

ty

g-value

1pp 
2pp 3pp 

4pp 

5pp 6pp 

1pl 2pl 
3pl 

Organic 

free radical 

related to oxo-vanadyl species (VO2+) that consists of 8 parallel and 8 perpendicular components, 

depending on the orientation of the V-O symmetric axis to the external magnetic field.  

Some of these components (similar to Figure 1 in Niizuma et al. 35) are indicated in Figure 

5.7, where the EPR spectrum of thermally converted oil at reacted at 400 ºC and 15 min reaction 

time is shown. While operating the instrument, it was taken care that the microwave power was 

within saturation (all measurements done at 15 mW and room temperature). The saturation point 

for an undiluted bitumen was found to be 30 mW at room temperature.  

 

 

 

 

 

 

 

 

 

 

Figure 5.7. EPR spectra of thermally converted bitumen at 400 ºC and 15 min acquired without 

dissolution in solvent. The parallel (pl) and perpendicular features (pp) of the vanadyl peaks are 

indicated along with the organic free radical line. 

 

The hyperfine spectrum (HFS) of vanadyl species is anisotropic in nature, where the 

perpendicular and parallel features can be attributed to the different orientations of the spin of 51V 

nucleus with respect to the external magnetic field. For the HFS of the vanadyl species, the line of 

highest intensity occurs at g = 2.0160. The g-value of the 5th perpendicular peak as interpreted 

from the EPR spectra of thermally converted samples (Figure 5.7) came out to be 1.9850 ± 0.0017, 

which fell within the range of reported values in literature. Some of these were 1.984 ± 0.002 by 

Trukhan et al., 38 1.974 ± 0.002 by Bielski and Gebicki, 54  1.9943 by Cui et al. 55 and 1.9840 in 

the work by Malhotra & Buckmaster. 56 These spin-Hamiltonian parameters were derived by 2nd 

order perturbation theory the discussion of which is out of scope of this work. Out of all the 8 

perpendicular peaks for VO2+, the 4th peak was the most prominent.  
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Our focus in this study is the single, intense line corresponding to the combination of 

overlapping lines of the organic free radicals. It is important to note that all of the EPR signals 

arise from the concentration of paramagnetic species in the asphaltenic material in bitumen. 36,55 

Maltenes show less intense peaks. Quantification of the organic radical peak in EPR spectra was 

done using the 2, 2 – diphenyl – 1 – picrylhydrazyl (DPPH) as the calibration standard. The details 

of the calibration and the corresponding equation are given in section C.1 Appendix C. The g-

value for the DPPH as measured from the spectra is 2.0033 ± 0.0002 as given in the caption of 

Figure C.1 in Appendix C. It fell within the acceptable limits of the literature value (2.0037 ± 

0.0002). 57 

 

5.3.4.1 Quantitative EPR analysis for the straight thermally converted products 

 

The spin concentrations of the organic free radical in the straight thermally converted liquid 

products are shown in Figure 5.8. 

 

 

 

 

 

 

 

 

 

 

Figure 5.8. Quantitative EPR data for the thermally converted products (organic free radical) 

collected without using a solvent at the indicated reaction times. All reactions were conducted at 

400 ºC and EPR spectra taken at room temperature. The average g-values of the organic free radical 

peak was 2.0025 ± 0.0005.  

 

A literature value of the g-factor for the organic free radical peak was reported to be 2.0030 

by Trukhan et al. 38 However, Malhotra & Buckmaster 56 observed shifts in calculated g-values for 
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vanadyl complexes and attributed it to the structure of the coordinating ligand. This might not be 

possible for organic free radicals as it is observed as an overlap of peaks with very less hyperfine 

splitting constant rather than a separate individual peaks. Khulbe et al. 58 reported values of 2.003 

for the g-value for organic free radicals in bitumen obtained from Athabasca oilsands.  

Interestingly, a non-monotonic trend was observed as against the expected increase in the free 

radical concentration in the liquid products with thermal cracking. After the initial increase in 𝑁𝑔, 

a local minima was observed 45 min. This is the time when coke started to form in determinable 

amounts. The concentration of the organic free radicals in the thermally converted products 

increased till 90 min reaction time which was the highest point in the graph reaching an order of 

magnitude higher than the feed free radical content of 6.4  × 1017 ± 3.1 × 1016 spins (Figure 5.8). 

Furthermore, the free radical content dropped by 58% at 120 min and remained around this value 

even at higher reaction times of 19.5 h and 24 h, with two local maxima at 3 h and 6 h. The fact 

that spin concentration decreased below the feed level at large reaction times could be due to free 

radical termination with the available hydrogen and methyl radicals, which forms a part of the 

reported thermal cracking mechanism. 37 It could also be due to the shift to the singlet state from 

the doublet mono-radical and triplet biradical states. This will be further elaborated in the 

discussion (section 5.4.3.2). 

 

5.3.4.2 EPR spectra of methylene chloride-separated thermally converted products 

 

Some of the products from the procedure ‘b1’ in Figure 5.1 were characterized through EPR 

spectroscopy to determining the free radical content. As given in the previous section, only the 

solid-free product was taken which meant that it was also equivalent to procedure ‘b2’ in Figure 

5.1. The data for two samples is shown in Figure 5.9 to illustrate the comparison between the 

solvent-extracted and the solvent-free products. Concentrations of 30 %wt. in toluene of the 

thermally converted products at 75 min and 210 min were prepared to obtain the spectra. The spin 

concentrations were calculated with the calibration equation, as described before. There was a 

marked increase in the signal intensity of the organic radicals in both cases after methylene 

chloride was added and removed as noted from Figure 5.9. 
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                              (a)                         (b) 

Figure 5.9. Comparison of the EPR spectra of methylene chloride-extracted products with the 

straight thermally converted products reacted at 400 ºC and (a) 75 min; (b) 210 min. The g-value 

of the organic free radical line is 2.0027 and 2.0025 at 75 min and 210 min, respectively. The y-

axis is the first derivative of signal intensity and is on the same scale.  

 

In the EPR spectra of the methylene chloride-separated product at 210 min, the 4th 

perpendicular hyperfine line of the vanadyl species also showed an increase in intensity as 

compared to the straight-product. On a quantitative scale, the spin concentration for the methylene-

chloride extracted products increased to 1.38 × 1018  from 1.15 × 1018 spins/g for the 75 min 

product and from 6.42 × 1017 to 7.33 × 1017 spins/g for the 210 min product. The standard 

deviations for the straight products were 1.04 × 1017 and 9.83 × 1016 spins/g for the 75 min and 

240 min products, respectively. So, the increase in spin concentration for the methylene chloride-

separated product appeared to be true and outside the upper bounds of the corresponding straight 

thermally converted products.  

 

5.3.4.3 EPR spectra of toluene-separated thermally converted products 

 

The results of EPR analyses on the thermally converted products at (75 min and 240 min) that 

were separated from the reactor with toluene are depicted in Figure 5.10. There was minimal 

change in intensity for organic and vanadyl free radicals when toluene is used as extraction solvent. 
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Quantitatively, the spin concentration underwent a minor change that is within the measurement 

uncertainty of the technique from 1.15 × 1018 spins/g to 1.18 × 1018 spins/g (Std. Dev. = 7.46 × 

1016) for the 75 min product and from 5.21 × 1017 to 5.26 × 1017 spins/g (Std. Dev. = 8.81 × 1015) 

for the 240 min product. The negligible change when toluene was used to extract the products and 

subsequently evaporated in comparison with the increase observed for methylene chloride-

separated products warranted for additional discussion.  

  

 

 

 

 

 

 

 

 

                             (a)                       (b) 

Figure 5.10. Comparison of the EPR spectra of toluene-extracted products with the straight 

thermally converted products reacted at 400 C and 75 min (left), 240 min (right). The g-value of 

the organic free radical line is 2.0028 and 2.0024 at 75 min and 240 min, respectively. The y-axis 

is the first derivative of signal intensity and is on the same scale.   

 

5.3.4.4 Mass loss during evaporation of solvent from thermally converted products 

 

Table 5.14 shows the loss of mass that occurred just after evaporation for three reaction times 

dealt with in Figure 5.9 and Figure 5.10. 

The mass losses were minimal and only slightly lower when toluene was evaporated from the 

products compared to methylene chloride. This made sense because methylene chloride is lighter 

than toluene with a boiling point difference of about 80 ºC. Since the mass losses were not vastly 

different when both type of solvents were used, this test served as a confirmation that the 

comparison of the chemical characterization of the samples extracted using the two types of 

solvents was not due to the differences in mass loss due to solvent evaporation. 
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Table 5.14. Mass losses incurred during solvent evaporation. The data is given for the thermally 

converted samples obtained at 400 ºC and at the reaction times where EPR spectra was reported 

in the previous section. 

 

Solvent 75 min (g) 210 min (g) 240 min (g) 

Methylene Chloride 0.78 ± 0.1 0.83 ± 0.06 0.74 ± 0.06 

Toluene 0.70 ± 0.1 0.72 ± 0.04 0.65 ± 0.08 

 

5.3.5 FTIR spectra of the thermally converted products 

 

The chemical nature of the products was further investigated through vibrational spectroscopy 

of the feed as well as the thermally converted products. Although the structure of the absorption 

peaks for the different samples remained the same there were notable differences in the FTIR 

spectra. The spectra of the feed and the straight thermally converted product obtained at 90 min is 

shown in Figure 5.11. 

 

 

 

 

 

 

 

 

 

 

Figure 5.11. Comparison of the FTIR spectra of the feed bitumen and the thermally converted 

product obtained at 90 min reaction time.  

 

5.3.5.1 Aromatic content of the straight thermally converted products 
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Since an ATR attachment was utilized along with the spectrometer, only ratios of 

absorption/transmittance intensities at the different frequencies of interest were compared so as to 

nullify the effect of the path lengths. Here, the peaks corresponding to aromatic C-H bends at 727, 

810 and 860 cm-1 along with the peak for the ring bend at 694 cm-1 were taken together relative to 

the largest intense peak of the spectra at 2920 cm-1 that corresponded to aliphatic -CH2 stretch. 

Among the different peaks that represent the aromatics, the absorption at 727 cm-1 represents 

majority of the monosubstituted aromatics (more than 4 adjacent H atoms), the absorptions at 810 

and 860 cm-1 represent mostly m- and p- disubstituted aromatics along with some overlap with tri-

substituted aromatics as well. 40 These data are given in Table 5.15. 

 

Table 5.15. Variation of the aromatic absorption intensities relative to the aliphatic peak in the 

FTIR spectra for thermally converted samples obtained at different reaction times. All intensities 

were taken in terms of transmittance %. 

 

Reaction 

time (min) 

Sum of intensities of aromatic 

peaks/Intensity of methylene group stretch 
a
 

Extent of mono- 

substitution 
b
 

Feed 0.31 1.71 

15 0.45 1.67 

30 0.47 1.81 

45 0.43 1.13 

60 0.61 2.06 

75 0.99 2.37 

90 1.24 4.11 

120 0.66 1.86 

135 0.80 3.22 

150 1.22 4.84 

180 1.01 3.41 

210 1.12 4.93 

240 0.57 2.11 

360 1.22 3.30 

480 0.62 2.41 

1170 0.53 1.90 
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1440 0.80 2.04 

a aromatic ring bend - 694 cm-1, Ar-C-H bends at 727, 744, 810 & 860 cm-1, aliphatic -CH2 stretch – 2920 

cm-1; calculated as (I694+I727+I744+I810+I860)/I2920; b intensity of peak at 727 cm-1 relative to the sum 

of intensities at 810 and 860 cm-1 calculated as I727/(I810+I860). 

 

Beer’s law is assumed to be valid for interpretation of the ratio of FTIR absorbance 

measurements. The first observation is that the aromatic content of all the products appears to be 

more than that of the feed. Interestingly, the ratio of the aromatic to aliphatic absorption peaks of 

the thermally converted products seemed to follow the trend in the free radical content given in 

Figure 5.8. This agrees with the general speculation that most of the free radicals are concentrated 

in the aromatic region of the material. 36  

Another quantity shown in Table 5.15 is the extent of substitution which signifies the mono-

substituted aromatic content relative to the higher substituted aromatics (mostly di- with some 

overlap with tri-). 59 It is seen that with thermal conversion, the concentration of the mono-

substituted aromatics also increased and was more than the feed except for the 45 min product. 

The dip in the aromatic content at 45 min correlated with the dip at the same time in the free radical 

content (Figure 5.8). The aromatic content seemed to peak at around 1.5-2.5 h reaction time and 

then decrease at higher reaction times of > 8 h (at 19.5 h and 24 h). The similar trends of the mono-

substituted to di-substituted aromatics ratio with the total aromatic content provided information 

about the reaction chemistry of thermal cracking. 

 

5.3.5.2 Estimating the remnant solvent content of the thermally converted products 

 

It was speculated that the entire solvent could not be evaporated from the thermally converted 

products after reaction (procedure ‘b’ in Figure 5.1). It was essential to estimate the amount of 

solvent remaining in the samples after solvent evaporation. The residual solvent content was 

quantified using the broadened peak at 734 cm-1 (shifted from the normal C-Cl stretches at 748 

and 717 cm-1) representing the C-Cl stretch for the methylene chloride-extracted products and the 

727 cm-1 aromatic C-H stretch (no shift) for the toluene-extracted products. Further details of this 

procedure are provided in section C.2 of Appendix C.  
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The amount of methylene chloride remaining in the products fluctuated between 0.90 %wt. at 

1170 min and 1.34 %wt. at 30 min reaction time, with an average value of 1.11 ± 0.14 %wt. As 

the product became less viscous and less dense, the amount of methylene chloride remaining also 

slightly decreased. On a similar note, the average amount of toluene remaining in the products was 

slightly more at 1.27 ± 0.16 %wt.  

 

5.3.5.3 Frequency shift for C-Cl stretching and C-H wagging bands in methylene chloride-

extracted products 

 

As indicated in the details for obtaining the calibration curve, the FTIR spectra for the 

thermally converted products after evaporation of methylene chloride showed a broader band with 

a shift to lower wavenumber for the C-Cl stretch (initially at 744 cm-1 for pure CH2Cl2 and shifted 

to 734 cm-1). Meanwhile, in some products the band for C-H deformation (initially a sharp band 

at 1265 cm-1 for pure CH2Cl2) shifted to a higher frequency (1274 cm-1) with a broadening of the 

C-O (from alcoholic species) at 1224 and 1216 cm-1 without any shift. These shifts in frequency 

bands were not observed in the straight thermally converted products that were extracted without 

methylene chloride. These effects are illustrated in Figure 5.12 and Figure 5.13 for the 900 – 600 

cm-1 region and 1300 – 1200 cm-1 region, respectively. 

On the other hand, no such frequency shifts or broadening of the bands were observed in the 

case of toluene-extracted products. These observations provide hints of the presence of hydrogen 

bonding due to the remnant polyhalogenated hydrocarbon in the thermally converted products. It 

is elaborated further in section 5.4.3.1 in the discussion.  
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              (a)                                                 (b)                                                 (c) 

Figure 5.12. FTIR spectra of (a) pure CH2Cl2; (b) the solvent-free 15 min thermally converted 

product; (c) the methylene chloride-extracted thermally converted product at 15 min showing 

absorption bands in the 900 - 600 cm-1 region. The bonds responsible for the respective bands are 

indicated.  

 

 

 

 

 

 

 

 

                  (a)                                             (b)                                                (c) 

Figure 5.13. FTIR spectra of (a) pure CH2Cl2; (b) the solvent-free 30 min thermally converted 

product; (c) the methylene chloride-extracted thermally converted product at 30 min showing 

absorption bands in the 1300 - 1200 cm-1 region. 

 

5.3.6 Proton NMR (1H-NMR) spectra of the thermally converted products 

 

The nature of hydrogen that was distributed among the aromatics and non-aromatics 

(including saturated cyclic and acyclic material) in the straight thermally converted products as 

compared to the feed bitumen was evaluated through proton NMR spectroscopy. The changes in 

6
0
0

6
2
5

6
5
0

6
7
5

7
0
0

7
2
5

7
5
0

7
7
5

8
0
0

8
2
5

8
5
0

8
7
5

9
0
0

T
ra

n
s
m

it
ta

n
c
e

Wavenumber (cm-1)

C-Cl(a) 

stretch  

744 cm-1
 



 

198 

 

0
.4

1
.2

2
.1

2
.9

3
.8

4
.6

5
.5

6
.3

7
.1

8
.0

8
.8

9
.7

1
0
.5

1
1
.4

1
2
.2

R
el

at
iv

e 
in

te
n
si

ty

Chemical shift (ppm)

Raw bitumen

90 min visbroken

product

the products as indicated by EPR and FTIR spectra evoked the necessity to explore the changes 

caused in the products by the extraction solvent through NMR spectra.   

 

5.3.6.1 Hydrogen distribution in the thermally converted products with no solvent 

 

As given in Table 5.2, the non-aromatic and aromatic hydrogen content of the feed bitumen 

was 90.34 % and 9.66 %. For both the feed and the thermally converted products, there were three 

distinct peaks for the aliphatic range (0.5 – 4.5 ppm): (i) at  = ~0.9 ppm indicating the aliphatic -

CH3 content; (ii)  = ~1.3 ppm indicating methylene (-CH2) that is part of an aliphatic chain or 

belonging to a naphthenic ring; (iii)  = ~2.3 ppm that mostly is combined with a broader peak at 

~2.6 ppm. The peak at the shift of 2.3 ppm indicates the benzylic protons while the broader peak 

which is more de-shielded could be assigned to a H attached to the -Carbon of a carbonyl carbon 

or an alkynyl proton. 40 But these kinds of functional groups are quite rare in bitumen and due to 

the possibility of overlap, we intend to omit this peak (at 2.6 ppm) during the interpretation and 

focus more on the benzylic and methyl protons in this work. Figure 5.14 shows the comparison 

between the 1H-NMR spectra of feed bitumen and the straight thermally converted product after 

reaction for 90 min.  

 

 

 

 

 

 

 

 

 

 

Figure 5.14. 1H-NMR spectra of feed Athabasca bitumen and 90 min solvent-free thermally 

converted product.  
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It can be seen that for the unreacted bitumen, the aliphatic peaks are reasonably distinct, 

whereas the aromatic region (6.5-8.5 ppm) is much broader than in the 90 min thermally converted 

product. Figure 5.15 depicts the aromatic hydrogen content along with the -CH3 proton and 

benzylic hydrogen contents of the aliphatics for the straight thermally converted products. Only 

the liquid part of the product was taken for sample preparation.  

It can be seen that there was an increase in aromatic hydrogen with thermal cracking reaction 

time. Though the increase was not monotonic, the overall curve had an upward slope. Similar 

observations were seen from the FTIR data as reported in Table 5.15. In addition, the variation of 

aromatic hydrogen appeared to be similar to the trend of free radical content as seen in Figure 5.8. 

A dip was seen at 45 min and local maxima appeared at 90 min and 360 min. The only difference 

was that the highest aromatic hydrogen content was obtained at 360 min but the highest free radical 

content was reported at 90 min. As with the concentration of the organic paramagnetic species, the 

aromatic hydrogen showed a decrease at the highest reaction times investigated in this work (1170 

min and 1440 min).  

 

 

 

  

 

 

 

 

 

 

 

Figure 5.15. Hydrogen distribution in the aromatics and those attached to benzylic and methyl 

carbons in aliphatic groups. 

 

Also, the aromatic hydrogen content showed a very good correlation with the benzylic 

hydrogen. The FTIR data showed that the ratio of aromatic intensities with respect to the aliphatic 

methylene band had a very similar trend as the mono-substituted aromatic peaks. From the 1H-
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NMR spectra, it is difficult to determine whether the peak of the benzylic proton is indicative of 

the number of substituents in the aromatic ring. For example, a decreasing peak intensity can 

indicate a decrease in the number of hydrogens on one methyl substituent while the other 

substituent remains unchanged. So, the trend of the benzylic hydrogen cannot be strictly assigned 

to mono-substituted aromatics like in the FTIR but, in consideration with the other types of 

hydrogen (terminal methyl and chain-methylene), it provides information on the reaction 

chemistry for thermal cracking and will be discussed in further detail in section 5.4.2 in the 

discussion. 

There was an initial decrease in the aliphatic -CH3 protons (Figure 5.15) till 30 min and then 

a local maxima at 45 min (that corresponded to a local minima for the aromatic and benzylic 

hydrogen). At all later times except 90 and 360 min, the methyl hydrogen content of the thermally 

converted products was greater than or equal to that of the feed bitumen. This suggested that there 

was a decrease in aliphatic chain length attached to the aromatic groups or the naphthenes as 

thermal conversion proceeded. Within the first 60 min, there was a noticeable minimum in the 

aromatic hydrogen in the liquid product when coke started forming at 45 min reaction time. The 

observation that the trends of methyl protons and benzylic protons across the reaction times 

appeared to be mirror images of each other was intriguing.  

 

5.3.6.2 Change in the 1H-NMR spectra for the solvent-extracted thermally converted 

products 

 

When compared with the spectra for the straight thermally converted products, there were 

changes in line shapes, shift in frequencies of some proton signals and changes in aliphatic methyl 

and aromatic proton contents for the methylene chloride-extracted thermally converted products 

but no such changes were found when toluene was used as extraction solvent. This is shown in 

Figure 5.16. 
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Figure 5.16. 1H-NMR spectra of thermally converted product: (a) At 60 min reaction time 

mechanically extracted without the use of solvent compared with that of the same thermally 

converted product extracted with (b) methylene chloride and (c) toluene. 

 

It was seen in the previous section that as compared to the feed bitumen, the NMR spectra of 

the straight thermally converted product obtained at 90 min exhibited sharper peaks for the 

benzylic and aromatic protons (Figure 5.14). Though these signals were not as sharp for the 60 

min product (Figure 5.16a) as the 90 min spectrum, the peaks corresponding to the aliphatic methyl 

and methylene protons showed a clear broadening when the same product was extracted with 

methylene chloride (Figure 5.15b). There was also increased area observed for the spectral region 

between 4.5 – 6.5 ppm for the solvent-extracted product (from 0.012 to 0.073 units) due to residual 
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methylene chloride. Though this increase in area was not quantified, it can be related to the 

quantified value of the remnant solvent from FTIR as done in the previous section.   

The 1H-NMR spectra of the 120 min, 150 min and 360 min thermally converted products 

mechanically extracted are compared with that of the solvent-extracted products in Figure 5.17. In 

the 2 h solvent-free product, the aromatic and benzylic hydrogen peaks are sharp, whereas the 

methylene chloride-extracted product peaks for these protons appear to be broadened. There was 

no change in line shape for the aliphatic methyl and methylene proton signals. Also, there was a 

slight shift in the resonant frequency for the methylene protons from 1.34 (in the straight thermally 

converted product) to 1.45 ppm (in the solvent-extracted product) for the 2 h product. There was 

no shift in the trimethylsilane (TMS) peak for the solvent-extracted products as compared to the 

straight products. The integral area in the spectral region 4.5 – 6.5 ppm showed a spike for the 

methylene chloride-extracted product.   

Similarly, the thermally converted products at 150 min exhibited broadening in the aliphatic 

and aromatic hydrogen peaks when extracted with methylene chloride. The aliphatic -CH2- proton 

peak for the solvent-extracted product shifted by 0.11 ppm to a higher frequency, with the rest of 

the peaks showing no changes in frequency as compared with the solvent-free product. The 

interesting fact about the spectra for the 360 min thermally converted product was that the peak 

corresponding to -CH2- proton that most plausibly belongs to CH2Cl2 that was remaining in the 

products was seen (marked with an arrow in Figure 5.17c). In pure methylene chloride, this peak 

appears at 5.34 ppm, but in this thermally converted product it is seen at 5.41 ppm, with no change 

in the frequencies at which other proton peaks were obtained. This peak belonging to methylene 

chloride was not clearly visible in other solvent-extracted products, but only increase in integral 

areas in the 4.5 – 6.5 ppm region was seen. A slight broadening of the aliphatic methyl and 

methylene peaks were also seen for solvent-extracted 360 min thermally converted product.  

In the study by Yañez & De Klerk, 20 the 1H-NMR peaks for aliphatic methyl and methylene 

hydrogen were sharper in the 8 h thermally converted product as compared to the feed Cold Lake 

bitumen, but there was no improvement in resolution of the aromatic hydrogen. In their case, all 

thermally converted products were extracted by using methylene chloride and the feed itself 

showed broadened peaks in the NMR spectra. In the findings of NMR specific to this chapter, 

there seemed to be a shift in the peaks for aliphatic methyl and methylene hydrogen region for the 

methylene chloride-extracted products at lower reaction times with line broadening for the 
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aromatic and benzylic peaks. At higher reaction times, line broadening was more prominent in the 

aliphatic methyl and methylene proton region with a shift for the CH2Cl2 proton peak location to 

a higher value. On the other hand, no such peculiar behavior was seen when the reaction products 

were extracted with toluene. These observations pointed towards a definite chemical change in the 

nature of the methylene chloride-extracted products and demanded for a deeper discussion.  

   

 

 

 

 

 

 

 

                              (a)                                                                    (b)                                

 

                                                                        

 

 

 

 

 

 

                          (c) 

Figure 5.17. Comparison of the 1H-NMR spectra of straight and methylene chloride-extracted 

thermally converted product at: (a) 120 min; (b) 150 min & (c) 360 min reaction times. 

 

5.3.7 n-Pentane insoluble content of the thermally converted products 

 

Since the experimental procedure in this work involved the use of two different types of 

solvents, one polar aliphatic and a relatively non-polar aromatic one, it was worthwhile to 

investigate whether this procedure caused any change in the n-pentane insoluble content obtained 
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from the liquid product. This comparison will further relate to the question whether chemical 

changes are occurring in the methylene chloride-extracted product as opposed to the toluene-

extracted product. An interesting observation was that the content of toluene-insoluble solids was 

similar to that of methylene chloride-insoluble solids. Figure 5.18 depicts the change in n-pentane 

insoluble content with reaction time for the solvent-separated products. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.18. Comparison of n-pentane insoluble material in the liquid products when the solids 

were separated using methylene chloride (black squares) and toluene (blue triangles) as the 

solvents.  

 

The asphaltenes fraction is a solubility class and this work employed n-pentane as the anti-

solvent for precipitation. For this reason, asphaltenes will be referred to as n-pentane insoluble in 

this chapter. Also, since two different solvents were used to separate the solids, causing plausible 

a difference in the chemical nature of the liquid products as evident from previous characterizations 

like EPR, FTIR and NMR, it was preferred to refer to this class of material as n-pentane insoluble 

instead of referring to it as asphaltenes.   

A monotonous variation was not seen for the n-pentane insoluble content with increase in 

reaction time as with the viscosity (Figure 5.2). The overall trend for both sets of points appeared 

to be decreasing. Initially, the n-pentane insoluble material increased till 30 min and then decreased 

in concentration at 45 min reaction time, similar to that observed in the free radical concentration 

and aromatic hydrogen content. The n-pentane insoluble content when the solids were separated 
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from the liquid product with both the solvents covaried with each other except at 90 min, where 

opposite local optima were observed. Although the trend in the n-pentane insoluble material can 

be viewed as being similar to the free radical content in the products (Figure 5.8), there were 

differences in local minima and maxima attained. A local minima was attained at 240 min in the 

free radical content while that was the point of local maximum in the n-pentane insoluble content.  

The least value of n-pentane insoluble material was 15.0 %wt. at 150 min when the solids 

were toluene-insoluble, while the maximum value reached reached to 20.3 %wt. (at 30 min). This 

suggested that the decrease was not as drastic as reported in the work by Henderson & Weber 22 

where the asphaltene content in thermally cracked Athabasca bitumen (conducted at 397 ºC) 

fluctuated between values as high as 70.5 %wt. and as low as 0.02 %wt. The intriguing finding 

was that the n-pentane insoluble content when the solids were separated with methylene chloride 

was on an average ~0.4 %wt. higher than when the solids were separated with dissolution of the 

liquid products in toluene, except at 45 min, 120 min and 240 min. At lower values, it can be 

ascertained that the difference between the n-pentane insoluble material of the liquid products 

extracted by both solvents was minimal. This could also be one of the reasons for the increased 

viscosity for the methylene chloride-extracted product, in combination with other observations.  

 

5.3.8 MCR content 

 

Figure 5.19 shows the MCR content of the Athabasca bitumen feed and thermally converted 

products. As already mentioned in the experimental procedure, this value indicates the propensity 

for coking in the feed and products.  
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Figure 5.19. Microcarbon residue content of the bitumen feed and thermally converted products 

at different reaction times. The value for the raw bitumen feed corresponds to 0 min. 

 

It can be seen that the MCR content gradually increases with reaction time from a feed value 

of 9.2 %wt. to ~23.5 %wt. at the final reaction of 24 h. There was a relatively steep increase at 45 

min from 12 to 16 %wt. which corresponded with the start of significant coke formation in the 45 

min product (Table 5.5, Table 5.7). The standard deviation for the product at 240 min was the 

maximum with the 45 min product exhibiting the next highest deviation at 1.3 %wt. There was 

also a 0.2 % drop in the MCR value from 210 min to 240 min but the overall trend can be said to 

be increasing.  

 

5.3.9 Elemental composition 

 

The elemental composition of the feed Athabasca bitumen was given in Table 2. Elemental 

analysis of the straight thermally converted products (only liquid) was carried out and the results 

are compiled in Table 5.16, in terms of the H/C ratio, nitrogen (N) and oxygen (O) content. A plot 

of the variation of H/C ratio across reaction times is given in Figure 5.20. 

The elemental analysis was important in two aspects: the hydrogen to carbon ratio and the 

heteroatomic content. It can be seen from Figure 5.20 that the H/C ratio is lesser than the feed at 

all reaction times for the thermally converted products that do not contain any solvent. The trend 

was non-monotonic. At the point where carbonaceous solids started to form, the H/C ratio went 

through a global maximum (at 1.48) among only the products (excluding the feed). 
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Table 5.16. Results of elemental analysis of the straight thermally converted products. 

 

Time (min) H/C O (%wt.) 
a
 N (%wt.) S (%wt.) 

Feed 1.489 ± 0.002 0.83 0.58 ± 0.05 4.80 ± 0.12 

15 1.459 ± 0.003 1.89 0.55 ± 0.04 3.95 ± 0.23 

30 1.466 ± 0.002 2.17 0.51 ± 0.06 3.36 ± 0.12 

45 1.476 ± 0.004 1.17 0.48 ± 0.03 3.50 ± 0.15 

60 1.460 ± 0.001 1.50 0.46 ± 0.04 3.41 ± 0.05 

90 1.435 ± 0.004 1.61 0.42 ± 0.03 3.47 ± 0.06 

120 1.443 ± 0.003 1.81 0.36 ± 0.02 3.28 ± 0.09 

150 1.466 ± 0.003 2.35 0.31 ± 0.01 2.98 ± 0.10 

180 1.462 ± 0.002 2.68 0.35 ± 0.05 2.73 ± 0.08 

240 1.431 ± 0.002 3.09 0.35 ± 0.04 2.81 ± 0.04 

360 1.433 ± 0.002 1.42 0.35 ± 0.06 2.54 ± 0.09 

1170 1.444 ± 0.005 3.61 0.31 ± 0.02 2.93 ± 0.10 

1440 1.458 ± 0.004 3.79 0.24 ± 0.07 2.63 ± 0.07 

a determined by difference. 

 

 

 

 

 

  

 

 

 

 

Figure 5.20. H/C ratio of the straight thermally converted products with reaction time. ‘0’ min 

corresponds to the feed bitumen at room temperature (25 ºC).  
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This corresponded with a local minimum in the n-pentane insoluble material (Figure 5.18). It 

was interesting to note that there was an immediate drop in the hydrogen-to-carbon ratio to 1.46 

at the minimum reaction time of 15 min, at which the aromatic hydrogen (Figure 5.15) and the n-

pentane insoluble content (Figure 5.18) showed an increase. At 90 min, where the free radical spin 

concentration (Figure 5.8) and the aromatic hydrogen showed a maximum, the hydrogen-to-carbon 

ratio of the product passed through a minimum at 1.43. After dropping low at 240 min and 360 

min, it seemed to increase at further reaction times of 1170 and 1440 min.  

With the heteroatoms, there was a decrease in the sulfur and nitrogen contents in the thermally 

converted products (Table 5.16). The feed bitumen was quite sour with a sulfur content of 4.80 

%wt. On thermal cracking, it decreased to 2.63 %wt. at the highest reaction time of 1440 min 

explored in the experiments conducted in this work. Similar observations were seen with the 

variation in nitrogen in the products with the lowest being at 1440 min (0.24 %wt.). All values in 

the products were less than the feed bitumen. Interestingly, there was an increase in the oxygen 

content observed in the thermally converted products as compared to the feed. The increase was 

not monotonous but all products had a higher oxygen content than the feed. It should be added that 

oxygen was determined by difference and the change could reflect a systematic increase in CHNS 

material not quantified by analysis.  

The extraction of the thermally converted products with both solvents effected a mild increase 

in the hydrogen-to-carbon ratio, but no significant change in the heteroatomic content. It was tested 

on three select samples and shown in Table 5.17. 

 

Table 5.17. Change in H/C ratio and heteroatomic contents on solvent-extraction. 

 

Time 

(min) 

H/C 

straight 
a
 

H/C 

(MC) 
b
 

H/C 

(Toluene) 
c
 

O 

(%wt.) 
d
 

N 

(%wt.) 

S 

(%wt.) 

90 1.434 1.450 1.452 0.83 0.58 ± 0.05 4.80 ± 0.12 

180 1.461 1.467 1.471 1.89 0.55 ± 0.04 3.95 ± 0.23 

360 1.432 1.440 1.445 2.17 0.51 ± 0.06 3.36 ± 0.12 

a straight thermally converted product; b methylene chloride-extracted product; c toluene-extracted 

product; d determined by difference. 

 

5.3.10 Boiling point distributions using simulated distillation 
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Figure 5.21 shows the distillation profiles of the feed compared with two of the straight 

thermally converted products at 60 min and 1440 min. There are a number of key observations 

that can be seen from the boiling point distribution curves. The vacuum residue cut point is taken 

as 525 ºC as marked in Figure 5.21 and a clear increase in the lighter fractions was seen as the 

amount of material that could be distilled for the 60 min and 1440 min products were greater than 

the feed by 19 %wt. and 28 %wt., respectively. When the material balance is considered (Table 

5.3), the actual yield of < 525 ºC liquid products after 60 min and 1440 min reaction time was 55 

and 56 %wt. of the feed. At 720 ºC, about 27 %wt. of the feed bitumen did not elute. Similarly, 

about 20 %wt. of the 60 min and 1440 min products did not elute at lower boiling temperatures of 

709 ºC and 688 ºC, respectively. 

The increase in the amount of lower boiling material on thermal cracking was concomitant 

with the decrease in density and refractive index of the products (Figure 5.6). Indications that 400 

ºC was a sufficient temperature to perform cracking (and coking) were seen from the increment in 

the gas yield too. It also reflected the overall decrease in the n-pentane insoluble material, though 

it was non-monotonic. The amount of material boiling in the naphtha range (88 – 190 ºC) had 

values of 0, 2 and 16 %wt. in the feed, 60 min and 1440 min thermally converted products, 

respectively. Similarly, formation of the distillate fraction (190 – 360 ºC) also rose from 15 %wt. 

in the feed to 38 %wt. in the 1440 min thermally converted product. These increments in the lighter 

boiling material could have played a major role in causing a massive reduction in viscosity of the 

thermally converted products, as will be discussed later.  

It was also important to check whether evaporation of the extraction solvent altered the 

distillation profile of the thermally converted product. Since there was minimum mass loss during 

rotary evaporation (Table 5.14), it was expected that the distillation profile would not be altered 

by much due to this procedure. If a significant fraction of the lighter boiling material was gone 

with the solvent during evaporation, that would have automatically caused the viscosity to increase 

due to the dominant heavier fraction, but this was not the case here. Even with toluene, no 

significant change in the boiling point distribution curve was observed. These are shown in Figure 

5.22. This meant that there was some other aspect relating to a chemical or a physical change that 

caused the viscosity to increase post methylene chloride evaporation from the thermally converted 

products as shown in Figure 5.4.  
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Figure 5.21. Simulated distillation curves for the feed bitumen and the thermally converted 

products obtained at 60 min and 1440 min with no solvent.  

 

 

 

 

 

 

 

 

 

 

Figure 5.22. Comparison of the distillation profiles for the thermally converted product at 60 min 

obtained with methylene chloride extraction (blue curve), toluene extraction (red curve) and 

without any solvent (black curve). 

 

5.3.11 Images of the coke solids 

 

Microscopic images of the toluene-insoluble solids formed on thermal conversion were taken 

at select reaction times and are shown in Figure 5.23. The solids obtained on separation with 

methylene chloride did not appear much different and thus not shown in this section of the chapter.  
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30 min 45 min

240 min 360 min

It can be seen that the solids changed in shape and color with increase in reaction time. At 

lower reaction times (30 min), the shape resembled that of platelets and could ascribed to mostly 

mineral matter present in the feed that carried over to the products. Some nonmineral solids and 

carbonaceous content could also be associated with them. A zoomed in figure of a single coke 

particle is shown at 45 min, when the “coke-like” solids started forming significantly on the surface 

of the mineral matter. Once the solids content started rising (Table 5.5 and Table 5.7), more organic 

matter started depositing on the mineral matter, thus changing the shape of the solids as visible 

through microscopy (Figure 5.23). With a further increase in reaction time, the solids swelled in 

size and the organic matter deposited became clearly visible as a shiny layer at 240 min and 360 

min.  

 

 

 

 

 

 

 

                              (a)                                                                 (b) 

 

 

 

 

 

 

 

 

                       (c)                                                                 (d) 

Figure 5.23. Optical images of the carbonaceous solids formed after thermal cracking and 

separated from the liquid products by using toluene. 

 

5.3.12 Gas analyses 
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Only a qualitative investigation of the gaseous products was carried out for the purpose of this 

study in this chapter. For the experiments conducted at 400 ºC, it was found that methane (CH4) 

was the dominant hydrocarbon product at all reaction times. The composition of methane in the 

gaseous products increased gradually with an increase in the reaction time. C2, C4, C5 and C6 were 

the other hydrocarbons in the gaseous phase. Both alkanes and alkenes of these carbon numbers 

were observed. The intensity of the C4 peaks increased with time with C5 and C6 being lesser in 

concentration as compared to C4. Interestingly, for the C2 hydrocarbon, minor amounts of 

acetylene at higher reaction times was also seen along with ethane and ethene. No CO2 was formed 

initially and with no noticeable increase at later times.  

 

5.3.13 Effect of shear rates on product viscosity 

 

Viscosities for the different thermally converted products were measured at the indicated 

shear rates as given in Table 5.8 (mechanically extracted without any solvent), Table 5.9 

(methylene chloride-extracted products) and Table 5.10 (toluene-extracted products). These were 

in accordance with viscometer measurements. All the shear rates were more than that used in recent 

works on Cold Lake bitumen. 18–20 The rheometer enabled us to better visualize the change in 

viscosity with shear rate for the different straight thermally converted products than the 

viscometer. Results for selected reaction times are given in Figure 5.24a. The data for 30, 45, 60 

and 150 min is also reported in the logarithmic scale in Figure 5.24b.  

Two types of rheological characteristics are commonly exhibited by complex fluids and were 

checked for the bitumen and its thermally converted products in this study. These are the shear-

dependent viscosity and the time-dependent viscosity at a constant shear. Other rheological 

properties like normal stress differences, dynamic measurements such as storage and loss modulus 

were not inspected for these samples but the reader is referred to specific works 34,60,61 for 

discussion on these topics for different kinds of bitumen.  
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                               (a)             (b) 

Figure 5.24. Variation of viscosity with shear rate for the thermally converted products obtained 

at 15, 30, 45, 60 and 150 min (left). The figure on the right represents the data for 30, 45, 60 and 

150 min with viscosity on the logarithmic scale. All measurements were taken at 40 ºC.  

 

There are a number of observations that can be made from the plot of shear rate-dependence 

of viscosity (Figure 5.24). In the shear rate range of 10 – 1544 s-1 (1544 s-1 was the upper limit of 

the rheometer), the viscosity decreased with increasing shear rate at all the indicated reaction times. 

This is reminiscent of shear thinning behavior, and very high shear rates did not have an effect on 

the viscosity. For the 15 min product, the low shear viscosity was 1.05 Pa.s which reached a 

constant value of 0.87 Pa.s in the shear range of 30 – 470 s-1, after which there a sudden drop to < 

10 mPa.s. This drop was not seen in products obtained at higher reaction times, where viscosity 

attained a constant value at higher shear rates. 

The green arrow indicates that the shear rates at which viscosities reached a constant value, 

increased as the product becomes more fluid. The torque was also found to increase as the shear 

rate increased. This meant that as the sample became less viscous, a higher shear rate would yield 

stable values of viscosity in the Newtonian-like region. This was also reflected in the data reported 

in Table 8. Before the region of viscosity decrease, an initial Newtonian-like region was observed 

for various heavy oils by Abivin & Taylor 62  and also for bitumen by Dealy 34 at shear rates lower 

than 1 s-1. This regime was not investigated in this work.  
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Another purpose of this investigation was to see whether the shear thinning behavior 

continued in the lower shear rate region also (1 – 10 s-1). It could be seen from Figure 5.25 that the 

there was a steeper reduction in viscosity in the 1 – 10 s-1 shear domain for the thermally cracked 

products obtained at different reaction times. The low shear viscosity (compared at 1 and 10 s-1) 

for these products are given in Table 5.18. Table 5.18 shows that there is an order of magnitude 

decrease in viscosity (in mPa.s) while moving from 1 – 10 s-1. This transcribed to ~1 – 3 Pa.s 

decline in the viscosity as compared to a similar decrease for Athabasca bitumen and ~4 – 11 Pa.s 

that was observed in the same region for Cold Lake bitumen by Dealy. 34  

  

 

 

 

  

 

 

 

 

Figure 5.25. Variation of viscosity with shear rate for thermally converted products obtained at 

15, 60, 120, 150, 180 and 360 min in the 1-10 s-1 region. 

 

Table 5.18. Comparison of low shear viscosities for select thermally converted products. 

 

Reaction 

time (min) 

Viscosity at 

10 s
-1

 (mPa.s) 

Viscosity at 1 s
-1

 

(mPa.s) 

15 1049 3123 

60 521 2120 

120 323 1521 

150 351 1600 

180 256 3252 

360 110 886 
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The reduction in viscosity at higher shear rates (> 10 s-1) was much lesser (~0.3 – 0.6 Pa.s) as 

compared to that observed at lower shear rates (< 10 s-1). The rate of decrease in viscosity with 

shear rate was higher for the less viscous products as compared to those obtained at lower reaction 

times. The other question is regarding the molecular mechanism responsible for this shear thinning 

behavior. Is it due to pure de-aggregation or any conformational changes involving spatial 

orientation of the atoms or stretching of the bonds under shear? This would be elaborated in section 

5.4.3.3 in the discussion of this chapter.  

The possible time-dependence of viscosity measurements was determined in a separate 

analysis where viscosity was measured at constant shear rate over time, with a period of no shear 

in between. Figure 5.26 demonstrates this. No significant variation in viscosity with time was seen 

with the gap between the least and the largest value being 0.06 Pa.s. These observations were 

consistent with those of Behzadfar & Hatzikiriakos. 63 

 

 

 

 

 

 

 

 

 

Figure 5.26. Variation of viscosity with measurement time at a constant shear rate of 10 s-1 for the 

thermally converted product at 240 min. The instrument was stopped at intervals of 50 s for the 

same time and then the process repeated again.  

 

For the first 50 s, the viscosity varied between 219 mPa.s and 210 mPa.s. After the rheometer 

was stopped for 50 s and started again, the viscosity value dropped to 178 mPa.s and should a 

paltry increase to 179 mPa.s at the 150th s but reached up to a value of 212 mPa.s within this time 

domain. During the next two intervals of stopping and starting, the viscosity varied between 232 

and 206 mPa.s and 204 and 223 mPa.s, respectively. For practical purposes, these variations can 

be considered as nearly stable with respect to time at a particular shear rate. This was true for all 
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other thermally converted products as well. A similar study was conducted by Yañez & De Klerk 

20 for the thermally converted product of Cold Lake bitumen at 4 h reaction time for which they 

found a decrease of more than 200 Pa.s, whereas for other products the variation was considerably 

lesser (within 1 – 3 Pa.s) and was treated as a part of the standard deviation for that sample. 

 

5.4 Discussion 

 

For a simple liquid, viscosity can be considered as a kind of frictional resistance offered on 

application of an external force. In most cases, the general notion that heavier the substance, the 

higher the viscosity and lower the fluidity holds true. However, for the case of complex mixtures 

like oilsands-derived bitumen, viscosity interpretation is more complicated. There are a number of 

factors that can influence bitumen and heavy oil viscosity directly or indirectly. Furthermore, the 

contribution of these factors in modifying the viscosity on thermal reaction could change with 

time.  

The mechanical and thermal history of the feed sample, its source, chemical composition and 

molecular mass could affect both the feed viscosity as well as the products and play a role in 

determining the changes happening during pyrolysis. 64 Operating conditions of temperature, 

pressure and the residence time are the only parameters under the control of the experimentalist 

during thermal conversion. The reaction causes changes in the inter and intra-molecular 

associations between the diverse components in bitumen and the reaction chemistry can also 

modify the phase behavior of the sample. It would be expected that the viscosity would be greatly 

affected by these factors and thermal treatment was a viable tool to cause these changes.  

One of the contributions of this chapter is investigation of the work-up processes that are 

performed post-thermal conversion to the cracked sample. As highlighted in the Introduction, the 

speculation from previous observations was that the use of an external solvent to recover the 

products from the batch reactor can result in changes in some physical and chemical characteristics 

of the thermally converted sample, separate from the pyrolysis step. The results section (section 

5.3) of this chapter outlined some of the findings with respect to the properties of the thermally 

converted samples when differently natured solvents were used to extract products from the 

reactor. It was seen that the viscosity was altered in the case of one of the solvents (methylene 
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chloride) with evidence pointing towards increase a particular type of intermolecular force arising 

due to the post-processing procedure only.  

Viscoelastic and non-Newtonian characteristics of feed and thermally converted products 

were also reported previously and observed in this study as well. The variation of viscosity with 

the shear rate of measurement also falls under post-reaction processes that were investigated. Thus, 

the aim of the discussion part of this chapter was to explain changes in viscosity that were 

experimentally observed. It was hypothesized that the viscosity is also majorly affected by 

aggregation propensity of the asphaltenes and a possible theory involving the change in the 

effective volume of the asphaltene clusters during thermal conversion was discussed. For this 

purpose, the assumption of a colloidal model for bitumen was adopted from literature.  

 

5.4.1 Source-dependent viscosity of feed bitumen  

 

5.4.1.1 Viscosity range of Athabasca and Cold lake bitumen 

 

Before considering the different processes responsible for viscosity change during thermal 

conversion, it was worthwhile to concentrate on the feed itself. Bitumen derived from the oilsands 

in two major geological deposits in the Alberta region of the Western Canadian Sedimentary Basin, 

i.e. Cold Lake and Athabasca will be the main focus of discussion in this chapter. An intriguing 

but well-accepted fact in both the heavy oil industry and academia is the sample-to-sample 

variability in the nature of the oilsands. This is due to a combination of their location, depth and 

age. 4 In other words, the time spent by the deposits in the formation till recovery by mining or in-

situ processes, the temperature and pressure that they are exposed to due to the depth and 

surrounding materials are critical in determining the characteristics of the extracted bitumen from 

the oilsands, in addition to the extraction process itself. This would typically affect subsequent 

processing like upgrading also. 

It is not the objective of this chapter to carry out a deep review of the different formations of 

Canadian oilsands and their depositional processes. Different viscosity values for bitumen feeds 

obtained from the two deposits measured by various works in thermal conversion is summarized 

in Table 5.19.  
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Table 5.19. Feed viscosity values reported in the thermal conversion literature. 

 

Author(s) 
Source 

deposit 

T 

(C) 
a
 

Viscosity of feed 

bitumen (Pa.s) 

Shear rate 

(s
-1

) 
c
 

Shu & 

Venkatesan 

(1982) 21 

Cold Lake 35.0 13.8 NI 3 

Henderson & 

Weber (1965) 22 
Athabasca 65.5 5.242 NI 

Yañez & De 

Klerk (2018) 20 
Cold Lake 

40.0 88 10 

60.0 9 10 

Zachariah & De 

Klerk (2016) 19 
Cold Lake 60.0 9.6 10 

Wang et al. 

(2014) 18 
Cold Lake 

40.0 92 10 

60.0 9.2 10 

Dealy (1979) 34 
Athabasca 42.5 17.5 0.15 

Cold Lake 42.5 22.3 0.20 

Present study Athabasca 40.0 36.2 10 

a temperature at which viscosity was measured; b shear rate at which viscosity was measured; c no 

information available. 

 

Let us look at Cold Lake bitumen first. Viscosity values for feed viscosity reported in recent 

times were found to be reasonably consistent at ~9 Pa.s and ~90 Pa.s measured at 60 ºC and 40 ºC, 

respectively. 18–20 But, Shu & Venkatesan 21 recorded a lower value of 13.8 Pa.s at 35 ºC, which 

would be even lower at 40 ºC and 60 ºC. The value reported by Dealy 34 was also lower than the 

recent works 18–20 on Cold Lake bitumen measured at 40 ºC. Since feed bitumen was also shown 

to be mildly non-Newtonian in the 0.1-10 s-1 shear rate range 34 and also considering the results 

from section on effect of shear rates in this study, it could be expected that the viscosity at 10 s-1 

would be still lower than 22.3 Pa.s (Table 5.19). Though the shear rate data was not supplied in 

some works, it could be anticipated that nothing higher than 10 s-1 would have been used due to 

the high viscosity of the feed and the instrument constraints like torque limitations that was 
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highlighted before. The values for Cold Lake bitumen from different sources spanned an order of 

magnitude when compared at the same reference temperature.   

For the case of Athabasca bitumen, a similar variability in viscosity data was noted. A value 

of 5.24 Pa.s was given by Henderson & Weber 22 measured at 65 ºC, meaning that it would translate 

to ~80-90 Pa.s if measured at 40 ºC. The temperature dependence of viscosity of Athabasca 

bitumen was reported to be exponential in nature and described fairly well by the Andrade equation 

in the study by Schramm & Kwak. 65 It was derived from an extensive database of viscosity data 

for Athabasca bitumen at temperatures as high as 100 ºC. This was similar to that of Cold Lake 

values reported in recent times (Table 5.19) but again the shear rate was unknown. On the other 

hand, the present study and that by Dealy 34 found quite similar range of values for the feed 

Athabasca bitumen measured at 40 ºC. The value observed in this study (Table 5.2 and Table 5.19) 

was less than half the value as reported for Athabasca bitumen by Henderson & Weber. 22  

Another reported value for viscosity of Athabasca bitumen at 40 ºC was 14 Pa.s by Scramm 

& Kwak, 65 which was of the same order of magnitude as reported in this study and that by Dealy. 

34 Suncor bitumen is also another type of Athabasca bitumen and since this study used the bitumen 

supplied by Suncor, it was also worthwhile to compare its viscosity with that of Suncor bitumen 

reported by Wallace & Henry. 66 They reported a value of 42.3 Pa.s at 25 ºC which when translated 

to 40 ºC, would be definitely an order of magnitude lower than that obtained in our current study 

(36 Pa.s at 40 ºC). Thus, even though the samples were obtained at different times (1965 – 2018) 

and different locations in the two regions, the change in the viscosity of bitumen obtained from 

the same geological deposit is quite interesting.  

The bitumen extraction process from the oilsands might also have had an impact on the 

viscosity of the final sample used for experimentation. 67 The variance can also be simply due to 

the different sampling, i.e. it is difficult to obtain a sample representative of the whole type of 

bitumen. Next, comparing the two kinds of bitumen from Athabasca and Cold Lake, if 88-92 Pa.s 

was considered as the reference value for Cold Lake bitumen viscosity at 40 ˚C, then according to 

this work and in literature, 34 the viscosity of Athabasca bitumen is lower, which does not remain 

in line with the the general notion that Athabasca bitumen has an order of magnitude higher 

viscosity than Cold Lake. 3 On the whole, a particular reason could not be attributed to these 

findings of viscosity variations in the various deposits. But they can definitely play a role in 

affecting their processing and further reactions and some of those are discussed in this chapter. 
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Instrument variability may have played a role but cannot be claimed to be a definite reason. For 

example, different instruments have been utilized across the works cited in Table 5.19 like Rheolab 

QC viscometer obtained from Anton Paar, 18–20 a Mechanical Spectrometer 34 and in some works 

there was no information about the type of instrument adopted for viscosity measurements. 21,22  

 

5.4.1.2 Variation of viscosity with composition 

 

Physical factors aside, it was useful to examine the chemical composition of Cold Lake and 

Athabasca bitumen and relate it to the aforementioned viscosity changes. Bitumen contains 

hydrocarbons and heteroatoms in the order S > O > N depending on the type of bitumen. An 

exhaustive review of both kinds of bitumen was carried out by Selucky et al. 68,69 and their key 

findings are compiled in Table 5.20. On a broad scale, they reported that both bitumen were quite 

similar in their chemical constitution but on a deeper scale, some differences were apparent.  

 

Table 5.20. Comparison of the Cold Lake and Athabasca bitumen with respect to their chemical 

composition as reviewed by Selucky et al. 68,69 

 

Property Cold Lake Athabasca 

Molecular weight of whole 

bitumen (g/mol) 
Lower (490) Higher (540) 

Molecular weight of nC5-

asphaltenes (g/mol) 
Higher (8000) Lower (4800) 

Asphaltene content Lower Higher 

H/C whole bitumen Similar (1.495) Similar (1.486) 

H/C asphaltenes Lower (1.10) Higher (1.16) 

Polar material whole bitumen Lower Higher 

Saturates – straight chain 

paraffins 
Higher Lower 

Naphthenes Lower Higher 

Acidic compounds Higher Lower 

Material boiling above 360 C Less more 
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It is worthwhile to draw the attention of the reader to the molecular weight values given in the 

above table, which were determined in accordance with protocols available in the 1970s. The 

reported molecular weights for the asphaltenes were high. Mass spectrometry and time-resolved 

fluorescence depolarization (TRPD) suggest that the molecular weights of asphaltenes from 

different types of bitumen are much lower and in the range 250 – 3000 g/mol as indicated by 

McKenna et al. 70 but some studies like Patino et al. 46 suggest the range to be having even a lower 

maximum value of 1200 g/mol. 46,70–72 However, molecular weight measurements were not carried 

out in this study and in the past works highlighted before. 18–20 This said, the n-pentane insoluble 

material was lower in Cold Lake as compared to Athabasca, which was also the case as observed 

with this study (19.9 ± 1.6 %wt. - Table 2, Figure 18) in comparison to Yañez & De Klerk’s (16.5 

± 0.9 %wt.). 20 In view of the lower molecular weight and asphaltene contents of Cold Lake 

bitumen, it should be expected that the viscosity also be lower than Athabasca. 3 This is further 

supported by the fact that the heavier boiling material is more for Athabasca than in Cold Lake 

(Table 5.20). Still, there were contrasting observations with respect to viscosity values of raw 

bitumen as given in Table 5.19. This can still be attributed to the much heavier molecular weight 

of the asphaltenes in Cold Lake, assuming this characteristic of the sample did not change much 

over time. 

The heteroatomic contents of nitrogen and oxygen were more in Athabasca as compared to 

Cold Lake bitumen. 69 Comparing the results for this chapter with that of Zachariah & De Klerk’s, 

19 the nitrogen contents were similar but the oxygen content of the Cold Lake was double that of 

Athabasca (comparing Table 2 and Table 1 in Zachariah and De Klerk’s work 19). It should be 

noted that oxygen was obtained by difference and not by analysis. Higher the oxygen content, the 

higher the electronegative groups available for intermolecular hydrogen bonding, which can 

contribute to an increase in viscosity. 73  

It is known that under the assumption of the colloidal model, resin-type material stabilizes the 

asphaltenes which results in a reduced aggregation tendency. By means of SARA and TAN 

measurements that give an idea of the resin and acidic content in bitumen, if a quantitative 

relationship can be established between concentration of acidic compounds and resin content, and 

since majority of the acids are reported to be in the form of naphthenic acids and can play the role 

of amphoteric material in the resins, it can be said that a higher acidic content may stabilize the 

asphaltenes in Cold Lake and thereby, reducing the aggregating tendency and thus, the viscosity. 
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Smith et al. 74 also reported that Athabasca bitumen has a high TAN value of 3.5 – 5.5 mg of 

KOH/g of sample but accurate TAN measurements were difficult in bitumen due to its higher 

viscosity. They also observed that ESI FT-ICR MS could selectively ionize acidic species in 

Athabasca bitumen and with the use of ion exchange resins, carboxylic acid content can be 

determined. But these measurements were not carried out in our work.  

Still, no particular reason can be attributed to the increased feed viscosity of Cold Lake over 

Athabasca bitumen based on their respective chemical compositions. These observations indicate 

that there is more to viscosity than just molecular weight and asphaltene content.  

Another striking inference from the work by Selucky et al. 69 was the higher straight chain 

paraffin content in Cold Lake bitumen (21.3 % against 18.3 % in Athabasca) and the higher 

naphthenic content in Athabasca bitumen. They were also of the opinion that Cold Lake bitumen 

was less biodegraded by natural forces than Athabasca. However, thermal conversion of Athabasca 

bitumen gave rise to products with increasing fluidity with reaction time at 400 ºC (Figure 5.2), 

but showed lesser fluidity for Cold Lake at higher reaction times. 18,19  

Bitumen, when subjected to thermal cracking, was shown to display the characteristics of a 

‘young’ crude oil with respect to its reactivity and ease of conversion, despite its long geological 

history. The high reactivity of bitumen at lower than industrial temperatures of visbreaking (≤ 400 

˚C) has been well documented in literature. 64,75,76 But, the trends in viscosity reductions were quite 

peculiar and prompted us to investigate the reasons behind the observed changes in product 

properties depicted in the Results section (section 5.3) of this chapter.  

 

5.4.2 Effect of thermal conversion at 400 ºC on product properties 

 

This section will discuss the results of thermal conversion conducted at 400 ºC, when the 

products were removed mechanically without the use of any solvent (pathway ‘a’ in Figure 5.1).  

 

5.4.2.1 Regions of visbreaking and coking 

 

It was important to realize that the reactions explored in this study comprised essentially of 

two regions: (i) visbreaking for the first 30 min, until which there was minimum coke formation; 

(ii) coking from 45 min which led to substantial yields of coke (Table 5.5 and Table 5.7). To 
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capture the whole process, the term thermal conversion rather than visbreaking or coking is used 

in this chapter.  

 

5.4.2.2 Formation of gaseous products 

 

The gas yield was seen to increase gradually and continuously at all reaction times, which 

meant that thermal conversion via cracking and bond breakage was certainly taking place at 400 

ºC (Table 5.3). The major gaseous product was found to be methane, while C2 – C6 hydrocarbons 

were also present (section 5.3.12). One way of forming methane gas is the abstraction of hydrogen 

from the parent bitumen matrix by methyl radicals. This is quite possible at this temperature as the 

energy requirement for this process is less (30 – 45 kJ/mol). 77 Like hydrogen transfer, methyl 

transfer was also a possible phenomenon that was postulated to occur at lower temperatures (300 

ºC). 20 At higher temperatures (400 ºC), it was speculated that methyl transfer from light gases 

evolved in a closed reacting system to the free radical intermediates resulted in reduction of coke 

yield. 41 This said, methyl transfer does not necessarily facilitate the formation of free methyl 

radicals in the reaction mixture. Methyl radicals can be formed by cracking of aliphatic side chains 

attached to aromatics or naphthene rings and this seemed to be quite prevalent with increase in 

reaction time. Similar observations that methane was a significant gaseous product at temperatures 

as low as 300 ºC were reported by Jha et al. 78 for Athabasca bitumen. A detailed discussion of the 

prevalence of methyl transfer and formation of methane is also given in Chapter 6. 

It was seen that the sulfur content of the liquid products decreased with reaction time (Table 

5.16). Sulfur in bitumen is present mostly in two forms – as aliphatic sulfides with S attached to 

sp3 carbon and thiophenes where the S atom is a part of the aromatic ring. Athabasca bitumen 

consists of ~1 %wt. of aliphatic sulfides, where the C-S bond is most susceptible to cleavage at 

temperatures of 400 ºC. 3 It would result in the formation of H2S gas. Since the majority of sulfur 

is present in aromatic form, the thiophenic sulfur is plausibly removed as a part of the solid coke 

precipitate instead of H2S. This corroborates with the increase in solid content and a decrease in 

sulfur content in the reaction products with reaction time (Table 5.5).  

CO2 was not produced much during the entire time range of thermal conversion conducted in 

this study. There was only a slight evolution observed at later times. In contrast, thermal cracking 

of Cold Lake bitumen at milder conditions resulted in CO2 being released. FTIR data displayed a 
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peak occurring at 1220 cm-1 even at larger times (Figure 5.13b), indicating the presence of some 

C-O type functional group. But there was complete disappearance of the peak for C=O at 1740 

cm-1 which indicated that ester-type or anhydride-type functional groups were fully converted at 

400 ºC. It is speculated that conversion takes place by hydrolysis, to form carboxylic acid and 

alcohol/phenol functional groups. The chemical environment of carboxylic acids are known to 

affect their thermal decomposition process. 79 Thermal decarboxylation is generally viewed as a 

complex reaction pathway that results in the release of CO2. 
80 

The formation of gases in a closed reaction system like that employed in this work can affect 

the coke yield. Thermal conversion in this study needs to be distinguished from common 

visbreaking process and its effect on gas and coke yields due to the higher pressure and lower 

temperature used. In this context, it is worthwhile to refer to the work by Zachariah and De Klerk 

41 where they found that at pressures higher than 1 MPa, the coke yield decreases from 5 %wt. to 

~2 %wt. at 8 MPa for thermal conversion of Cold Lake bitumen at 400 ºC and 1.5 h in a semi-

batch system. But the results were not majorly altered from pressures of 4 – 8 MPa where the coke 

yield decreased from ~2.5 %wt. to ~2.2 %wt. However, in a batch system, it was seen that the coke 

yield was less at ~1.5 %wt. compared to a semi-batch system. The lower coke yield was a benefit 

of using higher pressure. In a closed system, the vapor-liquid equilibrium (VLE) governs the 

concentration of the products in the gas and liquid phase and pressure affects the amount of 

material in each phase. 81 In bitumen conversion, it was suggested that the lighter products 

contributed to hydrogen transfer to the liquid phase, thus compensating for the hydrogen 

deficiency of the medium and contributing to a decrease in the coke yield. This could be more 

prevalent in a batch reactor, where the lighter products were not removed. Another observation 

was that liquid yield was higher when thermal conversion was performed in a batch as compared 

to a semi-batch reactor.  

Govindhakannan and Khulbe 82 found that the yields of coke from the delayed coking of 

Athabasca bitumen increased when with an increase in pressure but the lighter products were 

removed constantly even with an increase in pressure. Viscosity was shown to be not much 

dependent on coke yield. 41 A continuous increase in gas yield could also be the result of 

overcracking, which could be checked by varying the liquid and gas volumetric ratio and 

conducting further reactions. In this work, gas yields also showed significant increase from 45 min 



 

225 

 

reaction time which coincided with the coking region. An exact quantification of the effects of gas 

on coke yield and reaction chemistry was not provided in this work. 

 

5.4.2.3 Change in boiling point distribution 

 

Thermal conversion of Athabasca bitumen at 400 ºC resulted in a continuous viscosity 

reduction (Figure 5.2). A common measure of conversion is the change in the amount of material 

belonging to a particular boiling fraction in the oil. 28 Henderson & Weber defined a term called 

scale of upgrading that was very much related to this definition of conversion. 22  

Viscosity of complex mixtures like bitumen is generally evaluated along with the respective 

distillation profiles to get an idea of the distribution of lighter and heavier fractions. The amount 

of material boiling above the vacuum residue cut point (> 525 ºC) was found to decrease with time 

as compared to the feed (Figure 5.21). In fact, around 25 %wt. of the feed did not elute from the 

column. On-column cracking is something that has been reported to occur if the sample has a 

significant heavier boiling material. 83 However, the distillation curves could still be compared 

with each other. There seemed to be a significant increase in the lighter boiling material as the 

reaction progressed and it might be tempting to ascribe the viscosity decrease to this observation. 

Wang et al. 18 did not find a noticeable change in the boiling ranges of the thermally converted 

products after thermal cracking conducted at 360 ºC and short reaction time of 30 min on Cold 

Lake bitumen. The product was found to be only slightly lighter than the feed. In contrast, Ball 76 

had noted a drastic change in the distillation profile when Athabasca bitumen was subjected to 

thermal cracking at 360 ºC for 30 min with the production of a significantly lighter product. 

Similarly, after thermal conversion at 400 ºC in our current study the material in the naphtha and 

distillate boiling range in the products were significantly more than in the Athabasca feed (Figure 

5.21).  

 

5.4.2.4 Change in refractive index and density 

 

The decrease in density and refractive indices of the products also support this observation 

(Figure 5.6). A change in the refractive index implied a modification of the composition with 

thermal cracking. Interestingly, aromatic hydrogen in the liquid products showed an increase from 
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around 10 % wt. to around 17 %wt. over 24 h of reaction time (Figure 5.15). This increase in 

aromatic hydrogen was not continuous but exhibited a global maximum of 22.7 %wt. at 360 min 

and a local maximum of ~20 %wt. at 90 min. This was in contrast to the observed decline in 

refractive index of the products, which is affected by composition, molar mass and density. 

Paraffinic oils have the lowest refractive indices and aromatic ones have the largest for the same 

boiling range of compounds.  

In a related previous study on Cold Lake bitumen, the aromatic hydrogen was found to 

increase to 20 %wt. within the first 300 min of reaction at 400 ºC along with a corresponding gain 

in refractive index of the products from 1.58 to 1.66. 19 They also observed a concomitant viscosity 

increase, which they attributed to the formation of free radical addition products because the 

hydrogen-to-carbon ratio did not decrease at the times when refractive index gained in value.  

 

5.4.2.5 Change in composition 

 

In the present study (Figure 5.15), the aromatic hydrogen increased only to 13.3 % at 300 min 

reaction time as compared to 20 % observed for Cold Lake bitumen. 19 Data from FTIR showed 

an increase in the mono-substituted aromatic content in the liquid products (Table 5.15). There 

was an initial decrease in the hydrogen attached to benzylic carbon but overall showed a net 

increase of ~ 4 % as compared to the feed. Though the benzylic hydrogen does not give an idea of 

the number of substituents on an aromatic ring, the FTIR data indicated that the mono-substituted 

aromatic concentration was high in the liquid products.  

In a previous study where FTIR data of the thermally converted products of Cold Lake 

bitumen was analyzed through a technique called self-modeling curve resolution (SMCR), 84 a 

mechanism was proposed that could potentially explain the observed increase in the extent of 

substitution in aromatics. The speculated reaction chemistry was the replacement of the aryl C-H 

bond with an alkyl group that could result in a ring closure and it can be considered to be present 

in the form of an intermediate where the nearby benzylic carbon on the adjacent aromatic ring 

replaced the aromatic hydrogen to product a disubstituted aromatic. This process was also 

responsible for the observed increase in CH2/CH3 ratio which pointed towards free radical addition 

as a cause of viscosity gain. The key aspect to look for was the plausible link between the reaction 

chemistry and the viscosity as a result of thermal conversion of different types of bitumen. The 
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possible factors contributing to viscosity change were bond formation/scission that affected the 

chemical composition and the nature of the feed bitumen itself (discussed in the previous section). 

A further elaboration of these aspects is provided in Chapter 6 along with detailed explanation of 

the proposed reaction mechanisms for thermal conversion of Athabasca bitumen. 

However, in our current study, Table 5.15 showed that the extent of mono-aromatic 

substitution of the thermally converted products were higher than the feed at all reaction times. 

This can be anticipated to occur only when an aryl C-C bond gives way to an aromatic C-H bond 

(effectively a decrease in di- and tri- substituted aromatics). Also, considering the variation in the 

density, refractive index, distillation profiles and decrease in the extent of aromatic substitution of 

all the products compared to the feed (indicated by the spectroscopic data), the formation of lighter 

products indeed ensued during thermal conversion of Athabasca bitumen at 400 ºC in a batch 

reactor. Viscosity reduction was a result of the diluent-like effect of the produced lighter fractions 

present in the liquid products. This should not be interpreted as a non-formation of heavier 

products. Both processes occur at all stages of thermal conversion but cracking of heavier 

molecules to lighter ones probably dominated in this case, unlike observed for Cold Lake bitumen 

previously. This might also be the reason for the observed viscosity decrease in the work by 

Henderson & Weber 22 on Athabasca bitumen where the decline in the heavier boiling products 

was reported as an increase in the ‘scale of upgrading’.  

It was interesting to see the trend in hydrogen-to-carbon ratio of the liquid products in 

consideration with the n-pentane insoluble content. Just looking at the overall change, there was a 

decrease from 1.49 to 1.46 over 24 h of thermal conversion in the H/C ratio for Athabasca bitumen 

(Figure 5.20). This was a small change in comparison with the extent of hydrogen depletion 

experienced by the thermally converted products of Cold Lake bitumen, 19 where the H/C ratio fell 

from ~1.45 to 1.09 after 360 min. Another difference was that in this study (Figure 5.20), the trend 

was non-monotonic with the lowest point being 1.43 attained at 90 min and 240 min but all values 

were lesser than that of the feed. This can be explained as follows. There was a significant 

formation of gaseous products which contained the hydrogen-rich molecules (Table 5.5). Without 

the precipitation of solid coke, the liquid products would expect to be very hydrogen depleted. 

However, it could be anticipated that the solid coke was hydrogen-deficient due to the maintenance 

of H/C ratio of the liquid products. Typical H/C molar ratio in petroleum coke obtained from 
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delayed coking process is close to lesser than 1. 85 No proof for the coke composition in our current 

study was provided but comments can be made from the observed findings in this study.  

 

5.4.2.6 Change in asphaltenes content 

 

The n-pentane insoluble content seemed to be reflective of the hydrogen-to-carbon ratio of 

the liquid products. Except initially before the onset of coking at 45 min, the liquid products always 

contained lesser n-pentane insoluble content than the feed (Figure 5.18). It has to be kept in mind 

that the calculation was based on the liquid products, whose yield kept decreasing (Table 5.5). 

This material is referred to as the asphaltenes, which is on a broad scale, a solubility class.  

In a study on bitumen upgrading by cavitation processing conducted by Mohapatra & 

Kirpalani, 86 it was reported that the continuous viscosity reduction was a repercussion of the 

asphaltene content in the liquid products obtained after sonication. Shu & Venkatesan 21 reported 

a monotonous decrease in asphaltenes content along with a continuous decrease in viscosity of 

Cold Lake bitumen though any specific correlation between these properties were not explicitly 

mentioned. Other studies on bitumen pyrolysis at 400 ºC all reported a monotonous decrease in 

asphaltenes content though viscosity data were not given. 87,88   

However, the non-monotonic trend in n-pentane insoluble content in our case (Figure 5.18) 

implied that the viscosity was not a direct consequence of the change in asphaltene content but 

rather a combination of more factors as mentioned in the above paragraphs. There are quite a few 

studies in literature that are in support of this observation. Brauch et al. 89 observed that the product 

stability was not exactly correlated with the asphaltenes content during thermal conversion of 

bitumen. They also were not supportive of the notion that higher asphaltenes content were a cause 

for higher viscosity. It was also noted in their study that a more asphaltene-like material was 

formed from low sulfur feeds. A combined interpretation of other works 90,91 showed that viscosity, 

rather than asphaltenes content varied with the boiling range of bitumen or any heavy crude. In 

contrast, Kapadia et al. 92 compiled and reported the yields of asphaltenes, coke and gas obtained 

from the pyrolysis of Athabasca bitumen conducted by various researchers in the past. At all 

reaction times, the asphaltenes content decreased monotonically with reaction time at 360 ºC and 

400 ºC with some formation of H2 gas also noted. In their modified kinetic model, they believed 

that asphaltenes reacted to not only yield coke but also lead to formation of heavy molecular weight 
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gases that included compounds with greater than 2 carbon atoms. The belief that MCR content 

was also a direct function of asphaltenes content 52 of the sample need not be necessarily true as 

observed in this work (refer Figure 5.18 and Figure 5.19) since the asphaltenes react to give other 

products as well. But, both the coke content and the MCR contents increased concomitantly, 

meaning that MCR content was a good measure of the coking tendency of Athabasca bitumen 

samples. However, the overall increase in MCR correlated with the overall decreasing trend in the 

H/C ratio (Figure 5.20). The  H2 formation was difficult to imagine because in hydrogen transfer 

by abstraction and disproportionation occurring as a part of the pyrolysis mechanism, free 

hydrogen radicals (their combination yielding H2) are rarely produced. 93 

 

5.4.2.7 Summary of different analysis test methods used for bitumen and heavy oil 

characterization 

 

This section provides some useful and advanced characterization methods for bitumen and 

heavy oils employed by researchers in recent times. Some of the techniques were not used in the 

context of analyzing the thermal cracking products but only in the characterization of the feed 

bitumen/heavy oil. Also, though some of these methods were not employed in our work, they 

definitely provide areas of improvement and scope for deeper insights on the reaction chemistry. 

Three major types of analytical methods are discussed here: microscopy, mass spectrometry and 

thermal analysis methods.  

 

(i) Microscopic techniques: 

 

These techniques have the ability to detect surface properties like morphology, topography, 

stiffness, elasticity, and interaction forces of adhesion and repulsion between surfaces. These are 

important characteristics for asphaltenes that enables one to analyze changes at the micro-scale 

level. Four major types of microscopy are discussed here: atomic force microscopy (AFM), 

scanning electron microscopy (SEM), scanning tunneling microscopy (STM) and surface force 

apparatus (SFA). Major differences between SEM, STM and AFM are that the former two methods 

require the measurements to be conducted in vacuum only but samples in AFM can be present in 

a gas, liquid or in vacuum. The elemental make-up of a material can be analyzed by SEM but AFM 
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can only assess the surface topography and other mechanical properties like elasticity, stiffness 

and has a better resolution. The power of these techniques has been put to use by researchers to 

study complex molecules like asphaltenes in bitumen and heavy oils. 

Hou et al. 94 used AFM to characterize bitumen morphology and found the existence of two 

phases, namely, a bee-like structure that consisted of bumps dispersed on a second continuous 

phase. These observations were in agreement with other studies on bitumen and asphalt as well. 

95,96 To study further mechanical phenomena at the micro-scale level, they conducted molecular 

dynamic simulations as did Guo et al. 97 for studying the properties of asphalt. Bitumen is 

considered as a mixture of 3 major domains, the asphaltenes, the naphthene aromatics and the 

saturates and a phase-field variable is associated with each of these phases, using which a free 

energy functional is constructed. Through small angle neutron scattering (SANS) experiments, 

Schmets et al. 98 verified that a similar kind of phase separation as in the surface existed in the bulk 

as well.  

The relationship of different phases with their chemical composition  was established by 

Fischer and Cernescu, 99 where they made use of a derived technique from AFM called friction 

force microscopy (FFM), scanning thermal microscopy (SThM) and a scattering near-field IR 

microscope (NeaSNOM). FFM was able to achieve a higher contrast than AFM between the two 

types of phases detected, i.e. peri-phase that is at a lower elevation than the perpetua phase. The 

peri phase, partly consisting of paraffins and cyclic saturates can crystallize on quenching and was 

shown to have a lower friction coefficient than the more viscous perpetua phase that comprises of 

aromatic compounds. SThM was performed at 0 ºC to prevent melting of the crystalline phase so 

as to reduce noise. Thermal contrast between the phases was obtained due to difference in heat 

conductivity of the crystalline peri phase and the amorphous perpetua phase. From SNOM, it was 

seen that heteroatomic S=O groups (IR vibrations at ~1037 cm-1) were associated with the aromatic 

moieties and carbonyl groups (IR vibrations at ~1698 cm-1) were found to be present along with 

the peri-phase and sulfoxide concentration appeared to increase faster than carbonyl groups during 

ageing of the bitumen. This approach was found to be better than using chemical force microscopy 

(CFM) adopted by Allen et al. 100 to study the chemical composition of the different phases in 

bitumen, though CFM seemed to reveal that there was a direct relationship between the polarity of 

the overall asphaltenic phase (bee structure) and the saturate content in bitumen.  
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To address the debate over asphaltenic structure in crude oils and bitumen, a breakthrough 

study was conducted by Schuler et al., 101 where individual molecules of asphaltenes were isolated 

by flash-heating from a silicon wafer on the substrate and analyzed by AFM and complemented 

by orbital imaging through STM that could reveal the polycyclic aromatic hydrocarbon structures 

which are important sites for intermolecular interactions. They were able to differentiate 

asphaltenes derived from coal and crude oils and found that the primary structure consisted of 

aromatic cores attached to side chains as proposed by the Yen-Mullins model 102 was valid but 

archipelago-type structures were also existent in petroleum-derived asphaltenes, which had longer 

alkyl side chains as well. This detail of structure could be invaluable to thermal cracking process 

to analyze the products and develop insights into reaction chemistry.  

SFA measurements to investigate the surface interactions between asphaltene molecules were 

conducted by Zhang et al. 103 They observed that DLVO-type electrostatic forces could not 

describe asphaltenes extracted from Athabasca bitumen but more steric interactions were 

responsible for repulsion. However, DLVO-type interactions were existent between the AFM tip 

and the asphaltene aggregate molecules and this combined with the SFA results demonstrated that 

the interactions at the micro- and nano-scale between asphaltenes and their surrounding media are 

of colloidal nature.  

 

(ii) Mass spectrometry (MS) techniques 

 

The advantage of MS approach is that fragmentation in terms of molecular weight is 

conducted under high vacuum, where the chance of unwanted secondary reactions is significantly 

lower. It rests on the principle of ionizing the parent sample, fragmenting each ion into 

recognizable smaller molecules and then detecting them. Different types of ionization are used, 

for example hard ionization techniques like electron ionization (EI) and soft ionization methods 

like electron-spray ionization (ESI), chemical ionization (CI), matrix-assisted laser 

desorption/ionization (MALDI). A particularly common and useful method in identifying the 

different compounds in complex mixtures is gas chromatography coupled with mass spectrometry 

(GC-MS). To investigate whether free radical reactions occurred during further treatment of 

cracked naphtha, obtained from thermal cracking of oil sands-derived bitumen, the reaction 

products were analyzed using GC-MS in the work by Uzcategui et al. 104 The challenge for in 



 

232 

 

directly analyzing bitumen and its thermally cracked products via a gas chromatograph is the 

probability of the heavier components not eluting and clogged in the columns is very high, which 

would require immense effort to wash out.  

Recently, MS approaches with different methods for ionization and fragmentation have found 

applications in the quest for unravelling the molecular structure of asphaltenes. Island-type 

structure which consists of a single aromatic core of 7-10 fused rings and attached alkyl side chains 

have been reported to be dominant in asphaltenes from different techniques like MS with laser 

desorption and laser ionization, 70,105 and in combination with molecular dynamics, 106 AFM, 107 

time-resolved fluorescence depolarization (TRPD), 108 and X-ray diffraction (XRD) 109 methods. 

Another school of thought was the existence of archipelago-type structures which was 

hypothesized based on a number of observations including heterogeneous nature of asphaltene 

aggregation, 110 ability to entrap solvent in voids, 111 and most importantly from the chemical 

compound classes of the upgraded products especially from thermal cracking which leads to a 

variety of products including gases, some coke, middle and heavy distillates consisting of 1-4 ring 

alkyl aromatics. 112,113 On the other hand, if island was the dominant structure, the only cracked 

products would be gas, coke and light naphtha-range alkanes, which was not the case. 113 

Fourier transform ion cyclotron resonance mass spectrometry (FT-ICR MS), has gained a lot 

of application in this area due to its higher sensitivity and level of molecular detail achieved. Patino 

et al. 46,114,115 used FT-ICR MS combined with positive-ion atmospheric pressure photoionization 

(APPI) and an infrared multiphoton dissociation (IRMPD) for determining the asphaltene structure 

derived from a South American heavy oil, Wyoming deposit and Athabasca bitumen in their series 

of works devoted to Asphaltene Petroleomics. In their analysis of the South American heavy oil, 

two fragmentation pathways were found: one indicated dealkylation as the major route that was 

evident from the plot of double bond equivalence (DBE – number of aromatic rings + number of 

double bonds) vs. carbon number plot with a decrease in the carbon number in the fragments but 

minimal decrease in DBE and this indicated an island structure; the other pathway indicated loss 

of carbon number as well as a decrease in DBE which pointed towards an archipelago structure. 

They were also able to distinguish between n-pentane and n-heptane asphaltenes, where C5-

asphaltenes had fragments with DBE in the range of 18-27 resembling island-type motifs but C7-

asphaltenes had fragments of much lower DBE (4-15) indicating archipelago motifs. In conlusion, 

they were of the opinion that island motifs were easily detectable in MS techniques due to their 
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higher ionization efficiency and lesser tendency to form nano-aggregates but extensive purification 

or extraction is required to identify archipelago-type structures in the asphaltenes due to their 

higher potential for aggregation, which was also in agreement with another similar study by 

Podgorski et al. 116 on deasphalted heavy distillate.  

In their following work, Patino et al. 115 investigated the differences between asphaltenes 

extracted from Wyoming deposit and Athabasca bitumen using the same characterization 

techniques for MS but conducting the analysis on both whole asphaltenes and their stepwise 

extrography fractions with a number of solvents including acetone, heptane, toluene, 

toluene/tetrahydrofuran (THF), THF alone and THF/MeOH. In the analysis of whole asphaltenes, 

they reported a low abundance of lower molecular weight (m/z) fragments than the precursor ions 

and other fragments having DBE close to the polycyclic aromatic hydrocarbon (PAH) limit of ~20, 

indicating island-type structures. Athabasca bitumen had a dramatically different MS spectra 

where a lower molecular weight distribution was obtained in the m/z = 100 – 300 region along 

with dealkylated fragments, indicating archipelago-type parent structures. This gained support 

from recent AFM studies which suggested that the aromatic cores consisted of 4 fused aromatic 

rings rather than previously postulated 7 rings, though the nature of bridges were difficult to 

determine. 101,107 They also recommended a new definition for asphaltenes due to this discrepancy 

on the asphaltenes structure confirmed from analysis on the extrography fractions where they 

found that polar fractions had a lower DBE and higher carbon number in the homologous series 

as against the expected higher aromaticity and smaller side alkyl chains. In conclusion, advanced 

MS methods with enhanced ionization and fragmentation methods have the potential to provide 

valuable insights into the chemical composition of thermally cracked samples as well and could 

be used to build complex reaction pathways.  

 

(iii)  Thermal analysis methods 

 

Differential scanning calorimetry (DSC) and thermogravimetric analysis (TGA) are two 

common methods used for thermal characterization of complex mixtures like bitumen. DSC gives 

information on important thermal events like glass transition, melting, crystallization associated 

with changes in the respective heat flows for the sample, while TGA provides information on mass 

loss over the temperature range that the sample is subjected to. Thermal conversion experiments 
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can be simulated in the TGA to obtain the product yields in different boiling ranges as performed 

in the work by Prado and De Klerk to investigate the effects of bromination on bitumen, 

asphaltenes and maltenes. 32  

TGA can also be coupled with FTIR and MS to obtain the chemical composition of the 

gaseous products. 117 This type of analysis was also performed with biomass and coal by other 

researchers. 118,119 In the work by Zhao et al., 117 pyrolysis of bitumen supplied by Cenovus Energy 

Inc. resulted in three stages of mass loss at < 110º C, 110 – 380 ºC and 380 – 600 ºC. Gases were 

composed of alkane and alkene hydrocarbons and inorganic compounds like H2O and CO2. They 

also employed a pyrolysis-GC/MS system to study the thermal reaction pathway at each stage of 

cracking. Lower molecular weight compounds evolved in the first stage at lower temperature with 

cleavage of weak heteroatomic bonds. The second stage resulted in higher molecular weight 

compounds due to cracking of longer side chains, whereas in the third stage, compounds ranging 

from lower to higher molecular weights were obtained in equal proportions.  

 

5.4.3 Effect of post-thermal reaction procedure on viscosity of thermally converted 

products 

 

5.4.3.1 Effect of extraction solvent on product viscosity through molecular association 

 

The dramatic increase in viscosity when the reaction products were removed from the batch 

reactor by dissolving in methylene chloride (CH2Cl2) (Figure 5.4) was a case in point to address. 

More so, the minimal change in viscosity observed in the instances where toluene was used as the 

extraction solvent (Figure 5.5) called for a deeper investigation. Interestingly, Wang et al. 18 also 

noted a 15 % gain in viscosity of raw Cold Lake bitumen when washed and dried with CH2Cl2. 

Though the distillation profiles of the feed before and after methylene chloride addition and 

removal were not obtained, it was suspected that some of the lighter material was carried away in 

the drying process and this caused a rise in viscosity. Since there is no naphtha range material in 

the feed bitumen, this appears to be an implausible explanation. 

Prado and De Klerk 32 initially suspected that halogenation of bitumen would disrupt the 𝜋- 𝜋 

aromatic stacking in the asphaltenes but eventually found an increase in the hardness of bitumen 

and asphaltenic material. It was also postulated based on the changes in physical properties that 
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after bromination, that occurred both on aromatic and aliphatic carbons, further C=C bonds can be 

formed through dehydrohalogenation (loss of Br and H bonds from neighboring carbon atoms), 

which can undergo subsequent addition reactions that could contribute to an increase in the 

molecular mass. 120 Increase in molar mass can also be attributed to the addition of bromine atoms 

to the molecule. They also noticed a decrease in the boiling point of brominated asphaltenes which 

could be due to intramolecular hydrogen bonding. In essence, the introduction of halogens (apart 

from the already present halides in bitumen) had deleterious effects on bitumen properties.  

The origin of the concern regarding the effect of halogenated solvents on thermally converted 

product properties in our study was the presence of remnant solvent even after sufficient rotary 

evaporation (refer Appendix for quantification procedure). The products could not be recovered 

completely solvent-free with around 1 – 2 % wt. remaining in the case of both toluene and 

methylene chloride. There was also a corresponding mass loss observed in the products after 

evaporation as shown for some select products (Table 5.14). It was not clear whether the reason 

for this loss was due to actual loss of lighter material or it was a result of the mechanical transfer 

process between the different glassware. It appeared that there was not much loss of lighter 

material during evaporation as the distillation profiles of the straight thermally converted product 

and the solvent-extracted products were similar in nature (Figure 5.22). There was only a minor 

increase in the heavier fraction as the methylene chloride-extracted product had 3 % less material 

that boiled at 687 ºC than the straight product. The lighter fractions were not affected.  

Increase in density (Table 5.12) with minor change in the refractive indices (Table 5.13) of 

the methylene chloride-extracted products as compared with the case of solvent-free products 

pointed to the direction of a physical change rather than a chemical or compositional change. A 

chemical change could be anticipated if the introduction of the halogen atoms into the sample 

followed a rigorous method as in the case of Prado & De Klerk. 32 Toluene, being an aromatic and 

a less polar solvent than the aliphatic methylene chloride did not alter the physical or chemical 

properties of the thermally converted samples much. Since the evaporation process was done at 

much lower temperatures (55 ºC) than the thermal conversion temperatures, possibility of inter- 

and intramolecular hydrogen bonding and other types of complex formation seemed plausible. 

Halogen atoms in C-X (X represents a halogen) bonds are electronegative enough to interact 

with molecules containing hydrogen atoms attached to more electronegative atoms such as O and 

N to form hydrogen bonds which are quite stable at temperatures in the range of 25 – 55 ºC. Carbon 
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– halogen bonds can also form complexes in the form of adducts with carbonyl compounds due to 

their polarizability. Though esters and anhydride-type compounds were shown to be converted 

during thermal conversion, the presence of carboxylic acids and some amount of ketones cannot 

be eliminated in the thermally converted products. Evidence for the aforementioned kinds of 

interactions has been documented by Smith, 31 especially for the case of polyhalogenated solvents.  

In our study, the FTIR and 1H-NMR data provided some evidence for the presence of stable 

hydrogen bonds in the methylene chloride-extracted thermally converted products. Detailed 

discussion is provided with reference to changes observed in FTIR spectra. FTIR spectra is 

affected in the following way. The stretching frequency of an IR active bond is determined by the 

force constant of the bond and the atomic mass of the atoms involved in bond formation. 40 When 

a hydrogen bond forms (Y-H --- X-C where Y is the electronegative atom), it weakens the force 

constant of Y-H as well as of the C-X bond, thus shifting the absorption wavenumber of the 

participating bonds to a lower value. A broadening of the absorption bands can also occur. 121 

These changes were briefly discussed in the Results section and were illustrated in Figure 5.12 and 

Figure 5.13 for select thermally converted samples obtained after reaction for 15 min and 30 min, 

respectively. 

For the comparison to be meaningful, the spectra of the solvent-extracted sample was 

compared with that of pure solvent as well as the solvent-free sample in terms of wavenumber 

shifts and line shape changes of the C-Cl stretch and the C-H bend of the CH2Cl2 molecules. In 

the 900 – 600 cm-1 wavenumber region, the doublet for methylene chloride was due to the 

asymmetric stretch (744 cm-1) and the symmetric stretch (717 cm-1) (Figure 5.12a). The Ar-C-H 

deformations in the mono-substituted and di-substituted aromatics present in the thermally 

converted sample absorb at 727 & 811, 865 cm-1, respectively (Figure 5.12b). Surprisingly, in the 

solvent-extracted sample that contained 1.3 %wt. CH2Cl2, the peaks are shifted. The peak at 734 

cm-1 falls right in between the mono-substituted aromatic C-H bends in the solvent-free sample 

and is 10 cm-1 less than the main asymmetric C-Cl stretch occurring at 744 cm-1 in pure CH2Cl2. 

Though it may be a result of overlap of these absorptions in this region, it can be considered that 

the wavenumber of the C-Cl asymmetric stretch shifted to a lower value. Furthermore, the bands 

appear to be broadened, similar to hydrogen bonded peaks in asphalt shown by Petersen. 121 From 

this evidence, it can be inferred that the C-Cl bonds from the remaining methylene chloride in the 

thermally converted sample appear to be intermolecularly hydrogen bonded with molecules that 
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act as proton donors. The structure of these molecules was not clear from the spectra as absorptions 

in the 3700 – 3000 cm-1 region corresponding to the most probable donors of O-H and N-H were 

quite noisy and could not be clearly resolved. The shift of the Ar-C-H bends could not be attributed 

to the hydrogen bonds as Silverstein 40 noted that bending wavenumbers shift to a higher values 

when in the complexed state, but in our case they seem to have shifted to a lower wavenumber 

(Figure 5.12c). Nevertheless, peak broadening occurred.  

There was no shift observed in the aliphatic C-H stretches (3020 – 2700 cm-1) for the 

methylene chloride-extracted molecules. In fact, NMR spectra provided evidence of possible 

involvement of aliphatic C-H bonds being involved in complexation due to line broadening and 

changes in chemical shifts observed for products at different reaction times (Figure 5.17). The 

findings with respect to the C-H deformation bands in CH2Cl2 were quite interesting (Figure 5.13). 

The peak for C-H bend occurred at 1265 cm-1 in pure methylene chloride but was not seen in the 

straight thermally converted product, shown for 30 min in Figure 5.13b. In addition, peaks 

indicating alcoholic and acylic C-O stretches occur at 1216 and 1228 cm-1 in the solvent-free 

product. In the solvent-extracted sample, the C-O stretching bands are broadened with lesser 

resolution, whereas the absorption for the C-H bend arising from CH2Cl2 appeared to be split into 

equally intense peaks at 1259 cm-1 and 1274 cm-1. It is exactly unclear as to what phenomenon 

caused this shift but the higher wavenumber peak appeared to be a result of the shift in bending 

wavenumber due to hydrogen bonding.  

Evidence from Smith 31 suggests that the hydrogen atoms in CH2Cl2 are rendered acidic by 

the presence of two Cl atoms due to inductive effect. In the work by Allen et al., 122 it was shown 

that C-H bonds from polyhalogenated solvent molecules like chloroform and dichloromethane 

form hydrogen bonds with electronegative atoms like N, O, S and even with halogens with a very 

high propensity of 82 % and 77 % for possible structures, respectively, even if the stronger acidic 

groups like N-H and O-H were present. They suggested that this bonding could contribute to 

molecular aggregation in crystal structures, which are quite different from bitumen matrix but still 

the possibility cannot be ruled out. They used the Cambridge Structural Database (CSB) for this 

study and a previous study on acetylene acidity as well. The line broadening in 1H-NMR for the 

methylene-chloride separated products as compared to the solvent-free samples (Figure 5.16) 

could be attributed to higher viscosity or the existence of significant amount of paramagnetic 
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species, as was seen in the increase in spin concentration for the methylene chloride-separated 

products (Figure 5.9).  

All this being said, there are certain requirements for hydrogen bonding to occur. It can be 

envisaged as an association between a proton donor molecule and an electron donor species. The 

hydrogen atom from the proton donor needs to be sufficiently acidic and is beneficial if it is 

covalently bonded to an electronegative atom. On the other hand, the electron donor should be 

sufficiently basic to participate in the hydrogen bond. Spatial orientation of the atoms should be 

favorable for the s-orbital of the hydrogen to effectively overlap with the p- or 𝜋- orbital of the 

electron donor atom. If the bond results in a ring formation, five membered rings are entropically 

favored over six membered ones even though the Y-H---X-C might be strained. Ideally, the 4 

atoms (Y, H, X, C) are required to be collinear for a strong hydrogen bond. The energy change 

associated with the bond formation is proportional to the extent of orbital overlap (which in turn 

depends on collinearity) and the entropy change depends on the probability of the electron donor 

approaching the proton. It might be quite difficult to imagine all these factors coming together in 

a complex species like bitumen but it has to be kept in mind that thermally converted bitumen can 

be lighter and chemically less complex than feed bitumen. Figure 5.27 illustrates some of these 

aforementioned possible scenarios.  

Figure 5.27a describes a possible scenario of hydrogen bonding between the two hydrogen 

atoms in methylene chloride with N and O and interestingly, it results in the formation of a 

favorable 5-membered ring. In addition, since the lone pair on nitrogen and one lone pair of oxygen 

is not involved in aromatic delocalization of the furan-derivative ring, their electron donating 

capacity increases towards the acidic hydrogens from methylene chloride. These type of ring 

formation in hydrogen bonding was also shown by Ding et al. 123 in their study of halogen bonding. 

The ability of sulfur to donate electrons to form hydrogen bonds with the acidic hydrogen atoms 

from methylene chloride was also suggested. 124 The orbital overlap shown in Figure 5.27b should 

not be confused with that of a sigma bond since the overlap in a hydrogen bonding is weaker but 

a necessity for the formation of the bond. The importance of a collinear arrangement of the N-H--

-X-C atoms is shown in Figure 5.27c where the hydrogen coming from an aromatic amine is 

favorably aligned to form a hydrogen bond with one of the Cl atoms attached to CH2Cl2 even 

though this is less probable than scenario (a). The aromatic nature of the amine renders the H atom 

more acidic. The interaction of Cl and H attached to a carbon atom (as in the benzylic carbon in 
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Figure 5.27c) cannot be ruled out as these kind of interactions, though weak, were shown to exist 

in the work by Brammer et al. 125 
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Figure 5.27. Types of hydrogen bonding possible in methylene chloride-extracted products: (a) 

Most probable scenario of the hydrogens from CH2Cl2 being involved in bonding with 

electronegative atoms in a naphthene aromatic compound; (b) orbital overlap in the formed 

hydrogen bond; (c) depicts the collinear arrangement of atoms participating in a possible N-H---

Cl bond as explained in the preceding paragraph.   

 

Dichloromethane is a di-halogenated compound and consists of 2 electronegative C-Cl bonds 

along with 2 C-H bonds with much lesser difference in electronegativity, that produce a dipole 

moment of 1.6 D. Toluene is a non-polar organic solvent with a dipole moment of 0.36 D. On 

similar lines, the potential to form stable benzyl radical from toluene makes the methyl H also 

acidic. But, the lack of a stronger electronegative atom and the bulkiness of toluene as compared 

to dichloromethane makes CH2Cl2 better suited to form hydrogen bonding with the bitumen 

matrix. The absence of hydrogen bonding with toluene was supported by negligible change in the 

FTIR or 1H-NMR spectra after toluene was evaporated from the products.  

Even though the heteroatoms may be concentrated more towards the aromatic core as the 

reaction proceeds, the possibility of methylene chloride gaining access to N, O sites is higher due 

Electron 
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to its small molecular size. The whole implication of these kinds of interactions was that they were 

shown to have a drastic effect on increasing the viscosity. 73,126 So, it was theorized based on the 

observations of increased viscosity combined with minor changes in the product characterization 

results that molecular associations of this kind may cause a rise in viscosity for methylene chloride-

extracted products. It should be noted that these interactions would be disrupted at thermal 

cracking conditions, 30 albeit the absence of solvent during reaction.  

Apart from hydrogen bonding, another kind of interaction possible was due to polarization of 

the C-Cl bond. The C-Cl bond can be associated with a proton donor due to a partial negative 

charge developed on the Cl atom based on electronegativity difference with carbon. It cannot be 

considered as an entirely electrostatic or a purely hydrogen bonding type of interaction, thus 

somewhere in between. Evidence of this type of interaction was proposed by Bellamy et al. 127 and 

can possibly contribute to increasing the viscosity. Koyo 128 noticed changes in the Raman spectra 

of the C-Cl bond stretching in CCl4 when the polar compound NH3 was added, indicating possible 

association due to polarizability of the C-Cl bond though the compound as a whole is non-polar. 

Polyhalogenated solvents have also been found to form polar adducts with carbonyl (C=O) groups 

through the activated C-H bond. 129  

Halogens can also act as electron acceptors by forming halogen bonds with electron donors 

such as nitrogen, oxygen, sulfur and the key to such bond formation was polarizability as given in 

the work by Ding et al. 123 A similar type of interaction where complexes were formed between 

crown ethers and halogen containing groups like halogenides was documented by Vogtle and 

Weber. 130 More importantly, Brammer et al. reported that as much as halogens attached to metals 

were good hydrogen acceptors, this ability decreases when the metal is replaced with carbon. This 

particular case is relevant for our study as we also discuss about hydrogen bonding involving C-

Cl. But other works on similar areas like McBride et al. 131 and Davey et al. 132 highlight the 

importance of interactions involving C-Cl bonds of the type O-H---Cl-C in the packing nature of 

solids and nucleation during growth of crystals. Though the application was different, one can 

imagine a similar kind of interaction, though weak, playing a role in influencing solvent-extracted 

bitumen viscosity. On the other hand, some interactions of the type C-H---Cl-C were reported as 

being of the Van der Waals type rather than hydrogen bonding in the work by Thallapally and 

Nangia. 133 Also, Allen et al. 122 reported that hydrogen bonding involving Cl atoms in solvents 
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like chloroform and methylene chloride had only a 6 % propensity to hydrogen bond with N-H 

and O-H groups during molecular aggregation in crystal structures.  

Thus, considering all the different postulated and reported observations involving the C-Cl 

bond, it can be stated that the actual existence of hydrogen bonding with Cl atoms from 

polyhalogenated solvents is still unresolved. At the same time, there is sufficient evidence in the 

literature to state with confidence that hydrogen bonding involving the hydrogen atoms in solvents 

like methylene chloride in complex mixtures like bitumen, exists and can possibly impact 

viscosity. This is also shown from FTIR spectra in our work as discussed before. Therefore, post-

reaction processes can indeed affect product viscosity.  

 

5.4.3.2 Effect of extraction solvent on free radical spin concentration and its possible impact 

on viscosity 

 

The use of methylene chloride to extract the reaction products from the batch reactor affected 

the spin concentration of the paramagnetic species in the thermally converted sample. This is 

illustrated in Figure 5.9. Toluene did not alter the spin concentration by much (Figure 5.10) and 

since the characterization procedure was the same for both kinds of samples, external factors like 

exposure to air during transfer of samples could not explain the observed difference. This section 

attempts to provide a reasoning for the observed increase in the free radical content in the case 

when methylene chloride was used to extract the products.  

A molecule may be paramagnetic depending on the type of spin state that the atom capable of 

possessing the free radical exists in. These are singlet, doublet and triplet states that also determine 

whether the species can be detected by EPR technique or not. The singlet biradical represents two 

paired electrons of opposite spin and thus does not provide an EPR signal. Only the doublet 

monoradicals (1 unpaired electron) and triplet diradicals (2 unpaired electrons) are EPR active. 

Biradicals are special cases of diradicals where the unpaired electrons are present on different 

carbon centres usually concentrated in an aromatic ring system and delocalized with the conjugated 

𝜋-bond electrons. 4 The key parameters that characterize a hyperfine line are the peak-to-peak 

width also called line-width (𝐻𝑝−𝑝 in Gauss), the Lande g-value (g) and the hyperfine splitting 

constant (𝐴𝐻𝐹𝐼). 
57  In bitumen, about 65 % of the free radicals on organic sites exist as doublets 

at room temperature and give rise to a HFS with 2 spectral lines but a low splitting constant (𝐴𝐻𝐹𝐼) 
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in the EPR. But the high spin density gives rise to complex phenomena like anisotropy of the g-

values and dipole-dipole interactions between them. This results in considerable overlap giving a 

single line as indicated in Figure 5.7.  

V4+ has an unpaired electron in dxy-orbital and interaction with a nuclear spin of I = 7/2 yields 

the set of 8 hyperfine lines. The parallel and perpendicular components are affected by anisotropic 

interactions and local viscosity also. If the V-O bond is able to orient itself always perpendicular 

to the external magnetic field, it means that the VO2+ species is in the free state (as in pure vanadyl 

porphyrins) and not complexed or associated in the medium. Though vanadyl free radical 

concentration was not quantified in this work, the intensity of the parallel components of the HFS 

peaks can be an indication of the extent of molecular associations in the sample. This could be 

related to the viscosity. For example, as reaction time increased, the degree of anisotropy seemed 

to decrease (compare Figure 5.7 for 15 min with Figure 5.9 for 75 min and 210 min) that could 

have manifested as a decrease in viscosity observed in the thermally converted products (Figure 

5.2). This needs further investigation.  

In general, EPR detects the organic and vanadyl free radicals though the g-values of the 

unpaired electrons on paramagnetic O and N species occur quite close to that of C. A clear 

discrimination is not carried out in this study. It can be assumed that the EPR signal intensity is a 

direct measure of the concentration or spin density of the free radicals present in the sample. 57 

During thermal conversion, free radical generation by bond scission and free radical concentration 

reduction by termination or by recombination (addition) to produce a heavier product would occur 

simultaneously at all reaction times. If bond breakage dominates at a particular reaction time, then 

it can lead to increase in free radical intensity and is reflected in the quantitative values of spin 

concentration (Figure 5.8 – 75 min, 90 min). Initially bond scission dominates leading to increase 

in the intensity upto the onset of coking (dip at ~ 45 min), then it further seemed to increase till 90 

min after which termination reactions appeared to dominate resulting in the overall decrease in the 

spin concentration at very high reaction times (1170, 1440 min). Viscosity decrease was 

monotonous (Figure 5.2) and cannot be directly related to the free radical content. Figure 5.28 

illustrates the low correlation between spin concentration and viscosity of the thermally converted 

products obtained at reaction times between 15 and 360 min.  
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Figure 5.28. Plot of spin concentrations vs. viscosity of the thermally converted samples obtained 

without the use of any solvent in the reaction time range of 15 – 360 min. 

 

On the other hand, the increase in spin concentration observed on dissolution of thermally 

converted products in methylene chloride and its evaporation was quite intriguing and it cannot be 

explained by free radical recombination by addition or dimerization only. It is to be noted that 

these chemical changes occurred in the temperature range 25 – 55 ºC and not at thermal cracking 

conditions. According to Niizuma et al., 35 EPR signal intensity depended on the number of 

paramagnetic species (𝑁), spin quantum number (𝑆) and gyromagnetic ratio (𝛾) of the electron 

that arise from the angular momentum and magnetic moment due to its spin. They observed an 

increase of spin density on passing oxygen gas through the sample without a change in 

temperature. The speculation was that oxygen interacted with the radical pairs in singlet and the 

higher energy triplet state radical pairs in the asphaltene forming a complex that decoupled the 

spins without the formation of any new radical species. Whether a similar explanation can be 

provided for our case needs to be evaluated.  

It was shown that the energy difference between the singlet and the triplet state was small 

(around 300 cm-1) and an increase in spin concentration can happen if the singlet to triplet transition 

in the electron spin state can occur. 134 Singlet to doublet conversion can also lead to enhancement 

in the EPR signal intensity and it was shown to be possible in a complex asphaltene molecule. 135 

There is no proof provided in this study that the presence of a foreign molecule such as methylene 

chloride can decouple the spins the same way as oxygen was postulated to do, 35 but the possibility 

cannot be ruled out.  
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Furthermore, on increasing temperature, doublet monoradicals can even convert to triplet state 

biradicals, that could have led to the increase in EPR intensity during solvent evaporation (Figure 

5.9). During evaporation, the temperature was increased from 25 – 55 ºC that could have converted 

some singlet and doublet radicals to the triplet state but past works have shown that a larger 

temperature range was required to see a significant change in the intensities and line shapes of 

EPR spectra of asphaltenes. 38,55  

It can also be argued that though the samples were stored in N2 atmosphere after thermal 

reaction, the transfer process during the characterization could have exposed the sample to O2 from 

the air. The time of exposure was minimal to cause such a change.   

Evidence of increase in spin densities on treatment of bituminous substances with organic and 

polar solvents have been observed. 58,136 On treatment of char-like material with organic solvents, 

elevation in the spin concentrations was reported. 4 The explanation was similar to the mechanism 

of decoupling of the spins by oxygen as discussed previously, where diamagnetic solvent 

molecules percolated in-between the aromatic sheets and resulted in narrowing of the signal that 

manifests as intensity increase due to separation of the free radical interaction. Separation of 

aromatic sheets can also result in charge transfer through the formation of radical ions that could 

also act as driving forces for asphaltene aggregation through dipole-induced dipole interactions. 4 

This could result in a viscosity elevation. Also, when CH2Cl2 was used to separate bitumen and its 

mineral matter, the extracted mineral matter displayed a higher density than the bitumen itself, 

which was attributed partially to mineral content which gave a signal at the same g-value. 58 This 

was supported by the claim that conservation of spins during solvent extraction was not required 

to be valid.   

However, there was not much effect of solvent extraction on the line shape of either the 

organic free radical or the paramagnetic vanadyl peaks (Figure 9). Thermal conversion can 

decrease the extent of anisotropy of the EPR signals from the thermally converted products, that 

can be viewed as a consequence of the viscosity reduction. As mentioned before, when the VO2+ 

species are liberated from their molecular associations or if they experience a depletion in spins in 

their vicinity, the parallel components of the HFS peaks reduce in intensity, ultimately 

transitioning into an isotropic spectrum where the VO2+ species are in a free state. This can also 

be reflected in the peak-to-peak line width of the vanadyl peaks as it is inversely related to the 

spin-spin relaxation time (T2). The broader the line-width, the lower the relaxation time, implying 
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that the spin concentration in the vicinity of the VO2+ species is higher, indicating more local 

viscosity. This type of change may be observed during thermal conversion with increasing reaction 

time but was not seen in the solvent extracted products, though there was an increase in the 

intensity with no change in line shape. This suggests that the spin concentration cannot be directly 

related to the viscosity change observed in the solvent-extracted products. 

 

5.4.3.3 Influence of shear rates and the impact of viscoelasticity on viscosity 

 

The other important parameters that affected viscosity of bitumen and its cracked products 

were the viscosity measurement conditions of shear rate and temperature. This can also be 

considered independent to changes occurring during thermal conversion itself. Some 

interpretations could be derived from the observed results in this study, which are the following: 

a. Shear rate-dependent viscosity was exhibited by the thermally converted samples, which 

eventually led to a Newtonian plateau at high shear rates (Figure 5.24). The transition from 

shear-thinning to constant viscosity Newtonian-like region occurred at higher shear rates 

for less viscous samples. In order to maintain consistency in viscosity measurements, the 

shear rates at which the viscosity is reported should conform to the Newtonian region for 

a sample. The existence of Newtonian region at low and high shear rates was reported. 34  

b. For less fluid samples (15 min in Figure 5.24), a peculiar phenomena was observed. The 

viscosity dropped steeply and could be clearly distinguished from shear thinning-type 

curves, which were more gradual and steady and seemed to follow a power-law-type 

decrease. It was not necessary that every sample exhibited this behaviour (30 min and 45 

min samples did not show this in the high shear Newtonian-like region).  

c. The phenomenon of thixotropy (time-dependency of viscosity) was not observed for the 

thermally converted samples of Athabasca bitumen (Figure 5.26), unlike the case of some 

thermally converted Cold Lake samples. 20 This was also supported in the work by 

Behzadfar & Hatzikiriakos 63 where they showed that some bitumen systems showed no 

thixotropic behavior when the rheological measurements were conducted at 30 ºC. 

d. The order of magnitude decrease in low-shear viscosity as shear rate was increased from 

1 to 10 s-1 (shown for the thermally converted samples – Figure 5.25) could be ascribed 

mostly to de-aggregation effect of physical nature which require minimal external force 
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to be disrupted. This also meant that the shear thinning exhibited by the sample was really 

existent, since the risk of viscous heating was reduced at such low shear deformations.  

e. The presence of viscoelastic effects that contribute to an increase in viscosity due to the 

presence of gel-type structure (explained in the next section) cannot be ruled out due to 

the temperature of measurement. Behzadfar & Hatzikiriakos 137  also found that 

viscoelastic effects were prominent in bitumen in the temperature range of 20 – 60 ºC. 

Since 40 ºC was used as the measurement temperature in this work, the role of shear rates 

is exemplified in achieving a stable viscosity. But it should be kept in mind that these are 

still examples of mild shear thinning behavior in comparison with polymers. 138 

 

It is important to understand the differences in the rheological behavior of bitumen compared 

to polymers. In one of the model descriptions of bitumen, bitumen can be considered to be 

represented by means of a colloidal model where the asphaltenes are dispersed in the bulk solvent 

(maltenes) by resin-type material. 33 However, there was some opposition 139 that claimed that 

bitumen was a homogeneous fluid with no asphaltene micelles as in the colloidal model. 

Subsequently, more evidence for the existence of colloidal dispersed particles rather than a 

homogeneous fluid were shown through a number of characterizations. 33 In the colloidal model 

for bitumen, asphaltene micelles were shown to possess a fractal dimension of 2, which are very 

similar to those of polymer coils. 33 A fractal dimension of 2 can be thought of as equivalent to a 

surface behavior. Though this similarity exists, analogies between bitumen and polymer should be 

done with caution.  

The definition of relaxation time is complex for bitumen and its cracked samples as compared 

to polymers. Shear force applied to a polymer melt or a diluted polymer causes stretching or 

elongation of the chains with their simultaneous disentanglement. This can also be viewed as a 

conformational change where the entropy decreases as they move to a more ordered state. Dealy 

34 pointed out that the molecular mechanism involved in viscosity decrease on application of shear 

was not related to conformational changes and elongation. The first normal stress differences, that 

arise due to Brownian motion when the liquid is under shear and are an indication of elasticity 

were seen to be significant at shear rates higher than where shear thinning behavior was observed. 

The presence of normal stress difference can imply changes in molecular orientation under shear 

rates similar to polymers. But since Dealy 34 observed that this occurred out of the shear-thinning 
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range for different types of bitumen, the viscosity change could not be attributed to polymer-like 

response, i.e. stretching and molecular orientation changes.  

The shear rate-dependent viscosity response of colloidal bitumen also depended on the 

concentration of the dispersed in the continuous phase. Since the concentration of asphaltenes or 

n-pentane insoluble content in feed and thermally cracked bitumen hovered around ~15-20 %wt. 

(Figure 18), it falls in between a dilute and a concentrated regime of the dispersed phase. Shear 

flow of a concentrated colloid system of model particles (volume fraction 𝜙𝑐 = 0.3 − 0.6) was 

studied by Silbert & Melrose 140 where they stated that viscosity of such a system was influenced 

by the combination of three kinds of forces: hydrodynamic, repulsive or attractive colloidal and 

Brownian forces. Under shear, the colloidal mixture displayed shear thinning behavior at lower 

shear rates, eventually transitioning into Newtonian region, which they called as shear ordering. 

They postulated that colloidal repulsive forces were predominant in the shear thinning region, 

causing the viscosity to decrease drastically after which hydrodynamic forces come into play at 

higher shear rates. Aggregated colloidal particles showed a faster viscosity reduction than a non-

interacting hard sphere system, which can be seen as one of the reasons for the Newtonian plateau 

being reached faster for thermally converted products at lower reaction times in which the n-

pentane insolubles can exist in a more aggregated state than less viscous products at higher reaction 

times (Figure 5.24).  

The viscosity variation with shear rate can be considered in three regimes: (i) Newtonian-like 

region at shear rates lower than 1 s-1. 34,62 This was not investigated in this study so will not be 

discussed; (i) Shear thinning region where the interaction potential decreases and the function 

resembles a power law type relation; 33,140 (ii) Shear ordering region where hydrodynamic 

interaction of the asphaltenic material with the solvent prevent further aggregation and maintain a 

constant viscosity. This region can be compared to that of non-interacting hard spheres in a solvent. 

The transition depends on the volume fraction of the dispersed particles and the onset of elastic 

nature that arises due to asphaltene particle interactions within themselves as well as with the 

solvent. 

In order to understand viscoelasticity in bitumen, the concept of ‘sol’ and ‘gel’ structures is 

quite relevant. It was proposed in the early 1930s with the asphaltene particles viewed as micelles 

dispersed in the bulk by the amphoteric resins. The two hypothetical forms are shown in Figure 

5.29 as adapted from Lesueur. 33 
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                              (a)              (b) 

Figure 5.29. (a) Sol and (b) gel representations of bitumen. Reproduced with permission from 

reference 33. Copyright 2009 Elsevier. 33 

 

Viscous nature is believed to be because of the ‘sol’ form while elasticity and Non-Newtonian 

behavior is exhibited by the ‘gel’ structure in bitumen. 141 Species that were described as resins act 

as the transition between the micellar asphaltenes and the non-polar maltenes. The existence of 

asphaltenes in micelle forms has been confirmed by Small Angle X-Ray Scattering (SAXS) 

experiments and thermal analysis experiments. 142  

Attractive forces between asphaltenes can be of various types, namely polar forces that can 

include associations between vanadyl species and nitrogen containing aromatic structures like 

porphyrins, 𝜋 − 𝜋 aromatic stacking, dispersion forces and other kinds of physical forces like 

hydrogen bonding. 3 These can co-exist in the gel structure at the same time. The polar regions of 

the resins can interact with the heteroatoms in asphaltenes while the aliphatic, paraffinic non-polar 

parts can interact with the bulk solvent, thus forming a link between the dispersed phase and the 

continuous phase of colloidal bitumen. On application of shear, disruption of the gel structure can 

result in a structural breakdown and de-aggregation that causes viscosity to decrease. However, 

the rate of viscosity reduction decreases and attains a stable value at high shear rates. This can be 

explained by means of two kinds of forces acting at the same time where the de-aggregated 

asphaltenes are free to associate by means of chemical or physical interactions but the 

hydrodynamic interaction with the bulk solvent prevents them from agglomerating.  
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Apart from the temperature dependence of viscoelasticity, some discrepancy regarding the 

contribution of elastic forces to viscosity change during shearing was found in the literature. 34 At 

lower shear rates, it was found that steady shear viscosity was equivalent to the real part complex 

viscosity as determined from the storage modulus (𝐺’) vs. frequency (𝜔) curve indicating minimal 

elasticity for raw samples of Athabasca and Cold Lake bitumen at these shear rates. This is in 

contrast to the theory that gel structure breaks down under shear, which can imply that elastic 

nature is prevalent at lower shear rates. On the other hand, the stress growth curves indicated the 

presence of elasticity at lower shear rates for different types of bitumen, though not investigated 

in this study. Elasticity can potentially lead to a viscosity increase. At higher shear rates, the 

constant viscosity can also be viewed as a result of decrease in the rate of viscosity reduction due 

to onset of elasticity. Once the aggregates are broken down, their movement can be restricted by 

the high shear and the ability to store the energy from the external force increases effectively 

leading to an elastic nature. This can be true for thermally converted samples as well.  

In summary, shear thinning can be considered to occur due to breakdown of the gel structure 

at lower shear rates but due to the emergence of elastic nature of bitumen at higher shear rates, the 

viscosity change is impacted significantly. However, the description of viscosity reduction in terms 

of gel breakdown does not appear to be consistent with low shear measurement of the storage 

modulus.  

It was also worthwhile to review the different types of viscometers and rheometers used for 

rheological measurements of bitumen and heavy crude oils by various researchers in recent times. 

A summary of some of these works is given below:  

• Junaid et al. (2010) 27 used a chamber and spindle viscometer (Brookefield DV-E). 

Their topic of research was cracking of Athabasca bitumen using Natural Zeolites 

where they found that higher liquid product yields and viscosity reduction were 

obtained in catalytic cracking as compared to thermal cracking at 300 ºC, 350 ºC. 

Viscosity was not shear rate and time-dependent.  

• Hasan et al. (2010) 143 made use of a cone and plate viscometer (Haake Rheostress 

100) operated in controlled stress (CS), controlled rate (CR) and oscillation (OSC) 

modes. They worked on viscosity reduction of a Canadian heavy crude oil from Husky 

Energy for pipeline transport. Shear thinning was observed between shear rates of 50 



 

250 

 

– 800 s-1. Mixing lighter crude with heavy oil decreased viscosity by 96 %. Yield stress 

was 0.7 Pa at 25 ºC.  

• Mouazen et al. (2011) 144 employed a parallel plate rheometer (25 mm dia., 1 mm gap 

TA Instruments ARG2) operated in the stress and strain modes separately. Plates of 

larger diameter were also used to confirm results. They investigated bitumen behavior 

through rheological and thermal studies. From modulus vs. frequency curves, 

viscoelasticity was shown to exist with elastic nature at lower frequencies. This was 

in concurrence with the theory given previously that gel structure exists at lower shear. 

Consequently, shear thinning was prevalent at shear rates between 1 – 100 s-1 measured 

at 50 ºC. Yield stress was between 0.1 – 1 Pa at 22 ºC.  

• Abivin and Taylor (2012) 62 used both parallel plate rheometer (gap 0.8 mm) for 

measurements at 10 – 50 ºC and a capillary viscometer for measurements at 

temperatures > 50 ºC as a closed system was needed to maintain uniform composition 

by preventing evaporation. They studied viscoelasticity and thermal characteristics of 

heavy oils. Variation of viscosity of heavy oils with temperatures upto 200 ºC was 

comparable to that of bitumen. Shear thinning was observed between 10 – 100 s-1 at 

25 – 38 ºC. Importantly, asphaltene content seem to correlate well with viscoelastic 

behavior and not with viscosity. 

• Behzadfar and Hatzikiroakos (2014) 63 utilized three geometries in their Anton Paar 

MCR501 rheometer, namely, concentric cylinder, parallel plate and vane-cup to study 

the effect of temperature, pressure and CO2 saturation on Athabasca bitumen rheology. 

They suggested that vane cup geometry has better mixing efficiency and minimizes 

wall slip effects. Onset of shear thinning in bitumen was observed beyond 1 s-1. Not a 

large dependency of viscosity on pressure was seen in the range 0 – 15 MPa.  

• Yanez and De Klerk (2018) 20 used a cup and bob viscometer (Anton Paar 

RheolabQC), similar to the one used in this work to study the thermal conversion of 

Cold Lake bitumen at lower temperatures of 150 – 300 ˚C. Mild thixotropic behavior 

at 10 s-1 and at 40 ºC was observed in a limited number of samples. Non-monotonic 

trend in viscosity with reaction time and poor correlation with asphaltene content were 

also seen.  
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It can be seen that a variety of rheometers and viscometers were used for viscosity 

measurements by previous researchers and some of the conclusions were related to the 

observations discussed in this chapter in the context of bitumen.   

 

5.4.4 Changes in aggregate content structure during thermal reaction that might affect 

viscoelastic properties 

 

Wang et al. 18 expressed the opinion that mild thermal conversion did not cause much change 

in molecular weight of Cold Lake bitumen and attempted to explain the change in viscosity in 

terms of the effective volume fraction of aggregates. Viscosity depended on the effective volume 

fraction of the aggregates which included the trapped material and molecules in the boundary 

layers inside the pockets formed by hydrophobic groups in the aggregates and microstructural 

pores. It should be noted that not all aggregates are necessarily asphaltenes but can be considered 

as a representation of n-pentane insoluble material. Figure 5.30 shows an illustration of the 

effective volume of a cluster of asphaltene molecules. The resin-like material surrounds the 

asphaltene particle leading into the entrapped solvent. 

 

 

 

 

 

 

 

 

 

Figure 5.30. Schematic of the effective volume of a cluster of asphaltenes with the entrapped 

solvent. 

 

It can be seen that the effective volume of the cluster is more than the sum of the volumes of 

the individual micelles due to entrapped material. It can also be quantified by a parameter called 



 

252 

 

the solvation constant (𝐾) in relation with the effective volume fraction of the cluster (𝜙𝑒𝑓𝑓) in the 

whole system as in equation 5.1: 33 

                                              𝜙𝑒𝑓𝑓 = 𝐾𝑥𝑎                                                              Equation 5.1 

where 𝑥𝑎 is the mass fraction of the aggregate content in the mixture. This can be approximated 

as the asphaltene content with caution. The solvation constant (𝐾) is different from solubility 

parameter (𝛿) and one way to quantify it is by measuring the mass fraction of n-pentane 

asphaltenes that dissolve in cyclohexane (𝑦) and applying the following equation: 145 

                                                      𝐾 =
1

1−𝑦
                                                                   Equation 5.2 

Lesueur 33 suggested that the value 𝐾/𝜙𝑚 (𝜙𝑚 is the minimum volume fraction of the 

asphaltenes at maximum packing density) can be taken a constant and equal to 5.5 for bitumen 

with asphaltene contents between 7 – 25 %wt. It was found that 𝐾 value decreases for an 

aggregated molecule as compared to the separate monomers. However, in the case of colloidal 

model assumption, the solvation constant alone would not be sufficient to explain stability and 

solubility of asphaltenes in the bulk. Other factors like their packing density and spatial orientation 

with the resin-type material, molecular weight and size of their aggregates would also affect their 

stability. The solvation constant also influences the relaxation time of the colloidal species, which 

can be correlated with viscosity.  

On thermal cracking, the decrease in effective volume of the cluster (Figure 5.30) potentially 

contributed to drastic viscosity reduction during initial reaction times in Cold Lake bitumen. 18–20 

Thermal conversion may also cause destruction of the solvation layer of resin molecules around 

the asphaltene core. Separation of the thermally converted products into SARA fractions can give 

the estimated resin content and though not performed in this work, the variation of resin content 

with reaction time can be a valuable addition to the future work and can also serve the purpose of 

testing the assumption of colloidal model for bitumen. With progress of thermal conversion, the 

observed viscosity increase may not only be due to the suggested addition products formation, 18 

but it can also be argued that the asphaltene core that becomes exposed on disruption of the 

solvation layer can form aggregates again. This could also lead to a lower solvation parameter. 

Again, the role of solvent cannot be understated in resisting the approach of the dispersed 

asphaltene molecules. Using a polymer-inspired model to quantify the hydrodynamic resistance of 

the solvent to aggregation would further assist in understanding the viscosity changes occurring 
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not only during thermal conversion but also in feed bitumen as well. 146 For example, the Zimm 

model is used to describe polymer motion in dilute solutions where the whole polymer is 

considered as a combination of beads connected by springs in a solvent. 147 When this model is 

extended to bitumen, the beads represent the asphaltene micelles and springs account for the elastic 

effects.  

Shear force may not be strong enough to disrupt chemical interactions between the asphaltene 

molecules but a temperature of 400 ºC can cause more disruption than just physical forces. This 

tempts one to think that with increase in thermal cracking reaction time, dispersion and hydrogen 

bonding forces would have a minimal contribution to aggregation but polar forces and aromatic 

sheet stacking might play a role. Brownian motion of the asphaltene micelles is required for 

aggregation but at the same time a lot of encounters might be necessary. Although descriptions in 

terms of forces and reactions acting upon a cluster as shown in Figure 5.30 is speculative, it 

provides a useful model framework for exploring the observations.  

Certain observations by past researchers emphasized the importance of understanding the 

asphaltene aggregation process in more detail qualitatively. A change in the nature of asphaltenes 

after the onset of coking in the thermally converted products formed during 90 – 270 min of 

thermal reaction time was noted by Zachariah & De Klerk. 19 During this time, the H/C ratio of 

the liquid phase remained constant, the asphaltenes remained soluble in the liquid and the viscosity 

passed through a local minimum. A change in the nature of the asphaltenes can imply a change in 

the nature of interaction between them. Therefore, estimation of the type of interaction forces 

present in the asphaltenes during thermal conversion can give valuable information on the reasons 

for the observed changes. Investigating the nature of dominant forces responsible for aggregation 

on a qualitative basis can provide valuable insights to the impact of aggregation on viscosity 

change. This can be done by fractionating the asphaltenes of the thermally converted products, 

performing elemental analysis and obtaining the correlation between heteroatom-carbon content 

ratios and the solubility parameter of the solvent mixture used to obtain each fraction. Gawrys et 

al. 148 applied a similar approach to asphaltenes taken from different crude oils but this can be 

adopted on asphaltenes obtained from thermally cracked samples.  

The notion that all asphaltenes are not aggregates finds support from the existential pattern of 

the ‘gel’ structure. Functions of storage modulus vs. temperature or frequency did not reach a 

plateau at any point indicating the absence of a completely elastic gel structure. 149 Viscous 
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character was always present. The transition from sol to gel can be characterized by an instability 

index (𝐼𝑐) where values higher than 1.2 indicate a gel structure. 150 The implication to thermal 

cracking is that since 𝐼𝑐 was defined to be dependent on the asphaltene content and amount of 

paraffin solvent required to precipitate the asphaltenes, it can be calculated for a thermally 

converted sample to determine the extent of sol or gel character. This can also be an indication of 

how viscoelastic a particular product is. However, at temperatures below -20 ºC, bitumen becomes 

a glassy material and can be considered to be elastic. Above 60 ºC, viscous nature predominates 

and in between this range of temperatures, bitumen tends to be viscoelastic. Viscoelasticity can be 

linear or non-linear functions between viscosity and shear rate. Power law-type relationships as 

observed in Figure 5.24 is quite common.  

Relaxation times of molecules can also serve as indicators of the elasticity of a sample. For a 

simpler viscoelastic liquid like a polymer, the intersection point between the storage modulus (𝐺′) 

and the loss modulus function (𝐺") can be easily used to calculate the relaxation time. Relaxation 

functions were stated to be bimodal in nature for bitumen, 33 where the colloidal asphaltene phase 

and the maltene phase were shown to possess separate modes of relaxation with some coupling. 

These were found to be quite sensitive to temperature where 𝛼-relaxation of the asphaltene phase 

was related to the transition from Newtonian region to viscoelastic flow and 𝛽-relaxation of the 

maltene phase corresponded to the shift from viscoelastic to glassy/elastic regime at temperatures 

< -20 ºC as mentioned before. 151 Relaxation time was shown to be dependent on the maltenes 

viscosity and the cube of the asphaltene aggregate size combined with the solvation parameter that 

describes the effective volume of the cluster (equation 5.1).  

As a final comment on viscoelasticity, the dispersed asphaltenes in the sol structure may be 

stabilized by colloidal repulsive forces (as mentioned in the previous section also) that are not 

necessarily electrostatic but more steric in nature. Viscosity of polymers majorly depend on 

molecular weight raised to any power between 1 – 3.4 depending on the chemical nature and 

entanglement, but in the case of bitumen, it is much more complex.  

 

5.5 Conclusions 

 

The modification of viscosity of Canadian oilsands bitumen derived from the Athabasca 

region was explored by means of thermal conversion at 400 ºC and reaction times in the range 15 
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– 1440 min. This was compared with the results from thermal conversion of Cold Lake bitumen 

performed by certain previous studies 18–20 and differences in viscosity trends with reaction time 

were noted. The aim of this chapter was to account for the changes in viscosity by considering 

different factors that could potentially contribute in viscosity modification in a complex mixture 

like bitumen. The products from thermal conversion were characterized by different spectroscopic 

techniques like infrared and proton nuclear magnetic resonance spectroscopy, electron 

paramagnetic resonance spectroscopy and other properties like density, refractive index and 

boiling point distributions were also measured. However, it is required to mention that specific 

characterization of the solids was not done in this study and could provide further useful insights 

into the reaction chemistry and product properties. The following were the key conclusions 

obtained from the results in this chapter: 

 

a. Difference in viscosity trends for Athabasca and Cold Lake bitumen: 

 

A monotonous decrease in viscosity was observed during thermal conversion of Athabasca 

bitumen in this study while a non-monotonic trend was reported for Cold Lake bitumen in certain 

previous studies. 18–20 This prompted for further investigation and variation in the viscosity of the 

feed from Athabasca and Cold Lake sources was investigated. It was found that there was 

variability in feed viscosity across the two deposits and in addition, sample-to-sample variation 

existed within the same type of bitumen as well. Though small differences in the chemical 

composition of both type of bitumen, where Cold Lake contained a higher percentage of straight 

chain paraffins were noted from the work by Selucky et al., 69 no particular reason could be 

attributed to the difference viscosity of the feeds and its change during thermal conversion. 

 

b. Effect of post-reaction procedure on viscosity – Nature of extraction solvent: 

 

When methylene chloride was used to extract the thermally converted products from the 

reactor, significant differences were observed in product properties before solvent addition and 

after its evaporation. The viscosity of the solvent-extracted products increased by two orders of 

magnitude with a slight increase in density but negligible change in refractive index as compared 

to the solvent-free products. FTIR spectra indicated the possibility of the presence of 
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intermolecular hydrogen bonding between the remaining methylene chloride in the products 

(around 1 %wt.) and the bitumen matrix. Evidence of the presence of such interactions involving 

halogenated solvents was shown by Smith 31 where the acidic hydrogens or lone pairs of chlorine 

could be associated in hydrogen bonding. Also, the organic free radical intensity of the methylene 

chloride-extracted products was higher than that of the solvent-free products. Though this could 

not directly explain the increase in viscosity, complex formation by decoupling of the singlet and 

triplet spin states of the radicals on carbon centres by CH2Cl2 molecules could not be ruled out. 

No such changes were observed when toluene was used as the extraction solvent. 

 

c. Effect of post-reaction procedure on viscosity – Shear rates and temperature of viscosity 

measurement: 

 

It was clear from the rheological behavior of the thermally converted samples that bitumen 

viscosity was dependent on shear rate. In the shear rate range of 1 – 1544 s-1, mild shear thinning 

at lower shear rates and a Newtonian-like region at higher shear rates were observed for all 

products and the onset of Newtonian-like regime depended on the fluidity of the sample. A 

Newtonian-like region was also reported 34 at shear rates lower than 1 s-1 but was not investigated 

in this study. A higher shear rate was required to reach the second Newtonian regime for lower 

viscous samples and this was plausibly due to their lower asphaltenes content. 140 The temperature 

of viscosity measurement was 40 ºC, which fell in the viscoelastic range for bitumen. 63 Under the 

assumption that bitumen is colloidal, it was speculated that the viscosity reduction in the shear 

thinning region was due to breakdown of a gel-type structure, where the asphaltenes existed in the 

aggregated state and resulting in a decrease in elasticity. 33 The region of stable viscosity was 

thought of as a re-occurrence of elastic nature of the sample. Lastly, it was also seen that the 

thermally converted samples did not exhibit thixotropic behavior. 

 

d. Effect of aggregate structure on viscosity during thermal conversion: 

 

The effective volume of the asphaltene clusters incorporates trapped solvent material and 

solvation layer of the asphaltenes. Based on the hypothesis that aggregation tendency of the 

dispersed phase leads to an increase in viscosity, an explanation was proposed to account for the 
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changes in viscosity during thermal conversion in different studies. It was proposed that de-

aggregation could have been responsible for the viscosity decrease during the initial stages of 

thermal reaction but this also leads to decrease in effective volume of the asphaltene cluster and 

disruption of the solvation layer of asphaltenes consisting of resin-like material. This could expose 

the asphaltenes to other similarly exposed asphaltenes and thereby increase their probability of 

aggregating to form larger aggregates that would lead to an increase in the viscosity. This proposed 

explanation must still be experimentally evaluated.  

Finally, it can be concluded that viscosity of a complex fluid like bitumen depends on a 

combination of various factors, which need to be dealt with together in order to account for changes 

in viscosity.  
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6. A data-driven approach to generate pseudo-reaction networks for thermal 

conversion of Athabasca bitumen 5 

 

ABSTRACT 

 

This work focuses on the application of self-modeling multivariate curve resolution (SMCR) 

methods and Bayesian clustering and learning methods on Fourier transform infrared (FTIR) 

spectra of the liquid products obtained from thermal cracking of Athabasca bitumen in the 

temperature range of 300 – 420 ºC and reaction times ranging from 15 min to 27 h. The objective 

was to develop a reaction pathway for the thermal cracking process from the Bayesian methods 

and identifying key elements of the reaction chemistry that also affected physical properties like 

viscosity at each temperature that was important from the perspective of partial upgrading of the 

bitumen. An important aspect of this work was that minimum external chemical knowledge was 

used for the chemometric techniques. Similar studies were conducted previously for Cold Lake 

bitumen in the temperature range of 150 – 400 ºC, but the changes in physical properties of the 

cracked product could not be fully accounted for from the reaction pathway. Therefore, 

consistency between the results of the two chemometric methods and the accompanying chemical 

changes was also inspected in this work. The SMCR method employed in our study was applied 

on both temperature-specific and augmented datasets considering all temperatures to extract 

resolved concentration and spectral profiles using alternative least-squares (ALS) optimization. 

The improvements of particle swarm optimization (PSO) over ALS were investigated with regards 

to resolution quality, convergence speed, residuals and explained variance. The Bayesian methods 

were used to obtain causal relationships between the identified clusters representing different 

chemical compound classes and multiple reaction pathways were suggested. The practicality of 

the Bayesian network algorithms in replicating a real-time bitumen conversion system and 

potential of SMCR for online monitoring of a continuous thermal cracker is also studied.  

Keywords: Curve resolution; Bayesian structure learning; alternative least squares 

optimization; particle swarm optimization; conversion chemistry; reaction network. 

 
5 This work was submitted to Reaction Chemistry & Engineering as ‘Sivaramakrishnan, K.; Puliyanda, A.; De 

Klerk, A.; Prasad, V. A data-driven approach to generate pseudo-reaction networks for thermal conversion of 

Athabasca bitumen’.  
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6.1 Introduction 

 

The chemistry behind the thermal conversion of oilsands bitumen is quite complicated. Most 

of the proposed reaction networks in the literature for thermal cracking of bitumen over a wide 

range of temperatures and residence times involve compound classes segregated based on phase 

classification rather than individual chemical components due to the obvious difficulty in 

identifying the constituent species in bitumen. 1,2 Though successful attempts to identify the 

molecular structure and composition of the heavier components of bitumen like asphaltenes have 

been made, tracking their changes during thermal treatment is a difficult task. 3 Achieving 

composition control by setting up distributed monitoring networks to measure process variables is 

expensive and inefficient. 4 

The development of hyphenated analytical techniques based on spectroscopy and 

chromatography has facilitated the enhanced characterization of analytes in various fields of 

petroleum, catalysis and analytical chemistry. 5–10 The data from these techniques serve as the 

building blocks for developing the reaction network for a chemical system since empirical models 

are more practical to develop than a first-principles model for complex mixtures. Specific to 

bitumen, Fourier transform infrared spectroscopy (FTIR), 11–13 proton nuclear magnetic resonance 

(1H-NMR), 14 and electron spin resonance (ESR) 15,16 have been applied frequently to obtain 

information on physical and chemical properties like the presence of hydrogen bonding, aromatic, 

nonaromatic and heteroatomic content, and free radical concentration. The data from these 

measurements can also be used for qualitative and quantitative analysis. The major advantages of 

applying spectroscopic techniques for complex mixtures are that they require small amounts of 

samples, have shorter processing times and do not contaminate the sample due to their non-

invasive nature. 17–19 The inclusion of accessories like flow cells, quartz windows and immersion 

probes also facilitate faster characterization. 20 They also provide avenues for online monitoring 

of the system, which is important if the goal is automation and control. 21 However, the challenge 

is that the data obtained is multi-dimensional and often represent overlapped spectra from a vast 

number of components.  

The traditional assumption of a reaction pathway for bitumen during thermal conversion is 

that the maltenes, which are soluble in a light paraffinic hydrocarbon, lead to asphaltenes 

formation, which eventually convert to coke and gas. 22 Kinetic models provide a good estimate 
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of the probability of the occurrence of each constituent reaction through calculations of kinetic 

parameters like rate constant and activation energy. In one such study, Kapadia et al. 22 suggested 

an improvement to the conventional kinetic model for bitumen by splitting the gas into individual 

gaseous products of H2, CH4, CO, CO2, H2S and adding another component called heavy molecular 

weight gases (HMWG) consisting of carbon numbers upto C5. However, the drawback of kinetic 

models is that a reaction network is always required to be assumed prior to performing calculations 

and lumping of components also creates issues in interpretation. If the model is based on 

macroscopic properties like viscosity as done by Shu and Venkatesan, 2 sample-to-sample 

variability in such properties can also contribute to possible sources of error. 23,24   

Chemometric techniques involving statistical approaches have been shown to be quite useful 

in tackling the challenges of higher dimensional data and the limitations of a kinetic model. 25–28 

Their principal benefit is the requirement of minimal prior knowledge of the system, both 

mathematically and chemically and the ability to operate with fewer assumptions. They are used 

to convert data to valuable information that assist in further processes that require human 

intervention like incorporation of chemical knowledge of the system to develop reaction pathways 

and obtaining an insight into the reaction chemistry. For these reasons, chemometric resolution, 

clustering and learning methods were employed in this work to analyze spectroscopic data of the 

liquid products obtained from thermal conversion of bitumen derived from an Athabasca oil sands 

deposit.   

At this point, it is worthwhile to point out certain recent studies by Tefera et al. 29,30 where 

they utilized chemometric resolution and machine learning tools to investigate thermal conversion 

process of Cold Lake bitumen in a large temperature range of 150 – 400 ºC. The temperature-wise 

resolution and subsequent constrained optimization yielded results that suggested the formation of 

free-radical addition products and the conversion of lower-substituted aromatics to higher-

substituted aromatics. This shift towards heavier products was also correlated with a peculiar trend 

in product viscosity where it was observed to increase at higher reaction times. 31–33 On the other 

hand, the reaction network developed on the basis of the Bayesian learning approach applied to 

the same data indicated the formation of lighter aliphatic products. 30 These results were quite 

intriguing and prompted us to conduct a similar study on Athabasca bitumen that resembles Cold 

Lake bitumen in overall chemical composition except for a lower saturate content, higher 

asphaltene content and viscosity. 23,34,35   
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Depending on the reaction times for which the bitumen sample was held at each temperature 

in a batch reactor, two regimes were inspected in this work: visbreaking and coking. Visbreaking 

corresponds to the times before solid organic particles start forming in significant amounts and the 

coking regime that follows has measurable coke content. 32 Industrial visbreakers employ 

temperatures of 430 – 490 ºC, pressures in the range 0.3 – 2 MPa and the residence times are in 

the order of seconds or minutes in a coil visbreaker (but much larger in a soaker-type visbreaker). 

36,37 Typical conditions for industrial delayed coking are 480 – 510 ºC and higher residence times 

of upto 24 hours under low pressures of ~0.6 MPa. 38 In this work, Athabasca bitumen was 

subjected to temperatures of 300 – 420 ºC under 4 MPa inert atmosphere (N2) at residence times 

ranging from 15 min to 27 hours. FTIR spectra of the reaction products were obtained for a total 

of 35 samples including the feed bitumen.   

Two types of chemometric analyses were conducted on the FTIR data, namely self-modeling 

multivariate curve resolution (referred to as SMCR or MCR) and Bayesian hierarchical clustering 

(BHC) combined with a causality detection method using Bayesian learning that employed 

heuristic search algorithms to recover the underlying network structure in the data. The MCR 

approach is self-sufficient in that it does not require any additional mathematical or chemical 

information apart from spectral data to perform the deconvolution. For this reason, the term ‘self-

modeling’ is prefixed and implied when referred to as MCR in this work. The SMCR methods 

were applied on the datasets comprising of each temperature separately, called local models and 

also applied on the combined data from all temperatures, referred to as the global model. Certain 

quantitative parameters from the FTIR intensities are also calculated for each resolved model-

spectra to aid with the tracking of chemical changes with time and get an insight into the specific 

kinds of reactions occurring during thermal conversion. The curve deconvolution process involved 

three major steps: (i) data matrix decomposition as a means of exploratory analysis based on to 

find out the number of components that are active and change in concentration during the reaction; 

(ii) obtaining initial estimates of concentration or spectral profiles for the determined number of 

active species; (iii) final resolution through a constrained optimization to retrieve the change in 

concentration with time and the individual spectra for each component.   

The number of active components (more appropriately described as pseudo-components since 

they are model-derived) are extracted through two methods: (i) the conventional principal 

component analysis (PCA) 39 by means of singular value decomposition (SVD); (ii) Elbergali’s 40 
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recommendation based on the maximum ratio of derivatives of second and third order of 

Malinowski’s 41 indicator function (which is based on real experimental error). As a separate case, 

one or two more components than the optimal number were chosen for further optimization and 

the results were compared. Fixed-size moving window evolving factor analysis (FSMW-EFA), 42 

which is an iterative method, was used to obtain the initial estimates of concentration profiles in 

the SMCR method since it was suggested as a better approach to distinguish concentration regions 

of a component from the noise as compared to forward/backward EFA employed by Tefera et al. 

29 Other contemporary techniques having similar goals to EFA are rank estimation-based methods 

like generalized rank annihilation method (GRAM), 10 window factor analysis (WFA), 43 and sub-

window factor analysis (SFA) 44 that includes elution limits for interfering compounds as well. 

Iterative EFA was chosen over other methods like non-iterative EFA since the data used in 

our study possessed an evolutionary structure and the algorithm did not require much user-

mediation as well as it could be automated easily. Alternating least squares (ALS) is a common 

optimization technique for obtaining the final concentration and spectral profiles and is utilized in 

this work, as was also adopted by Tefera et al. 29 for the analysis of the spectra of Cold Lake 

bitumen.   

However, there are certain limitations to the algorithm in that it does not always reach the 

global minimum. Data-related problems like collinearities present among the variables, non-

ideally distributed noise patterns, background signals and algorithm-related issues like rank 

deficiency, intensity and rotational ambiguities can also hinder the accuracy of the final solution. 

Using multiple initial estimates or Monte-Carlo methods are useful methods to tackle some of 

these issues. 45  

A key difference in the approach used in this work as compared to that of Tefera et al. 29 is 

the inclusion of particle swarm optimization (PSO) to improve the ALS-obtained concentration 

profiles. PSO is a population-based meta-heuristic technique that is inspired by the natural 

phenomena of bird flocking. 46 Its primary advantage over other optimization methods apart from 

convergence to the global minimum is that the search space does not constitute any restrictive 

assumptions. In addition, though it is similar to genetic algorithms (GA), it is computationally 

simpler and faster. 47 The results from SMCR-ALS-PSO were compared to that of SMCR-ALS in 

the local models for Athabasca bitumen while only ALS was investigated for the global model in 

the first part of this work.  
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In the second part of the analysis, BHC was applied as a data-driven approach to the FTIR 

data to create 5 groups of wavenumbers that was later identified to represent specific categories of 

compound classes. BHC is a model-based agglomerative clustering method that operates on the 

basis of maximization of the marginal posterior probability to identify similarities in the data. 48,49 

It is preferred over distance-based clustering methods for high-dimensional data where the number 

of variables is greater than the number of samples, as is our case (35 reaction conditions as samples 

and 1738 spectral channels as variables). Once the clusters were identified, it was necessary to find 

the magnitude and direction of the relationships between each of them in order to develop a 

plausible reaction network. This was done using a probabilistic graphical modeling approach 

(Bayesian network) of inferring causal reactions from spectral data to hypothesize the reaction 

pathways based on the previously identified reaction chemistry. Bayesian networks were used 

rather than Granger causality or transfer entropy due to the smaller number of observations in the 

data structure and the unavailability of time-series data for the system. 50 Hill climbing, 51 Tabu 

search 52 and maximum-minimum hill climbing (MMHC) 53 algorithms based on a score criterion 

were used to find the optimal solution for the Bayesian learning procedure.   

The key contribution of this study was to combine basic chemical knowledge of the system 

and the results of both classes of chemometric techniques to build a conceivable reaction pathway 

for the thermal conversion of Athabasca bitumen. The results were compared with that obtained 

for Cold Lake bitumen in terms of differences in reaction chemistry with variation in chemical 

composition and possible relation to physical properties like viscosity. The consistency of the 

results from the global model was verified with that of the Bayesian methods since both operated 

on the entire dataset comprising of all temperatures. The suitability of the local and global SMCR 

models for online monitoring of a continuous thermal cracking system compared with Bayesian 

methods is also briefly discussed. A short discussion on the implication of the reaction pathway 

on partial upgrading of bitumen at lower temperatures is also provided.  

 

6.2 Experimental 

 

6.2.1 Materials 
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The thermal conversion experiments in this study were conducted on Athabasca bitumen feed 

supplied by Suncor Energy. Elemental composition and important properties like density, 

refractive index and aromatic content of the feed were already provided in Table 5.2 in Chapter 5. 

The same feed was used for thermal conversion experiments at other temperatures in this study.    

During the thermal reaction, nitrogen (99.99%) provided by Praxair, was used to pressurize 

the batch micro-reactors and maintain an inert atmosphere. All reactions and experimental analyses 

were conducted in duplicate. After each reaction, methylene chloride (99.5 % dichloromethane) 

and toluene (99.9 %), both obtained from Fisher Scientific, were used to clean the reactor and 

tubing system. Solid particles stuck to the inner walls of the tubing were removed using a pipe 

brush, also supplied by Fisher Scientific. The crystal in the attenuated total reflectance (ATR) 

system that was attached to the FTIR instrument was cleaned with acetone (99.6 %), also supplied 

by Fisher Scientific.   

 

6.2.2 Equipment and procedure 

 

The experimental procedure employed for the collection of thermally converted samples 

subjected to FTIR characterization was quite similar to that employed by Tefera et al. 29,30 in their 

work on Cold Lake bitumen. The difference was that no solvent was used to extract the products 

from the batch reactors in our work, while the products in Tefera et al. 29,30 were extracted using 

methylene chloride. The effects of methylene chloride extraction on the properties of thermally 

converted samples of Athabasca bitumen were investigated by Sivaramakrishnan et al., 24 in 

Chapter 5 which was why its use was avoided in this work.   

Four stainless steel (Grade 316) batch micro-reactors attached to a self-built tubing system 

were utilized for the bitumen conversion experiments in this study. The dimensions and the 

corresponding pressure rating of the reactors were as follows: inner diameter of 0.0254 m, tube 

wall-thickness of 0.0021 m, length of 0.086 m with a maximum allowable pressure of 18.6 MPa. 

In this study, reactions were conducted at 5 different temperatures (300 ºC, 350 ºC, 380 ºC, 400 

ºC, 420 ºC), for which they were immersed in a fluidized sand bath (Omega Engineering FSB-3), 

whose temperature could be set by a temperature controller. Care was taken to maintain a near-

constant airflow to the sand bath to avoid temperature fluctuations. Since all reactions were 

conducted in duplicates, 4 reactors were immersed at once, out of which 2 corresponded to one 
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reaction time and the remaining two to another reaction time. Considering that no back-pressure 

regulator was used to control the pressure during the reaction, and also a previous observation that 

an increased pressure could limit the coke formation, 54 all reactions were conducted at an initial 

pressure of 4 MPa. This increased to 6-8 MPa depending on the reaction conditions but was well 

below the pressure limit of the batch reactor. A soap solution (Snoop, supplied by Swagelok Inc.) 

was used to check the presence of leaks in nitrogen gas from the reactor before the reaction. To 

avoid direct contact of bitumen from the inner side walls of the reactor, an 8 mL glass vial was 

used to hold the sample inside the reactor.   

It took approximately 15 – 19 min for the reactors to reach the set temperature for set points 

between 300 ºC and 420 ºC. After the reaction was complete, the two reactors were removed from 

the sand bath and cooled to 25 ºC by using compressed air first and then dipping the reactor in 

water at room temperature. This entire process took around 16 – 18 min, depending on the reaction 

temperature. Due to the formation of gases during the reaction, the final pressure after cooling 

down increased to 5.5 MPa at 420 ºC, depending on the reaction time, but the pressure remained 

at 4 MPa at 300 ºC. Any sand particles that were stuck to the reactors were removed and then the 

reactors were depressurized to collect the gases in a gas bag.  The liquid and solid products were 

directly collected in a 120 mL amber glass container and stored under nitrogen. Since the objective 

of this study was to extract information from the FTIR spectra of the liquid samples through 

multivariate techniques, the solids in the sample were allowed to settle at the bottom of the storage 

vial to minimize interference during spectral measurements. Only the liquid part was taken for 

FTIR measurements. During transfer of samples from the reactor to the storage vials and from the 

storage containers to the FTIR equipment, the time of exposure to air was kept less than 2 minutes 

for each sample to minimize any chance of oxidation.   

 

6.2.3 Analyses 

 

6.2.3.1 Feed characterization 

 

A brief description of the characterization procedure and the equipment used for the 

evaluation of the feed properties (Table 5.2 in Chapter 5) is given in this section. The viscosity 

was measured using an Anton Paar RheolabQC viscometer that consisted of a stationary cup and 
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a rotatable bob arranged as concentric cylinders with the bob on the inside. The shear rate 

employed was 10 s-1 and all measurements were conducted at 40 ºC. Viscosity of the liquid 

products have also been measured in the same viscometer but at different shear rates depending 

on the fluidity of the product. This was because it was necessary to measure in the Newtonian 

region of the samples since they were observed to be shear thinning; a detailed study regarding 

this has been conducted in Chapter 5 on the liquid products from Athabasca bitumen at 400 ºC. 

Wherever the viscosity values are reported in the Results and Discussion section (section 6.2.4) of 

this work, the corresponding shear rate is also given.  

A U-tube densitimeter (Anton Paar DMA 4500M) with an accuracy of 0.01 kg/m3 was used 

to measure the density of the feed at 25 ºC (accurate to 0.01 ºC). The refractive index was measured 

using an Anton Paar Abbemat 200 refractometer with an accuracy of 0.0001. Sodium D-line at a 

wavelength of 589 nm with air as the reference was used to take the measurements. Elemental 

analysis of the feed was performed in a Thermo Scientific Flash 2000 CHNS-O organic elemental 

analyzer but the oxygen content was determined by difference. Proton NMR (1H-NMR) spectra 

was obtained using a Nanalysis 60 MHz NMReady-60 spectrometer to determine the nature of the 

different types of hydrogen present in the feed. Since the instrument was pre-calibrated with 

chloroform-D, the bitumen sample needed to be dissolved in chloroform-D before making 

obtaining the spectra. Typically, about 130 mg of the feed sample was dissolved in 0.7 mL of the 

solvent and poured into a 5 mm OD NorellR Standard Series NMR tube supplied by Sigma Aldrich. 

The spectral width, number of scans per sample, and the time per scan used were 12 ppm, 64, and 

23.4 seconds, respectively.   

  

6.2.3.2 FTIR spectra 

  

An ABB MB3000 spectrometer fitted with a single reflection ATR accessory (model: PIKE 

MIRacleTM manufactured by PIKE Technologies) consisting of a diamond shaped crystal plate 

was used for the measurements. For each run, about 10 mg of sample was required so as to cover 

the crystal plate, which needed to be cleaned with acetone and completely dried before the next 

run. Air was used as the reference in the transmittance mode with other spectral parameters as 

follows: resolution - 4 cm-1; number of scans - 120; wavenumber range - 4000-600 cm-1; detector 

gain - 81 dB.   
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6.2.3.3 Gas chromatography for analysis of gaseous products 

 

In our work, an Agilent 7890A gas chromatograph combined with a flame ionization detector 

(FID) as well as a thermal conductivity detector (TCD) was utilized to analyze the composition of 

the gas phase from the thermal conversion reactions at various conditions in this study. This was 

mainly used to identify the dominant species present in the gas phase for assisting with chemical 

interpretation as detailed in the ‘Results and Discussion’ section in this chapter. The FID detected 

hydrocarbons (mostly C1-C6) while the TCD was responsible for detecting other gases like CO2, 

H2S, CO, N2 and Ar. The gases were injected into a HayeSep R column (2.44 m × 0.003 m) to 

perform the separation. Helium at a constant flowrate of 25 mL/min was employed as the carrier 

gas and the injector temperature was set at 200 ºC. The following are the details for the temperature 

method exercised to evaluate the gaseous products. The initial temperature was 70 ºC, held 

isothermally for 7 min after which it was increased to 250 ºC at the rate of 10 ºC/min and then held 

at that temperature for 2 min. Finally, the temperature was decreased at the rate of 30 ºC/min to 70 

ºC and was then maintained constant for 8 min.  

 

6.3 Methods and parameters used 

 

The theory behind the chemometric techniques used in this work, multivariate curve 

resolution and Bayesian clustering and network learning methods is provided in this section. In 

addition, the software tools and the related functions along with the respective important 

parameters adopted in each step are highlighted. The reasoning behind the steps implemented 

during the mathematical analysis is also mentioned wherever appropriate.   

 

6.3.1 FTIR data 

 

As alluded in the experimental section, thirty-five samples of liquid products were collected 

from thermal conversion at 5 different temperatures of 300 ºC, 350 ºC, 380 ºC, 400 ºC and 420 ºC 

at various reaction times ranging from 15 min to 27 hours. The number of samples at each 
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temperature and the respective reaction times that were used in this study are summarized in Table 

6.1.   

 The FTIR spectra of these samples were obtained at 1764 spectral channels in the 

wavenumber range between 4000 – 600 cm-1 (16666 – 2500 nm). Out of these, only 1738 points 

were used for modeling purposes as the wavenumbers in the region 650 – 600 cm-1 corresponded 

to instrument noise due to the ATR and appeared as random peaks with arbitrarily high values of 

transmittance. The transmittance data was converted to absorbance units by their logarithmic 

relation, which is also related to Beer-Lambert’s law. 55 This raw absorbance data is shown in 

Figure 6.1.   

 

 

 

 

 

 

 

 

 

 

Figure 6.1. Raw FTIR absorbance spectra of 35 liquid products from thermal conversion of 

Athabasca bitumen at five different temperatures and reaction times before pre-processing.   

 

As can be seen from Figure 6.1, the region from 4000 – 3200 cm-1 exhibited mostly baseline 

intensities with no peaks worthy of chemical interpretation though O-H and N-H groups present 

in bitumen (both free and hydrogen bonded) absorb in that region. These regions are classified into 

one cluster in the BHC and elaborated in section 6.4.5.  
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Table 6.1. Experimental conditions of thermally processed samples used for data analysis. 

  

Temperature 
Number 

of samples 

Reaction times at each temperature 

(min) 

Feed 1 - 

300 ºC 2 360, 1080 

350 ºC 6 30, 60, 180, 240, 360, 480 

380 ºC 6 120, 240, 360, 480, 1320, 1620 

400 ºC 16 
15, 30, 45, 60, 75, 90, 105, 120, 135, 

150, 180, 210, 240, 360, 1170, 1440 

420 ºC 4 360, 420, 480, 660 

 

6.3.2 Pre-processing of FTIR data  

 

Raw spectroscopic data is multi-dimensional and may have issues such as significant spread, 

different units of measurement among the variables, heteroscedasticity, possible experimental 

error and inherent instrument noise that is unavoidable. Existence of these features in the data may 

hinder further processes of rank determination, curve resolution, clustering and causal structure 

learning. It was thus necessary to subject the raw data for pre-treatment that consisted of three 

steps: (i) baseline correction; (ii) smoothing; (iii) normalization. With the objective of identifying 

major types of reactions occurring at each temperature over time, the SMCR method was applied 

to datasets that were split temperature-wise as given in Table 2. This helped to identify whether 

there was a difference in the reaction chemistry at low and high temperatures. However, for the 

Bayesian learning approach, all temperatures were considered together since the goal was to derive 

a reaction network for Athabasca bitumen as a whole, as was done with Cold Lake bitumen. 30  

MATLAB R2017b (9.3.0) was used to carry out all the chemometric analysis in this study. 

‘msbackadj’ function belonging to the Bioinformatics toolbox was used to perform the baseline 

correction. First, the wavenumbers were split into windows, each of width 200 separation units, 

which is the default window size. Adjacent windows are located at a distance of 200 wavenumbers 

units from each other and are given by the step size. A baseline value was found for every window 

through an expectation-maximization algorithm and these estimated points were regressed further 
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to smoothen the curve through a piecewise cubic interpolation that is given by the function ‘pchip’. 

After baseline correction, smoothing was performed using ‘mssgolay’ function, also located in the 

Bioinformatics toolbox, which used the well-known Savitzky-Golay (SG) filter, in which a least-

squares two-degree polynomial is used for removing the noise from the spectra every 5 samples 

(window size). 56 It was important to note that the normal SG filter required the wavenumber units 

to be equally spaced but the ‘mssgolay’ function allows for unequally spaced wavenumbers as 

well.    

Normalization by mean-centering and auto-scaling was executed using the ‘zscore’ function 

from the Statistics and Machine Learning toolbox. Mean-centering removes offsets in the data 

while auto-scaling is a variance-based scaling method that brings all intensity data between 0 and 

1. 57 These two processes are necessary to deal with variability in the variables in the data that will 

affect the results of further exploratory and regression analysis like rank determination, clustering 

and curve deconvolution. Other types of scaling include pareto, range, and vast scaling which also 

act on the variance of the data, out of which range scaling is sensitive to outliers. 58–60 Level scaling 

is an average-based method that can be used when changes on a relative scale are more significant 

than absolute values in the data. 57 These have already been highlighted in Chapter 2. 

All of these pre-processing steps including baseline correction, smoothing and standardization 

were applied to the FTIR data before proceeding with curve resolution and Bayesian clustering 

and learning methods. The pre-processed data (only baseline corrected and smoothed) along with 

the residual after pre-processing as compared with the raw data for the spectra of liquid samples 

obtained at 350 ºC is shown in Figure 6.2. Similar results were obtained for other temperatures as 

well and is supplied in section D.1 in Appendix D.   

The advantage of pre-processing the data is clearly visible in Figure 6.2a where the spectral 

features are more distinctly seen than in the raw data (Figure 6.2c). The stretching vibrations of 

sp3 hybridized C-H methylene groups that can belong to either alkyl side chains or naphthenic 

rings occur at ~2850 cm-1, 2920 cm-1 while those of methyl C-H stretches can be seen at slightly 

higher wavenumbers of 2950 cm-1. These are the highest intensity peaks in the spectrum. The 

second most intense set of peaks correspond to the bending vibrations of sp3 C-H groups at 1380 

cm-1 and 1460 cm-1. The set of aromatic C-H bending vibrations fall in the 690 – 900 cm-1 range 

that comprise of mono-substituted aromatics (with more than 4 adjacent hydrogens) peaks at ~727 

cm-1, o-disubstituted aromatic peaks at 744 cm-1 and 763 cm-1, and the m- and p-disubstituted 
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aromatic peaks at 810 cm-1 and 860 cm-1 that also overlap with substituted alkenes. The C=O 

stretching that appeared at ~1740 cm-1 corresponds to ester-type and anhydride-type (more 

probable) functional groups that were thought to be converted to carboxylic acids by hydrolysis 

and eventually decarboxylated. In addition, the peaks at ~1220 cm-1 indicate the presence of 

alcoholic and acyclic C-O groups, whose chemistry during thermal conversion has not gained 

much clarity yet.   

The spectra of the samples at each temperature at different reaction times vary only slightly 

in intensity and represent a mixture of components whose structures are unknown. Significant 

overlap of functional groups also occurs in the 1550 – 1650 cm-1 region that corresponds to both 

the aromatic and alkene C=C stretches. No significant chemical interpretation can be derived by 

viewing the spectra in isolation. Hence, it made sense to deconvolute the spectra to extract the 

concentration and spectral profiles for a lesser number of pseudo-components that were 

representative of the change in properties of bitumen with time and further assigning chemical 

identities to wavenumber groups derived through Bayesian clustering to obtain a reaction network.   
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                         (a)                                                              (b)  

 

 

 

 

 

 

 

                          (c)  

Figure 6.2. Plots of: (a) Baseline corrected and smoothed data; (b) residual after smoothing and 

(c) the raw FTIR spectra of the liquid products from thermal conversion of Athabasca bitumen at 

350 ºC.  

 

6.3.3 SMCR-ALS and SMCR-ALS-PSO 

 

Spectral measurements consisting of multivariate responses are obtained in a number of 

industrial processes. These measurements are generally cast into data matrices, which can be 

decomposed in a bilinear or tri-linear fashion using SMCR or PARAFAC, respectively. 61–64 

SMCR, is a soft-modelling technique that utilizes factor analytical decomposition and invokes 

physically meaningful laws like Beer Lambert’s law. 64 Beer’s law is also a bilinear model that 

relates the absorbance of a light-irradiated species to its concentration and the path length.   

 

6.3.3.1 Data decomposition 
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Let 𝐷 be the data matrix that is composed of the FTIR spectra of the 𝑚 samples obtained at 𝑛 

spectral channels. In our study, 𝑚 is 35, 𝑛 is 1738 for the whole set of spectra while 𝑚 varies when 

modelled for temperature-wise data. In the SMCR bilinear model, the data matrix is decomposed 

as follows:  

                                                                    𝐷 = 𝐶𝑆𝑇 + 𝐸                                             Equation 6.1 

where 𝐶 is an 𝑚 ×  𝑙 matrix that contains the concentration of 𝑙 components, 𝑆 is a 𝑙 ×  𝑛 

matrix that consists of their resolved spectra, and 𝐸 (𝑚 ×  𝑛) is the residual matrix that contains 

the error of decomposing 𝐷 into the constituent 𝐶 and 𝑆 profiles through SMCR. 𝑙 is the rank of 

the data matrix 𝐷 that is representative of the number of active components in the bitumen mixture 

and needs to be found first before proceeding with solving equation 6.1. The procedure for finding 

the number of components is given in section 6.3.3.4.   

 

6.3.3.2 Multiset structures 

 

If the experiments were analyzed with more than one characterization technique, equation 6.1 

can be changed to a row-wise augmented matrix where 𝐷 and 𝑆 are arranged as the combination 

of different measured and resolved intensities while the concentration is unaltered as the process 

analyzed is the same. On the other hand, 𝐷 becomes a column-wise augmented matrix when 

multiple groups of experiments are analyzed with the same characterization technique and 𝐶 is 

split up into individual concentrations for each set of experiments. Here, the spectral shape of the 

component does not change over different conditions, as for example in a high-pressure liquid 

chromatography with diode-array detection (HPLC-DAD) system. The formulation of augmented 

matrices is given in equation D.1 and equation D.2 in Appendix D. In this work, a combined dataset 

formed by combining the data from all 5 temperatures is also analyzed to check for improvements 

in the final spectral resolution and consistency with the local models.  

 

6.3.3.3 Algorithms to solve SMCR 

 

Either non-iterative or iterative algorithms are used to solve equation 1. 65 Non-iterative 

methods like heuristic evolving latent projections (HELP), WFA, orthogonal projection analysis 

(OPA), 66,67 and parallel vector analysis (PVA) 68 are more useful when a single experiment is 
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analyzed by a single characterization technique. It is essential that the concentration profiles follow 

a sequential structure for non-iterative methods to work. On the other hand, iterative methods like 

iterative target transformation factor analysis (ITTFA), 69 ALS and resolving factor analysis (RFA) 

overcome these limitations of non-iterative methods and just require initial estimates of 𝐶 or 𝑆 to 

arrive at the solution. 

ITTFA optimizes the concentration profile with certain constraints and then calculates the 

spectral profile from 𝐷 and 𝐶 while ALS calculates an optimized 𝐶 and 𝑆 simultaneously at each 

iteration. They are adaptive in nature and do not necessarily require the concentration region to 

follow a sequential structure. They allow for meaningful chemical and mathematical information 

to be included as constraints, which can tackle the problem of ambiguity that is often prevalent in 

the MCR solution. 70 The SMCR method can find the solution even without these additional inputs 

(which is why it is called self-modeling) but these are added by the user based on knowledge of 

the system. Iterative algorithms also have the added advantage of having the ability to deal with 

augmented matrices and extracting the solutions for each experimental run and characterization 

technique. Hence, we chose to optimize the SMCR with an iterative method instead of a non-

iterative approach.   

The ALS-based iterative optimization approach can be viewed as a block-relaxation algorithm 

applied to a least squares loss function which is non-convex. Here, the minimization subproblems 

over blocks of decision variables that are updated alternately in an iteration have convex objective 

functions. 71 The algorithm is relatively fast and computationally simple compared to other 

contemporary methods. The ease of incorporating chemical knowledge about the system (some 

known spectra of a component class that can be present in bitumen), mathematical and natural 

constraints, and the ability to merge the rank and initial estimate determination process with ALS 

optimization prompted us to proceed with this method. Details of extracting the number of 

significant contributing components, obtaining initial estimates for 𝐶 and 𝑆, the associated 

constraints and some limitations such as ambiguous solutions are provided in the next few parts of 

this section.   

The objective function to be minimized in the SMCR-ALS routine is the 2-norm (entry-wise 

matrix norm) of the residual obtained from the SMCR solution (given in equation D.5 and equation 

D.6 in Appendix D). The first task consists of minimizing the residual using a least squares 

approach to calculate 𝑆, given 𝐷 and an initial estimate of 𝐶, which is calculated by FSMW-EFA 
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(section 6.3.3.5). 72 In our work, this is achieved by using a user-defined function that is similar to 

the ‘lsqnonneg’ function in the Optimization toolbox in MATLAB. Matrix right hand division is 

used where both the known matrices are required to have the same number of columns (𝑚 in this 

case for 𝐷 and 𝐶). This function includes the application of non-negativity and unimodality 

constraints. A new estimate of 𝐶 is obtained from the calculated 𝑆 in the previous step and the data 

matrix. The residual is calculated in each iteration and the loop is stopped by assessing the 

difference between residual values in the current step and the previous step, i.e. when a near-

constant value for the residual is obtained.   

The final solutions to the concentration profiles were verified for adherence to the mass 

balance constraint. Since the concentrations were normalized, all values were between 0 and 1 and 

in no particular unit. The summations of the concentrations of the number of active components 

involved was found to be closer to 1 when optimized by the ALS-PSO method across all times for 

the models at each temperature. The exact concentration profiles and further discussion are shown 

in section 6.4.3 of this chapter.   

 

6.3.3.4 Determination of chemical rank of the system 

 

This is a process of identifying the number of active components that are participating in the 

thermal reaction and undergoing a chemical change during the time of reaction. SMCR requires 

this information prior to estimating the initial concentration and applying the constrained 

optimization algorithm. 73 However, it is always not necessary that the extracted number of 

principal factors, i.e. the chemical rank (𝑙), is equal to the number of active species in the system 

and when the former is lesser than the number of actual species, the matrix is said to be rank 

deficient. This is a common situation in real data that consists of redundant, overlapping spectra 

along with noisy backgrounds. 74 In the case of bitumen, the composition is quite complex and the 

number of components constituting bitumen and further taking part in thermal reaction is very 

difficult to determine. Thus, the challenge is to identify the number of species responsible for the 

observed spectral and concentration change and separate them from the inert ones.   

Malinowski 75 has comprehensively reviewed a number of empirical and statistical methods 

for the prediction of rank in cases where no assumptions regarding noise as well as situations where 

full information regarding experimental error was available. The empirical indicator functions 
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could also be combined with a non-iterative partial least squares (NIPALS) that is sometimes used 

for PCA where the loading vector is normalized, 76 but the true dimension of the factor space needs 

to be determined irrespective of the knowledge or presence of error of any type, which can be 

achieved by looking into the theory of error developed by Malinowski. 41  

In terms of eigenvalues that are used to reproduce the data matrix, primary eigenvalues 

correspond to the principal factors while secondary eigenvalues consist of the extracted error in 

the data and should not be included in the MCR model. Most empirical functions that assist in 

determining the dimension of the factor space are based on real error (RE), which is representative 

of the experimental error in the system. The RE is also the residual standard deviation (RSD) that 

is calculated as the difference between the original data and the PCA-decomposed or singular value 

decomposition (SVD)-decomposed matrix using 𝑙 components (equation 6.3). 40 One such 

empirical function, called the indicator function (IND), was shown to exhibit a minimum when the 

appropriate number of factors were able to best reproduce the original matrix (equation 6.4). 

However, in the case of excessive error, a second minimum could be produced on the addition of 

further data points even though the assumption that the error was random and homoscedastic was 

valid.   

Another error function called the imbedded error (IE) quantifies the amount of error remaining 

after factor decomposition of the spectral data which cannot be eradicated (equation 6.5). 

However, it was found from real datasets that the IND function was more sensitive to the inclusion 

of secondary eigenvalues that increased the error than the IE. 40 On the other hand, both IE and 

IND both increase continuously when the original data matrix is not factorizable and consists of 

random numbers. Elbergali 40 reported that for simulated data sets, both IE and IND reached a 

minimum value since the error was uniform for the entire dataset. The problem was with real-time 

experimental data such as fluorescence and HPLC runs, where finding the point of change in slope 

for the functions became difficult due to multiple data points showing similar values. The second 

derivative (SD) of the IND function was shown to display a maximum at the optimum point and 

have better sensitivity than IND and IE functions themselves (equation 6.6). Apart from these, the 

ratio of derivatives (ROD) criterion was discovered to be the best indicator for the rank 

determination (equation 6.7). At the point where the last primary eigenvalue is added, the ROD 

would show a maximum and combined with the minimum in the IND function, was suggested in 

the literature to be the best indicator among all the above ones mentioned. 77  
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In our work, after the splitting of the data sets temperature-wise, SVD was applied to 

decompose each data matrix (𝐷) to obtain the diagonal matrix of singular values (𝑆) and the two 

unitary matrices (𝑈 and 𝑉). The residual was calculated by subtracting the product of 𝑈, 𝑆 and 𝑉𝑇 

from 𝐷 (equation 6.2), followed by its standard deviation considering the residual matrix as a 

single column vector of elements (equation 6.3). This procedure was also conducted on the 

augmented multiset structure consisting of all temperatures as well. The IND and ROD were 

calculated for each iteration up to the number of samples (rows) in 𝐷 as per the following 

equations:  

 

                                                   𝑅(𝑙) = 𝐷 − 𝑈𝑆𝑉𝑇(𝑙)                                                 Equation 6.2 

 

                                               𝑅𝐸(𝑙) = 𝑅𝑆𝐷(𝑙) = √
∑ 𝑅𝑗

2𝑛
𝑗=𝑙+1

𝑚𝑛−1
                                       Equation 6.3 

 

                                                        𝐼𝑁𝐷(𝑙) =
𝑅𝐸

(𝑛−𝑙)2                                                    Equation 6.4 

                                                                                                       

                                                             𝐼𝐸(𝑙) = √
𝑙

𝑛
𝑅𝐸(𝑙)                                                   Equation 6.5 

 

                   𝑆𝐷(𝑙) = log[𝐼𝑁𝐷(𝑙)] − 2 log[𝐼𝑁𝐷(𝑙 − 1)] + log [𝐼𝑁𝐷(𝑙 − 2)]             Equation 6.6 

 

                                             𝑅𝑂𝐷(𝑙) =
𝐼𝑁𝐷(𝑙−2)−𝐼𝑁𝐷(𝑙−1)

𝐼𝑁𝐷(𝑙−1)−𝐼𝑁𝐷(𝑙)
                                            Equation 6.7 

 

The ROD and IND were checked for maximum and minimum respectively to determine the 

number of active components for the local and global models. Once the number of factors was 

chosen, the error remaining after the reproducing the original matrix from the decomposed data 

was calculated and reported. As a separate test case, the number of components was chosen as one 

higher than the SVD-determined value and solution profiles are compared with the optimum case 

to check whether there was any improvement in in terms of explained variance (𝑅2) and lack of 

fit (LOF). All these results are provided in section 6.4.3.   
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6.3.3.5 Obtaining the initial estimates 

 

Once the number of components to be included in the SMCR model is determined, a key step 

is to provide the optimization process with an initial guess of the concentration or spectral profile. 

It is preferred that the initial estimates also satisfy the constraints applied in the optimization 

algorithm rather than arbitrary profiles. 64 Since the system investigated in this work has a sequence 

in an ordered variable (reaction time), i.e. experimental data is available at continuously increasing 

times at each temperature (Table 6.1), EFA was thought to be quite suitable for initial profile 

estimation. However, methods like simple-to-use self-modeling analysis (SIMPLISMA), 78 key 

set factor analysis (KSFA) 79 and OPA can handle unstructured data as well.   

Forward/backward EFA works by applying PCA to find the eigenvalues (EVs) of sub-

matrices of increasing size row-wise from the main data matrix. The difficulty here is to 

differentiate the EVs belonging to the noise from those indicating the presence of an actual 

component. FSMW-EFA was suggested to be an improvement over forward/backward EFA by 

Keller and Massart 42 as the noise EVs are also constant due to the fixed size of each window on 

which SVD is applied. Tefera et al. 29 used forward/backward EFA for the analysis of Cold Lake 

bitumen. In our work, a moving window of fixed size 3 was selected for carrying out FSMW-EFA 

for all temperatures except at 300 ºC where a window-size of 2 was used. This was because only 

3 spectra were obtained at that temperature due to minimal gas production and miniscule changes 

in macroscopic properties like viscosity over long reaction times of up to 18 hours. It should also 

be noted that the higher the size of the moving window, the more robust the method becomes. The 

other advantage of FSMW-EFA is that it consumes lesser time as it needs to be carried out in only 

one direction. In addition, the concentration direction had a lower overlap in the component 

profiles than the spectral direction for thermally converted samples in our study. Therefore, it was 

logical to estimate the initial concentration profiles rather than the spectral profile.   

Shinzawa et al. 80 compared the use of PSO against the use of EFA to obtain the initial estimate 

of concentration profiles in their work on application of SMCR on near-infrared (NIR) spectra of 

a mixture of oleic acid and ethanol. They showed that PSO performed better than EFA and yielded 

smaller residuals for the final solution. In our work, a hybrid PSO technique was introduced in an 

attempt to improve the profiles obtained by ALS, still using EFA for obtaining the initial estimates. 

The theory behind PSO and the procedure followed in our work is detailed in section 6.3.3.8.  
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6.3.3.6 Limitations: Ambiguities 

 

The uniqueness of solutions from SMCR-ALS method is crucial for its reliability. However, 

the MCR solution potentially suffers from 3 types of ambiguity: intensity, permutation and 

rotational. 81 All ambiguities revolve around the fact that different combinations of 𝐶 and 𝑆 can 

produce the same parent data matrix 𝐷. Profiles having the same line shape and structure but 

different relative intensities/scales indicate the presence of intensity ambiguity. This is illustrated 

in equation D.3 in Appendix D. If concentration is optimized first in the ALS scheme, it is 

normalized before every iteration to help reduce intensity ambiguity. Permutation ambiguity 

implies that the order of the components can vary within the concentration and spectral profiles, 

while still yielding the same parent matrix. This does not affect the solution as much as intensity 

or rotational ambiguity in terms of further chemical interpretation.  

The most commonly present ambiguity in SMCR results is rotational ambiguity, which is 

specified in equation D.4 in Appendix D. A combination of different line shapes of the component 

spectra and concentration can reproduce the original data matrix and affect the uniqueness of the 

solution. One way to deal with this is by appending subsets to 𝐷 in a row-wise or column-wise 

manner, which would decrease the possibility of the number of solution profiles obeying the same 

constraints and reproducing the parent matrix as well. 82  

Since ambiguity is component-specific, it is only required that the profiles related to the active 

species are unambiguous, even if ambiguity exists in the rest of the profiles. Juan et al. 64 

recommended to test the presence of ambiguity by calculating the extent and the location of the 

ambiguity. They suggested the calculation of two parameters that give the range of an objective 

function for each contributing component given by:  

                                                         𝑓𝑖,𝑚𝑖𝑛 = 𝑚𝑖𝑛
||𝑐𝑖𝑠𝑖

𝑇||

||𝐶𝑆𝑇||
                                               Equation 6.8 

                                                         𝑓𝑖,𝑚𝑎𝑥 = 𝑚𝑎𝑥
||𝑐𝑖𝑠𝑖

𝑇||

||𝐶𝑆𝑇||
                                              Equation 6.9 

 

The lower the value of 𝑓𝑖,𝑚𝑎𝑥 − 𝑓𝑖,𝑚𝑖𝑛, the lower the extent of ambiguity, implying the 

closeness to the uniqueness of the solution. To identify the location of ambiguity, dyads of profiles 
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can be plotted corresponding to 𝑓𝑖,𝑚𝑖𝑛 , 𝑓𝑖,𝑚𝑎𝑥  for each component and check for deviations. 

However, this kind of testing was out of scope for our work.  

 

6.3.3.7 Implementation of constraints 

 

The strength of multivariate curve resolution is the ability to incorporate chemically 

meaningful constraints that compensate for the limited prior knowledge of the system. Their other 

function is to suppress ambiguities that arise in the solutions. 83 Constraints can be naturally part 

of the system like non-negativity (applicable to both concentration and spectra), closure (mass 

balance), unimodality (concentration specific) and equality (where some columns of the solution 

are forced to follow known spectra). Mathematical constraints include local rank that specifies 

where some components are absent and selectivity that indicates where one particular component 

is present in the time space. In the case of column-wise augmented matrices, correspondence of 

species and model constraints that facilitate trilinear or multilinear data for components whose 

spectral shapes do not change much across components can be used as constraints. 84 

Lastly, just like a known spectrum constrains a column of the solution, a physicochemical 

model with user-input parameters can be integrated with concentration regions. To predict 

concentrations of unknown analytes, a model relationship can be obtained between the SMCR-

derived concentrations and those in calibration samples. This is implemented using the correlation 

constraint. 85 In our work, a local rank constraint was used during the initial estimate determination, 

while non-negativity and closure were employed in the ALS and PSO optimization routine. The 

case of known spectra was not employed in our work because the objective was to propose a 

reaction mechanism without much input of chemical knowledge of the system into the curve 

resolution algorithm.  

 

6.3.3.8 PSO and its use as a hybrid technique in this study 

 

ALS is not always robust in avoiding local minima that leads to insufficiency in the 

performance of the curve resolution process. As highlighted in the introduction (section 6.1), 

multiple local estimates or the use of Monte Carlo methods can serve as ways to tackle this 

problem. It was noticed by Tefera et al. 29 that some resolved spectra were uninterpretable and 
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showed only noisy peaks when ALS was used to resolve the spectra of Cold Lake samples. PSO, 

which is a nature-inspired technique, was recommended as an alternative and is employed in this 

study as a hybrid technique. Since they are as effective locally in the quest for neighborhood 

solutions, they are used in combination with a constrained optimization solver for searching for 

solutions in the local neighborhood, namely ‘fmincon’ in the Optimization toolbox. 86,87 In this 

study, the merger of PSO and the local optimizer is embedded inside the ALS loop to further 

improve the ALS-produced concentration profiles with the same initial estimates as obtained by 

EFA (section 6.3.3.5).   

In PSO, particles (which are the candidate solutions) are deployed in a bound search space to 

look for the best value of a user-defined objective function. 88 The particles are identified with two 

important parameters, namely their position and their velocity. For a 𝐷-dimensional space, the 

position of the 𝑖𝑡ℎ particle is given by 𝑥𝑖 = (𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝐷) and its velocity in different 

dimensions is represented by 𝑣𝑖 = (𝑣𝑖1, 𝑣𝑖2, … , 𝑣𝑖𝐷). While performing the search, the value of 

the objective function is calculated wherever the particles move and compared with the previous 

values. If the current value is the least or maximum (according to the nature of the objective 

function) among all previous values in the path of that particle, then it is the personal best position 

of that particle (𝑝𝑖 =  (𝑝𝑖1, 𝑝𝑖2 , … , 𝑝𝑖𝐷)). Similarly, a global best position (𝑝𝑔 =

 (𝑝𝑔1, 𝑝𝑔2, … , 𝑝𝑔𝐷)) is also calculated based on the comparison with the fitness values of all 

particles. These parameters are used to update the velocity and position of the particles through 

the following equations:   

  

                            𝑣𝑖𝑑
𝑛𝑒𝑤 = 𝑤. 𝑣𝑖𝑑

𝑜𝑙𝑑 + 𝑐1𝑟1(𝑝𝑖𝑑 − 𝑥𝑖𝑑
𝑜𝑙𝑑) + 𝑐2𝑟2(𝑝𝑔𝑑 − 𝑥𝑖𝑑

𝑜𝑙𝑑)               Equation 6.10 

 

                                                      𝑥𝑖𝑑
𝑛𝑒𝑤 = 𝑥𝑖𝑑

𝑜𝑙𝑑 + µ. 𝑣𝑖𝑑
𝑛𝑒𝑤                                           Equation 6.11  

 

where 𝑣𝑖𝑑
𝑛𝑒𝑤  and 𝑣𝑖𝑑

𝑜𝑙𝑑 are the updated and current velocity of the particle, 𝑥𝑖𝑑
𝑛𝑒𝑤 and 𝑥𝑖𝑑

𝑜𝑙𝑑 are 

the updated and current position of the particle in the search space, 𝑤 is the inertia weight 

parameter, 𝑐1 and 𝑐2 are correction or learning factors also referred to as cognitive and scaling 

factors respectively, 𝑟1 and 𝑟2 are random numbers obtained from a uniform distribution and vary 

between 0 and 1, and µ is a time parameter that is used to update the position using the amended 

velocity.  
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The parameters in equation 6.10 and equation 6.11 are usually chosen from experience but 

Bansal et al. 89 reviewed the different strategies for choosing the inertia weight parameter and 

tested the performance of PSO in various scenarios. The first PSO model developed by Kennedy 

& Eberhart 90 did not include 𝑤 to update the particle velocity and instead, the velocity was capped 

at a maximum value. As an improvement, inertia weight parameter was introduced later to have a 

trade-off between model exploration and the error, similar to the function of a regularization 

parameter in SVM. 91,92 In this work, we employ a constant 𝑤 set to 1 since this strategy was shown 

to produce minimum error, albeit with a large convergence time. Most of the other strategies for 

the choice of 𝑤 depend on the global and local positions of the particles and some common types 

are summarized in Table D.1 in Appendix D.   

A value close to 1 for 𝑤 allows for a global search but as 𝑤 decreases towards 0, local search 

predominates. In this work, the MATLAB function ‘particleswarm’ belonging to the Global 

Optimization toolbox was used to perform PSO. The 2-norm of the residual calculated using the 

original data matrix, ALS-obtained spectra and PSO-obtained concentration is used as the fitness 

function. A three-dimensional search space with a swarm size of 150 was utilized within lower 

and upper bounds of 0 and 1, respectively, since the concentration was already normalized. The 

parameters of swarm size were given by the function ‘optimoptions’ and combined further with a 

constrained nonlinear optimizer, ‘fmincon’, both of which belong to the Optimization toolbox. The 

role of ‘fmincon’ is to find a better local solution after the PSO terminates. ‘fmincon’ employs an 

interior point algorithm by default, and is a large-scale algorithm that solves a quadratic 

optimization problem without generating or storing any matrices. Further details of other 

algorithms used to solve nonlinear constrained optimization problems are given in section D.2 in 

Appendix D. The default number of iterations for the PSO used is 600.   

 

6.3.3.9 Process flow followed in SMCR-ALS-PSO method 

 

Figure 6.3 provides the work flow followed in this work regarding the SMCR methods applied 

on the FTIR spectra of the liquid products from thermal conversion of Athabasca bitumen. The 

reasoning for the use of the different steps employed is already highlighted in previous sections 

during the description of each method.  
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Figure 6.3. Sequence of steps followed in this work for chemometric analysis of the FTIR spectra 

through curve resolution.   

 

6.3.4 Bayesian networks 

 

Generating causal structures from experimental data in the framework of pairwise conditional 

independence tests between the process variables, 93 or causal Bayesian networks constructed on 

a Markov assumption, have gained application in diverse fields. 94 Obtaining quantitative 

structure-property relationships involves translating the information from chemometric models 

into knowledge of real chemistry using databases or expert systems. 95 These systems map 
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properties deduced from the algorithms to predict building blocks such as candidate molecular 

structures. 

The current state-of-the-art methods for representation of reaction networks largely rely on 

encoding prior knowledge and the use of databases. Methods like the rule input network generator 

(RING) algorithm make it possible to manually encode reaction rules that generate reaction 

networks among reactants and products. 96 On the other hand, high throughput reaction prediction 

(HTRP) uses link predictions for binary reactions in multi-modal graphs whose feasibility is 

evaluated using filters implemented using the Tanimoto similarity score of fingerprints at each 

reaction node. 96 Hence there is an imperative need to develop data-driven causal methods to 

generate hypotheses on reaction networks of complex chemical processes, in the absence of prior 

knowledge of the process composition or physicochemical/kinetic models so as to develop an 

understanding of molecular level mechanisms.   

Bayesian networks are a mathematically coherent framework for encoding causal relations as 

probabilistic graphical models in complex systems. They are known to be fairly robust in handling 

missing data, allowing for combining data with domain knowledge, protecting against overfitting 

and suitable for a high dimensional space with fewer samples. 97,98 Bayesian networks consist of 

nodes of random variables with directed acyclic links among them in accordance with the 

conditional Markov assumption. 99 Values of the random variables are described as probability 

distributions.   

 

6.3.4.1 Bayesian hierarchical clustering 

 

Keeping in mind the above discussion, most analysis tools used for building causal maps from 

experimental data are based on clustering algorithms, where groups of entities that have similar 

expression patterns over a set of experiments are grouped together. 30,98 In this work, a model-

based clustering algorithm (BHC) was used to group wavenumbers that have similar absorbances 

over a set of collected spectral measurements. The Bayesian approach to clustering is based on 

marginal posterior probability rather than a distance measure to identify similarity in the data. 48,100 

The random variables which comprise groups of similar wavenumbers are assumed to follow a 

multinomial distribution with a Dirichlet conjugate prior, as is typically the case with experimental 

data that could be noisy or incomplete. 97 All wavenumbers are denoted as data points and grouped 
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into 𝐾 cluster nodes, each of sizes 𝑇1 , 𝑇2, … , 𝑇𝐾  such that 𝐷𝑖 points (where 𝐷 = {𝑋1, 𝑋2, … , 𝑋𝑁} 

comprising multinominal data of all the random variables 𝑋𝑖 that follow a distribution) belong to 

node 𝑇𝑖 wherein the total number of data points is given by ∑ 𝑇𝑖
𝐾
𝑖=1 . 101 𝑁 represents the number 

of data points before clustering.  

Initially, the clustering begins with as many nodes as the number of data points. The number 

of data points corresponds to the number of spectral channels, which was reduced to remove noisy 

regions from the raw spectra. In SMCR, the region from 650 – 600 cm-1 was not considered (as 

described in section 6.3.1); that gives a total of 1738 spectral channels, which was further reduced 

to 1550 wavenumbers for the Bayesian methods. This was done by first implementing PCA on the 

entire FTIR spectral dataset to obtain the scores (35 × 1764), loadings (1764 × 1764) and the 

eigenvalues corresponding to each principal component (1764 × 1). A score called the importance 

index that is the sum of the product of the loadings and the normalized eigenvalue of a principal 

component (PC) is calculated for each wavenumber. Next, the wavenumbers were arranged in 

descending order of the importance index and Bayesian networks were obtained from 5 clusters 

considering the first 1700, 1650, 1600, 1550 and 1500 wavenumbers (a trial and error approach) 

to check whether at least two of the algorithms for Bayesian learning (hill climbing, Tabu search 

and max-min hill climbing – detailed in section 6.3.4.2) produced the same network. It was 

interesting to note that when the first 1550 wavenumbers (according to descending order of 

importance index) were used, hill climbing and Tabu search produced the same network while 

maximum-minimum hill climbing gave a network that differed in the connection of one particular 

group with the rest but also made chemical sense. No two algorithms produced the same network 

when the first 1700, 1650, 1600 wavenumbers were used. Thus, BHC was carried out considering 

these 1550 wavenumbers for all the 35 samples in this work. A plot of the importance index of the 

wavenumbers is shown in Figure D.5 of Appendix D.  

The pairwise merge of nodes 𝑇𝑖  +  𝑇𝑗 → 𝑇𝑘 is based on whether data points in the nodes 

maximize the posterior probability (ϒ𝑘) as given in equation 6.14 below: 

 

Hypothesis 1 (𝐻1): Data in nodes is generated from the same mixture component 

 

Hypothesis 2 (𝐻2): Data in nodes is generated from distinct mixture components 
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The maximum likelihood estimates (MLEs) of the above hypotheses are evaluated as: 

 

                                               𝑀𝐿𝐸 (𝐻1): 𝑃(𝐷𝑘|𝐻1) = ∑ 𝑃(𝐷𝑘|𝜃)𝑃(𝜃|𝛽)𝜃                Equation 6.12 

 

                                                𝑀𝐿𝐸 (𝐻2): 𝑃(𝐷𝑘|𝐻2) =  𝑃(𝐷𝑖|𝑇𝑖) 𝑃(𝐷𝑗|𝑇𝑗)               Equation 6.13 

                                           𝛾𝑘 =
𝑃(𝐻1) 𝑃(𝐷𝑘|𝐻1)

𝑃(𝐻1) 𝑃(𝐷𝑘|𝐻1)+(1−𝑃(𝐻1))𝑃(𝐻1) 𝑃(𝐷𝑘 |𝐻2)
                    Equation 6.14 

 

The random variables are assumed to have the following distribution: 𝑃(𝑋𝑖 = 𝑥𝑖 | 𝜃) = 𝜃𝑖, 

where 𝑖 =  1,2, … , 𝑁 with 𝑁 being the number of pre-defined clusters. Equation 14 is used to 

construct the likelihood function 𝑃(𝐷𝑘|𝜃) as a product of the probabilities of the mutually 

independent random variables that represent the data. Here the parameters are 𝜃 = {𝜃1, 𝜃2, … . , 𝜃𝑁} 

where 𝜃1 = 1 − 𝛴𝜃𝑖  and these in turn correspond to the physical probabilities of the random 

variables that have a Dirichlet distribution as given below: 102 

                                   𝑃(𝜃|𝛽) = 𝐷𝑖𝑟(𝜃|𝛽1, 𝛽2, … , 𝛽𝑁) =
Г(∑ 𝛽𝐼

𝑁
𝑖=1 )

∏ Г(𝛽𝑖)𝑁
𝑖=1

 ∏ 𝜃𝑖
𝛽𝑖−1𝑁

𝑖=1        Equation 6.15 

 

Here, the vector of 𝛽𝑖, is the non-negative vector of scaling coefficients representing the 

hyperparameters of the distribution. 

It is important to note that Bayes’ theorem that states that the posterior probability depends 

on the product of the prior and the likelihood. The Bayes theorem is defined as:  

 

                                                                 𝑃(𝜃|𝐷) =
𝑃(𝜃)𝑃(𝐷|𝜃)

𝑃(𝐷)
                                   Equation 6.16 

 

In order to evaluate whether a cluster merge is successful or not, the Bayes’ theorem is used 

in conjunction with the prior distribution to evaluate the maximum a-posteriori probability. Tefera 

et al. 30 used 5 clusters to represent the different groups in Cold Lake bitumen to investigate the 

causal relationships between them. They based this value considering that the major products of 

thermal cracking could be classified into five groups of compound classes namely, alkanes, 

alkenes, naphthenes, aromatics and polyaromatic hydrocarbons (PAH) that may include 

heteroatoms as well. Sivaramakrishnan et al. 103 applied LS-SVM regression to predict the 
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concentration of products from propylene oligomerization conducted at 150 ºC in a flow reactor. 

They used distance-based hierarchical clustering analysis (HCA) on the FTIR spectra of the 

products to classify carbon numbers of C1-C10 into groups of 4 and 6 that represented a mixture of 

compound classes. Though each cluster could not be related to a single type of compound, they 

were able to capture the reaction chemistry quite well. In HCA, the dendrogram showing the 

agglomerative path for all data points plots the distance value against the data point number. In 

BHC, the maximum a-posteriori for each merge is used instead of a distance value. In our work, 

the dendrogram was cut off at a value of approximately 100,000 for making 5 clusters while the 

maximum height considering the whole data in one cluster was ~250,000. It should be mentioned 

that the dendrogram was quite complex and difficult to analyze due to the large number of 

variables.  

 

6.3.4.2 Bayesian structure learning 

 

Once the wavenumbers were clustered into respective groups, the next step involved 

employing algorithms to extract a structure or cause-effect relationship among the nodes (random 

variables). This encodes a probabilistic causal map between clusters of similar wavenumbers that 

represent a class of pseudo-components and their chemical interactions during the partial 

upgrading process. It can be seen as a method to facilitate the generation of reaction hypotheses. 

Working with Bayesian networks is a two-step process as follows: 

a. Learning the structure of the network that encodes the conditional independence of the 

random variables represented by the nodes using either score-based, constraint-based or 

Bayesian model averaging-based methods. The joint factorization of the directed acyclic 

graph (DAG) that represents the derived causal relationships between the different groups 

can be expressed as: 

 

                                        𝑃(𝑋1 , 𝑋2 , . . . 𝑋𝐾) = ∏ 𝑃(𝑋𝑖| 𝑃𝑎𝑋𝑖
)𝐾

𝑖=1                                 Equation 6.17 

 

     where 𝑋𝑖 indicate random variables represented by the nodes, 𝑃𝑎𝑋𝑖
 are the parents of the 

random variable at a node and 𝐾 is the number of pre-defined clusters (5 in our case). 
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b. Estimation of the parameters of the joint factorization of the conditional probability 

distribution model of the Bayesian networks from the data using an expectation-

maximization (EM) algorithm 104 by iteratively calculating the maximum likelihood 

estimate (MLE) for each of the parameters.  

 

As mentioned above, there are 3 approaches to learn the structure among the nodes: (i) 

constraint-based, which relies on pairwise conditional independence tests between the random 

variables and is typically unreliable in high dimensional variable space; 105,106 (ii) score-based, in 

which a scoring function is used that evaluates how well a structure represents the data. Bayesian 

networks with 𝑁 nodes have 2𝑂(𝑛2) possible structures, which makes it intractable to score all of 

them in order to choose the best one. Hence, we rely on greedy search methods to find the best 

possible structure from the data; 105 (iii) Bayesian model averaging-based, which uses an ensemble 

of possible structures from both the constraint-based and score-based techniques and then averages 

out the prediction of the ensemble, instead of just relying on one best structure. 105  

Constraint-based methods are sensitive to violation by even one data point and fit poorly in 

the presence of noise. 107 Moreover, a score-based method can handle data with lesser number of 

observations than the variables, thus making it the preferred choice for structure learning in this 

work. The Bayesian information criterion (BIC), which is the posterior probability of a structure 

given the data, is a frequently used metric employed in this work. It is penalized by the dimension 

of the structure to favor sparser networks. 98,108 The BIC is written in terms of the log likelihood 

(LL) of the data given the structure (𝐺), which in turn can be expressed in terms of the mutual 

information (𝐼) and entropy (𝐻) pursuant to the connections among the nodes: 

 

                                              𝐵𝐼𝐶(𝐺, 𝑋) = 𝐿𝐿(𝐺, 𝑋) −
𝑙𝑜𝑔 𝑚

2
 𝐷𝑖𝑚(𝐺)                       Equation 6.18 

 

                                           𝐿𝐿(𝐺, 𝑋) = 𝑚 ∑ 𝐼(𝑋𝑖;  𝑃𝑎𝑋𝑖
)𝑖 − 𝑚 ∑ 𝐻(𝑋𝑖)𝑖                    Equation 6.19 

 

                                    𝐼(𝑋𝑖;  𝑃𝑎𝑋𝑖
) = ∑ ∑ 𝑃(𝑋𝑖 , 𝑃𝑎𝑋𝑖

) 𝑙𝑜𝑔 
𝑃(𝑋𝑖,𝑃𝑎𝑋𝑖

)

𝑃(𝑋𝑖)𝑃(𝑃𝑎𝑋𝑖
)𝑃𝑎𝑋𝑖

𝑋𝑖
           Equation 6.20 

 

                                                   𝐻(𝑋𝑖) = − ∑ 𝑃(𝑋𝑖) 𝑙𝑜𝑔 (𝑃(𝑋𝑖))𝑋𝑖
                          Equation 6.21 
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In equation 6.18 and equation 6.19, 𝐺 indicates a certain graph structure of connections 

between a node (random variable) and its parents (𝑃𝑎). ‘𝑚’ is the number of samples in the data 

(in our work, it is the number of reduced wavenumbers which is 1550) and 𝐷𝑖𝑚(𝐺) implies the 

dimension of the graph structure in terms of the number of edges among the nodes.  

As highlighted in the introduction, the algorithms which are typically used to find suitable 

structural connections to maximize the BIC include hill climbing, Tabu search, and MMHC. Hill 

climbing involves making locally optimum search iterations with random restarts while Tabu 

search is similar except that penalties are enforced when certain searches are repeated. MMHC is 

a hybrid algorithm that is an amalgam of both constraint-based and score-based methods. Since 

there is no guarantee that any one of these algorithms by themselves could reveal a structure that 

maximizes the BIC over an intractable search space of a large number of structures, Bayesian 

networks are constructed using all the algorithms separately. The belief in a structure to be the best 

is reinforced when more than one of these algorithms return an identical result. However, there is 

a chemical component attached to the extracted structure from a Bayesian network. In other words, 

even if all 3 networks do not match, or two match and the third one differs slightly, the one that 

makes most chemical sense (based on expert knowledge) would be preferred to infer the reaction 

network. In this work, the hill climbing with random restarts and Tabu search yielded the same 

network while MMHC produced a different structure. The chemical interpretation is given in 

section 6.4.3 and 6.4.6.  

The statistical software R (version 3.4.3) was used to execute both the BHC and the structure 

learning techniques in this study. PCA is used before the BHC algorithm to order the wavenumbers 

in decreasing order of their contribution to total variance (𝑅2) to remove the ones that contribute 

the least. For the Bayesian learning approach, the collective intensity of a particular group was 

calculated as the square root of the sum of squared intensities corresponding to the wavenumbers 

in that group.  

 

6.3.5 Performance indices for SMCR models 

 

Two measures of performance based on residuals are used to evaluate the performance of 

SMCR in two places: (i) choosing the number of components (section 6.4.1) and (ii) final 
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resolution of 𝐶 and 𝑆 profiles (section 6.4.3) in this work. These are the lack of fit (LOF) and total 

explained variance (𝑅2), both expressed as a percentage. LOF is calculated by dividing the sum of 

squared error (SSE) by the total sum of squares (SSM) and taking the square root of the resulting 

value as given in equation 6.24. In other words, LOF is a measure of the unexplained variance in 

the respective model. The 𝑅2 is calculated by subtracting the result of division of SSE and SSM 

from 1 as given in equation 6.25. Similar statistical indicators were also used in Chapter 3 and 

Chapter 4 to evaluate performance of various regression models employed. 

 

                                                                       𝑆𝑆𝐸 =  ∑ 𝑟𝑖
2                                          Equation 6.22 

 

                                                                        𝑆𝑆𝑀 =  ∑ 𝐷𝑖
2                                       Equation 6.23 

                                                                 𝐿𝑂𝐹 = 100 ∗ √
𝑆𝑆𝐸

𝑆𝑆𝑀
                                    Equation 6.24 

                                                                 𝑅2 = 100 (1 − (
𝑆𝑆𝐸

𝑆𝑆𝑀
))                              Equation 6.25 

where 𝑟𝑖 is each element of the residual matrix calculated by subtracting the factor-reproduced 

matrix from the original data matrix, 𝐷.  

 

6.4 Results and Discussion 

 

For the purpose of complete comprehension of the results in this work, it was considered 

useful to accompany the discussion alongside the results. The results of SMCR adopting both the 

ALS and the ALS-PSO-‘fmincon’ algorithms along with certain quantitative spectra-derived 

parameters to help with the chemical interpretation for the local models are given in the first four 

parts of this section. The allocated wavenumbers to the respective BHC clusters along with their 

possible chemical association are discussed in the fifth part of this section. Following this, the 

three Bayesian network structures learned using the clustered data and the postulation of plausible 

reaction pathways for the thermal conversion process of Athabasca bitumen over the temperature 

range of 300 – 420 ºC is presented. Finally, the results from a global SMCR model on the FTIR 

data at all temperatures considered together using ALS-optimization is given and the possible 

implications to partial upgrading of bitumen are discussed.   
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6.4.1 Rank of each sub-matrix 

 

Out of the unknown number of chemical constituents present in bitumen, it was essential to 

identify a fewer number of components that were representative of the changes undergone by 

bitumen during thermal conversion. This assisted in building the SMCR model as well as 

subsequent chemical analysis. As elaborated in section 6.3.3.4, ROD and SD were the indicators 

used for this purpose. Figure 6.4 depicts the ROD, SD and the residual after performing SVD with 

the optimum number of components on the data obtained at 400 ºC. The plot of cumulative 

contribution of each component to the overall variance is also shown. These plots at other 

temperatures are provided in section D.4 in Appendix D.  

The x-axes in Figure 6.4a, Figure 6.4b and Figure 6.4c have 17 components/eigenvalues 

emerging from 16 experimentally obtained datapoints plus one for the feed. It can be seen that 

ROD has a maximum value of 19.99 when 3 components are used. This is consistent with the 

maximum for the second derivative of the IND function as shown in Figure 4b. Further support 

for a 3-component SMCR model comes from the residual calculated by subtracting the original 

data matrix from the SVD-reproduced data with 3 components in consideration. The maximum 

positive value of the residual is ~0.01 and the maximum negative value is -0.013. Figure D.6a and 

Figure D.6b in Appendix D give the residual plots after conducting SVD with 2 and 4 components, 

respectively, for the 400 ºC dataset. It can be seen that the residuals calculated using 2 components 

were higher than those using 3 components, but the residual spectra when a higher than optimal 

number of components were considered had lower values (Figure D.6b). This could be because 

the total variance explained (𝑅2) by 4 components (99.77 %) was higher than that explained by 3 

components (99.60 %) as depicted in the eigenvalue plot in Figure 6.4d. The LOF (defined in 

section 6.3.5), also decreased from 9.57 to 4.78 when 2 to 4 components were employed for the 

400 ºC dataset. However, the LOF was 6.37 when the optimal number of components were 

employed. Values for the LOF and 𝑅2 for other datasets are given in Table D.2 in Appendix D.  
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                    (a)                                                                 (b)  

 

 

 

 

 

 

 

 

                        (c)                                                              (d)  

Figure 6.4. Plots for: (a) ROD with respect to each component; (b) SD with respect to each 

component; (c) Residual after performing SVD considering 3 components on the FTIR data set for 

all 1738 wavenumbers; (d) Percentage contribution to the variance explained by the eigenvalues 

corresponding to each component in the system. These results correspond to data obtained at 400 

ºC.   

 

For our work, bitumen could be represented by 3 components, and from a chemistry 

perspective, they are better referred to as pseudo-components since their spectra may not 

necessarily correspond to a real component in the bitumen mixture. Figure D.7, Figure D.8, Figure 

D.9 and Figure D.10 in Appendix D show that ROD is maximum when 3 components are chosen 

for the SMCR models at other temperatures of 300 ºC, 350 ºC, 380 ºC and 420 ºC as well. In all 

cases, more than 99.5 % of the total variance is explained by 3 components, and thus 3 components 

fairly represent the original data. However, for the 300 ºC dataset, only 2 data points were available 
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from the experiment but ROD and SD displayed the highest value as compared to 1 or 2 

components. The residuals after performing SVD (Figure D.7c) dataset were 10 orders of 

magnitude lower than that for other temperatures with 3 components contributing to 99.5 % of the 

explained variance.   

It is to be noted that it would have been difficult to choose between 3, 4 or 5 components from 

the scree plot (Figure 6.4d) alone since the inclusion of more than 2 components could explain > 

99 % of the total variance. It is general practice that the number of optimal factors is chosen at the 

point where the scree plot flattens or levels out, which would be 2, 6, 5, 5 and 2 for 300 ºC, 350 

ºC, 380 ºC, 400 ºC and 420 ºC respectively. But none of these correspond to the optimal number 

as determined according to the ROD and SD indicators and choosing more than the required 

number of factors will mean the inclusion of secondary eigenvalues that represent only noise and 

will unnecessarily increase the computational time of the rest of the algorithm. On the other hand, 

utilizing a smaller than optimal dimension of the factor space leads to larger residual values, 

thereby indicating that there is scope for a more accurate reproduction of the original data matrix. 

Hence, it was decided to proceed with 3 pseudo-components for the rest of the curve resolution 

process.  

It was found that the thermal conversion of Cold Lake bitumen over the temperature range of 

150 – 300 ºC could be represented by 3 pseudo-components as well. 29 The splitting of the dataset 

was done such that the first pseudo-component is likely to represent the feed in all cases. The 

concentration of the feed was expected to decrease with time on thermal conversion but either the 

second or third component could represent the final converted products in the reaction mixture 

depending on the extracted concentration profile (section 6.4.3). Though each pseudo-component 

cannot be assigned a specific molecular structure, their spectra can provide valuable information 

about major chemical changes occurring during thermal conversion and the flow of the reaction is 

determined by the changes in concentration.   

 

6.4.2 Initial concentration estimates 

 

As detailed in section 6.3.3.5, FSMW-EFA was used to obtain the initial estimates for the 

concentration profiles at each temperature. Figure 6.5 shows the initial concentration estimates 

obtained through this method at each temperature except 300 ºC, which is shown in Figure D.11 
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in Appendix D. The profiles depict the conversion of one pseudo-component to another quite 

clearly. The concentration of the first pseudo-component (S1 – black line in Figure 6.5 and Figure 

D.11) appeared to decrease gradually at all temperatures and vanished at reaction times of 480 

min, 1170 min, 1320 min and 240 min at 420 ºC, 400 ºC, 380 ºC and 350 ºC respectively. This 

corresponds most likely to the feed since its concentration is expected to decrease with the progress 

in thermal conversion.   

The concentration of the second pseudo-component (S2) seemed to follow the path of a 

downward parabola, i.e. it rose up in the regions where the feed concentration decreased, reached 

a maximum and then declined at higher reaction times. S2 started appearing at the first instance 

where the feed concentration started to decrease, while the third pseudo-component (S3) came into 

existence at a later reaction time at all temperatures (Figure 6.5a, Figure 6.5b, Figure 6.5c, Figure 

6.5d). Since there were only 3 points at 300 ºC, S1 disappeared at the intermediate reaction time 

where only S2 existed and S3 remained at the final reaction time. The small number of points for 

300 ºC is a limitation and further interpretation of the resolved profiles for this temperature is 

provided in the next section.  

These observations suggest that S2 is an intermediate product and S3 would be the final 

product at all temperatures as indicated by the initial estimates. Any further interpretation based 

on these initial concentration profiles should be done with caution and we move on to the optimized 

spectral profiles for the results to make chemical sense. The final ALS- and PSO-‘fmincon’-

optimized concentration profiles can be verified against the initial estimates so as to get an idea of 

the accuracy of the EFA method.   
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                         (a)                                                               (b)  

 

 

 

 

 

 

 

                       (c)                                                               (d)  

Figure 6.5. Plots of initial estimates of change in concentration of the three pseudo-components 

with process flow (reaction time in min) at the following temperatures: (a) 420 ºC; (b) 400 ºC; (c) 

380 ºC; (d) 350 ºC.   

 

6.4.3 ALS-optimized 𝑪, 𝑺 profiles and spectra-derived quantitative parameters 

 

In this section, the concentration and spectral profiles of the three pseudo-components 

obtained from curve resolution using ALS optimization for each temperature are provided and the 

implications on reaction chemistry are discussed. Some of the trends are also compared with those 

obtained for thermal conversion of Cold Lake bitumen and the similarity or difference in the 

possible classes of reactions occurring are explored. 

 

6.4.3.1 Results and analysis at 300 ºC 
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Figure 6.6 shows the ALS-optimized concentration and spectral profiles for the pseudo-

components when the reaction was conducted at 300 ºC. The spectra between 3200 – 650 cm-1 are 

shown as split into 4 regions for easier visualization. The residual plot when the original matrix 

was subtracted from the product of the profiles obtained from ALS routine is shown in Figure 

D.12a of Appendix D.   

The pattern of the concentration profiles (Figure 6.6a) can be understood from the fact that 

the 300 ºC dataset consisted of only 3 data points including the feed. The initial estimates (Figure 

D.11 in Appendix D) that were not normalized, had a similar pattern and the conversion among 

the pseudo-components appeared to follow the path S1 → S2 → S3. The importance of bringing the 

concentrations to the same scale before implementing the ALS can be seen from Figure D.11. The 

concentration of S2 is much higher than the other two components and when fed as is to the ALS 

routine, can affect the results. Due to the limited amount of data, there is no information available 

on the exact concentration values between 0 – 360 min and between 360 – 1080 min but the trend 

can be seen. S1, which most likely represents the feed, does not exist at higher reaction times, 

where only S3 remains, while the intermediate product (S2) is present at intermediate times.  

Visual inspection of the resolved spectra can help in identifying certain striking features in 

line shape like band-splitting at a particular wavenumber or broadening and can also identify the 

presence or absence of absorptions characteristic to some chemical species. We considered four 

quantitative parameters defined in terms of intensity ratios from the resolved spectra to improve 

the ability for understanding crucial steps in thermal cracking at each temperature. Ratios of 

intensity rather than absolute intensities are examined so as to negate the effect of path length that 

is a source of uncertainty in the ATR attachment to the FTIR spectrometer. These parameters are 

delineated as follows:  

  

                                                    n-CH2/n-CH3 = 
𝐼2920

𝐼2950
                                                 Equation 6.26 

 

                      Overall extent of aromatic substitution (EOS) = 
(𝐼744+𝐼763+𝐼810+𝐼860)

𝐼727
     Equation 6.27 

 

                                       Degree of condensation (DOC) = 
𝐴1630−1550

𝐴3130−3050
                         Equation 6.28 
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                                      Complex oxygenate content (COC) = 
𝐼1740

𝐼1740+𝐼1605
                   Equation 6.29 

 

where 𝐼 is the intensity at the respective wavenumber shown in subscript and A is the area 

under the regions in wavenumber range specified as the subscript.  

The n-CH2/n-CH3 parameter, defined in terms of the intensity ratios of the dominant 

asymmetric stretch of methylene C-H to the stretch of terminal methyl C-H groups, serves as an 

indicator of the average aliphatic chain length in bitumen. Naphthenic rings attached to aromatics 

exist in large proportions in Athabasca bitumen and a larger value of this parameter (equation 6.26) 

can also indicate the presence of non-aromatic cyclic rings. 109 DOC was incorporated in a 

modified form from the work by Tefera et al. 29 where they had defined it as the area under the 

C=C stretch of aromatics divided by the area under the entire C-H deformation intensities from 

900 – 700 cm-1. In our work, the denominator was changed to include the area under the aromatic 

C-H stretching wavenumbers only (equation 28). This was because the chance of overlap of C-H 

bending between the alkenes and di- and tri-substituted aromatics in 900 – 700 cm-1 region was 

much more than in the 3130 – 3050 cm-1 region. 110 However, the limitation of DOC is that the 

decrease in hydrogens in the aromatic ring is not taken into account when non-aromatic 

substituents are present. Other disadvantages of DOC are discussed in section 6.4.3.4. 
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                             (a)  

 

 

 

 

 

 

 

                             (b)                                                           (c)  

 

 

 

 

 

 

 

                             (d)                                                          (e)  

Figure 6.6. Results of SMCR-ALS applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 300 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; and resolved spectra for each pseudo-component 

shown as absorbance vs. wavenumber in the ranges: (b) 3200 – 2750 cm-1; (c) 1800 – 1500 cm-1; 

(d) 1500 – 900 cm-1; (e) 900 – 650 cm-1. 
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To tackle these shortcomings, EOS was introduced in this work (equation 6.27) and was 

calculated as the ratio of intensities rather than areas (which was the case for DOC) to limit the 

possibility of overlap with alkenes. The sum of intensities corresponding to ortho, meta and para-

disubstituted aromatics (744, 763 and 810 cm-1, respectively) and tri-substituted (~860 cm-1) 

aromatics were divided by the intensity at 727 cm-1 that originated from a mono-substituted 

aromatic with 5 adjacent hydrogens. In effect, EOS considers the number of adjacent hydrogens 

in an aromatic compound and could account for both condensed aromatics as well as the presence 

of acyclic and non-aromatic substituents and was considered in combination with DOC for 

interpretation of the resolved spectra in this work.   

COC focused on the C=O stretching frequencies for the ester and anhydride-type carbonyl 

compounds (1740 cm-1) and their change during thermal conversion was examined by calculating 

this parameter for each pseudo-component (equation 6.29). However, this must be interpreted with 

caution as the exact process of conversion of complex oxygenates to acids, alcohols and further 

decarboxylation from the acids to yield CO2 was complicated and still unclear. 111 Also, since 

phenolic compounds are more prevalent than aliphatic alcohols in bitumen, it is possible that the 

anhydride content is more than the ester content. 112 This could be because the interaction of 

carboxylic acids with themselves leading to anhydrides would be more probable than phenols 

interacting with carboxylic acids yielding esters.  

The change in the above-mentioned quantitative parameters across S1, S2 and S3 is 

summarized in Table 6.2.   

 

Table 6.2. Change in the ALS-resolved spectra-derived quantitative parameters with pseudo-

component number at 300 ºC. 

 

Pseudo-component 1 2 3 

n-CH2/n-CH3 1.78 1.79 1.82 

Overall EOS 3.15 3.26 2.90 

DOC (C=C stretch/C-H 

stretch wavenumber) 
2.77 2.43 2.81 

COC value 0.77 0.91 0.00 
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It can be seen from Table 6.2 that thermal conversion did not alter the ratio of methylene 

groups to terminal methyl group intensity by much. S1 and S2 had a near-constant value of 1.78 

and it mildly increased to 1.82 for S3, which was quite intriguing. This suggests that there was 

neither a major change in the length of alkyl side chains attached to cyclic moieties nor there was 

much formation of additional cycloalkanes due to thermal cracking at 300 ºC. This also reflects 

the minimal change in the spectral intensities and line shapes at 2850 cm-1, 2920 cm-1, 2950 cm-1 

in Figure 6.6b.  

Cronauer et al. 113 suggested that hydrogen disproportionation from potential donors like 

naphthene-aromatics or benzylic carbon centres to multinuclear aromatics (MNA) would be 

difficult at temperatures lower than 300 ºC. Hydrogen disproportionation is one form of hydrogen 

transfer that does not necessarily form a free radical on the parent carbon centre. 114 At the same 

time, there have been studies in the literature that reported the occurrence of hydrogen transfer to 

MNAs at even lower temperatures of 150 ºC. 115,116 This is also supported by lower values for 

energy requirements for hydrogen transfer (~35 kJ/mol), which suggest that the occurrence of this 

event does not demand a high temperature. 114   

Tefera et al. 29 observed that the results and chemical interpretation for the SMCR-ALS 

resolved spectra for pyrolysis of Cold Lake bitumen at 300 ºC were similar to that at 150 ºC. 

nCH2/nCH3 was reported to increase from 1.82 to 1.89 from the first to the third pseudo-

component, which was a significant increase compared to that observed for Athabasca (Table 6.2). 

They suggested the possibility of hydrogen transfer from a benzylic carbon that later combined 

with another free radical to yield a longer side chain. Methyl transfer was also thought to occur, 

which increases the -CH2 content. The assumption here was that hydrogen transfer reactions occur 

in bitumen at temperatures as low as 150 ºC, despite contrasting views in the literature as 

highlighted in the previous paragraph. At 150 ºC, this could explain an increase in viscosity for 

the liquid products (from 88 Pa.s to 240 Pa.s) due to a gain in molecular weight over time. 31 For 

complex mixtures, the change in viscosity and density cannot be directly related to the molecular 

weight when the composition varies. The increase in viscosity and decrease in density was 

explained through an ‘excluded volume effect’ that restricted the flow of the formed heavier 

molecules. It was interesting to note that the viscosity trend followed an opposite pattern 

(decreased overall from 88 Pa.s to 1 Pa.s over 8 h with non-constant values at 4 h) at 300 ºC despite 

spectral features in the ALS-resolved profiles for Cold Lake bitumen remaining similar to those at 
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150 ºC. Though boiling point distributions for the products are not known, the density of most 

products obtained at 300 ºC was higher than that of the feed. These observations indicate that 

reasons for viscosity change cannot be attributed to a single reason in complex mixtures as 

highlighted by Sivaramakrishnan et al. 24 as well.   

Shifting our attention back to Athabasca bitumen in our work, the viscosity of the pyrolyzed 

products at 300 ºC showed a sparse change over 1080 min and gas was hardly produced during the 

reaction. While the peak at 1460 cm-1 corresponds to C-H bending in methyl groups only, the peak 

at 1380 cm-1 can indicate both methyl and methylene group bends. 117 Since the splitting of the 

bands was more visible at 1380 cm-1, it is considered for examining migration of methyl groups at 

various conditions in this work. The C-H bending bands for methyl groups occurring at 1380 cm-

1 (Figure 6.6d) showed clear signs of splitting for S1, S2 but appeared to be flat for S3, indicating 

the possibility of some methyl transfer. From the perspective of energy demand, methyl transfer 

from ethane requires the same energy as hydrogen abstraction from the benzylic carbon in toluene, 

which is quite probable. 118 This suggests that some methyl transfer may have occurred to an extent 

that led to an increase in the -CH2 content and was reflected in the mild increase of nCH2/nCH3 

(Table 6.2). This process is illustrated in Figure 6.7.  

 

 

 

 

 

 

Figure 6.7. Methyl transfer from an isopropyl group attached to an aromatic (1) followed by 

hydrogen abstraction from the matrix leading to increased CH2 content (compound (4)) possibly 

occurring at 300 ºC. 

 

DOC had similar trends for both Athabasca and Cold Lake where it showed a very slight 

effective increase from 2.77 to 2.81 (S1 to S3) for Athabasca (Table 6.3) but a higher net increase 

from 0.18 to 0.26 (S1 to S3) with a minimum at S2 for both types of bitumen. However, the EOS 

showed an overall mild decrease from 3.15 to 2.90 from S1 to S3 reaching a maximum at S2 for 

Athabasca (Table 6.2) but it increased from 2.26 to 2.56 for the pseudo-components in Cold Lake. 

(1) (2) 
(3) (4) 
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The EOS was calculated from the resolved spectra for Cold Lake bitumen for this work, and was 

not calculated by Tefera et al. 29 The increase in EOS for Cold Lake spectra could have been a 

result of increase in DOC due to intramolecular ring closure reactions as suggested by Tefera et 

al. 29 On the other hand, the slight decrease in EOS despite the near-stable DOC for Athabasca was 

thought-provoking since both were related to aromatic part of the sample. It should be kept in mind 

that DOC was calculated differently in the two works though the intended meaning was the same. 

In addition, Figure 6.6e shows that there was no significant change in the intensity at 727 cm-1 that 

indicated significant formation of mono-substituted aromatics in S3.  

On the whole, considering the minimal changes in DOC and nCH2/nCH3 parameters and the 

little to no gas production, it can be concluded that the extent of cracking at 300 ºC was indeed 

low. This could also be a reason for the reduced effect on viscosity at 300 ºC (which stayed nearly 

constant at the feed viscosity of 36 Pa.s even after 1080 min reaction time), though the results for 

viscosity were not shown more elaborately in this work. Selucky et al. 23 reported that the amount 

of saturates in Cold Lake bitumen is more than in Athabasca bitumen, making it more susceptible 

to cracking at lower temperature. This is probably another reason for the chemical changes being 

more significant in Cold Lake bitumen than in Athabasca bitumen when subjected to pyrolysis at 

300 ºC.   

 

6.4.3.2 Results and analysis at 350 ºC 

 

The ALS-resolved concentration and spectral profiles for the FTIR dataset at 350 ºC thermal 

conversion is given in Figure 6.8. The residual plot when the ALS-reproduced profiles are 

subtracted from the original matrix (𝐷) is given in Figure D.12b in Appendix D.   

The concentration profiles of the pseudo-components (Figure 6.8a) suggest that the reaction 

pathway is not as straightforward as was the case with 300 ºC. Both S2 and S3 appeared to exist at 

large reaction times while the concentration of S1 decreased but did not vanish until 360 min. As 

a contrast to the initial concentration estimates (Figure 6.5d) where S2 rose before S3, the third 

pseudo-component appeared before the second in the final resolved concentration profile. The 

concentration of S3 briefly dropped below S2 at 180 min but was equal to or more than S2 at all 

other reaction times. Due to the existence of both S2 and S3 at larger times and the appearance of 

S3 from the moment S1 started decreasing, the reaction network can be considered as S1 → S3 
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directly with S2 as an intermediate product existing in lower concentration. For the purpose of 

analysis of chemical changes through the resolved spectra, the values of the derived parameters 

for S1 as the feed and S3 as the final product was considered as a fair assumption.   

The spectra-derived quantitative parameters for the pseudo-components at 350 ºC dataset are 

compiled in Table 6.3.   

 

Table 6.3. Change in the ALS-resolved spectra-derived quantitative parameters with pseudo-

component number at 350 ºC. 

 

Pseudo-component 1 2 3 

n-CH2/n-CH3 1.78 1.77 1.74 

Overall EOS 3.14 3.45 1.30 

DOC (C=C stretch/C-H 

stretch wavenumber) 
2.79 3.59 2.22 

COC value 0.77 0.00 0.51 
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                       (b)                                                       (c)  

 

 

 

 

 

 

 

 

                    (d)                                                          (e)  

Figure 6.8. Results of SMCR-ALS applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 350 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; and resolved spectra for each pseudo-component 

shown as absorbance vs. wavenumber in the ranges: (b) 3200 – 2750 cm-1; (c) 1800 – 1500 cm-1; 

(d) 1500 – 900 cm-1; (e) 900 – 650 cm-1.   

 



 

317 

 

It was interesting to note that the ALS-resolved concentration profiles for that of Athabasca 

bitumen (Figure 6.8a) were similar to that of Cold Lake at 340 ºC 29 where the third pseudo-

component started rising from the start when the first component began to decrease and both the 

second and third pseudo-component existed at larger reaction times with S3 being the dominant 

one. The reaction network, though difficult to ascertain for thermal cracking at 340 ºC for Cold 

Lake bitumen, was considered to follow the path S1 → S3 with S2 being existent in lower 

concentration.   

The amount of gas produced during reaction at 350 ºC for Athabasca bitumen was ~3-4 %wt. 

after 480 min and this was more than that produced at 300 ºC (section 6.4.3.1). A mild but 

continuous decrease in nCH2/nCH3 (Table 6.3) possibly meant that there was a reduction of the 

length of aliphatic chains attached to cyclic structures during cracking. At the same time, it could 

also mean a decrease in -CH2 content by the conversion of naphthenes to aromatics through 

hydrogen-disproportionation. However, the extents of these changes was still low and were 

reflected in the minimal change in intensity of methyl and methylene absorption bands at 2950 cm-

1 and 2920 cm-1 respectively in Figure 8b. The release of some gas indicated that cracking was 

happening to a certain extent.  

At the same time, the comparison with the results obtained after ALS-resolution of the spectra 

for Cold Lake bitumen at 340 ºC (as reactions were not performed at 350 ºC in the work by Tefera 

et al. 29) was interesting. They observed an increase in nCH2/nCH3 similar to the trends at lower 

temperatures and attributed it to the presence of hydrogen transfer to multinuclear aromatics as the 

major reason. This was opposite to the trend observed with Athabasca bitumen as just stated above. 

In addition, the C-H deformation band at 1380 cm-1 was split for S1 and S2 but not for S3 (Figure 

8d). This potentially indicated that carbons having more than one -CH3 attached to them initially 

have only one methyl group at longer reaction times. This could occur through methyl transfer, as 

was indicated at 300 ºC, or by the formation of methyl radicals eventually leading to the production 

of methane gas by free-radical combination with hydrogen radicals. In this work, methane was 

found to be the dominant gaseous product at all reaction times at 350 ºC as determined from GC-

FID. This was also supported by the work of Jha et al. 119 where they found that methane was the 

major product in the gaseous phase when Athabasca bitumen was thermally reacted at 300 ºC. On 

the other hand, if methyl transfer alone took place, it would have led to an increase in the CH2 

content as noticed in the case of Cold Lake bitumen at 340 ºC and 360 ºC, while the opposite was 
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observed with Athabasca bitumen with a decrease in the nCH2/nCH3 parameter at 350 ºC (Table 

6.3). 29 On the whole, it can be said that methane formation happened to a larger degree than methyl 

transfer at 350 ºC during thermal conversion of Athabasca bitumen.  

On the other hand, significant changes were observed for DOC and EOS as is seen from their 

values for the three pseudo-components. DOC decreased from 2.79 to 2.22 from S1 to S3 with a 

maximum at S2 (Table 6.3) while the opposite was seen to happen with Cold Lake bitumen at 340 

ºC, where it increased gradually from 0.18 to 0.39. 29 Despite this increase, they suggested that 

ring closure reactions through intra-aromatic coupling were suppressed. 119 In order to make a 

meaningful interpretation of the DOC, it was important to view it together with EOS values. The 

EOS for thermal cracking of Athabasca bitumen at 350 ºC decreased sharply from 3.14 to 1.30 (S1 

to S3) while that of Cold Lake bitumen at 340 ºC rose from 2.27 to 2.63 over the three pseudo 

components. This is reflected by the higher intensity for mono-substituted aromatic absorption at 

727 cm-1 for S3 as compared to the feed and S2 (Figure 8e). The increase in EOS for Cold Lake 

bitumen shows that there was an increase in the number of substituents in the aromatic rings that 

could be due to condensation of a naphthene-aromatic to a complete aromatic with a non-cyclic 

substituent already on the naphthene ring. The ring closure reactions cannot be ignored as well due 

to the lower temperature.  

Considering the variation in all the parameters at 350 ºC for Athabasca bitumen, a plausible 

reaction mechanism is illustrated in Figure 6.9.  

 

 

 

 

 

 

Figure 6.9. Sequence of reactions speculated to be occurring at 350 ºC based on SMCR results.  

 

When compound (5) is converted to (6) through the loss of hydrogen, the -CH2 content is 

clearly lowered. The ethyl substituent can crack further, leading to benzylic and methyl free 

radicals that can abstract hydrogens from the matrix and form compound (7) and release methane 

gas. This accounts for the decrease in the nCH2/nCH3 parameter (Table 6.3) and a possible pathway 
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to produce methane that was seen to be dominant in the gaseous products. Another interesting 

observation is that compound (5) is a tri-substituted aromatic while compound (6) is o-di-

substituted with respect to the newly formed aromatic ring. This does not directly imply a decrease 

in the EOS with the way it was calculated (equation 6.27). To verify this, another parameter that 

represents the ratio of tri-substituted, meta-, para-disubstituted aromatic C-H bends at 810, 860 

cm-1 and that of o-disubstituted aromatic C-H bends at 744, 763 cm-1 was calculated from the 

resolved spectra. It was interesting to see that this parameter reduced from 1.53 to 0.93 from S1 to 

S3, which could imply an increased formation of o-disubstituted aromatics as compared to m-, p- 

and tri-substituted aromatics. This is explained by Figure 6.9 where the tri-substituted aromatic 

which is also m- substituted is not altered but leads to the formation of an o-disubstituted aromatic 

(compound (6)), while not much is known about mono-substituted aromatics. Thus, this 

mechanism fairly represents the changes in the quantitative parameters at 350 ºC.  

The question remains whether the decrease in EOS for Athabasca bitumen at 350 ºC can point 

towards the breakage of the relatively strong Ar-C-alkyl C bond, since this is a way to produce 

mono-substituted aromatics. The dissociation energy of this bond in toluene is 433 kJ/mol at 25 

ºC, which is equivalent to abstracting a hydrogen from methane to produce methyl radical, which 

is quite difficult under these conditions. 118 However, there is evidence for scission of the stronger 

Ar-C-H bond in benzene when it was used to study the cracking of nC16 paraffin in the temperature 

range of 398 – 450 ºC at pressures of ~13 MPa. 121 Though cracking of the side chain was 

postulated to occur (Figure 6.9), the scission of the aryl C-alkyl C did not seem feasible at 350 ºC. 

Figure 6.10 depicts a reaction chemistry that can lead to a decrease in EOS without the cleavage 

of the aryl C-alkyl C bond and keeping the o-disubstituted aromatic (compound (9)) content 

constant, with the formation of mono-substituted aromatics. This is also reflected in the resolved 

profile in the 900 – 650 cm-1 region where there was a significant increase in the intensity at 727 

cm-1 for S3 as compared to 810 cm-1 and 860 cm-1. The processes involved in Figure 6.10 are 

homolytic bond scission to give compound (10), hydrogen transfer from the matrix to produce 

compound (11) from which the hydrogen is abstracted to yield a tertiary free radical and 

subsequent hydrogen disproportionation to yield the mono-substituted aromatic (14).  
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Figure 6.10. Pathway for 350 ºC showing the increase in mono-substituted aromatic content from 

a naphthene, keeping the di-substituted content constant. The bond dissociation energy (BDE) for 

homolytic cleavage of the indicated bonds is also shown in kJ/mol. 

 

Little weightage should be given to the COC calculation as the resolved spectrum of S3 was 

noisy (Figure 6.8c) and not representative of the spectra arising from real compound classes. The 

intensity at 1740 cm-1 appeared to decrease from S1 to S2 signifying conversion of ester-type and 

anhydride-type compounds, but no interpretation can be assigned to S3.  

A review of the trends in viscosities of Athabasca and Cold Lake bitumen during thermal 

conversion at 350 ºC and 340 ºC respectively, gave interesting insights. The viscosity of Athabasca 

bitumen experienced a slight decrease from 36 Pa.s to 15 Pa.s over 480 min reaction time as 

determined from a separate analysis in our work. This decline in viscosity was monotonic and 

gradual. A shear rate of 10 s-1 was employed for all samples at 350 ºC as this was above the lower 

device limit for torque in the viscometer and a higher shear rate was not required due to the lower 

fluidity of the samples. The dependence of the viscosity of cracked samples from Athabasca 

bitumen on shear rates was explored by Sivaramakrishnan et al. 24 Wang et al. 33 reported the 

viscosity of pyrolyzed liquid products at 340 ºC to decrease from 88 Pa.s (feed) to ~2.3 Pa.s at 240 

min, but it had a local maximum at 480 min (5.1 Pa.s). It was interesting to see the overall decrease 

in viscosity in both cases even when there were differences in reaction mechanisms as discussed 

previously. There was not much information available regarding the composition of the products 

at 340 ºC and 350 ºC for both types of bitumen, which made attribution of a particular reason to 
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the observed viscosity change difficult. However, at 300 ºC, the lower refractive index of the 

products from Cold Lake bitumen corroborated with their increased non-aromatic content in the 

products (as determined by 1H-NMR) compared to the feed. This increase in lighter material 

content may have caused the viscosity to decrease as was observed by Yanez and De Klerk. 31 

Also, while the density of the thermally converted products of Cold Lake bitumen at 300 ºC were 

~6 – 12 kg/m3 higher than that of the feed, 31 the density was barely affected during cracking of 

the same feed at 340 ºC. 33  

Since properties other than viscosity were not measured for the products at 350 ºC, only 

speculative comments could be made from the chemometric results and proposed reaction 

mechanism about the reasons for the observed decrease in viscosity. If the alkyl substituent in 

compound (5) in Figure 6.9 was longer, cracking could lead to lighter aliphatic products that stay 

in the liquid phase and contribute to a decrease in viscosity. Based on the above discussion, it can 

be considered that the extent of cracking was higher at 350 ºC than at 300 ºC for Athabasca bitumen 

and liquid phase hydrogen transfer plays a major role.  

 

6.4.3.3 Results and analysis at 380 ºC 

 

The final resolved concentration and spectral profiles for the FTIR spectra of the liquid 

products at 380 ºC are given in Figure 6.11. The residual plot when the matrix reproduced from 

the ALS-optimized profiles was subtracted from the original data matrix is given in Figure D.12c 

in Appendix D.   

The initial estimates were good starting points for the dataset at this temperature (Figure 6.5c) 

as the final concentration profiles seemed to follow a similar trend (Figure 6.11a). S1 decreased 

continuously and disappeared at 1320 min while S2 emerged at 0 min and exhibited two local 

maxima at 240 min and 1320 min. S3 became non-zero at 240 min and remained at a higher 

concentration than S2 at all later times except at 1320 min. Based on this, S1 → S2 → S3 can be 

regarded as the reaction pathway for the conversion of Athabasca bitumen at 380 ºC from the 

nature of the concentration profiles of the pseudo-components. Table 6.4 provides the values of 

the derived quantitative parameters from the resolved spectra at 380 ºC.   
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Table 6.4. Change in the ALS-resolved spectra-derived quantitative parameters with pseudo-

component number at 380 ºC. 

 

Pseudo-component 1 2 3 

n-CH2/n-CH3 1.80 1.28 1.50 

Overall EOS 3.15 2.33 3.67 

DOC (C=C stretch/C-H 

stretch wavenumber) 
2.80 1.29 1.86 

COC value 0.81 0.21 0.00 

 

Significant changes can be observed in all the parameters as compared to the previous 

temperatures (Table 6.2 and Table 6.3). Overall, nCH2/nCH3 decreased from 1.80 (S1) to 1.50 (S3) 

with a minimum of 1.28 for S2. The resolved spectra in the range 2750 – 3000 cm-1 reflected this 

trend and were different from the ones at 300 ºC and 350 ºC where there was a minimal change in 

intensity in this wavenumber range. Gas was released in measurable amounts at 380 ºC with ~8 

%wt. produced at 1620 min. These observations indicated the formation of lighter products and 

that cracking was occurring to a higher extent compared to lower temperatures. However, the 

increase in nCH2/nCH3 from S2 to S3 was intriguing and could be due to free radical recombination 

at higher reaction times, which was also suggested as a reason for the formation of heavier products 

in Cold Lake bitumen pyrolysis by Wang et al. 33 This was slightly different from that for Cold 

Lake bitumen conversion at 360 ºC where the nCH2/nCH3 increased from 1.82 to 1.89 for S1 to S2 

but then decreased to 1.87 for the third pseudo-component. 29 This could indicate the onset of 

cracking at larger reaction times at 360 ºC with the major types of possible reactions being C-C 

bond scission in alkyl substituents to yield benzyl radicals that abstract a hydrogen from the matrix 

to increase the -CH3 content.   

Surprisingly, DOC and EOS showed opposite trends for Athabasca bitumen conversion at 380 

ºC in this work (Table 6.4). DOC decreased from 2.79 to 1.86 with a minimum of 1.29 for S2 while 

EOS initially decreased to 2.33 from 3.15 and then increased to 3.67 for S3 that was more than S1. 

Hydrogen disproportionation from naphthene aromatics having transferable hydrogen and alkyl 

side chains could be a reason for the observed changes in DOC, EOS and nCH2/nCH3. This 

mechanism is illustrated in Figure 6.12.  
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                       (d)                                                        (e)                        

Figure 6.11. Results of SMCR-ALS applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 380 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; and resolved spectra for each pseudo-component 

shown as absorbance vs. wavenumber in the ranges: (b) 3200 – 2750 cm-1; (c) 1800 – 1500 cm-1; 

(d) 1500 – 900 cm-1; (e) 900 – 650 cm-1.   
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Figure 6.12. Proposed mechanism corresponding to the changes in derived quantitative parameters 

observed at 380 ºC. The energies for homolytic bond cleavage of the C-C bonds in (15) and (16) 

are given in kJ/mol.   

 

The naphthenic ring ((15) in Figure 6.12) becomes more stable when it loses 4 hydrogens due 

to being attached to another aromatic, and involves its 𝜋 electrons in the delocalization that 

increases stability. This makes the scission of benzyl C-aliphatic C ((16) in Figure 6.12) less 

demanding as the BDE for its homolytic cleavage is much smaller than it was for (15) as indicated 

in Figure 6.12. Once the corresponding free radicals are formed ((17) and (18)), they can stabilize 

themselves by easily abstracting hydrogens to form the alkane (20) and alkyl aromatic (19). In this 

entire process, -CH3 content has increased and chain length decreased that manifests as a decrease 

in nCH2/nCH3 (Table 6.4). Due to the formation of an adjacent aromatic ring to the benzene in 

((15) to (19)), the number of aromatic hydrogens in (19) is 3 more than in (15) while the aromatic 

C=C stretch has only increased by 2. This can potentially reduce the DOC, based on the way it is 

calculated (equation 6.28).  

Also, when compared to (15), the intensities at 810 cm-1 and 860 cm-1 for (19) would definitely 

be higher (as observed in Figure 6.11e) due to m- and p- substitution with respect to the methyl 

substituent for the second aromatic ring on the right. If the mono-substituted aromatic content is 

considered constant, this would cause the EOS to increase from the way it is calculated in this 

work (equation 6.27). Also, it can be seen from Figure 11e that the intensity of ortho substitution 

did not experience much change at 744 cm-1 but the intensity corresponding to the mono-
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substituted aromatic C-H bend at 727 cm-1 decreased from S1 and but remained stable for S2 and 

S3. This further could contribute to the increase in EOS and corroborates with the chemistry 

illustrated in Figure 6.12. However, it should be noted that this mechanism is proposed with model 

representative compounds based on the trends in the quantitative parameter values and no 

experimental proof is provided for the exact occurrence of this reaction sequence. 

The absorption bands at 1380 cm-1 for all three components appeared to be split, indicating 

that not much methyl transfer had happened. Still, methane gas was found to be dominant in the 

gaseous products and might have been produced from the cracking of side chains as shown in 

Figure 6.9 for 350 ºC. On the other hand, DOC did not vary over the three pseudo-components for 

Cold Lake bitumen conversion at 360 ºC while EOS showed a mild decrease from 2.28 to 2.21 

from the first to the third pseudo-component. The dominant reactions that were logically thought 

to be responsible for these changes were breakage of relatively weaker C-C bonds along with 

hydrogen transfer to the benzylic free radicals to stabilize the products. At 380 ºC, the viscosity of 

Athabasca bitumen continuously decreased from 36 Pa.s for the feed to ~2 Pa.s for the product at 

1620 min and measured at a shear rate of 10 s-1. Cold Lake bitumen was shown to exhibit a steeper 

viscosity decrease by Wang et al., 33 where it reached 0.31 Pa.s at 60 min but later increased to 1 

Pa.s at 240 min. They attributed this increase to free-radical addition reactions but if the same kind 

of reactions were responsible for the increase in nCH2/nCH3 at 380 ºC for Athabasca bitumen 

(Table 6.4), viscosity should also have increased at some point; this did not happen. This shows 

that a combination of different factors like composition, phase behavior, and mainly boiling point 

distribution of the liquid products would be responsible for a change in viscosity rather than 

molecular weight alone. 24,122,123  

Though Wang et al. 33 reported that the distillation profiles of the cracked products from Cold 

Lake bitumen were not altered by much at 360 ºC, other factors might have contributed to the 

viscosity change. Tefera et al. 29 observed that the second pseudo-component existed at higher 

concentration at a larger reaction time for thermal cracking of Cold Lake bitumen at 360 ºC. Also, 

the chain length parameter was maximum for this pseudo-component. If alkyl chain length can be 

considered an indicator of molecular weight and in turn viscosity at all, this increase for the second 

pseudo-component could have contributed to the local gain in viscosity at 240 min. Not much 

information was available regarding the aromatic and non-aromatic contents for the liquid products 
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at 380 ºC for Athabasca or at 360 ºC for Cold Lake; thus, further interpretation regarding the effect 

of composition on viscosity was not possible.   

 

6.4.3.4 Results and analysis at 400 ºC 

 

Among all temperatures, the maximum amount of data was recorded for this dataset. Data for 

different types of characterization like 1H-NMR, ESR, boiling point distribution, viscosity, 

density, refractive index and asphaltene content for the liquid products obtained from thermal 

conversion of Athabasca bitumen at 400 ºC was given in Chapter 5 and documented in the study 

by Sivaramakrishnan et al. 24 Some points from their chapter are useful in supporting the results 

obtained in this work. The final resolved concentration and spectral profiles for the 400 ºC dataset 

is provided in Figure 6.13 and the residual plots when the ALS-reproduced matrix is subtracted 

from the original data matrix is given in Figure D.12d in Appendix D. 

The resolved concentration profiles for the three pseudo-components (Figure 6.13a) 

resembled those from the initial estimates (Figure 6.5b) for most parts though S1 experienced a 

steeper decrease and vanished at 360 min. It can also be seen that the concentrations profiles 

deviated from the closure condition in the intermediate reaction times (135 min, 150 min, 180 min) 

when the summation reached close to 1.70 but was within 1.20 at the rest of the times (section 

6.3.3.7). This could be possibly because the intermediate times mentioned above are where all 

three pseudo-components exist though S1 is decreasing and S3 is increasing while S2 reaches its 

peak. S2 followed the path of an inverted parabola and was higher in concentration than S3 between 

the times 90 min and 240 min. Coke started forming in significant amounts from 45 min and the 

time between 90 – 240 min can be considered as the active coking region for 400 ºC. 24 As 

expected, S1 had a much lower concentration during this period but at larger reaction times (> 360 

min), S3 became the dominant product. Overall, S1 → S2 → S3 can be thought of as the reaction 

network for the cracking of Athabasca bitumen at 400 ºC. Table 6.5 gives the values of the derived 

quantitative parameters from the ALS-resolved spectra for the 400 ºC dataset.   
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                         (d)                                                             (e)  

Figure 6.13. Results of SMCR-ALS applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 400 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; and resolved spectra for each pseudo-component 

shown as absorbance vs. wavenumber in the ranges: (b) 3200 – 2750 cm-1; (c) 1800 – 1500 cm-1; 

(d) 1500 – 900 cm-1; (e) 900 – 650 cm-1.  
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Table 6.5. Change in the ALS-resolved spectra-derived quantitative parameters with pseudo-

component number at 400 ºC. 

  

Pseudo-component 1 2 3 

n-CH2/n-CH3 1.76 1.22 1.41 

Overall EOS 3.20 0.16 2.12 

DOC (C=C stretch/C-H 

stretch wavenumber) 
2.81 0.58 1.77 

COC value 0.70 0.70 0.00 

 

There was a larger decrease in nCH2/nCH3 as compared to lower temperatures where the value 

for the parameter dipped to 1.41 for S3 from a feed value of 1.76 (Table 6.5). However, S2 showed 

a minimum for the chain length parameter at 1.22. The concentration profiles signify that both S2 

and S3 exist at majority of the reaction times (Figure 6.13a) so the conversion of S1 → S2 was 

considered as important as S1 → S3 at 400 ºC. Gas production increased to 16 %wt. over 1440 min 

24 and this combined with the overall decrease in the -CH2 content or increase in the -CH3 content 

indicated that cracking was taking place significantly. Interestingly, curve resolution on the FTIR 

spectra of cracked products of Cold Lake bitumen at 400 ºC determined that nCH2/nCH3 reduced 

from the first to the third pseudo-component but reached a maximum for the second component. 

29 Hydrogen transfer followed by free-radical recombination was stated as the reason for the initial 

increase but the rate of bond scission is more important and could have been higher at later reaction 

times to lead to a decrease in nCH2/nCH3. In the case of Athabasca bitumen, the trend in 

nCH2/nCH3 from S1 to S2 to S3 could indicate that the rate of bond breaking was greater than the 

rate of bond formation, but the increase from S2 to S3 was intriguing.  

Inspection of the resolved spectral profiles at 1380 cm-1 (Figure 6.13d) provided evidence of 

methyl transfer happening at 400 ºC. The absorption band was split for S2 but not for S3 which 

indicates that methyl transfer from dimethyl carbon centres followed by free-radical stabilization 

by hydrogen abstraction possibly occurred at higher reaction times, which could be a reason for 

the increase in -CH2 content with methyl content being a constant (as was illustrated in Figure 6.7). 

This could have led to the observed increase in nCH2/nCH3 for S3 compared to S2 but cracking 

kept this value lower than in the feed. The aromatic ring in compound (1) can be replaced with an 
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aliphatic group as well since it depicts changes occurring after significant thermal cracking has 

progressed. Free-radical recombination of the cracked lighter products with aromatic compounds 

(as shown in Figure 6.14) can also lead to an increase in -CH2 content, which is explained later in 

this section. 

DOC decreased dramatically from 2.81 to 1.77 from S1 to S3 with a minimum of 0.58 for S2 

(Table 6.5). This was another observation that differed from Cold Lake bitumen conversion at 400 

ºC, where the DOC increased from 0.17 to 0.26 across the three pseudo-components. Since DOC 

was calculated as the ratio of the areas under the aromatic C=C stretch and the aromatic C-H 

bending in Tefera et al., 29 it was seen in concurrence with the inverse of H/C ratio of the products 

which decreased from 1.43 to 1.09 over 360 min for Cold Lake bitumen. In contrast, there were 

similar trends seen for both H/C and DOC for Athabasca bitumen. H/C decreased slightly from a 

feed a value of 1.48 to 1.46 at 15 min which was also the value for the 1440 min product. 24 It 

reached a minimum of 1.43 at 90 min and 240 min that were the start and end regions of the 

existence of S2. Since hydrogen rich gaseous products were formed in large amounts, it was 

deemed that the coke was hydrogen deficient in order to maintain the H/C ratio of the liquid 

products.  

Arguing on the same lines as that for Cold Lake bitumen, DOC for Athabasca bitumen should 

have mildly increased owing to the slight decrease in H/C. The fundamental difference between 

H/C and DOC was that H/C related to the whole liquid product while DOC conformed to the 

aromatic region only. The minimal change in H/C also found support in the work by Wiehe, 124 

where in the model for coke formation from pyrolysis of Cold Lake bitumen at 400 ºC, he 

suggested that asphaltenes reached a constant ratio H/C once a second phase called mesophase 

(that eventually leads to coke) starts forming. On the whole, DOC was thought to be a less reliable 

parameter for two reasons: (i) since it considered areas and not intensities at single wavenumbers; 

and (ii) it only takes into account the aromatic part of the spectrum but the H/C ratio corresponds 

to the entire liquid product.   

There was also a noted difference in the EOS for the pseudo-components in converted 

products of Athabasca and Cold Lake bitumen at 400 ºC. EOS decreased from 3.20 to a 

surprisingly low value of 0.16 from S1 to S2 for Athabasca bitumen and then increased to 2.12 for 

S3 while there was a gradual and mild decrease in EOS from 2.29 to 2.26 for Cold Lake bitumen. 

It can be seen from Figure 6.13e that the peak for monosubstituted aromatics at 727 cm-1 was much 
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higher for S2 and S3 than for S1. It was in fact highest for S2 among all 3 pseudo-components. The 

formation of mono-substituted aromatics is possible by two mechanisms: (i) as shown in Figure 

6.10, with cracking of a three-ringed naphthene-aromatic followed by hydrogen transfer by 

hydrogen disproportionation to give the mono-substituted aromatic compound (14); (ii) a radical 

hydrogen transfer (RHT) mechanism as suggested by Blanchard and Gray 125 through 

intramolecular hydrogen transfer could facilitate the replacement of an aromatic-C – alkyl C bond 

from a di-substituted aromatic to yield a mono-substituted aromatic as depicted in Figure 14. A 

previous study on cracking of hexadecane in the presence of benzene indicated the formation of 

biphenyl which would have been possible only if a hydrogen was abstracted from benzene. 

Removal of a carbon attached to a benzene ring would be relatively easier but even though other 

studies in literature indicate that this temperature could render them susceptible to be broken, it is 

considered a rare occurrence at 400 ºC. 54,121 The possibility of further cracking of compounds 

similar to (14) through hydrogen abstraction from benzylic carbon followed by RHT mechanism 

to produce a mono-substituted aromatic, though less probable, cannot be ignored. 

It is fascinating to see how the same compound (15) can follow different paths during cracking 

depending on the temperature and its structure. The benzylic C – tertiary carbon bond in (15) (BDE 

= 320 kJ/mol) is weaker than the bond between the carbon attached to the tertiary carbon of the 

naphthenic ring and the aliphatic side chain (BDE = 365 kJ/mol as shown in Figure 6.12). 

Homolytic scission of this bond gives compound (21) which can undergo intramolecular hydrogen 

transfer and the hydrogen radical can arise from the second carbon in the side chain. The 

delocalization of this radical inside the aromatic ring facilitates cleavage of the aromatic C-

aliphatic C bond (BDE = 420 kJ/mol) and produces the stable benzyl radical and the alkene (23) 

whose primary radical is stabilized by resonance with the double bond. Due to the higher energy 

available at 400 ºC than at 380 ºC, conversion of the naphthene to an aromatic is not required to 

aid the cleavage of the C-C bond in the C4 substituent as was proposed to occur at 380 ºC (Figure 

6.12). It also reflects the decrease in EOS as the aromatic in (15) with 2 substituents and 4 adjacent 

hydrogens undergoes cracking to produce (24) which has 1 substituent and 5 adjacent hydrogens. 

The alkene (25) can undergo further cracking to give lighter compounds (26) and (27) which can 

recombine with aromatic free radicals to produce compounds with longer side chains. This occurs 

at later reaction times and could also be a reason for the observed increase in nCH2/nCH3 from S2 
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to S3 (Table 6.5). Though no specific proof of this mechanism is given in this work, it is proposed 

based on the experimental data and subsequent curve resolution results. 

 

 

 

 

 

 

 

                                                             

 

 

 

Figure 6.14. Plausible type of reaction happening at 400 ºC where cracking of the weaker benzylic 

C-tertiary C (in compound (15)) followed by intramolecular hydrogen transfer and hydrogen 

abstraction to yield the mono-substituted aromatic (compound (24)) and the conjugated free radical 

(23). This can crack further to give lighter aliphatic products. Possibility of free-radical 

recombination to form compound (28) is also shown.   

 

Since the value of EOS for S2 was quite low, an internal test was done to check the validity of 

this observation. This was done by relaxing the number of components from 3 to 4 and inspecting 

the resolved concentration and spectral profiles in the 900 – 650 cm-1 region. It should be kept in 

mind that though 4 components gave a lower LOF and higher 𝑅2 compared to the optimum value 

of 3 (section 6.4.1 and Table D.2), it incorporates a secondary eigenvalue that would make the 

profiles prone to noise. This is visible in the concentration profiles as they seem to be noisier during 

the lower reaction times as shown in Figure 6.15a. The spectral profiles (Figure 6.15b) indicate 

higher intensities at 727 cm-1 for both the second and third pseudo-components while the peaks 

for S4 were not as clear. Concurrently, the EOS for S2 and S3 were 0.25 and 0.91 and this indicated 

that the lower value for EOS for S2 did not happen by chance in the three-component spectra (Table 

6.5). This lower value for EOS could possibly suggest that the formation of mono-substituted 
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aromatics occurred by both hydrogen disproportionation (Figure 6.10) and by the RHT mechanism 

(Figure 6.14), both of which would cause the content of hydrogen donor molecules to depreciate. 

For the three-component resolution, the intensities at 744 cm-1, 810 cm-1 (Figure 13e) also 

provided hints towards determining which of the two mechanisms proposed were dominant at 

different phases of the reaction. For S2, the intensity for o-disubstituted aromatic showed a large 

decrease when the concentration of mono-substituted aromatic was maximum but again increased 

for S3. On the other hand, the intensities for the m-disubstituted aromatic at 810 cm-1 remained 

near-constant. This might suggest that formation of mono-substituted aromatics through the RHT 

mechanism (Figure 6.14) could be prevalent initially, as it decreases the o-disubstituted aromatic 

content, and the mechanism of the type proposed in Figure 6.10 could occur at later times, since 

the o-disubstituted aromatic content is not affected. This can also allow for free-radical 

recombination from the products of the RHT mechanism to occur at later reaction times 

(compound (28)). An alternative route for the formation of mono-substituted aromatics apart from 

RHT mechanism or the pathway shown in Figure 6.10 is suggested in the discussion presented 

later on Bayesian networks (Figure 6.21 – section 6.4.6.2). No cleavage of the carbon attached to 

the aromatic ring was required in this route, which seemed quite feasible at temperatures < 400 ºC.  

 

 

 

 

 

 

 

 

                          (a)                    (b) 

Figure 6.15. Plots of: (a) concentration profiles and (b) spectral profiles in the region 900 – 650 

cm-1 for curve resolution applied on the 400 ºC dataset using 4 pseudo-components.  

 

Also, proof for the formation of lighter products was seen from the boiling point distribution 

profiles obtained from simulated distillation in Chapter 5 from the work by Sivaramakrishnan et 

al. 24 The amount of material boiling below the vacuum residue cut point (at 525 ºC) increased 
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from 42 %wt. in the feed to 70 %wt. in the 1440 min product. The formation of lighter products 

could also explain the monotonic decrease in viscosity from a feed value of 36 Pa.s to ~0.003 Pa.s 

at 1440 min. The shear rates employed for remaining above the lower device limit of the 

viscometer and also measuring in the Newtonian region for each sample increased from 10 s-1 for 

the feed to 1500 s-1 for the 1440 min product. 24 The decrease in refractive index showed a change 

in composition of the product and corroborated with the fact that aromatic content did not increase 

as much as was observed for Cold Lake bitumen in the work by Zachariah and De Klerk. 32 They 

also observed a net increase in viscosity after the first 30 min of reaction and the viscosity reached 

a value that was almost equal to the feed value after 360 min of reaction. Apart from a possible 

difference in reaction chemistry for Athabasca bitumen as compared to Cold Lake bitumen, the 

use of solvents like methylene chloride to extract the liquid products after thermal reaction from 

the micro-reactor in the works on Cold Lake bitumen 29,31–33 was investigated as a possible cause 

for the observed increase in viscosity. For this reason, all liquid products in this work were 

mechanically extracted with no solvent being used in the process. In addition, a number of previous 

works on thermal cracking of Athabasca bitumen reported a monotonous decrease of viscosity and 

other properties like asphaltenes content, which was similar to the data reported in a recent study 

involving the liquid products obtained in this work. 24,126–128  

 

6.4.3.5 Results and analysis at 420 ºC 

 

First, it should be noted that this temperature is higher than the lower visbreaking region as 

defined by Wang et al., 33 which was considered to be 400 ºC and lower. Since the lower 

temperatures were investigated previously, it was decided to operate close to industrial conditions 

that function between 430 – 490 ºC. 36 Longer reaction times were explored and are similar to 

those employed in soaker visbreakers. As expected, a large amount of coke was formed (~17 %wt. 

at 420 ºC and 660 min compared to ~12 %wt. at 400 ºC and 1440 min) with the liquid yield being 

much lesser than at lower temperatures. Besides, 4 datapoints were collected at this temperature 

along with the feed, which gave a better resolution than at 300 ºC. The resolved concentration and 

spectral profiles obtained through ALS-optimization at 420 ºC are provided in Figure 6.16 and the 

residual plot is given in Figure D.12e in Appendix D.   
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There were similarities in the initial concentration estimates (Figure 6.5a) and the final 

resolved profiles (Figure 6.16a) which indicated that the initial estimates provided by EFA were a 

good guess for the optimization. S2 rose at 0 min as soon as S1 started decreasing in concentration 

in both the initial estimates and final profiles. At the point of appearance of S3 (360 min), S2 

decreased and S3 remained to be highest in concentration for the rest of the reaction times. These 

observations were indicative of a reaction pathway S1 → S2 → S3 though the reaction mixture 

consisted of both S2 and S3 at higher reaction times. Table 6.6 provides the values of the spectra-

derived quantitative parameters for the three pseudo-components at 420 ºC.   

Inspection of the resolved spectral profile in the 3000 – 2750 cm-1 range suggests a significant 

change in both methylene and methyl group intensities as one moves from S1 to S3 but the relative 

changes were better indicated by their ratios. nCH2/nCH3 decreased to the lowest value for S2 

(1.13) out of all previously investigated temperatures in this work and interestingly, remained 

almost constant for S3 as well. This could probably indicate cracking as the dominant reaction with 

the rate of bond scission much higher than bond formation for most times. The free radicals formed 

through bond cleavage are being stabilized by hydrogen radicals (such as compounds (19) and (20) 

in Figure 6.12), thus preventing them from further recombination to yield longer molecules such 

as (28) in Figure 6.14.    

DOC decreased continuously from 2.82 for S1 to 1.33 for S3 (Table 6.6) as opposed to previous 

temperatures where it exhibited a minimum or a maximum. EOS also followed a similar pattern 

to the chain length parameter where it decreased from S1 to S2 (3.13 to 1.97) and then remained 

nearly constant at 1.98 for S3 (Table 6.6). This value was lesser than that observed at 400 ºC, 

suggesting the formation of more monosubstituted aromatics through either mechanism as 

proposed for 400 ºC in the previous section. The absorption bands for C-H deformation at 1380 

cm-1 (Figure 6.16d) for all three pseudo-components did not appear to be split and thus the 

occurrence of methyl transfer could not be confirmed even though the temperature was high 

enough to facilitate this phenomena. 54 A clear increase in mono-substituted aromatic content 

(Figure 6.16e) meant that side reactions that decline the value of the product such as intra-aromatic 

ring closing were suppressed. This also rendered the liquid products sufficiently hydrogen rich and 

with the formation of hydrogen-enriched gases, coke would likely be depleted in hydrogen in order 

to maintain the material balance. This argument found support in the Wiehe model 129 for coke 

formation from bitumen pyrolysis where it was stated that the H/C ratio of the unconverted 
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asphaltenes in the liquid product did not change much once the second liquid phase (mesophase) 

started forming and eventually converted to coke. Overall, it can be said that cracking was quite 

prominent at 420 ºC.   
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                     (d)                                                  (e)    

Figure 6.16. Results of SMCR-ALS applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 420 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; and resolved spectra for each pseudo-component 

shown as absorbance vs. wavenumber in the ranges: (b) 3200 – 2750 cm-1; (c) 1800 – 1500 cm-1; 

(d) 1500 – 900 cm-1; (e) 900 – 650 cm-1.  

  



 

336 

 

Table 6.6. Change in the ALS-resolved spectra-derived quantitative parameters with pseudo-

component number at 420 ºC. 

 

Pseudo-component 1 2 3 

n-CH2/n-CH3 1.78 1.13 1.16 

Overall EOS 3.23 1.97 1.98 

DOC (C=C stretch/C-H 

stretch wavenumber) 
2.82 1.48 1.33 

COC value 0.76 0.00 0.12 

 

6.4.4 PSO-optimized 𝑪, 𝑺 profiles and spectra-derived quantitative parameters 

 

In this section, the results of the concentration and spectral profiles using PSO combined with 

a constrained minimization function called ‘fmincon’ as the optimization method are provided for 

the temperature-wise datasets. The PSO algorithm was embedded inside the ALS loop so that it 

served as an improvement upon the concentration profiles supplied by ALS and ‘fmincon’ 

identified a further local optimum if any, after the PSO converged. It was compelling to see that 

there was an enhancement in the resolution of the final profiles for ALS-PSO as compared to ALS 

profiles as expected and the subsequent chemical interpretation was also very similar. For this 

reason, no detailed interpretation is provided in all cases for the PSO-optimized profiles but the 

differences between the ALS and ALS-PSO routines for SMCR in terms of ameliorating noisy 

regions of ALS-resolved spectra, values in LOF and 𝑅2 and the speed of convergence are discussed 

in this section.   

 

6.4.4.1 Results at 300 ºC 

 

Due to the similarity in the nature of the results of ALS-PSO with ALS as mentioned in the 

previous section, all concentration and spectral profiles for the PSO-optimized method are 

provided in section D.7 in Appendix D. Figure D.13 depicts the concentration and spectral profiles 

along with the ALS-PSO residual when SMCR was conducted on the 300 ºC dataset.   
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In comparing the concentration profiles of ALS-PSO (Figure D.13a) and ALS (Figure 6.6a), 

it can be seen that there was a difference in concentration at 360 min. The relative concentration 

of S2 was 0.75 and for that of S1 and S3 were 0.13 and 0.13 respectively, while in the ALS-

optimized profiles, it was 1, 0 and 0 for S2, S1 and S3, respectively. Though there is no direct 

measure to specify which concentration profile is better resolved, a value other than 0 and 1 for 

the pseudo-component concentration at the second data point suggests that the addition of PSO to 

the ALS method brought the profile closer to reality for the system. Another improvement was in 

removal of the noisy patterns in the spectral region between 1800 – 1500 cm-1 that was evident in 

the ALS-resolved profiles (Figure 6.6c) but was well resolved in ALS-PSO (Figure D.13d). The 

residual plot for ALS-optimized profiles (Figure D.12a) extended only in the negative direction, 

which seemed unusual. But in the case of ALS-PSO-derived profiles (Figure D.13b), the residual 

had both positive and negative values and was more symmetric than the ALS profiles alone. Table 

6.7 shows the ALS-PSO spectra-derived quantitative parameters for S1, S2 and S3 for the resolution 

performed on the 300 ºC dataset.  

  

Table 6.7. Change in the ALS-PSO-resolved spectra-derived quantitative parameters with 

pseudo-component number at 300 ºC. 

 

Pseudo-component 1 2 3 

n-CH2/n-CH3 1.80 1.79 1.82 

Overall EOS 3.48 3.55 3.23 

DOC (C=C stretch/C-H 

stretch wavenumber) 
2.91 2.70 2.79 

COC value 0.77 0.00 0.00 

 

Although the absolute values of the parameters in Table 6.7 were slightly different compared 

to the ones derived from the ALS-resolved spectra (Table 6.2), the overall trends were the same. 

This meant that the interpretation of the chemical changes and types of reactions occurring at 300 

ºC based on these parameters is similar to the discussion in section 6.4.3.1 and the reader is referred 

to that section. Further differences between the ALS and ALS-PSO techniques in terms of LOF, 

𝑅2 and convergence speed are given in section 6.4.4.6.  
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6.4.4.2 Results at 350 ºC 

 

Figure D.14 in Appendix D provides the concentration and spectral profiles and also the 

residual plot when ALS-PSO approach was used to resolve the FTIR spectra. The concentration 

profiles for ALS-PSO optimized profiles (Figure D.14a) followed the same pattern as the ALS-

optimized ones with the only difference being that the magnitude of the concentration at 180 min 

for S1 and S3 was higher and lower, respectively, for ALS-PSO as compared to the ALS method. 

This might be well due to the PSO method trying to satisfy the closure constraint at this reaction 

time (the sum of concentration values was ~1.5 for the ALS-derived profiles).   

Also, the noisy spectrum in the 1800 – 1500 cm-1 region for S3 in the ALS-optimized profiles 

was resolved to a higher extent by the ALS-PSO method (Figure D.14c). While the intensity for 

S2 at 1740 cm-1 was 0, S3 showed a mild absorption at this wavenumber which was reflected in the 

COC value as shown in Table 6.8. The only difference in the trends of the spectra-derived 

quantitative parameters of the ALS-PSO profiles as compared to the ALS-profiles was the 

continuous decrease in EOS from 3.50 to 2.15 (Table 6.8) in the PSO case whereas there was a 

maximum at S2 for the ALS case (Table 6.3). However, the overall effect was a decrease in EOS 

for both methods which did not change the chemical interpretation by much. The peaks in the other 

regions were well resolved and exhibited similar trends to those derived from the ALS-optimized 

profiles. These values are compiled in Table 6.8.   

 

Table 6.8. Change in the ALS-PSO-resolved spectra-derived quantitative parameters with 

pseudo-component number at 350 ºC. 

 

Pseudo-component 1 2 3 

n-CH2/n-CH3 1.81 1.77 1.76 

Overall EOS 3.50 2.98 2.15 

DOC (C=C stretch/C-H 

stretch wavenumber) 
2.89 3.15 2.63 

COC value 0.77 0.00 0.12 
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6.4.4.3 Results at 380 ºC 

 

The results of ALS-PSO analysis on the FTIR spectra at 380 ºC along with the residual is 

provided in Figure D.15 in Appendix D. The concentration profiles indicate a mild difference from 

the ALS-optimized profile but one can arrive at the same reaction network of S1 → S2 → S3 by 

inspection (Figure D.15a). The concentration of S3 showed a monotonic rise from the start which 

was different from that in the ALS profiles (Figure 6.11a) while S2 had a similar trend except that 

it did not rise as sharply at the higher reaction times of 1320 min and 1620 min.   

Similar to other temperatures, the noisy region for S2 in the 1800 – 1500 cm-1 region of ALS 

profiles (Figure 6.11c) was mitigated by the addition of the PSO method as can be seen from Figure 

D.15d without altering the COC value too much (Table 6.10). The values of the spectra-derived 

parameters for the 380 ºC dataset are given in Table 6.9.   

 

Table 6.9. Change in the ALS-PSO-resolved spectra-derived quantitative parameters with 

pseudo-component number at 380 ºC. 

 

Pseudo-component 1 2 3 

n-CH2/n-CH3 1.83 1.31 1.39 

Overall EOS 3.35 1.83 3.58 

DOC (C=C stretch/C-H 

stretch wavenumber) 
2.91 1.86 1.92 

COC value 0.87 0.2 0.00 

 

It was interesting to see that the trend in the nCH2/nCH3 was similar to that of profiles obtained 

through ALS optimization even though the spectra for S2 in the 3200 – 2750 cm-1 region had higher 

absolute intensities for methylene and methyl C-H stretches. However, the increase in -CH3 stretch 

was more than -CH2 for this pseudo-component, which resulted in a decrease in the chain length 

parameter (Table 6.9). The trends in other parameters like EOS, DOC and COC were the same as 

in the ALS profiles, which makes the chemical interpretation the same as discussed in section 

6.4.3.3. Another engaging observation was the persistence of band splitting for all three pseudo-
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components at 1380 cm-1 (Figure D.15e). This assigns more credibility to the proposition of 

minimal methyl transfer occurring at 380 ºC from the ALS profiles as discussed in section 6.4.3.3.   

 

6.4.4.4 Results at 400 ºC 

 

The concentration and spectral profiles for the 400 ºC data set resolved by ALS-PSO 

optimization along with the residual plot are given in Figure D.16 in Appendix A. The relative 

concentrations of S1, S2 and S3 followed similar paths for both ALS and ALS-PSO-optimized 

profiles as seen in Figure 6.13a and Figure D.16a respectively. In the ALS-PSO-optimized profiles, 

the concentration of S1 decreased continuously while S2 showed a global maximum at 150 min 

and S3 peaked at higher reaction times. An important observation was that the sum of relative 

concentrations of the three pseudo-components at 150 min was much closer to 1 for the PSO 

approach rather than the ALS method (section 6.4.3.4). This was also true at some other reaction 

times between 120 min and 210 min as well. This signified that PSO embedded with ALS caused 

the concentration profiles to adhere to the closure constraint better.   

The spectral profiles from the PSO method narrated a similar story as the ALS ones with the 

trends in the derived parameters confirming this observation as shown in Table 6.10. EOS and 

DOS had minimum values for S2 but showed an overall decrease from S1 to S3 in these parameters. 

The peaks at 727 cm-1 for S2 and S3 (Figure D.16f) were similar to that of the ALS-optimized 

profile (Figure 6.13e). The spectral bands at 1380 cm-1 appeared split for S1 but straight for S2 and 

S3 indicating no major changes in the reaction chemistry from what was discussed for the ALS-

optimized profiles in section 6.4.3.4.  
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Table 6.10. Change in the ALS-PSO-resolved spectra-derived quantitative parameters with 

pseudo-component number at 400 ºC. 

 

Pseudo-component 1 2 3 

n-CH2/n-CH3 1.79 1.12 1.41 

Overall EOS 3.45 0.60 2.10 

DOC (C=C stretch/C-

H stretch 

wavenumber) 

2.89 1.13 1.56 

COC value 0.86 0.79 0.00 

 

6.4.4.5 Results at 420 ºC 

 

The results of ALS-PSO optimization at 420 ºC are given in Figure D.17 in Appendix D. The 

concentration of S1 was similar for the profiles obtained from both ALS (Figure 6.16a) and ALS-

PSO methods (Figure D.17a), but the PSO profiles were seen to adhere to the closure constraint 

better, especially at 360 min, where the concentration of S2 was much lower than for the ALS-

optimized profile, thus making the total concentration ~1.1 as opposed to 1.4 for the ALS method. 

At all other times, the sum of concentrations was around ~1.1 for results obtained from both 

methods, thus signifying the usefulness of PSO.   

The residual appeared to fluctuate in a lower range for PSO (±0.003 in Figure D.16b) while 

it reached a maximum of ~0.008 for the ALS-optimized profile (Figure D.12e). This led to a lower 

LOF and 𝑅2 by the slightest of margins, which is shown in section 6.4.4.6. The spectra-derived 

quantitative parameters for the ALS-PSO profiles at 420 ºC are summarized in Table 6.11.   
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Table 6.11. Change in the ALS-PSO-resolved spectra-derived quantitative parameters with 

pseudo-component number at 420 ºC. 

 

Pseudo-component 1 2 3 

n-CH2/n-CH3 1.82 1.14 1.17 

Overall EOS 3.52 1.97 1.88 

DOC (C=C stretch/C-H 

stretch wavenumber) 
2.90 2.11 1.71 

COC value 0.79 0.00 0.00 

 

At both 400 ºC and 420 ºC, ALS profiles were well resolved in all regions including the noise-

prone 1800 – 1500 cm-1 region (Figure D.17d) and reflects the decrease in COC value for the 420 

ºC dataset which corroborates with the ALS profiles as well (Table 6.6). The absorption bands at 

1380 cm-1 appeared to have a split characteristic for all three pseudo-components. This implied 

that the occurrence of methyl transfer could not be confirmed as was explained for the ALS profiles 

in section 6.4.3.5. While trends in nCH2/nCH3 and DOC were similar to the ALS-optimized 

profiles (Table 6.6), the value of EOS for S3 slightly decreased from S2 for ALS-PSO-optimized 

profiles (Table 6.11) whereas it remained constant for the profile obtained through ALS 

optimization. If the ALS-PSO method is considered to capture the system changes better, it is just 

indicative of the formation of mono-substituted aromatics in higher amounts and the temperature 

might be sufficient to break the Ar-C-alkyl-C bond that can lead to a decrease in DOC as well. 

The reader is referred to section 6.4.3.5 for an extended explanation on the chemical changes 

occurring at 420 ºC.   

 

6.4.4.6 Comparison of ALS and ALS-PSO methods 

 

The two methods of optimization used for MCR in this work namely, ALS and PSO-‘fmincon’ 

embedded in ALS are compared in terms of LOF, 𝑅2 as the performance indicators and the rate of 

convergence, and the results are discussed in this section. The values of LOF and 𝑅2 as calculated 

from the residual plots for each method are given in Table 6.12.   
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Table 6.12. LOF and 𝑅2 values for the dataset at each temperature when ALS and ALS-PSO 

were employed as the final optimization approach. 

 

* 350 ºC 380 ºC 400 ºC 420 ºC 

 ALS 
ALS- 

PSO 
ALS 

ALS- 

PSO 
ALS 

ALS- 

PSO 
ALS 

ALS- 

PSO 

LOF 2.779 2.771 3.596 3.587 6.713 6.701 1.741 1.731 

𝑅2 99.923 99.926 99.871 99.876 99.543 99.551 99.975 99.989 

*the performance indicators at 300 ºC are not shown due to the lesser number of datapoints. 

 

Tefera et al. 29 reported that the ALS algorithm applied on Cold Lake bitumen converged in 

about 10 iterations at all temperatures and Shinzawa et al. 80 concluded PSO to be better than EFA 

for estimating the initial concentrations in SMCR by comparing the squared residual for both the 

methods. Also, they employed a residual based on global phase angle proposed by Noda 130 and 

this considered the time sequence of events and the effect of any external perturbation. In our work, 

we can see from Table 6.12 that though the difference in LOF and 𝑅2 values is quite small for both 

the methods, ALS-PSO had a lower residual than ALS. The largest difference was for 400 ºC, 

where the residual for ALS-PSO was an order of magnitude lower than that for ALS. Subtle 

differences in residual plots are well captured by these indicators and the difference was in the 

third decimal for both indicators. It should be noted that LOF increased with the number of 

elements in the dataset.   

The rate of convergence for both the methods is depicted in Figure 6.17 and shown for 420 

ºC and it was similar for the other temperatures considered.  ALS converged in about 30 iterations 

and the standard deviation of the residual plotted on the y-axis is calculated from the sum of 

squared residual and reached a stable value of 0.00079. On the other hand, PSO combined with 

ALS converged in half the time (~15 iterations) and the standard deviation of the residual reached 

a constant value of 0.00056, which was also lower than that of ALS. This confirmed that ALS-

PSO converged faster than ALS and could be better suited for online monitoring of the system in 

focus as highlighted in the introduction section.   
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Figure 6.17. Rate of convergence in terms of standard deviation of residual vs. number of 

iterations for ALS and ALS-PSO algorithms used in SMCR in this work.   

 

6.4.5 Assigning chemical relations to clusters from BHC 

 

For the purpose of Bayesian clustering and subsequent network learning, 214 wavenumbers 

that were mostly in the 4000 – 3200 cm-1 region were omitted from the clustering analysis in order 

to limit the noise in the system. The procedure for this was provided in section 6.3.4.1. Table 6.13 

provides the distribution of the obtained 5 clusters along with their plausible chemical identities 

and the associated wavenumbers determined by referring to Silverstein and coworkers, 117 Colthup 

et al. 131 and Beauchamp. 132   

The difference between clustering analysis and the decomposition of the data matrix into the 

pseudo-components in SMCR is that the user is able to decide the number of groups to work with 

in clustering based on some initial chemical knowledge of the system whereas in SMCR, the 

number of pseudo-components are chosen through maximum or minimum of specific indicators 

like ROD and IND functions. The common trait in both methods is that they lump variables into 

pseudo-components, and is often done in developing kinetic models. 133 The reason for choosing 

5 clusters is based on the classification of compounds existing in bitumen into basic groups of 

alkanes, alkenes, aromatics, condensed aromatics, and naphthenes as was already mentioned in 

section 6.3.4.1. It can be seen from Table 6.13 that the chemical entities are not as simple and some 

groups can consist of a mixture of compound classes and functional groups as well. However, the 

basis for the choice of 5 clusters was a good starting point as it led to a good separation of species 

that were hypothesized to participate in the thermal reactions through the SMCR methods.   
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It was important to note that the wavenumbers were ascribed to chemical species only if they 

had an absorption in the original spectra for bitumen or thermally processed bitumen at any 

temperature or reaction time. For example, the band between 1000 – 1100 cm-1 was captured into 

the 5th cluster but the absorption corresponding to alkoxy C-O was quite weak in the original 

spectrum.  

The first cluster consists mainly of ortho (o-), meta (m-) and para (p-) di-substituted or tri-

substituted aromatics whose absorptions were at 740 cm-1, 760 cm-1, 810 cm-1 and 860 cm-1. The 

aliphatic alkanes with -CH3 bending at 1380 cm-1, 1460 cm-1 also fall under this group while the 

wavenumbers 2890 – 2840 cm-1 could also represent CH2 present in cyclic alkanes. A naphthene-

aromatic with an attached alkyl side chain on either of the rings would be a good representative 

model compound of this cluster. If the alkyl group is located on the aromatic ring, it will be tri-

substituted with possible absorption at ~860 cm-1. In the molecule (34) shown in Figure 6.20, the 

R group is in the para and meta position with respect to the adjacent aromatic ring and thus can 

also absorb at 760 cm-1 and 810 cm-1 as well. However, if the substituent is on the naphthene ring 

as in (29), - the left aromatic ring is o-di-substituted, thus absorbing at 740 cm-1. The naphthene 

ring contains the aliphatic CH2 stretch and the terminal CH3 would be present in the alkyl side 

chain, which covers the other absorptions in this cluster. Thus, both molecules (29) and (34) are 

good representatives of the first group.  

Since a bunch of wavenumbers representing specific groups were part of each cluster, it was 

worthwhile to check the most important wavenumbers by calculating the square root of the sum-

squared intensities for all 35 samples at each wavenumber in the cluster. This number can be 

termed as an effective intensity for the wavenumber. It was seen that all values for the effective 

intensity in the first cluster were in the range 0.03-0.05 with no particular dominant value. This 

implied that all wavenumbers are equally important in this cluster, which makes chemical sense 

as well. If a naphthene-aromatic did not have any side chain or substituent, there would be no -

CH3 group, which is quite rare in bitumen. 112  

On the other hand, if the wavenumbers corresponding to aliphatic -CH2 (1380, 2890-2840 cm-

1) had the maximum effective intensity, it would be similar to the second cluster, and it would not 

have been logical to have two clusters with the same chemical identity. Cluster 2 represents only 

the stretching frequencies corresponding to the methylene group, which requires it to be a cyclic 

aliphatic compound. The third cluster includes mainly mono-substituted aromatics with alkyl side 
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chains due to the respective absorption bands included in this cluster and the effective intensity 

does not vary by much (Table 6.13). The fourth cluster possibly consists of just non-cyclic aliphatic 

compounds due to the methyl and methylene stretching bands at 2850 cm-1, 2920 cm-1 and the sole 

bending band for -CH3 at 1460 cm-1 (Table 6.13).  

 

Table 6.13. Classification of chemical group functionalities identified for the 5 clusters obtained 

through applying BHC on the FTIR spectra at all 5 temperatures between 300 ºC and 420 ºC. 

 

Group No. Wavenumber range (cm
-1

) Associated chemical attributes/classes of compounds 

1 

740, 760, 810; 860 

2840 – 2890; 

1370, 1440; 

2960 - 2970 

o-, m-, p-disubstituted or tri-substituted aromatics, 

aliphatic/naphthenic-CH2, 

aliphatic-CH3 

2 2918 - 2933 Naphthenic-CH2 

3 

694 – 699; 

727 – 730; 

2840, 1370, 1440; 

2974 - 2979 

Aromatic ring bend, 

Mono-substituted aromatics 

Aliphatic, naphthenic-CH2, CH3 

Aliphatic-CH3 

4 

2850 – 2920; 

2940 – 2960; 

1460 

Aliphatic, naphthenic-CH2, 

aliphatic-CH3 

5 

(i) 599 – 649; 

(ii) 650 – 680; 1150 – 1200; 

1230 – 1360; 1750 – 2820; 

1620 – 1720; 3200 - 4000 

(iii) 1730 – 1740; 

(iv) 900 – 1000; 

(v) 1216 – 1234; 1000 – 1100; 

(vi) 3050 – 3100; 1605 

(vii) 1380, 1450; 

(viii) 2980 – 3050 

(i) Noisy; 

(ii) Baseline intensities; 

(iii) Ester, anhydride-type; 

(iv) Mono-substituted, geminal alkenes; 

(v) phenolic, acyl C-O; alkoxy C-O (weak) 

(vi) Aromatic C-H stretch, C=C stretch (weak) 

(vii) aliphatic-CH2, -CH3 

(viii) alkene-C-H stretch 
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Lastly, the allotment of a specific type of chemical species to cluster 5 was found to be difficult 

due to its diverse range of wavenumbers. The effective intensity plot of this cluster is shown in 

Figure D.18 in Appendix D. This was the only cluster where particular wavenumbers had distinct 

peaks in effective intensities as indicated in Figure D.18. It can be said that there were both 

aliphatic and aromatic compounds present in this cluster with the existence of weak C=C (1605 

cm-1 in Figure D.18) and C-H stretches for aromatics and strong absorptions relating to aliphatics 

consisting of an alkene C-H stretch (2980 cm-1 in Figure D.18), sp3 methylene and methyl groups 

(1370 cm-1, 1460 cm-1 in Figure D.18). The type of substitution, whether mono, di or tri, was not 

evident from the wavenumbers belonging to this cluster. The presence of alkenes was an indication 

that this could be one of the final clusters in the reaction network (since thermal cracking leads to 

some alkene formation as well). The presence of heteroatoms were indicated for this group with 

absorptions at 1740 cm-1 being paired with those in the 1230 – 1216 cm-1 region, which could 

indicate ester-type and anhydride-type oxygenates and phenolic compounds as well. The alkoxy 

C-O group, was also identified as part of this cluster, though the peak was weak. But the conversion 

or formation of heteroatoms during thermal conversion is not particularly discussed in this work. 

It is also emphasized that there is no proof provided for the existence or transformations of these 

model compounds during thermal processing in this work and only possible pathways are explored 

based on the quantitative changes observed in the chemometric analysis.  

Moreover, the distribution of chemical species among the different clusters for Athabasca 

bitumen was relatively simpler as compared to that of Cold Lake bitumen (Table 1 in Tefera et al. 

29). Aromatics were present in the first three groups apart from cycloalkanes and straight chain 

alkanes as well. The 5th group was the only single-component group that represented alkanes only. 

This was similar to the 4th cluster in Table 6.13 that pointed to aliphatic methylene and methyl 

groups characteristic of alkanes alone. The conversion of one group to another during the thermal 

reaction is discussed in the next section by considering a particular compound that is representative 

of the entire cluster.   

 

6.4.6 Causal relationships between the BHC clusters extracted by Bayesian networks and 

a plausible representative reaction pathway 

 

6.4.6.1 Bayesian network structure 
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Once the five clusters were identified, they were considered as the nodes to develop 

directional relationships between them using Bayesian learning methods. As described in section 

6.3.4.2, three algorithms were used to build a network separately by maximizing a BIC score 

(equation 6.18). The terms in equation 6.19 describe the dependence and independence of the 

current node on the node which gave rise to it (also called the parent node) and constitute the first 

term in the BIC equation (equation 6.18). The logarithmic term in BIC indicates a penalty term 

that regularizes between model fit and the ability to generalize the model. In other words, if this 

term was omitted, the structure would be more complex with more than 3 nodes having the same 

parent and an increase in the number of connections between nodes that can lead to difficulty in 

chemical interpretation as well.   

For the clustered FTIR spectra from the thermal conversion of Athabasca bitumen, hill 

climbing and Tabu search gave the same underlying network structure that is depicted in Figure 

6.18, while MMHC gave a similar network structure but with some disconnected groups as shown 

in Figure 6.19. The network structures given in Figure 6.18 and Figure 6.19 are called directed 

acyclic graphs (DAGs) and the arrows in the structures indicate the direction of information flow 

from the cause to effect, i.e. from the parent to the descendant node. The thickness of the arrows 

expresses the strength of the relationship and the magnitude of their strength is given by the 

negative number on top of the arrows as shown in both the figures.    
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Figure 6.18. Bayesian network structure produced by hill climbing and Tabu search algorithms 

describing the causal relationships between different groups clustered by BHC.  

 

Figure 6.19. Bayesian network structure given by maximum-minimum hill climbing (MMHC) 

algorithm describing the causal relationships between different groups clustered by BHC.   

  

A higher negative value of the arc strength meant that the existence of the cause-effect pair in 

the Bayesian structure is more probable. Put differently, if a particular connection is removed from 

the network, the score of the network will be affected in a negative manner by the value of the arc 

strength of the connection. The connection from Group 1 (G1) to Group 4 (G4) was the strongest 

in the networks produced by all three algorithms (arc strength of -43.3) but the next most probable 

- 43. 3   

- 20 . 6   
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- 12. 1   
- 3 . 6   

- 24 . 9   
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path was from G4 to Group 5 (G5) in the Tabu search and hill climbing-produced networks (Figure 

18 – arc strength of -24.9) while G4 to Group 3 (G3) was the second strongest with G4 to G5 not 

far behind in the MMHC-produced network (Figure 6.19 – arc strengths of -20.6 and -9.9, 

respectively). The least probable connections involved Group 2 (G2) in both networks where G4 

to G2 had an arc strength of -0.4 and that of G2 to G5 was -3.6. This was reflected in the MMHC-

produced network (Figure 6.19) where G2 was classified as a separate node with no parent or 

descendent. Another interesting aspect to note was that G5 had 4 families (parents) in the Tabu 

search-produced network but only 2 families in the network structure given by MMHC. 

Considering the Bayesian network structures produced by the three algorithms as well as the 

wavenumbers associated with each node, a reaction network was devised, the details of which are 

provided in the next section.   

 

6.4.6.2 Proposed reaction pathway 

 

Though two algorithms (hill climbing and Tabu search) resulted in the same network (referred 

to as network 1 – Figure 6.18), it was also worthwhile to compare the proposed chemical reaction 

pathway against the network produced by MMHC (network 2 – Figure 6.19). The proposed 

reaction pathways as illustrated in Figure 6.20 and Figure 6.21 could also be validated with the 

types of reactions that deduced from the SMCR results in section 6.4.3. The main difference is that 

this reaction network is not specific to a particular experimental condition but is a generic portrayal 

of the thermal conversion of Athabasca bitumen in the temperature range of 300 – 420 ºC and 

based on the causal relationships given by the Bayesian network structures.    

The most probable route was G1 to G4 which represented the conversion of di- or tri-

substituted aromatics to aliphatic products (Table 6.13). The starting compound was considered to 

be a tricyclic naphthene-aromatic compound (compound (29) in Figure 6.20) with the alkyl 

substituent on the naphthene ring. This was the same as compound (1) in Tefera et al. 30 since it 

satisfied the characteristic absorptions of the first group. This molecule was a good representation 

of G1 in the network structure as indicated in Figure 6.20 as well. This can crack at the indicated 

position to give compound (30) that has a free radical at the benzylic and the secondary carbon. 

Hydrogen can stabilize these free radicals to give compound (31), whose side chain can crack 

either at the benzylic carbon to give an aliphatic alkene or at the carbon next to the R group. 
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Intramolecular hydrogen transfer from the benzylic carbon occurs to give the aliphatic molecule 

(33) and the di-substituted naphthalene with a conjugated side chain (32). Compound (33) is 

representative of G4 since the -R group can have methylene groups and terminal methyl could be 

present as well. Thus, G1 → G4 is possible and highly probable but need not necessarily happen 

in a single step.   

For the conversion of Athabasaca bitumen at 400 ºC conducted by Sivaramakrishnan et al. 24 

in Chapter 5, 1H-NMR data indicated a net increase of 7 %wt. in the aromatic content from 9 – 16 

%wt. over 1440 min along with the formation of lighter molecules that contributed to a decrease 

in viscosity. The probable pathway from G1 to G4 as described, indicates that an increase in the 

lighter aliphatic molecules (33) cannot occur without the formation of aromatic compounds (32). 

Also, in this case, the substituted naphthalene is still di-substituted with respect to the left ring as 

it was in the starting compound (29). This was similar to the mechanism proposed at 380 ºC (Figure 

6.12), where the di-substituted ring was not affected but side-chain cracking occurred.  In contrast, 

for the conversion of Cold Lake bitumen at 400 ºC, Zachariah and De Klerk 32 reported a larger 

increase of aromatic content from 9 to 20 %wt. over 360 min, which translated to a higher decrease 

in the aliphatic character of the liquid products as compared to Athabasca bitumen. The lower 

content of lighter cracked products might not have helped with decreasing the viscosity as it was 

reported to increase after the first 30 min to be almost equivalent to that of the feed after 360 min 

at 400 ºC for Cold Lake bitumen conversion. 32  
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Figure 6.20. Proposed reaction pathway for the thermal conversion of Athabasca bitumen based 

on the results from Bayesian network structure.   
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Figure 6.21. Proposed reaction pathway in continuation with Figure 6.20 for the thermal 

conversion of Athabasca bitumen based on the results from Bayesian network structure.   

 

Though reaction network through Bayesian structure indicated a clear shift towards aliphatic 
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Athabasca were more than that for Cold Lake and also some aromatic products were less heavier 
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than those produced from Cold Lake due to the decreased substitution as shown in Figure 6.21 and 

discussed below.  

Moving ahead, we consider the tri-substituted aromatic (34) as the starting compound 

representing G1 as described in section 6.4.5. Hydrogen radicals can add to the central aromatic 

ring to give (35) that can crack at the benzylic carbon to produce compound (36) which has free 

radicals at the favorable benzylic carbon and the secondary carbon centres as indicated in Figure 

6.20. There are two ways in which this compound can lead to mono-substituted aromatics. It is 

very similar in structure to (10) shown in Figure 6.10 for 350 ºC and can undergo elimination by 

removal of the hydrogen attached to the tertiary carbon, which adds to the benzylic carbon to yield 

the alkene-aromatic (37). Four hydrogens can be removed through hydrogen disproportionation 

from (37) to form (38) that has mono-substituted aromatic absorptions. Essentially, the mono-

substituted aromatic content is increased keeping the tri-substituted aromatic content constant 

without breaking of the aryl C-alkyl C bond. Furthermore, free-radical recombination was also an 

important reaction during thermal cracking as highlighted in the SMCR discussion (section 6.4.3). 

The benzylic hydrogen with respect to both aromatic rings in (38) can be abstracted and this free 

radical can re-combine with the free radical form of (33) to yield (41), which has characteristic 

absorptions of G3 (Table 6.13). Hydrogen can be abstracted not only from the primary carbon in 

(33) but also from secondary or tertiary if the R group is branched. The pathway from (33) to (41) 

can be considered as an explanation for G4 → G3 (3rd and 2nd strongest in network 1 and network 

2, respectively), which was equally probable in the Bayesian networks revealed by all three 

algorithms (section 6.4.6.1).  

The only concern with molecule (41) is that it has the wavenumbers included in G1 arising 

from the already existing tri-substituted aromatic. Hence, if the reaction sequence described in the 

above paragraph started with compound (29) instead of (34) and the intermediate radical (36) 

underwent the RHT mechanism through intramolecular hydrogen transfer from the hydrogen 

attached to the tertiary carbon, toluene would have been formed similar to that shown in Figure 

6.14 at 400 ºC. But since this is seen as a rare occurrence at 400 ºC and may be possible at 420 ºC, 

it is not shown in the proposed reaction networks. However, it should be kept in mind that 

molecules similar to (37) are easier to crack at the Ar-C-alkyl C bond than for (29) or (35). As 

alternative route to RHT as suggested at 400 ºC (Figure 6.14), the sequence shown in Figure 6.21 

seemed to be a more feasible pathway to produce mono-substituted aromatics where the starting 
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compound was (42) with the substituent in the benzylic position on the naphthene ring. It was 

interesting to note that though compounds (45) and (37) were formed through the same process, 

the possibility of (45) cracking at the indicated position was far more than (37) due to the position 

of the double bond facilitated by the presence of the R’ group. This would lead to the stable free-

radical (46), while (47) can undergo hydrogen abstraction and disproportionation to yield the 

mono-substituted aromatic (49). The benzylic hydrogen in (49), if any, can be abstracted and 

combined with (39) to give (51), which is a good example of G3. Thus, this can be a more feasible 

pathway for G4 → G3 than (33) to (41). The practicality of this pathway emerges from the fact 

that it did not require an aryl C-alkyl C bond to be broken, which could be quite difficult at these 

lower temperatures. 

Interestingly, compound (41) can also be considered as belonging to G5 as this group has a 

mixture of wavenumbers that contain absorption bands related to aromatics and aliphatics (section 

6.4.5). If this was true, G4 to G5 could be explained using the path from (33) to (41) and this 

relationship was the second strongest in network 1 (Figure 6.18) and third strongest in network 2 

(Figure 6.19). It was interesting to see that G3 → G5 had a lower arc strength than other causal 

relationships explained above for network 1 but this route did not exist in network 2. Since 

compound (38) can be considered as belonging to G3, the pathway from (38) → (40) → (41) can 

be explanative of G3 → G5 involving G4 as well. It has to be noted that though (40) is readily 

formed from (38), it can be difficult for it to combine with (39) if the R contains branched moieties 

due to steric hindrance from the two aromatic groups on either side. Meanwhile, (39) can combine 

more easily with less sterically hindered radicals to yield the G5 class of molecules. The difficulty 

of G3 → G5 was captured better in network 2 more than in network 1. These type of recombination 

reactions (G4, G3 → G5, G4 → G3) involving free radicals can lead to an increase in chain length 

that results in the rise of the nCH2/nCH3 parameter that was seen to occur at 380 ºC, 400 ºC from 

S2 to S3 at later reaction times from the SMCR results (Table 6.9, Table 6.10). The pathway from 

compound (33) to (51) also signals a decrease in EOS which was found to occur at all temperatures 

except at 380 ºC in the SMCR results.  

Hydrogen radicals can also add to (29) in a similar way as proposed to add to (34) to give (52) 

that is equivalent to (35) except that the R group is on the naphthene ring. Cracking of (52) at the 

indicated position (Figure 6.20) and subsequent hydrogen radical stabilization can yield alkenes 

like (55) along with naphthene-aromatics (54). The mixture of these molecules, especially the 
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alkene (55), can be another representation of G5 due to the high effective intensity of alkene for 

this cluster as determined in section 4.5. Thus, (29) to (55) can be seen as a pathway from G1 → 

G5 whose arc strength was lesser than G3 → G5, but definitely more than that involving G2 species 

(Figure 6.18). This pathway involves cracking and free-radical stabilization by hydrogen to 

produce lighter aliphatics and similar to the mechanism thought to occur at higher temperatures 

like 420 ºC (section 6.4.3.5).  

Moreover, the free-radical (36), when stabilized by hydrogen addition, can crack at the 

favorable benzylic position to yield (57) and the cyclohexyl radical (58). On hydrogen addition, 

(58) gets converted to cyclohexane, which is an ideal representation of G2. Since (36) originates 

from G1, this pathway represents G1 → G2, which does not exist in either of the Bayesian networks 

calculated in section 6.4.6.1. The only family for G2 was G4 according to network 1, and this 

could be possible only through free-radical recombination of (39) and (58). The product (59) is a 

very good representation of a G2 group only if the R group has a terminal double bonded CH2. On 

a parallel note, the removal of hydrogen from a cyclohexane is much more difficult than from a 

compound like (38) since the free-radical in (40) is stabilized by 2 aromatic rings whereas there is 

no group to stabilize the cyclohexyl radical. The Gibbs free energy of formation of cycloalkanes 

and naphthenes is also quite low due to the stable chair and boat conformations. 134  Hence, the 

formation of (58) back from cyclohexane is difficult, which makes G4 → G2 less probable. 

Furthermore, (59) can undergo further cracking at the existing alkyl group (R) if it is longer than 

2 carbons. The resulting naphthenic molecule can be representative of G5 in the network, which 

gives the only possible pathway from G2 → G5. But since the former reaction is in itself less likely, 

the production of G5 compounds from G2 is even more less plausible due to the stability of stand-

alone naphthenic molecules.  

The entire reaction network is summarized in Table 6.14 including the major types of 

reactions occurring and their similarities to the ones proposed for the individual temperatures from 

the SMCR results. In view of the discussion above, it can be concluded that the derived reaction 

networks by all three algorithms made chemical sense, with the MMHC-produced network 

(network 2) being able to extract the key elements of the reaction pathway more accurately. The 

network produced by MMHC classified G2 as a separate entity, which was practical due to the 

stability of the naphthenes as discussed above. Also, G3 → G5 being less probable was attributed 

to steric hindrance in the bulky aromatic molecules. Finally, due to multiple pathways for the 
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formation of mono-substituted aromatics from the lighter aliphatic compounds, the stronger arc 

strength of G4 → G3 than G4 → G5 in the MMHC-produced network made more chemical sense. 

This is an example of a disconnected network (Figure 6.19) relating to the real chemical scenario 

more accurately than the continuous network (Figure 6.18). It was also seen that the Bayesian 

network structure corroborated the SMCR results fairly well and the plausible types of reactions 

discussed in section 6.4.3 as well, which was one of the main objectives of this work. It should 

still be kept in mind that these chemometric tools provide a means to arrive at certain hypotheses 

regarding the occurrence of different reactions that needed further experimental proof, which is 

out of scope for this chapter.  

 

Table 6.14. Main reaction mechanisms associated with the reaction pathways derived from the 

Bayesian network structure. 

 

Causal 

relationship 

Related compound 

transformations 

Constituting reaction 

mechanisms 

Temperature(s) of 

similar occurrence 

from SMCR 

G1 → G4 
(29) → (33) 

(Figure 6.20) 

Cracking, intramolecular H 

transfer 

350 ºC 

380 ºC 

G4 → G3 

(i) (42) → (49) 

(ii) (39) → (51) 

(Figure 6.21) 

(i) H transfer to MNA; 

Intramolecular H transfer; 

Cracking, H abstraction; 

(ii) Free-radical recombination 

380 ºC 

400 ºC 

G4 → G5 
(33) → (41) 

(Figure 6.20) 
Free-radical recombination - 

G3 → G5 
(38) → (41) 

(Figure 6.20) 

H abstraction; 

Free-radical recombination 
- 

G1 → G5 
(29) → (55) 

(Figure 6.20) 

H transfer to MNA; 

Cracking; 

H stabilization of free-radicals 

420 ºC 

G4 → G2 

(i) (34) → (56) → (58); 

(ii) (39) + (58) → (59) 

(Figure 6.20) 

(i) H transfer to MNA; 

Cracking, H stabilization; 

(ii) Free-radical recombination 
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6.4.7 Global model for SMCR compared to Bayesian network 

 

The global model incorporated datasets at all temperatures together, which would mean a 

column-wise augmented data matrix with the different sets of experiments analyzed by the same 

technique (FTIR). This data was analyzed with SMCR-ALS and the results were compared with 

that of the temperature-wise model and that of the Bayesian networks for two reasons: (i) to see 

the improvement in the resolution of the concentration and spectral profiles due to the larger 

number of samples; (ii) to verify whether the proposed reaction pathway from the Bayesian 

network fits the trends described by the quantitative parameters calculated from the resolved 

spectra in the global model. If the results of the global model were consistent and satisfactory, it 

could be useful in real-time control of the system. For example, in the case of thermal conversion 

of bitumen in a continuous process, it is most likely that the temperature would be continuously 

varied after a certain amount of time at each temperature. A local SMCR model would require 

more computational effort since it has to switch between every process condition from time to 

time, whereas a global model can skip this step and directly operate on the spectra of the liquid 

product.  

Only a brief explanation of each part of the process, namely identification of chemical rank, 

estimating the initial concentration for the pseudo-components and the final resolved concentration 

and spectra are provided in this section. The number of components extracted for the global model 

were 3 since the ROD exhibited a maximum value of 22.3 when three principal factors were used. 

Figure D.19a in Appendix D shows the plot of ROD varying with the number of components for 

the 35 samples. The LOF as calculated from the residual obtained after performing SVD using 3 

pseudo-components (equation 6.24) was 7.108 and was lower than when 2 components were used, 

as expected. The amount of variance explained was 99.49 % and there was not much difference to 

the 𝑅2 when more than 3 components were added to the model.   

Figure D.19b shows the plot for initial concentration estimates at all the process conditions 

considered in the global model. The overall trends in S1 and S3 appeared to be decreasing and 

increasing, respectively, with the trend for S2 being similar to that in the SMCR models for the 

individual temperatures as well (Figure 6.5). Interestingly, S1 showed a step-wise decrease in what 

seemed to happen at the start of every new dataset at each temperature that was augmented with 
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the previous one. This nature wasn’t seen in the final resolved concentration profiles though the 

overall trends were the same as shown in Figure 6.22a. A fair adherence to the closure constraint 

was also seen with the sum of concentrations of the three pseudo-components for the datapoints 

1-10 and 27-35 being between 1 and 1.2 while it reached a maximum of 1.6 for the 11th datapoint. 

This was an improvement over the ALS profiles in the local model where the summation reached 

1.7 at two of the points for the 400 ºC dataset.  

Figure 6.22 shows the concentration and spectral profiles resolved using ALS algorithm for 

the dataset considering all temperatures together. The quantitative derived parameters from the 

ALS-resolved spectral profiles for the global model is given in Table 6.15.   

 

Table 6.15. Change in the ALS-resolved spectra-derived quantitative parameters with pseudo-

component number for the dataset comprising all experimental conditions. 

  

Pseudo-component 1 2 3 

n-CH2/n-CH3 1.72 1.22 1.27 

Overall EOS 4.83 0.30 1.51 

DOC (C=C stretch/C-H 

stretch wavenumber) 
2.53 1.87 2.03 

COC value 0.75 0.00 0.00 

 

As seen from Table 6.15, nCH2/nCH3 showed an overall decrease that was similar to the trends 

from the SMCR results at all the individual temperatures except 300 ºC. There was a minimum at 

S2 for this parameter, which then increased slightly to 1.27 for S3. This trend seemed to capture 

the changes observed at higher temperatures (380 ºC, 400 ºC, 420 ºC) in the individual data sets 

from the local SMCR model and indicated that cracking occurred significantly with some amount 

of methyl transfer and free-radical recombination at larger reaction times. As shown in the reaction 

network derived based on the Bayesian results (Figure 6.20, Figure 6.21 and Table 6.14), hydrogen 

transfer to multi-nuclear aromatics also played an important role in reducing the -CH2 content, 

which could lead to the observed decrease in the nCH2/nCH3 parameter. Another parameter that 

appeared to be consistent with the SMCR results for the local model was EOS, which showed a 

drastic decrease from S1 to S2 and then an increase from S2 to S3. The only temperature where EOS 
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increased overall was at 380 ºC, for which the related plausible reaction chemistry was explained 

in section 6.4.3.3. Also, the sharp reduction in EOS for S2 was also observed at 400 ºC and 

explained by relaxing the number of components to 4 (section 6.4.3.4). Sivaramakrishnan et al. 24 

(Chapter 5) reported an increase in the mono-substituted aromatic content during the thermal 

cracking of Athabasca bitumen conducted at 400 ºC and the increase in the absorption intensity at 

727 cm-1 for S2 and S3 (Figure 6.22c) was also supportive of this observation. The multiple ways 

of obtaining mono-substituted aromatics from higher substituted aromatics were also discussed in 

the previous section on the proposed reaction network.   

Although thought to be a relatively unreliable parameter, the overall decrease in DOC could 

have resulted from a higher increase in the number of aromatic hydrogens as compared to the C=C. 

This decrease in the condensation extent could also mean a conversion of higher substituted 

aromatics to lower substituted aromatics, which was indicated in the reaction network proposed 

(Figure 6.20 and Figure 6.21). Lastly, the resolution of the spectral profiles (Figure 6.22b-e) were 

good with no noisy spectra as was obtained in the 1800 – 1500 cm-1 in the 300 ºC and 350 ºC ALS-

optimized profiles due to the presence of limited number of datapoints. Though there were no 

issues with the resolution quality of the spectral profiles at other individual temperatures and ALS-

PSO method was also useful in reducing the noise, it is always useful to obtain a larger number of 

datapoints for analysis of a particular dataset when chemometric tools like curve resolution are 

used.   

Since the global SMCR-ALS model considered all experimental conditions together, only 

generalized comments could be made with regards to chemical changes during thermal conversion, 

though most changes were able to be captured. This illustrates the importance of investigating the 

spectra at each temperature separately, though the global model is better applicable for online 

monitoring of continuous processes.   
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                     (d)                                                             (e) 

Figure 6.22. Results of SMCR-ALS applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at temperatures in the range 300 – 420 ºC (global model). The 

profiles are arranged as: (a) concentration vs. reaction time for the three pseudo-components; and 

resolved spectra for each pseudo-component shows as absorbance vs. wavenumber in the ranges: 

(b) 3200 – 2750 cm-1; (c) 1800 – 1500 cm1; (d) 1500 – 900 cm-1; (e) 900 – 650 cm-1.   
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6.5 Implications on low temperature partial upgrading 

 

A number of comparisons were made between Athabasca and Cold Lake bitumen in terms of 

probable reaction chemistry during thermal conversion at conditions that were less severe than 

those employed in the industry. 37 From all the proposed mechanisms in this work, some relevant 

questions regarding their implications to partial upgrading remain. Which type of bitumen is more 

processable? Are there any particular preferences for certain products from thermal cracking? Do 

these products interact with the diluent added during pipeline transportation? This section attempts 

to discuss some of these aspects and it must be noted that these are partly speculative and not 

specific answers or solutions to the above questions.  

The major goal of partial upgrading is to meet the pipeline specifications that hold restrictions 

on the viscosity, density and the olefin content. 135 At the same time, partial upgrading by thermal 

conversion processes like visbreaking does not eliminate the need for diluent completely and just 

decrease the requirement from ~35 %v/v for the raw bitumen to ~15%v/v for the low-temperature 

cracked bitumen. 32 It is important for partial upgraders to consider whether a commonly used 

diluent like naphtha has any chemical interaction with thermally cracked bitumen, which can 

further impact physical properties like viscosity in addition to the dilution effect. It has been 

highlighted in this work that the formation of lighter products in both aliphatics (excluding gases) 

and lower-substituted aromatics from thermal conversion can serve as an internal diluent to 

decrease the viscosity. However, free-radical recombination possibly occurred at longer reaction 

times but did not have a major influence on the viscosity as it continuously decreased at all 

temperatures for Athabasca bitumen. Since the diluent is added after thermal conversion, the 

conditions are not expected to be conducive for a chemical reaction between the naphtha molecules 

and bitumen. Naphtha, by itself, was not shown to contain any free radicals 136 but thermally 

cracked bitumen does. Molecules like the aliphatic alkene free radical (26) in Figure 6.14 and the 

benzylic free-radical (57) in Figure 6.20 are stabilized by resonance but can definitely interact with 

double bonded naphtha molecules and cause polymerization at the pipeline temperature.  

To compare the ease of processability of the two types of bitumen from just the results of this 

work and that of Tefera et al. 29 on Cold Lake bitumen is difficult. Being processable can imply 

easier reduction of viscosity at less severe upgrading conditions so that a lower amount of diluent 

can be used. The composition of thermally cracked bitumen plays a key role both in mid-stream 
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and downstream processing. The thermal conversion of Athabasca bitumen was shown to reduce 

the viscosity monotonically at all reaction times while that of Cold Lake bitumen experienced an 

increase in viscosity at later reaction times. This might tempt us to state that Athabasca bitumen is 

more processable but it is not only the final viscosity that is important. Lighter aliphatic and mono-

substituted aromatic molecules like (33), (55) in Figure 6.20, (28) in Figure 6.14 and (51) in Figure 

6.21 would not cause much problems but heavier compounds similar to (19) in Figure 6.12, (54), 

(38) and (41) in Figure 6.20 that include condensed aromatics with 2 or more rings, and aromatics 

with bulkier groups attached can cause clogging or even form a separate phase and precipitate even 

due to minute changes in pipeline pressures. Polynuclear aromatic compounds formed from ring 

closure reactions like the one shown in Figure 11 in Tefera et al. 29 can also have a deleterious 

effect for partial upgrading. Optimizing the process conditions with knowledge of reaction 

chemistry can help in monitoring the composition of thermally cracked bitumen and mitigating 

the undesired effects during pipeline transport. Chemometric tools like those investigated in this 

work help in developing deeper insights into possible product composition with minimal input 

information, and thus can aid in choosing the appropriate process condition for partial upgrading.  

 

6.6 Conclusions 

 

This work dealt with the application of chemometric tools on the FTIR spectra of liquid 

products obtained during thermal conversion of Athabasca bitumen in the temperature range of 

300 – 420 ºC. The objective was to develop a credible reaction network for the thermal cracking 

process based on the results of the statistical approaches while using minimum prior chemical 

knowledge of the system. Similar studies were conducted previously on Cold Lake bitumen and 

the differences in chemometric results and subsequent chemical interpretation on the reaction 

chemistry of the two types of bitumen were also highlighted in this work. The chemometric 

methods utilized in this work comprised of two parts: (i) Self-modeling multivariate curve 

resolution (SMCR) using two optimization algorithms namely ALS and PSO embedded in ALS 

applied on 5 datasets at temperatures of 300 ºC, 350 ºC, 380 ºC, 400 ºC, 420 ºC separately (local 

model) as well as augmenting them together (global model); (ii) Bayesian hierarchical clustering 

(BHC) on the preprocessed FTIR spectra followed by Bayesian network learning to reveal the 
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underlying causal relationships between the clustered groups from BHC. The key conclusions are 

summarized as follows:  

a. For both the local model and the global SMCR models, three pseudo-components were 

found to be representative of the bitumen reaction mixture as obtained from the maximum 

of ratio of derivatives (ROD) and second derivative (SD) values after performing singular 

value decomposition (SVD) on the respective matrices. More than 99.5 % of the variance 

was explained by 3 components.  

b. Initial concentration estimates for SMCR-ALS and SMCR-ALS-PSO in the local models 

were obtained by FSMW-EFA and indicated a reaction pathway among the pseudo-

components as S1 → S2 → S3.  

c. As suggested in previous works, the ALS-PSO approach was better than the ALS method 

for the local model in a number of ways. The spectral and concentration profiles from the 

former showed improvements as compared to their ALS-optimized counterparts in terms 

of noise reduction and stricter adherence to the closure constraint. In addition, the residuals 

and LOF were slightly lower for the final resolved data when ALS-PSO was employed. 

The 𝑅2 values were marginally higher to the third decimal for the ALS-PSO algorithm and 

it took half the number of iterations to converge to the final solution as compared to the 

ALS method.   

d. The majority of the trends in the final resolved spectra-derived quantitative parameters like 

the intensity ratio of methylene and methyl groups (nCH2/nCH3 - indicating alkyl chain 

length or naphthenic content), extent of aromatic substitution (EOS), degree of 

condensation (DOC) and complex oxygenate content (COC – indicating estimate of ester 

and anhydride-type molecules) were identical for both ALS and ALS-PSO methods in the 

SMCR approach, though the absolute values were slightly different. This was also 

reflective of the same interpretation of the underlying reaction chemistry irrespective of the 

resolution algorithm used.   

e. S1 → S2 → S3 was the common conversion pathway among the three pseudo-components 

in the final concentration profiles from both algorithms for the local model. At all 

temperatures except at 300 ºC, S2 existed during the intermediate reaction times while S3 

was the dominant component at larger reaction times.   
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f. No major chemical changes in Athabasca bitumen occurred at 300 ºC as compared to Cold 

Lake, where viscosity decreased despite increasing alkyl chain length and increased degree 

of aromatic condensation. The lower reactivity of Athabasca bitumen was believed to be 

due to the lower saturate content in the feed that could manifest as shorter chain length of 

the alkyl substituents. Methyl transfer was suggested to have occurred at 300 ºC. The 

cracking extent was higher at 350 ºC accompanied by methane gas formation and less 

methyl transfer. Since EOS showed an overall decrease, a pathway was devised that 

included cracking, hydrogen abstraction and disproportionation to form mono-substituted 

aromatics without affecting di-substituted aromatic content. In contrast, EOS increased for 

Cold Lake cracking at 340 ºC, indicating ring-closure reactions. At 380 ºC, EOS increased 

for S3 with respect to the feed (S1) but the chain length parameter and DOC decreased. It 

was speculated that existing naphthene-aromatic compounds were converted to a complete 

aromatic molecule through hydrogen disproportionation and this facilitated cracking of the 

side chains at later times. It was noted that literature had mixed opinions on the occurrence 

of hydrogen disproportionation at temperatures < 400 ºC. Significant differences in 

chemical changes were observed at 400 ºC for both types of bitumen. The formation of 

lighter products resulted in a continuous decrease in viscosity for Athabasca bitumen and 

was reflected in the larger overall decrease in all quantitative parameters. Due to an extreme 

decrease in EOS (confirmed by relaxing number of components), the possibility of scission 

of Ar-C-alkyl C bond was explored to form mono-substituted aromatics. Free-radical 

recombination was an important reaction at larger reaction times but the rate of 

recombination and condensation reactions were thought to be higher in Cold Lake than in 

Athabasca at 400 ºC due to differing trends in viscosity. Severe cracking was seen to occur 

at 420 ºC for Athabasca bitumen with stabilization of side chains by hydrogen.   

g. BHC yielded 5 clusters that could be classified into o-, m-, p-di- or tri-substituted 

aromatics, naphthenic, monosubstituted aromatics, aliphatics and a mixture of aromatic, 

aliphatic alkene and heteroatomic compounds. Tabu search and hill climbing algorithms 

for Bayesian learning provided the same underlying network structure but MMHC 

identified the second cluster (G2) as a separate group with no connection and a reduced 

number of families for the fifth cluster. G1 → G4 → G3 was the strongest connection in all 

three networks and the chemical interpretation was that higher substituted aromatics 



 

366 

 

cracked to lighter aliphatics and a pathway was also devised to form mono-substituted 

aromatics without breaking the strong Ar-C-alkyl C bond. Free-radical recombination, 

stabilization by hydrogen radicals and hydrogen transfer (intra and intermolecular to and 

from aromatics) were key elements of the reaction network and were consistent with the 

proposed mechanisms from SMCR local models. Interestingly, the position of the alkyl 

substituent on the starting compound was also significant in determining the nature of the 

products. The network produced by MMHC was determined to be more accurate in 

representing the real thermal conversion chemistry. The reaction network for Cold Lake 

bitumen conversion also indicated the formation of lighter aliphatic products but the local 

viscosity maxima attained at some temperatures could not be explained. The accompanying 

increase in condensed aromatic content that did not precipitate as coke could have been 

responsible for this, but this needs to be quantified.   

h. The global SMCR model showed the value of having more samples in the dataset and the 

change in quantitative parameters was in good agreement with the proposed reaction 

network from the Bayesian methods. The potential for online monitoring of a continuous 

thermal cracker was also discussed.  

i. The run-time for the SMCR methods was much lesser than the Bayesian methods which 

would make the SMCR techniques more suitable for implementation in automation and 

control. But at the same time, the Bayesian network makes it easier to derive a reaction 

pathway and thus, it is recommended that the use of both approaches together for analyzing 

the reactions of complex mixtures like bitumen.  

  

In conclusion, both chemometric strategies used in this study gave consistent results and 

enabled us to propose a reaction network for the thermal conversion of Athabasca bitumen and 

compare it with that of Cold Lake bitumen comprehensively. However, it should be noted that the 

proposed reaction chemistry is based on the results of the statistical methods and further 

experiments using the appropriate model compounds are needed to prove their occurrence in real 

time. The chemometric methods can also serve as hypotheses generators for experimental 

procedures involving complex molecules.  

Lastly, though this study implemented the suggestions of previous works by applying PSO 

embedded with ALS, and checking the correlation of the results from Bayesian network learning 
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and curve resolution methods, certain drawbacks need to be highlighted. The number of samples 

in the temperature-wise datasets were limited and it was seen that the global model improved the 

resolution to some extent. PSO parameters like swarm size and lower and upper bounds can be 

varied and the model can be extended to lower temperatures while incorporating other 

characterization methods like 1H-NMR, ESR and chromatography as well. Also, since the original 

data matrix is three directional consisting of time, temperature and spectral channels, a tri-linear 

decomposition method like PARAFAC combined with ALS optimization can be used. The 

advantage of PARAFAC over the traditional PCA is that it calculates all the contributing 

components simultaneously rather than in a step-wise manner and improves signal-to-noise ratio.  
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7. CONCLUSIONS 

 

 

7.1 Introduction  

 

With the ever-increasing demand for petrochemicals, there is a need for automating certain 

production processes for which the key requirement is online-monitoring. It should be noted that 

with the advancement of technology in the analytical characterization techniques employed, the 

amount of data generated is also immense and multi-dimensional. Understanding the chemical 

changes that occur during the ensuing reactions is another challenge due to molecular complexity 

of the reacting mixture. Chemometrics was identified as a useful tool to deal with huge volumes 

of multi-dimensional and noisy data and when integrated with the production process, it can result 

in efficient online monitoring and automation. The quantitative results from chemometric methods 

also help in deducing the reaction chemistry of the system in focus. Thus, both the quantitative 

and qualitative aspects of chemometrics are significant, i.e. the quantitative aspect deals with 

simplifying complex data and qualitative aspect deals with knowledge of the reaction chemistry.  

Keeping this in mind, three particular systems of industrial significance were investigated in 

this study. The molecular complexity of both the feeds and reacting systems increased from the 

first to the third system and these were: (i) acid-catalyzed oligomerization of an aliphatic alkene, 

propylene; (ii) non-catalytic oxidation of a naphthene aromatic, tetralin; (iii) thermal conversion 

of a complex mixture of aromatic and non-aromatic hydrocarbons and heteroatoms, bitumen. The 

challenge in the first system was tracking the composition of the isomeric hydrocarbon products 

without the use of a kinetic or a reactor model as they were already explored in literature. Oxygen 

availability was known to control product selectivity in tetralin oxidation but identifying a single 

parameter that was responsible for the availability of oxygen in the liquid phase was critical for 

the up-scaling the design of flow reactors where mass transfer and hydrodynamics were important. 

The major challenge in the third system was non-monotonic changes in viscosity of bitumen as 

observed in previous works and explaining these observations through a fundamental 

understanding of the key features of the conversion chemistry of Athabasca bitumen was required 

from the perspective of partial upgrading.  

The main conclusions of this entire study are provided in the next section.  
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7.2 Significant conclusions and findings 

 

A review of the various chemometric tools suggested the usefulness of unsupervised and 

supervised classification and regression techniques like dimension reduction (PCA), pattern 

recognition (HCA), calibration and regression (SVM, PLSR, i-PLSR, simple and multiple linear 

regression), and resolution methods in modeling linear and nonlinear relationships in different 

disciplines of analytical science. Applications in some disciplines include material science, 

environmental and food science, medicine, biochemistry and petroleum. 

In the first phase of this study, it was found that LS-SVM method employing the RBF kernel 

was the most suitable for predicting product concentrations in propylene oligomerization among 

other methods (PLSR, i-PLSR and LS-SVM employing a polynomial kernel). It was able to 

capture the nonlinearity in the spectrum-output property and reaction condition-output property 

relationships as well. It showed the ability to model different datasets by displaying the least 

tendency to overfit, the best learning efficiency when the number of samples was varied and the 

lowest run-time as compared to the other approaches mentioned above. The combination with PCA 

and HCA assisted in recognizing important groups of product streams which correlated with the 

wavenumber regions identified by i-PLSR as well. The identified clusters and wavenumber regions 

were roughly associated with the carbon numbers in the products and indications to the formation 

of large number of isomers in the C6-C10 segment were evident from the plots of predicted 

concentrations.  

The key learning from the first phase of this study was that machine learning techniques like 

support vector machine regression can be used to track the product composition in a moderately 

complex process effectively.  

The second phase of this study was concerned with delineating the relative importance of each 

parameter related to either mass transfer or hydrodynamics of a two-phase tetralin oxidation 

system in a microfluidic reactor at 150 ºC and constant pressure of 90 kPa. In this process, 

multicollinearity among the input variables was identified through bivariate correlations and other 

diagnostics like correlation index and VIF and was seen to be a major problem. Among gas-liquid 

interfacial area, length of oxygen gas bubble and superficial velocity, which predicted product 

selectivity and tetralin conversion well, gas-liquid interfacial area was seen to be the best predictor 
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in explaining the output variance alone. This was achieved through two-variable MLR models and 

inspecting changes in regression coefficient estimates, their standard errors combined with 

statistical significance tests, partial correlations and standardized coefficients. It was also possible 

to devise a statistical pathway to predict selectivity and conversion from the only user-manipulated 

variable of tetralin injection flowrate to facilitate online monitoring of the process and save run-

time.  

The key implication of this study was that in order to build industrial-sized reactors like loop 

reactors for hydrocarbon oxidation to produce important petrochemicals, the geometry of the 

reactor should be such that only the gas-liquid interfacial area needs to be varied to control product 

selectivity.  

Thermal conversion of bitumen was explored in the final two phases of this work, where it 

was necessary to explain non-monotonic viscosity trends as observed in certain previous studies 

on Cold Lake bitumen. In the third phase, it was found that experimental procedures after thermal 

reaction like extracting with poly-halogenated solvents like methylene chloride and rheological 

conditions of viscosity measurements impacted bitumen viscosity. Use of methylene chloride 

caused additional hydrogen bonding involving the hydrogen atoms from CH2Cl2 and heteroatoms 

in bitumen as detected through peak shifts to lower wavenumbers in FTIR spectra, which 

potentially increased viscosity by an order of magnitude.  The micro-structure under shear was 

thought of moving from breakdown of the elastic gel-type structure to a viscous sol-type structure 

with the elastic nature re-occurring at high shear rates to maintain a constant viscosity in the second 

Newtonian region explained by power law.  

During thermal conversion, the formation of lighter products and de-aggregation of 

aggregated material were seen as possible reasons for continuous viscosity decrease as observed 

for Athabasca bitumen in this work. It was also theorized that under the assumption of the colloidal 

model, the solvated layer of resins around asphaltenes could disrupt, thus exposing the asphaltenes 

for further aggregation but the hydrodynamic resistance provided by maltenes could have 

prevented an increase in viscosity at later reaction times, as opposed to Cold Lake bitumen. No 

proof of this argument was provided but was speculated based on experimental results.  

Once the effect of post-reaction procedures on viscosity were studied, it was important to 

understand the key reactions taking place at different temperatures lower than that employed in 

industrial partial upgrading. The last phase of this study employed curve resolution (SMCR) and 
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Bayesian hierarchical clustering and structure learning on FTIR spectra to assist with deriving 

temperature-wise reaction mechanisms based on which a reaction network was proposed. The 

network pointed toward formation of lighter aliphatics and decrease in extent of substitution for 

the aromatics at most temperatures and reflected product properties identified from other 

experimental characterizations in the third phase of this study. It was also seen that PSO was better 

than ALS as the optimization technique for the final resolution in SMCR in terms of convergence 

speed, noise reduction and adherence to closure constraints. A global SMCR model consisting of 

all temperatures together showed the potential for monitoring a continuous thermal cracker for 

bitumen.  

The key contribution of the final phase of this work was the ability of advanced quantitative 

chemometric methods to reveal underlying conversion chemistry with minimal external chemical 

knowledge. Overall, both experimental and chemometric tools were explored on different 

processes of importance to the petrochemical industry to develop an understanding of the 

fundamentals of the respective reaction chemistries and the chemometric tools showed potential 

for online monitoring of the processes as well.  

 

7.3 Recommended future work 

 

• A major limitation in the studies on propylene oligomerization and tetralin oxidation was 

the smaller number of samples available for construction of the regression models. 

Learning efficiency of the regression techniques were tested by varying the sample sizes 

within the 25 sets of samples but having more data at the same temperature (for example 

346 ºC, 383 ºC) by varying the flowrates between the existing 172 and 440 mL/min would 

increase the predicting power of the models. This would reduce extrapolating the model 

for validation with respect to the flowrates even though temperature was shown to be 

having a greater effect on the product distribution. In the tetralin oxidation system, though 

it was not practical to conduct experiments at flowrates below 1 µL/min and greater than 

15 µL/min as already explained in section 4.4.4.3 in Chapter 4, data could be collected at 

flowrates between 1 – 7 and used in the calibration set. This could improve the prediction 

accuracy of the linear regression models and further validate the applicability of 

significance tests through P-plots.  
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• At present, the interpretation of reaction chemistry from the chemometric results requires 

some human intervention, which can consume some time in the context of a complex 

process like thermal conversion of bitumen. Developing a database of possible model 

compounds and mapping the outputs of the chemometric models to these compounds 

through separate supervised classification methods can be a rigorous exercise in itself. This 

process can produce starting compounds from which further mechanisms can be developed.  

• Most of data for chemometric investigations conducted as a part of this study were based 

on FTIR spectra. It could be useful if data from other characterizations like ESR, 1H-NMR 

and chromatographic techniques were considered as inputs separately or fused along the 

frequency axis to carry out the data analysis. The data is available for the bitumen system 

as shown in Chapter 5. This can be further helpful in extracting knowledge through 

developing master equations and kinetic models for the bitumen system and can also be 

extended to other complex mixtures like biomass, slurries and colloidal systems.  

 

7.4 Presentations and Publications 

 

A list of the publications and presentations in conferences related to the work developed in 

the current research project is presented in the following: 

 

• Sivaramakrishnan, K.; Puliyanda, A.; Tefera, D. T.; Ganesh, A.; Thirumalaivasan, S.; 

Prasad, V. Perspective on the Impact of Process Systems Engineering on Reaction 

Engineering. Ind. Eng. Chem. Res. Article ASAP, April 4th 2019. Most parts of Chapter 2 

were published in the section ‘Chemometrics’ in this review article. 

 

• Sivaramakrishnan, K.; Nie, J.; De Klerk, A.; Prasad, V. Least Squares-Support Vector 

Regression for Determining Product Concentrations in Acid-Catalyzed Propylene 

Oligomerization. Ind. Eng. Chem. Res. 2018, 57, 13156 – 13176. 

(Presented at 4th Alberta Nano Research Symposium, 2017, Calgary, AB, Canada). 

 

• Siddiquee, M. N.; Sivaramakrishnan, K.; Wu, Y.; De Klerk, A.; Nazemifard, N. A 

statistical approach dealing with multicollinearity among predictors in microfluidic reactor 
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operation to control liquid-phase oxidation selectivity. Reaction Chemistry & Engineering 

2018, 3, 972 – 990. 

 

• Sivaramakrishnan, K.; de Klerk, A.; Prasad, V. Viscosity of Canadian Oilsands Bitumen 

and Its Modification by Thermal Conversion. In Chemistry Solutions to Challenges in the 

Petroleum Industry; Rahimi, P., Ovalles, C., Zhang, Y., Adams, J. J., Eds.; ACS 

Symposium Series; American Chemical Society: Washington, DC, 2019; Vol. 1320, pp 

115–199.  

(Presented at the 255th ACS National Meeting, 2018, New Orleans, LA, US). 

 

• Sivaramakrishnan, K.; Puliyanda, A.; De Klerk, A.; Prasad, V. A data-driven approach to 

generate pseudo-reaction networks for thermal conversion of Athabasca bitumen using 

chemometrics.  
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APPENDIXES 

 

APPENDIX A. 

Supporting Information of Least Squares-Support Vector Regression for determining 

product concentrations in acid catalyzed propylene oligomerization 

 

 

A.1 Experimental: Materials 

 

The different materials utilized for this work along with their respective purities are described 

in the manuscript. Table A.1 provides specific properties of the catalyst as given by the supplier.  

 

Table A.1. Properties of ZSM-5 catalyst used in the reaction as characterized by supplier. 

 

Property Value/Characteristic 

SiO2/Al2O3 molar 

ratio 
50 

Na2O weight % 0.05 

Surface area, m
2
/g 425 

 

A.2 Experimental setup 

 

The details of the flow reactor and the procedure are given in the manuscript. A complete 

view of the experimental setup is shown in Figure A.1. 
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Figure A.1. Schematic of the complete experimental setup. 

 

A.3 Experimental: Analyses 

 

Information on the spectral parameters used for obtaining FTIR spectra are provided in the 

manuscript. Details of the gas chromatographic analyses are given in Table A.2. 
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Table A.2. Summary of analysis parameters for gas chromatography. 

 

 Gas samples Liquid samples 

Injection 

volume 
~1 mL 0.2 L 

Packed 

Purged 

GC Inlet 

Heater 

Temperature 
200 0C 250 0C 

Total gas flow 28 mL/min 25 mL/min 

Oven Temperature 

procedure 

Step 1: Hold at 70 0C for 7 

min 

Step 2: 70 – 250 0C at 10 

0C/min 

Step 3: Hold at 250 0C for 2 

min 

Step 4: 250 – 70 0C at -30 

0C/min 

Step 5: Hold at 70 0C for 7 

min 

Step 1: 40 – 150 0C at 5 

0C/min 

Step 2: Hold at 150 0C for 5 

min 

Size 10 m × 200 m × 0.5 m 50 m × 200 m × 0.5 m 

GC 

Column 

Type Agilent PLOT Alumina Agilent 19091S-001 

Heater 

Temperature 
250 0C 300 0C 

Carrier 

gas 
Helium Helium 

 

A.4 Experimental: Data available 

 

The particulars of the different reaction conditions at which the experiments were conducted 

are given in Table A.3. Furthermore, the full set of hydrocarbon product concentrations (C1 – C10) 

for each reaction condition is given in Table A.4. 
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Table A.3. Reaction conditions with reactant conversion and residence times for the 25 sets of 

experiments. 

 

Experiment 

No. 

Temperature 

(𝑻) 

(ºC) 
a, b

 

Feed 

rate 

(𝑭𝒎𝑹𝑻
) 

(mol/h) 

b
 

Residence 

times (𝒕𝑹𝒓𝒆𝒂𝒄𝒕𝒊𝒐𝒏
) 

(s) 

Propylene 

Conversion 

1 346 0.426 0.32 0.92 

2 383 0.426 0.31 0.90 

3 405 0.426 0.30 0.89 

4 433 0.426 0.28 0.85 

5 456 0.426 0.28 0.82 

6 367 0.575 0.23 0.91 

7 389 0.575 0.22 0.89 

8 414 0.575 0.22 0.85 

9 437 0.575 0.21 0.83 

10 462 0.575 0.20 0.80 

11 376 0.714 0.18 0.89 

12 398 0.714 0.18 0.87 

13 420 0.714 0.17 0.84 

14 443 0.714 0.17 0.81 

15 467 0.714 0.16 0.77 

16 383 0.852 0.15 0.87 

17 405 0.852 0.15 0.85 

18 425 0.852 0.14 0.82 

19 450 0.852 0.14 0.79 

20 471 0.852 0.13 0.76 

21 398 1.090 0.12 0.84 

22 414 1.090 0.11 0.81 

23 433 1.090 0.11 0.81 

24 456 1.090 0.11 0.76 

25 477 1.090 0.10 0.72 



 

428 

 

a Temperature at the catalyst zone/bed of the reactor measured by a thermocouple; b Parameters 

set/controlled by the user. 

 

Table A.4. Hydrocarbon product concentrations (in % mol) obtained from GC analyses after 

propylene oligomerization at different reaction conditions. 

 

Exp. 

No. 
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 

1 0.002 0.32 8.26 19.70 26.23 21.47 10.18 9.86 3.47 0.51 

2 0.005 0.60 10.25 21.74 26.73 21.01 9.35 8.22 1.97 0.12 

3 0.008 0.77 11.75 21.03 26.06 21.66 8.90 7.67 1.94 0.21 

4 0.014 1.11 16.08 20.90 22.88 21.14 8.51 7.30 1.87 0.20 

5 0.025 1.38 19.16 19.46 20.48 22.65 8.23 6.93 1.51 0.17 

6 0.003 0.45 10.10 21.01 26.39 20.93 9.56 8.73 2.58 0.24 

7 0.005 0.58 11.84 21.49 26.20 21.12 9.13 7.73 1.76 0.13 

8 0.008 0.79 15.22 21.53 24.21 20.92 8.47 6.97 1.70 0.19 

9 0.013 0.99 17.78 19.80 22.03 22.61 8.32 6.80 1.50 0.15 

10 0.022 1.22 20.84 17.91 18.93 25.29 7.91 6.49 1.27 0.13 

11 0.004 0.50 11.83 21.63 25.93 20.74 9.19 7.97 1.97 0.22 

12 0.005 0.61 13.92 21.39 25.23 21.07 8.76 7.21 1.69 0.04 

13 0.008 0.76 16.80 20.27 23.31 22.42 8.22 6.54 1.48 0.18 

14 0.013 0.93 19.49 18.76 21.04 24.10 7.99 6.30 1.29 0.08 

15 0.021 1.13 23.58 16.89 17.72 26.02 7.58 5.84 1.11 0.10 

16 0.004 0.51 13.54 21.53 25.43 20.89 8.88 7.41 1.70 0.12 

17 0.006 0.61 15.40 20.58 24.53 22.09 8.55 6.57 1.58 0.08 

18 0.008 0.73 18.44 19.32 22.37 23.25 8.07 6.40 1.27 0.15 

19 0.012 0.84 21.97 17.13 19.21 25.92 6.02 6.02 1.06 0.06 

20 0.020 1.08 24.47 15.66 16.69 27.97 7.37 5.60 1.04 0.09 

21 0.005 0.61 16.82 20.81 24.17 21.56 8.48 6.10 1.44 0.00 

22 0.006 0.64 19.09 19.69 22.51 22.72 8.13 5.90 1.22 0.09 

23 0.006 0.59 19.29 18.09 21.65 26.37 7.77 5.33 0.85 0.06 

24 0.013 0.82 24.50 16.00 17.82 27.77 7.16 5.18 0.69 0.05 

25 0.020 1.04 28.67 14.39 14.67 28.14 6.83 5.23 0.95 0.05 
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A.5 MDA theory: Principal component analysis (PCA) 

 

Consider a m x n data matrix 𝑋, which represents the data set after mean-centering and 

standardization. Dimension m represents the number of samples and dimension n the number of 

variables. The eigenvectors of the covariance matrix 𝑅 = 𝑋𝑇𝑋 (since 𝑋 is mean-centered and 𝑅 is 

n x n) represent the principal component loadings, i.e. the new set of orthogonal directions, and 

the eigenvalues indicate the extent of variance captured. The total population variance is given by 

the sum of the eigenvalues of 𝑅, and the proportion of the total variance explained by each principal 

component is given by the ratio of each eigenvalue to the sum of all the eigenvalues. The principal 

component scores, which are the projections of the data matrix onto the loading vectors, represent 

the contribution of each variable on to the principal components, i.e. transformed data on to the 

new space which can be represented in equation A.1 as follows: 

                                                                  𝑇 = 𝑋𝑃                                           Equation A.1 

where the columns of 𝑃 (n x k) represent the loadings, and the columns of 𝑇 (m x k) represent 

the scores. Since the number of variables is truncated to 𝑘 < 𝑛, dimensional reduction is achieved. 

 

A.6 MDA theory: Least squares – support vector machine (LS-SVM) regression 

 

The transformation of the original data into a higher-dimensional space is enabled by means 

of a kernel function and is shown in Figure A.2. 

   

 

 

 

 

 

 

Figure A.2. Separation of training data set points in original feature space (circular curve) as 

compared to the transformed feature space (2-D plane).  

 

∅: 𝑥 → ∅(x) 

 

with 𝑚 ≫ 𝑛 
∅: 𝑅𝑛 → 𝑅𝑚 
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The solution to equation 3.3 in Chapter 3 is obtained by solving the Karush-Kuhn-Tucker 

conditions arising from the first partial derivative condition of 𝐿(𝑤, 𝑏, 𝑒;) with respect to 

𝑤, 𝑏, 𝑒 and . 1 Eliminating 𝑤 and  results in the following matrix (1𝑛 is the 𝑛 × 1 matrix of ones, 

𝐼 is the 𝑛 × 𝑛 identity matrix): 

 

 

 

                                           

                                                                                                                              Equation A.2 

The calculation results in an inner product of the transformations which is expressed as the 

kernel function 𝐾 in equation A.2, as long as Mercer’s conditions are met. 2 

 

A.7 Modeling methods: Software tools and other operations for pre-processing 

 

In the case of combination 1 and 2 (Table 3.2 in Chapter 3), temperature and molar flow rates 

were supplied as raw data to the LS-SVM based regression model. The lumped concentrations 

were calculated purely by addition of the respective concentrations in the 4 streams as classified 

by PCA for each experimental observation in the calibration dataset, before feeding to the 

regression models. For combinations 3 and 4 (Table 3.2 in Chapter 3), the smoothed, baseline 

corrected spectra were supplied as input to the LS-SVM tool which inherently performed 

standardization before constructing the calibration model. Furthermore, the clustered intensities 

for a particular observation in combination 5 and 6 were calculated by taking the square root of 

the sum squared intensities corresponding to the wavenumber indices belonging to the respective 

clusters formed by HCA (Table 3.4 and Table 3.5 in Chapter 3). The most significant PC loadings 

from PCA were given as input to HCA for cluster formation. These recalculated clustered 

intensities were then used as inputs to construct the LS-SVM and PLS based calibration models 

and during prediction for the validation dataset.  

Lastly, while using interval-PLSR in combinations 3 and 4, the intensities were standardized 

before being input into the model in order to maintain consistency in preprocessing methods across 

the various models. 

𝐾 +
1

𝛾
𝐼 1𝑛 

1𝑛
𝑇 0 

𝛼 

𝑏 

𝑦 

0 

= 
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A.8 Modeling methods: Model tuning and optimization 

 

The following is a brief description of the Venetian blinds method of cross validation used in 

i-PLS. The 15 calibration samples in the training set are split into 5 segments with the first segment 

comprising of sample numbers 1, 6, 11; the second segment comprising of samples 2, 7, 12 and so 

on. Each of these segments act as the test set with the remaining samples used for model building. 

An averaged RMSE value over the five segments is reported for each LV. 

SIMPLEX is a multi-dimensional, unconstrained nonlinear optimization to find a function-

minima and does not require any gradient information. It is based on the Nelder-Mead algorithm. 

3 The optimized values and plausible interpretations of the hyper-parameters found for each output 

variable (C1 – C10 concentrations for combinations 1, 3, 5 and 6 (or) the four lumped concentrations 

for combinations 2 and 4) are reported and discussed in section 3.5 of Chapter 3. 

 

A.9 Modeling methods: Model performance evaluation 

 

The model performance measures utilized in this work for evaluation of the predicted results 

from the calibration models are given in Table A.5. 
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Table A.5. Statistical parameters used in this work to assess model predictive performance. 𝑦𝑖 is 

the experimental output measure, 𝑦𝑖
∗ is the predicted output value, 𝑦𝑚𝑒𝑎𝑛 is the average of the 

measured output observations, 𝑛 is the number of points in the corresponding validation set. 

 

Evaluation 

parameter 
Calculation formula 

Root Mean Squared 

Error (RMSE) 
(

1

𝑛
∑ |𝑦𝑖

𝑛

𝑖=1

− 𝑦𝑖
∗|2)

1
2

 

Relative Absolute 

Error (RAE) 

𝑖=1
𝑛

|(𝑦𝑖 − 𝑦𝑖
∗)|

𝑖=1
𝑛

|(𝑦𝑖 − 𝑦𝑚𝑒𝑎𝑛)|
 

Coefficient of 

determination (𝑅2) 
1 −

𝑖=1
𝑛 (𝑦𝑖 − 𝑦𝑖

∗)2

𝑖=1
𝑛 (𝑦𝑖 − 𝑦𝑚𝑒𝑎𝑛)2

 

 

A.10 Results and Discussion: Principal component analysis (PCA) 

 

For case (2) where PCA was applied to FTIR spectra with the spectral channels as the 

variables and 15 samples in the calibration set as observations, a plot of the loadings for the first 

two principal components is given in Figure A.3.  

 

 

 

 

 

 

 

 

 

 

Figure A.3. Loadings plot of PC-1 vs. PC-2 for PCA applied on FTIR spectra with the 350 spectral 

channels as the variables and 15 samples as observations. 
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A.11 Combination 1: Inlet operating conditions as predictors and entire product composition 

as outcomes 

 

The parameters for all regression models with the operating conditions (reaction temperature 

and propylene flowrate) as inputs and the entire product composition as outputs is given in Table 

A.6. 

 

Table A.6. Tuned hyper parameters for the LS-SVM and the optimal LV for PLSR calibration 

models corresponding to combination 1 (Table 3.6 in Chapter 3) for outlet concentrations of each 

carbon number. LV is the optimum number of latent variables for the PLSR, 𝑡 is the constant 

term in the polynomial kernel (equation 3.4 in Chapter 3), 𝑑 is the degree of the polynomial, 𝛾 is 

the regularization parameter in the LS-SVM cost function (equation 3.2 in Chapter 3) and 𝜎2 is 

the square of the width of the Gaussian RBF kernel (equation 3.5 in Chapter 3). 

 

C No Model 
a
 LV 

b
 𝒕 𝒅 𝜸 𝝈𝟐 

C1 

PLS 2 (92.5) - - - - 

Poly - 3 5 19 - 

RBF - - - 48 6 

C2 

PLS 2 (97.5) - - - - 

Poly - 5 6 2 - 

RBF - - - 53 40 

C3 

PLS 2 (99.1) - - - - 

Poly - 306 3 .96 - 

RBF - - - 35 41 

C4 

PLS 2 (96) - - - - 

Poly - .71 4 3 - 

RBF - - - 73 18 

C5 

PLS 2 (95) - - - - 

Poly - 1.4 6 1 - 

RBF - - - 54 5 

C6 PLS 2 (87) - - - - 
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Poly - 1.3 5 2 - 

RBF - - - 108 15 

C7 

PLS 1 (77) - - - - 

Poly - 15 6 31 - 

RBF - - - 123 9 

C8 

PLS 1 (94) - - - - 

Poly - 830 5 6 - 

RBF - - - 97 9 

C9 

PLS 2 (90) - - - - 

Poly - 1.2 6 10 - 

RBF - - - 135 5 

C10 

PLS 1 (39) - - - - 

Poly - 2.5 6 22 - 

RBF - - - 332 4 

 

a Polynomial-based LS-SVM methods abbreviated as Poly in table and LS-SVM-Poly in text; RBF-based 

LS-SVM methods abbreviated as RBF in table and LS-SVM-RBF in text; b Numbers in brackets indicate 

the % variance explained by the optimal LV. 

 

The results of the regression for combination 1 organized experiment-wise for the validation 

set are shown in Table A.7. The interpretation of the results in this table are provided in section 

3.5.3.3 in Chapter 3.  
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Table A.7. Results of combination 1: Validation set samples for the entire product concentration 

distribution arranged experiment-wise. 

 

Exp 

No. 
PLSR 

LS-SVR - Polynomial 

kernel 
LS-SVR - RBF kernel 

 𝑹𝑷
𝟐  RMSEP RAEp 𝑹𝑷

𝟐  RMSEP RAEp 𝑹𝑷
𝟐  RMSEP RAEp 

1 .9237 2.4983 .2398 .9740 1.4593 .1278 .9970 .4919 .0476 

2 .9969 .5285 .0428 .9995 .2142 .0188 .9995 .2111 .0185 

3 .9952 .6447 .0549 .9957 .6100 .0506 .9960 .5884 .0488 

4 .9939 .6952 .0624 .9986 .3152 .0218 .9995 .1903 .0165 

5 .9949 .6401 .0543 .9983 .3655 .0270 .9988 .3067 .0245 

21 .9936 .7512 .0598 .9974 .4736 .0358 .9985 .3646 .0302 

22 .9956 .6242 .0473 .9965 .5539 .0428 .9976 .4605 .0363 

23 .9914 .9075 .0683 .9895 .9989 .0803 .9928 .8313 .0661 

24 .9969 .5600 .0446 .9956 .6734 .0479 .9984 .4006 .0264 

25 .9919 .9488 .0685 .9891 1.1005 .0733 .9945 .7822 .0541 

 

A.12 Combination 2: Inlet reaction conditions as predictors and lumped product 

composition as outcomes 

 

The results for the application of the all regression models with the operating conditions 

(reaction temperature and propylene flowrate) as inputs and the lumped product concentrations as 

the outputs is shown in Table A.8. 
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Table A.8. Tuned hyper parameters for the LS-SVM and the optimal LV for PLSR calibration 

models corresponding to combination 2 (Table 3.7 in Chapter 3) for the lumped product 

concentrations. LV is the optimum number of latent variables for the PLSR, 𝑡 is the constant 

term in the polynomial kernel (equation 3.4 in Chapter 3), 𝑑 is the degree of the polynomial, 𝛾 is 

the regularization parameter in the LS-SVM cost function (equation 3.2 in Chapter 3) and 𝜎2 is 

the square of the width of the Gaussian RBF kernel (equation 3.5 in Chapter 3). 

 

S.No 
a
 Model 

b
 LV 

c
 𝒕 𝒅 𝜸 𝝈𝟐 

1 

PLS 2 (97.5) - - - - 

Poly - 20 4 9 - 

RBF - - - 22 7 

2 

PLS 2 (97.2) - - - - 

Poly - 12 4 13 - 

RBF - - - 18 4 

3 

PLS 2 (92.5) - - - - 

Poly - 2 6 7 - 

RBF - - - 96 4 

4 

PLS 2 (93.5) - - - - 

Poly - 1 7 .23 - 

RBF - - - 102 1 

a 1 – Light stream, 2 – Dimer stream, 3 – Mid stream, 4 – Heavy stream; b Polynomial-based LS-SVM 

methods abbreviated as Poly in table and LS-SVM-Poly in text; c Numbers in the brackets show % 

variance explained by the chosen number of LV. 

 

A.13 Combination 3: FTIR full spectrum intensities as predictors and full product 

composition as outcomes 

 

Results of the i-PLS regression applied on combination 3 is given in Table A.9. 

 

 

 



 

437 

 

Table A.9. Summary of the number of factors in PLS and optimized intervals in i-PLS for 

combination 3. 

 

Carbon 

No. 

Global 

optimized 

LV
 a
 

Global 

minimum 

RMSECV 

Best 

performing 

region(s) 

(cm
-1

) 

Optimal 

LV of 

interval 

Interval 

minimum 

RMSECV 

Possible 

functional 

group 

C1 7 (98.3) .0058 1535–1396 5 .0047 sp3 C-H bend 

C2 7 (95.7) .21 1535–1396 5 .17 sp3 C-H bend 

C3 10 (99.9) 3.60 1535–1396 5 2.43 sp3 C-H bend 

C4 9 (99.9) 2.30 1535–1396 5 1.34 sp3 C-H bend 

C5 9 (99.5) 3.05 1535–1396 5 2.22 sp3 C-H bend 

C6 10 (99.9) 2.75 
1535–1396  

& 3139–3008 
5 for both 1.42 

sp3 C-H bend, 

Ar C=C stretch 

&   Ar sp2 C-H 

stretch 

C7 1 (40.6) .92 
1396 – 1535 

& 840 - 979 
4 for both .72 

sp3 C-H bend, 

Ar C=C- stretch, 

Ar sp2 C-H bend 

& alkene sp2 C-H 

bend 

C8 10 (99.8) .71 
840 – 979 & 

3008 - 3139 
4 & 3 .60 

Ar sp2 C-H bend, 

alkene sp2 C-H 

bend & 

Ar sp2 C-H 

stretch 

C9 11 (99.8) .29 - - - - 

C10 10 (97.8) .0620 - - - - 

a Numbers in brackets indicate the % variance explained by the LV chosen for the global PLS. 

 

The tuned hyper parameters along with the RMSECV corresponding to the calibration models 

developed for combination 3 is given in Table A.10. 
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Table A.10. Tuned hyper parameters for the LS-SVM calibration models and the RMSECV for 

combination 3 corresponding to the entire outlet product concentrations (Table 3.8 in Chapter 3). 

𝑡 is the constant term in the polynomial kernel (equation 3.4 in Chapter 3), 𝑑 is the degree of the 

polynomial, 𝛾 is the regularization parameter in the LS-SVM cost function (equation 3.2 in 

Chapter 3) and 𝜎2 is the square of the width of the Gaussian RBF kernel (equation 3.5 in Chapter 

3). 

 

C No Model 
a
 𝒕 𝒅 𝜸 𝝈𝟐 RMSECV 

C1 

PLS - - - - .0058 

i-PLS - - - - .0047 

Poly 45 3 21 - .0069 

RBF - - 312 5 .0026 

C2 

PLS - - - - .21 

i-PLS - - - - .17 

Poly 32 5 17 - .28 

RBF - - 723 32 .11 

C3 

PLS - - - - 3.60 

i-PLS - - - - 2.43 

Poly 36 4 56 - .46 

RBF - - 351 24 .33 

C4 

PLS - - - - 2.30 

i-PLS - - - - 1.34 

Poly 42 3 33 - 1.11 

RBF - - 661 23 .95 

C5 

PLS - - - - 3.05 

i-PLS - - - - 2.22 

Poly 4 6 31 - 1.46 

RBF - - 820 21 1.03 

C6 

PLS - - - - 2.75 

i-PLS - - - - 1.42 

Poly 11 5 11 - 1.38 

RBF - - 334 5 1.04 
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C7 

PLS - - - - .92 

i-PLS - - - - .72 

Poly 21 6 6 - .67 

RBF - - 1012 4 .54 

C8 

PLS - - - - .71 

i-PLS - - - - .60 

Poly 33 6 17 - .57 

RBF - - 1493 5 .44 

C9 

PLS - - - - .29 

i-PLS - - - - - 

Poly 13 6 43 - .27 

RBF - - 776 7 .18 

C10 

PLS - - - - .0620 

i-PLS - - - - - 

Poly 27 6 196 - .0648 

RBF - - 1932 5 .0511 

a Polynomial-based LS-SVM abbreviated as Poly in the table and as LS-SVM-Poly in the text. RBF-based 

LS-SVM abbreviated as RBF in the table and as LS-SVM-RBF in the text. 

 

The experiment-wise performances of the calibration models for this combination are reported 

in Table A.11. The interpretations are discussed in section 3.5.5.3 of Chapter 3. 
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Table A.11. Results of combination 3: For each experiment in the validation set. 

  

Exp 

No. 
PLSR 

LS-SVR 

Polynomial kernel 

LS-SVR 

RBF kernel 

 𝑹𝑷
𝟐  RMSEP RAEp 𝑹𝑷

𝟐  RMSEP RAEp 𝑹𝑷
𝟐  RMSEP RAEp 

1 .9545 1.9283 .1803 .9960 .5727 .0493 .9990 .2877 .0287 

2 .9834 1.2170 .1122 .9967 .5381 .0461 .9978 .4387 .0298 

3 .9926 .8007 .0651 .9973 .4826 .0342 .9980 .4378 .0323 

4 .9874 1.0019 .0804 .9814 1.2174 .0953 .9960 .5644 .0374 

5 .9722 1.4907 .0973 .9934 .7212 .0573 .9975 .4441 .0332 

21 .9842 1.1781 .0949 .9942 .7155 .0551 .9971 .5069 .0433 

22 .9854 1.1305 .0861 .9951 .6579 .0531 .9986 .3174 .0264 

23 .9868 1.1229 .0868 .9903 .9611 .0520 .9962 .5998 .0408 

24 .9950 .7134 .0536 .9945 .7479 .0541 .9972 .5307 .0401 

25 .9897 1.0702 .0841 .9871 1.1972 .0854 .9968 .5945 .0515 
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APPENDIX B. 

Supporting Information of A statistical approach dealing with multicollinearity among 

predictors in microfluidic reactor operation to control liquid-phase oxidation selectivity 

 

 

B.1 Experimental Microfluidic reactor 

 

The microfluidic experimental setup consisted of a microfluidic reactor (Dolomite 

Microfluidics, Charlestown, MA, USA), syringe pump (KDS-210, KD Scientific, USA), oxygen 

and nitrogen gas cylinders (Praxair Inc., Edmonton, Canada), pressure transducer (Swagelok, 

Canada), gas flow meter (Swagelok, Canada), pressure bomb (Swagelok, Canada) and 

backpressure regulator (Swagelok, Canada), Heidolph MR Hei-Standard hot plate (Model: 505-

20000-01-2, Heldolph Instruments, Germany), a surface mounted thermocouple (Model: CO 1, 

Cement-on Thermocouple, Omega Engineering, Inc., USA), a Flea3FL3-U3-13E4M camera 

(Point Grey Research Inc., Canada), a Fiber‒Lite lamp (Model: 3100, Dolan-Jenner Industries, 

Inc., USA) and PTFE tubing, 1/16″ OD x 0.8 mm ID (Dolomite Microfluidics, Charlestown, MA, 

USA). 

 

B.2 Experimental: Gas Chromatograph 

 

An Agilent 7890A GC-FID equipped with DB-5 MS column 30 m × 0.25 mm × 0.25 µm 

column was used for quantitative analysis. The injector temperature of the GC was 250 °C and the 

split ratio was 10:1. Helium was used as a carrier gas, which was flowed through the column at a 

constant flowrate of 2 mL/min during the experiments. Oven temperature was varied throughout 

the experiments. Initially, the oven temperature was 75 ºC, which was kept constant for 0.5 minutes 

and then temperature was raised from 75 ºC to 325 ºC at a rate of 20 ºC/min, and finally, the 

temperature was kept constant at 325 ºC for 5 minutes. HPLC grade chloroform was used for 

sample preparation and hexachlorobenzene was used as an internal standard.  

The oxidation products of tetralin were identified by using an Agilent 7820A GC coupled with 

an Agilent 5977E mass spectrometer. The products were separated on an HP-5 30 m × 0.25 mm × 

0.25 µm column which have identical separation characteristics of DB-5 MS column used in GC-
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FID.  The temperature programs of both the GC-FID analyses and GC-MS analyses were the same. 

Oxidation products were classified as primary (alcohol and ketones of tetralin), secondary 

(products containing more than one ketone and/or alcohol functional groups) and addition products 

(products containing at least a dimer having different functional groups). GC-MS spectrum of 

commercially available alcohol and ketone of tetralin were used to identify the primary oxidation 

products whereas secondary and addition products were identified using GC-MS spectrum and 

NIST library. Details of product identification are available from a previous study. 1 

 

B.3 Experimental: Calculations 

 

Different hydrodynamic parameters and mass transfer coefficients were calculated from the 

images captured during experiments in microfluidic reactor as elaborated in our previous paper. 2 

 

a) 𝑎 (gas liquid interfacial area per unit liquid slug volume) was calculated from the 

dimension of the rectangular channel reactor (ℎ × 𝑤) and image analysis of gas bubbles and liquid 

slugs. 

       Surface area of gas bubble: 

                                    𝑆𝐺 = 2(𝑤𝐿𝐺,𝑎𝑐𝑡𝑢𝑎𝑙 + ℎ𝐿𝐺,𝑎𝑐𝑡𝑢𝑎𝑙) + 4𝜋((𝑤 + ℎ) 4)⁄ 2
             Equation B.1                                                                   

                                                            𝐿𝐺,𝑎𝑐𝑡𝑢𝑎𝑙 = 𝐿𝐺 − (𝑤 + ℎ)/2                                    Equation B.2 

Volume of liquid slug:  

                               𝑉𝐿 = 𝑤ℎ𝐿𝑆 + 𝑤ℎ[(𝑤 + ℎ)/2] − (4/3)𝜋[(𝑤 + ℎ) 4⁄ ]3                Equation B.3 

Gas liquid interfacial area per unit liquid slug volume:  

                                                              𝑎 =  𝑆𝐺/𝑉𝐿                                                       Equation B.4 

Here, 𝑆𝐺  is the surface of the gas bubble, 𝐿𝐺 and 𝐿𝑆 are the lengths of the gas bubble and 

liquid slug respectively, and 𝑤 and ℎ are the width and depth of the reactor channel, 

respectively.  

Approximated radius of the cap of liquid slug:  

                                                       𝑟𝑐𝑎𝑝 = (𝑤 + ℎ)/4                                                  Equation B.5 

Since geometry formed by the two liquid caps is not a complete sphere, the approximation 

was made. 
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b) UL (superficial liquid slug velocity) and UG (gas bubble velocity) were calculated from the 

distance travelled by the slug and bubble in a particular time. Two phase superficial velocity (𝑈𝑇𝑃) 

was calculated as follows: 

                                                    𝑈𝑇𝑃 = 𝜀𝐺𝑈𝐺 + (1 − 𝜀𝐺)𝑈𝐿                                       Equation B.6 

       Here, the volume fraction of gas bubble (𝜀𝐺) was calculated as:  

                                                                       𝜀𝐺 =
𝑉𝐺

𝑉𝐺+𝑉𝐿
                                             Equation B.7 

       𝑉𝐿  is the volume of liquid slug was calculated according to equation B.3. 

       𝑉𝐺  is the volume of gas bubble, given as: 

                                        𝑉𝐺 = 𝑤ℎ𝐿𝐺,𝑎𝑐𝑡𝑢𝑎𝑙 + (4/3)𝜋((𝑤 + ℎ) 4)⁄ 2
                          Equation B.8 

c) Average residence time: 

The two-phase superficial velocity (𝑈𝑇𝑃) was divided by the reactor length to calculate 

the average residence time.  

 

d) 𝛿 (liquid film thickness surrounding a gas bubble) by using the correlations provided by 

Yun et al. 3 for a rectangular microchannel reactor as follows: 

                                                                 
𝛿max

𝐷ℎ
= 0.39 𝑊𝑒0.09                                     Equation B.9 

                                                                
𝛿min

𝐷ℎ
= 0.02 𝑊𝑒0.62                                     Equation B.10 

Here, Weber number, 

                                                                   𝑊𝑒 =
𝐷ℎ𝑈𝑇

2𝜌𝑙

𝜎𝑙
                                            Equation B.11 

Hydraulic diameter of the channel (m), 

                                                             𝐷ℎ = 2[𝑤ℎ/(𝑤 + ℎ)]                                    Equation B.12 

𝛿max and 𝛿min are the maximum and minimum thicknesses of the liquid film (m), 

respectively.  

UTP (m/s) is the two-phase superficial gas velocity, 𝜌𝑙 is the density of liquid and 𝜎𝑙 is the 

surface tension of liquid (N/m).  

𝑤 and h are the width and depth of the reactor channel, respectively.  
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e) 𝑘𝐿𝑎 (volumetric mass transfer coefficient, s-1) was calculated from 𝑘𝐿 and a. Film theory 

was applied to calculate  𝑘𝐿 4 as follows:  

                                                                   𝑘𝐿 =
𝐷𝐴

𝛿
                                                    Equation B.13 

Here, 𝐷𝐴 is the diffusivity of oxygen in tetralin, 𝛿 is the thickness of liquid film 

surrounding the oxygen bubble. 

        𝑘𝐿(𝑚𝑎𝑥)𝑎 and 𝑘𝐿(𝑚𝑖𝑛)𝑎 were based on the equation B.9 and equation B.10, respectively. 

 

Calculation of conversion and product selectivity from GC analysis:  

 

f) Product selectivity was obtained from the relative peak area of the products as follows: 

Product selectivity (%) =  
relative peak area of specific product

sum of relative peak area of all the products
 x 100      Equation B.14 

Ketone-to-alcohol selectivity in primary oxidation products was calculated by dividing ketone 

selectivity and alcohol selectivity.  

 

g) Tetralin conversion was calculated by using GC-FID response factor (detailed calculation 

of conversion and response factor is given in section B.13 and section B.12, respectively). In the 

selectivity calculations, response factors for products were not used due to the diversity of 

oxidation products. 

 

B.4 Assumptions in regression analysis: Linearity plots 

 

Figure B.1 shows the scatter plots for both the outputs varying with the explanatory variables. 

By looking at this data that was obtained from our previous work, 2 it was realized that not all 

variations were entirely linear in nature, which was expected. This did not hinder the development 

of linear regression models as different powers of the variables were also checked for comparing 

the fits in both the calibration (section 4.3.5 in Chapter 4) and validation data sets (section 4.4.3 in 

Chapter 4) before arriving at the best fits for further analyses and confirmation.  
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        (a)                                                                         (b) 

 

 

 

 

 

 

  

 

 

                                (c)                                (d) 

 

 

 

 

 

 

 

 

                              (e) 

Figure B.1.  Scatter plots for tetralin conversion rate and oxidation product selectivity versus: (a) 

length of gas bubble (𝐿𝐺); (b) length of liquid slug (𝐿𝑆), (c) tetralin flow rate (𝑄), (d) two-phase 

superficial velocity (𝑈𝑇𝑃), (e) gas-liquid interfacial area (𝑎).  



 

446 

 

 

B.5 Relevant formulae and statistical calculations 

 

(i) Pearson’s correlation coefficient (𝑟) 

 

For a dependent variable defined as a vector 𝐲 = {𝑦𝑖 𝐸, 𝑖 = 1, 2, . . , 𝑛)} consisting of 𝑛 

observations (𝐸 is a one-dimensional vector space), the correlation with an explanatory variable 𝐗 

= {𝑥𝑖 𝐸, 𝑖 = 1, 2, . . , 𝑛)} also comprising 𝑛 observations is given in equation B.15 as: 

 

                                    𝑟𝐗−𝐲 =
∑ (𝑥𝑖−𝑥𝑚𝑒𝑎𝑛)(𝑦𝑖−𝑦𝑚𝑒𝑎𝑛)𝑛

𝑖=1

√∑ (𝑥𝑖−𝑥𝑚𝑒𝑎𝑛)2𝑛
𝑖=1 √∑ (𝑦𝑖−𝑦𝑚𝑒𝑎𝑛)2𝑛

𝑖=1

                                 Equation B.15 

 

where 𝑥𝑚𝑒𝑎𝑛 and 𝑦𝑚𝑒𝑎𝑛 are the average of all 𝐗 and 𝐲 observations, respectively.  

 

Since the definition describes the correlation as the average of the product of mean-subtracted 

random variables, ‘product-moment’ is appended to the name. The square of the bivariate 

correlation coefficient gives the proportion of shared variance between the two variables (also 

same as 𝑟2 for simple linear regression). 

 

(ii) Significance of a correlation 

 

Determination of the significance of a correlation involves formulation of a null (𝐻0:  = 0) 

and an alternative hypothesis (𝐻𝐴:   0), where  is the population correlation coefficient between 

the two variables. It is assumed that the sampling distribution of the test statistic (t-statistic is used 

here) of the Pearson’s correlation coefficient follows a t-distribution with 3 degrees of freedom (𝑛 

- 2) under the null hypothesis in our case. The t-statistic in this case takes the form: 

 

                                                          𝑡 =
𝑟−

√(
1−𝑟2

𝑛−2
)

                                                         Equation B.16 
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However, since we do not have the population data, we can only estimate the population 

correlation in terms of the sample coefficients. The null hypothesis states that the population 

correlation coefficient is near to 0 while the alternative hypothesis is that it is significantly different 

from 0, implying a linear relationship between the variables in question. Finally, the p-value is the 

probability (simply, area under the t-distribution curve) of obtaining future values of the 

standardized form (t-statistic) of 𝑟 at least as extreme as that observed value for the existing 

correlation in the direction of the 𝐻𝐴, still assuming that the null hypothesis was true. In other 

words, if it is quite low, there is lesser possibility that the correlation coefficient is near to zero, 

i.e. null can be rejected. 

 

(iii) SLR and MLR models 

 

The simple linear regression (SLR) models in Table 4.7 (S1 – S5) and Table 4.9 (SS1 – SS5) 

of Chapter 4 can be viewed as given by equation B.17:  

                                                                𝐲 = 𝑏0 + 𝑏1𝐗 + 𝜀                                       Equation B.17 

where 𝑏0 is the intercept (constant) term and 𝑏1 is the regression coefficient estimate 

(unstandardized) corresponding to the single explanatory variable 𝐗; 𝜀 is the normally distributed 

error with mean as 0 and variance 𝜎2 (𝜀~N(0, 𝜎2)). In case of a quadratic fit, 𝑏1 would be the 

coefficient estimate of the quadratic term and the linear term is excluded. Again, this is because of 

the limited number of observations available in the calibration set. When 𝐗 and 𝐲 are standardized, 

the intercept term disappears and the standardized coefficient equals the simple correlation 

coefficient between 𝐗 and 𝐲.  

The expression for multiple linear regression (MLR) with two variables, such models M1 – 

M4 (Table 4.7 in Chapter 4) and SM1 – SM4 (Table 4.9 in Chapter 4) is given in equation B.18 

as: 

                                                      𝐲 = 𝑏0 + 𝑏1𝐗𝟏 + 𝑏2𝐗𝟐 + 𝜀                                  Equation B.18 

 

where 𝑏0 is the intercept, 𝑏1 and 𝑏2 are the unstandardized slope estimates for the two 

explanatory variables 𝐗𝟏 and 𝐗𝟐 each consisting of 𝑛 observations, respectively. Here again, 𝜀 is 

normally distributed as given by N(0, 𝜎2). The standardized coefficients in MLR do not equal the 
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respective simple correlation coefficients of the predictors with 𝐲 as in SLR, but depend on both 

the simple correlations between 𝐲 and 𝐗 as well as on the correlation between 𝐗𝟏 and 𝐗𝟐. 

The standard errors for 𝑏1 and 𝑏2 are given as: 

 

                                   𝑆𝐸𝑏1
= √

𝑆𝑆𝐸

(𝑛−𝑘−1)(∑ (𝑋1𝑖−𝑋1𝑚𝑒𝑎𝑛)2𝑛
𝑖=1 )(1−𝑟𝑋1−𝑋2

2 )
                        Equation B.19 

                                   𝑆𝐸𝑏2
= √

𝑆𝑆𝐸

(𝑛−𝑘−1)(∑ (𝑋2𝑖−𝑋2𝑚𝑒𝑎𝑛)2𝑛
𝑖=1 )(1−𝑟𝑋1−𝑋2

2 )
                        Equation B.20 

 

where 𝑆𝑆𝐸 is the sum of squared errors of the regression model and is directly proportional 

to the standard deviation of the residuals; 𝑘 is the number of explanatory variables. 𝑆𝑆𝐸 is defined 

as: 

                                                𝑆𝑆𝐸 = ∑ (𝑦𝑖 − 𝑦𝑖
∗)2𝑛

𝑖=1                                                Equation B.21 

and 𝑟𝑋1−𝑋2
 is the Pearson correlation coefficient between 𝐗𝟏 and 𝐗𝟐. 

 

Like with the Pearson’s correlation, the regression coefficient estimates for the MLR and SLR 

are tested for significance with the help of a t-statistic defined as: 

                                                               𝑡𝑏𝑖
=

𝑏𝑖

𝑆𝐸𝑏𝑖

                                                      Equation B.22 

where 𝑡𝑏𝑖
 is the t-statistic corresponding to the 𝑖th coefficient estimate (𝑏𝑖).  

 

(iv) F-Statistic 

 

This statistic is given by equation B.23 as: 

                                                          𝐹 =
𝑀𝑆𝑀

𝑀𝑆𝐸
                                                            Equation B.23 

 

where 𝑀𝑆𝑀 and 𝑀𝑆𝐸 are the mean squared regression model and mean squared error defined 

as: 

                                                      𝑀𝑆𝑀 =
∑ (𝑦𝑖

∗−𝑦𝑚𝑒𝑎𝑛)
2𝑛

𝑖=1

𝑘
                                        Equation B.24 

                                                         𝑀𝑆𝐸 =
∑ (𝑦𝑖−𝑦𝑖

∗)
2𝑛

𝑖=1

𝑛−𝑘−1
                                            Equation B.25 
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where 𝑦𝑖
∗ is the predicted value of each observation in 𝐲 through regression.  

It follows an F-distribution with 𝑘 and 𝑛 − 𝑘 − 1 degrees of freedom (DF). The computed F-

statistic for a regression model is compared to the critical value obtained from the F-table for 5% 

level of significance corresponding to (1, 3) DF for SLR and (2, 2) DF for MLR in our study. 

The second type of F-statistic used for testing the significance of the addition of a second 

variable to an existing SLR model in improving the 𝑟2 of the existing SLR model. Let 𝑅𝑀𝐿𝑅
2  be 

the coefficient of determination of the MLR model including the added second variable, 𝑟𝑆𝐿𝑅
2  be 

the coefficient of determination of the already existing SLR model, 𝑘𝑀𝐿𝑅  and 𝑘𝑆𝐿𝑅  be the number 

of predictors in the MLR and SLR respectively. Then, the F-statistic distributed with (𝑘𝑀𝐿𝑅 −

𝑘𝑆𝐿𝑅) and (𝑛 − 𝑘𝑀𝐿𝑅 − 1) DF is given by: 

                                                𝐹𝑖𝑛𝑐 =
(𝑅𝑀𝐿𝑅

2 −𝑅𝑆𝐿𝑅
2 )/(𝑘𝑀𝐿𝑅−𝑘𝑆𝐿𝑅)

(1−𝑅𝑀𝐿𝑅
2 )/(𝑛−𝑘𝑀𝐿𝑅−1)

                                   Equation B.26 

 

B.6 RMSE and 𝑹𝟐 

 

It is important to note that 𝑟2 for SLR is also equal to the squared Pearson’s correlation 

between input and output variable but 𝑅2 in MLR is the proportion of variance explained in 𝐲 due 

to both explanatory variables in our case. However, it can be calculated as the correlation between 

the predicted and experimental output values also. The RMSE and 𝑅2 are given as: 

                                      𝑅𝑀𝑆𝐸 = (𝑀𝑆𝐸)
1

2 = (
1

𝑛−𝑘−1
∑ |𝑦𝑖

𝑛
𝑖=1 − 𝑦𝑖

∗|2)

1

2
                    Equation B.27 

                                                      𝑅2 = 1 −
𝑖=1

𝑛
(𝑦𝑖−𝑦𝑖

∗)
2

𝑖=1
𝑛 (𝑦𝑖−𝑦𝑖𝑚𝑒𝑎𝑛)2         Equation B.28 

 

B.7 Multicollinearity Diagnostics  

 

Two types of diagnostics are used to confirm the presence of multicollinearity in the data and 

the degree of impact on regression. These are the following: 

 

(i) Variance Inflation Factor (VIF) 5 
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                                                                  𝑉𝐼𝐹 =
1

1−𝑅𝑥1𝑥𝑘
2                                      Equation B.29                   

where 𝑅𝑥1𝑥𝑘
2  is the coefficient of determination when the variable 𝑥1 is regressed on 𝑥𝑘, which 

represents the set of all other explanatory variables except 𝑥1. A higher value of VIF indicates 

higher correlated variables. VIF would be 1 in a simple regression and higher in the case of 

multiple regression with collinear variables.  

As with Pearson’s correlation coefficient, there is a caution for false diagnosis of 

multicollinearity with VIF as well since there is no consensus on the threshold value. 6 Kutner et 

al. 7 suggest a minimum value of 10 while Vatcheva et al. 8 demonstrated that even a value of < 5 

could be problematic. More than the absolute value, a change in VIF magnitude towards the higher 

side could provide evidence towards multicollinearity, which is what is pursued in this study by 

comparing multiple regression models with the simple regression counterparts as detailed in 

further sections in the manuscript. In addition, VIF can also be compared with 
1

1−𝑅𝑚𝑜𝑑𝑒𝑙
2  to know 

whether the correlation between the regressors is stronger than the overall regression model. 9 

 

(ii) Eigen values (EV) and Condition Index (CI) 

 

The sum of the eigenvalues of the correlation matrix (obtained through eigenvalue 

decomposition) will equal the number of explanatory variables in the system but the distribution 

of the eigenvalues across the dimensions of the matrix would point towards the presence or absence 

of linear dependencies. 10 If the variables are linearly independent, all eigenvalues will equal unity 

and in the case of correlated variables, certain dimensions would show eigenvalues close to 0. The 

latter situation indicates that the regression parameter estimates when regressed using these input 

variables would be very sensitive to changes in the data. Condition index (CI) helps in amplifying 

the unequal distribution of the eigenvalues and is given in equation B.30 as: 

 

                                                               𝐶𝐼 = √
𝜆𝑚𝑎𝑥

𝜆𝑖
                                                  Equation B.30  

 

where 𝜆𝑚𝑎𝑥 and 𝜆𝑖 are the maximum and the 𝑖th eigen value respectively. 
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According to Midi et al., 11 if the 𝐶𝐼 falls below 15, then multicollinearity is not a serious 

concern. Johnston 12 proclaimed of inconsequential collinearity till 𝐶𝐼 < 20. Further, the detection 

process is also assisted by the variance decomposition proportions for each predictor, i.e. the 

proportion of variance for the regression coefficient estimates of each input variable that belongs 

to every dimension. Significantly correlated variables would have higher variance proportions 

concentrated on the same eigenvalue dimension. We have considered this aspect in our study also. 

Another diagnostic that has been reported in the literature but used on lesser number of occasions 

is the determinant of the correlation matrix, where a lower value indicates multicollinearity. It was 

not used in this study.  

 

B.8 SLR models with 𝑺 as outcome and residual plots 

 

When the output of the SLR was selectivity, the prediction errors for the best fit regression 

models with 𝐿𝐺, 𝑈𝑇𝑃  and 𝑄 were larger than that for 𝑎 by 107%, 229% and 243%, respectively. 

Plus, the averaged RMSEP for all the fits combined was the smallest for 𝑎 (1.35) with the errors 

for 𝑈𝑇𝑃 , 𝐿𝐺, 𝑄 and 𝐿𝑆 being 55%, 168%, 214% and 431% higher than 𝑎. Similar to the model with 

𝐶𝑅 as the outcome, the significance of  𝑎 and 𝐿𝐺 terms were maximum with almost equivalent p-

values of 0.002 and 0.003, respectively. In addition, the amount of variance in the outcome 

explained with respect to the calibration set by the best fits of the explanatory variables were in 

the order: 𝑎 (0.98) > 𝐿𝐺 (0.96) > 𝑈𝑇𝑃
2  (0.79) > 𝑄 (0.58). Interestingly, 𝑟𝐶

2
 for a linear fit with 𝐿𝑆 as 

the explanatory variable was 0.93 but it was not considered for analysis because of the poor 

performance in predicting the validation set selectivity data. Lowest value of calibration error 

averaged for all the fits (including exponential) was obtained for 𝑎 (RMSEC average = 1.63) while 

the corresponding values for 𝐿𝐺, 𝐿𝑆, 𝑈𝑇𝑃  and 𝑄 were higher than that for 𝑎 by 12%, 15%, 83% 

and 188%, respectively.  

Figure B.2 shows the residual vs. predicted value plots for the SLR models with selectivity 

and conversion rate as the output. It mainly helps in verification of the assumption of equal 

variance for validity of the regression model. Equal variance of the residuals essentially means 

that the observed experimental data points are spread out above and below the regression curve 

that represents the predicted values in a symmetric fashion and within the standard deviation of 
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the residuals (which is also used as the estimate of the standard error for the population). Further 

interpretation of the plots are summarized in section 4.4.4.4 of the manuscript.  

 

 

 

 

 

 

 

 

 

                             (a)                                                                              (b) 

 

 

 

 

 

 

 

 

 

                                 (c)                                                                         (d) 

Figure B.2. Residual vs. predicted value plots in standardized forms for SLR of: (a) 𝑆 on 𝑎; (b) 𝑆 

on 𝑈𝑇𝑃
2 ; (c) 𝐶𝑅 on 𝑄 and (d) 𝐶𝑅 on 𝐿𝑆. 

 

B.9 Comparison of MLR with SLR models 

  

In this section, the regression coefficient estimates of the predictors, their standard errors and 

the significance of each term for the developed SLR models are compared with four MLR models 

involving gas-liquid interfacial area combined with the other 4 input variables one at a time, for 

both the outputs.  
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B.9.1 Effect of explanatory variables on tetralin conversion rate 

 

Here, the analysis of the MLR models M3 and M4 (Table 4.7 in Chapter 4) involving 𝑎2 & 𝑄 

and 𝑎2 & 𝐿𝑆 in comparison with the respective SLR models are provided (Table B.1).  

 

Table B.1. Parameter estimates, significances and output variances of SLR models with 𝐶𝑅 as 

the output and individual explanatory variables as the input. Compare the results with Table 4.7 

in Chapter 4 that shows the parameter estimates for the MLR models. 

 

Mod

el a 

Var. 

invol

ved b 

bn 
c SE d 

Pr > 

|tcrit| 

e 

Std. 

coeff. 

* 

𝑹𝑪
𝟐 F f 

VI

F 
EV g CI 

Variance 

Proporti

ons 

𝒃𝟎 T1 

S1 

𝑏0 5.2E-8 1.7E-8 .056     1.56 1.0 .22 .22 

𝑎2 

(T1) 
5.9E-18 4.1E-19 .001 .993 .986 

210.7 

(.001) 
1 .438 1.9 .78 .78 

S2 

𝑏0 -8.6E-8 7.9E-8 .356     1.82 1.0 .09 .09 

𝑈𝑇𝑃
3  

(T1) 
.0343 .0081 .024 .925 .856 

17.87 

(.024) 
1 .176 3.2 .91 .91 

S3 

𝑏0 -4.0E-9 5.0E-8 .941     1.70 1.0 .15 .15 

𝐿𝐺  

(T1) 
2.6E-6 4.7E-7 .012 .954 .910 

30.25 

(.012) 
1 .296 2.4 .85 .85 

S4 

𝑏0 3.8E-7 1.4E-7 .079     1.80 1.0 .10 .10 

𝑄 

(T1) 
-2.8E-8 1.7E-8 .203 -.683 .467 

2.63 

(.203) 
1 .199 3.0 .90 .90 

S5 

𝑏0 6.8E-7 1.8E-7 .034     1.94 1.0 .03 .03 

𝐿𝑆 

(T1) 
-1.3E-4 4.7E-5 .066 -.853 .727 

8.00 

(.066) 
1 .058 5.8 .97 .97 

a Prefix ‘S’ corresponds to simple linear regression models; b 𝑏0 represents the constant or intercept term 

in the regression equation. T1 indicates the respective input variables used to specify the variance 

proportions associated with that variable; c Regression coefficient or slope estimates; d Standard errors 
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associated with the respective coefficient estimate; e p-value indicating the probability that the t-statistic for 

the term is greater than the critical value which depends on the degrees of freedom (DF) of the model. For 

SLR, DF = 3 & tcrit = 3.182; f F-statistic, distributed as 𝐹 with 1 & 3 DF for SLR (Fcritical = 10.12). Statistic 

for the test of overall 𝑅2  of the model. Value in bracket is the p-value for the significance of the overall 

model; g Eigenvalue for the respective dimension; * Standardized coefficient for SLR is the same as the 

zero-order Pearson’s correlation coefficient between the variable and the output. 

 

(i) Effect of gas-liquid interfacial area and injection flowrate of tetralin 

 

All the tables referred to in this section and the next, belong to Chapter 4 so that it is not 

repeated at every point of referral. From Table 4.8, it can be recognized that 𝑎2 and 𝑄 share the 

least correlation (-0.704) with each other compared to all other combinations of explanatory 

variables with 𝑎2. This is supported by the VIF values from model M3, which was the lowest 

among the MLR models M1-M4 (Table 4.7). Though the VIF value of 2 was larger than that for 

the SLR models S1 and S4, the effect of collinearity on the MLR model was not as much a problem 

in this case as was with the previous 2 combinations. This was because model S4 itself could 

explain only 46.7% of the variance in 𝐶𝑅 since the Pearson’s correlation between 𝑄 and 𝐶𝑅 was 

on the lower side (-0.683).  

So, it was quite lucid that 𝑎2 was more adept at influencing the output variation than 𝑄 and 

that the combined model involving both these predictors would not inflate the standard errors of 

the respective regression coefficients by a huge amount. This premise was evident from the results 

in Table 4.7 as the standard error for the regression coefficient estimate of 𝑎2 increased only by 

69 % (compare with 377 % and 231 % in the previous cases). The slope estimate was still 

significant in the MLR model with a p-value of 0.013. The presence of some extent of collinearity, 

between the predictors caused a sign reversal in the regression coefficient estimate of 𝑄 but 

surprisingly, the standard error of the coefficient estimate decreased by 73 %. The change in the 

sign of the slope estimate for 𝑄 rendered it insignificant (p-value = .818), though the overall model 

was still significant with F (2, 2) = 72.65 and p-value = 0.014.  

There was a marginal increase of 0.011 and 0.203 units in the standardized coefficient of 𝑄 in 

M3 as compared to 𝑈𝑇𝑃
3  in M2 and 𝐿𝐺 in M1, respectively. It is more a consequence of a lesser 

correlation between 𝑎2 and 𝑄 than the individual contribution of 𝑄 itself because the standardized 
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coefficient of 𝑎2 was still much higher (1.014). A CI value of 5.49 indicated that collinearity was 

not a serious concern as the increase from the individual models (S1 and S3) was not as large as 

in the previous cases. Variance proportions of 71% and 90% provided further evidence of the 

diminished presence of collinearity in this case as compared to the previous combinations of 

predictors.  

Examination of Table 4.8 for CR also reveals that the overall 𝑅2  of model S1 is not 

significantly improved by adding 𝑄 (F (1, 2) = 0.00). On the other hand, the incremental effect of 

adding 𝑎2 to model S4 (involving 𝑄 as the explanatory variable) was magnified with an F-statistic 

value of 74.14, which was much higher than Fcritical = 18.51. Moreover, the partial correlation 

between 𝑎2 & 𝐶𝑅 while controlling for 𝑄 was 0.987, which implied that 𝑄 did not have a serious 

impact on the relationship between 𝑎2 and 𝐶𝑅, unlike the previous two situations. The correlation 

between 𝑄 and 𝐶𝑅 decreased by 73% (zero order correlation = 0.683; partial correlation = 0.182), 

while controlling for 𝑎2. The effect of 𝑎2 on the relationship between 𝑈𝑇𝑃
3  & 𝐶𝑅 and 𝐿𝐺 & 𝐶𝑅 was 

much greater as it lowered the correlations by 94% and 137%, respectively. 

 

(ii) Effect of gas-liquid interfacial area and length of liquid slug 

 

The first observation from Table 4.7 with 𝑎2 and 𝐿𝑆 as the predictors in model M4 was that 

the model produced the highest 𝑅𝐶
2  (0.997) with an overall significance of 0.003, which was the 

highest among other MLR models for 𝐶𝑅 explored in this study. It must also be noted that the 

pairwise correlation coefficient between 𝑎2 and 𝐿𝑆 (-0.905) was stronger than between 𝑎2 & 𝑄 but 

weaker than the combinations of 𝐿𝐺 and 𝑈𝑇𝑃
3  with 𝑎2. VIF showed a value of 6.00 for the variables 

involved and reflected this observation. Moreover, a major proportion of the variances in the 

regression coefficient estimates for 𝑎2 (87%) and 𝐿𝑆 (100%) was centered on the third eigenvalue 

dimension, thus indicating sufficient linear dependency between the regressors. The % variance 

proportion for the regression coefficient of 𝑎2 in the third dimension was still lesser than in the 

case of M1 and M2.  

Comparing M4 and S5, the sign of the slope estimate for 𝐿𝑆 turned positive from being 

negative in S5, possibly due to the effect of collinearity. Interestingly, the standard error for this 

coefficient decreased by 72 % from S5, but still the lower bound value at the 95 % confidence 

interval was negative (-1.6E-5). Although the 𝐿𝑆 term was insignificant, its p-value was lower than 
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that of 𝐿𝐺, 𝑈𝑇𝑃
3  and 𝑄 in models M1, M2 and M3, respectively. On the other hand, the standard 

error for the coefficient estimate of 𝑎2 hiked by a paltry 24 %, while the regression coefficient 

estimate increased by 23 %, thus rendering the term still highly significant (p-value = 0.005). The 

relative of importance of 𝑎2 in influencing the outcome was further evident with the larger 

standardized coefficient (1.220) in comparison with that of 𝐿𝑆 (0.251). It was intriguing to note 

that the standardized coefficient of 𝐿𝑆 was greater than 𝑄, 𝑈𝑇𝑃
3  and 𝐿𝐺 in M3, M2 and M1 models 

by 0.221, 0.232 and 0.424 units, respectively.  

In addition, augmenting 𝐿𝑆 to model S1 resulted in maximum value of F-statistic (7.33 –Table 

4.8) compared to the other three MLR models, though it was still insignificant (Fcritical (1, 2) = 

18.51). The addition of 𝑎2 to 𝐿𝑆 caused the F-statistic to swell up to 180.00, portending that the 

incremental effect of 𝑎2 over 𝐿𝑆 in improving the model 𝑅2 was the maximum out of all MLR 

models. Notably, the partial correlation of 𝐿𝑆 with 𝐶𝑅, controlling for 𝑎2 increased to 0.903 from 

the absolute zero order correlation of 0.853. Also, there was a petty increase of 0.002 units from 

the zero-order correlation between 𝑎2 and 𝐶𝑅 to the partial correlation between them, while 

controlling for 𝐿𝑆. 

 

B.9.2 Effect of input variables on oxidation product selectivity 

 

Here, the analysis of the MLR models SM3 and SM4 (Table 4.9 in Chapter 4) involving 𝑎 & 

𝑄 and 𝑎 & 𝐿𝑆 in comparison with the respective SLR models are provided (Table B.2).  
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Table B.2. Parameter estimates, significances and output variances of SLR models with 𝑆 as the 

output and individual explanatory variables as the input. Compare the results with Table 4.9 in 

Chapter 4 that shows the parameter estimates for the corresponding MLR models. 

 

Model 

a 

Var. 

involved 

b 

bn 
c SE d 

Pr > 

|tcrit| 

e 

Std. 

coeff. 

* 

𝑹𝑪
𝟐 F f 

VI

F 

EV 

g 
CI 

Variance 

Proportio

ns 

𝒃𝟎 T1 

SS1 

𝑏0 .24 .61 .725     1.7 1.0 .15 .15 

𝑎 (T1) 4E-5 4E-6 .002 .988 .977 
125 

(.002) 
1 .30 2.4 .85 .85 

SS2 

𝑏0 .20 .79 .817     1.7 1.0 .15 .15 

𝐿𝐺  (T1) 65 7 .003 .981 .856 
71 

(.003) 
1 .30 2.4 .85 .85 

SS3 

𝑏0 -3.9 2.9 .275     1.9 1.0 .05 .05 

𝑈𝑇𝑃
2  (T1) 2E4 7E3 .043 .890 .792 

11 

(.043) 
1 .10 4.3 .95 .95 

SS4 

𝑏0 10 3.1 .048     1.8 1.0 .10 .10 

𝑄 (T1) -.75 .37 .137 -.759 .576 
4 

(.137) 
1 .20 3.0 .90 .90 

SS5 

𝑏0 19 2.2 .004     1.9 1.0 .03 .03 

𝐿𝑆 (T1) -3E3 562 .007 -.966 .934 
42 

(.007) 
1 .06 5.8 .97 .97 

a ‘SS’ corresponds to simple linear regression models with 𝑆 as the output; b 𝑏0 represents the constant or 

intercept term in the regression equation. T1 indicates the respective input variable used to specify the 

variance proportions associated with that variable; c Regression coefficient or slope estimates; d Standard 

errors associated with the respective coefficient estimate; e p-value indicating the probability that the t-

statistic for the term is greater than the critical value of t-stat, that depends on the degrees of freedom (DF) 

of the model. For SLR, DF = 3 & tcrit = 3.182; f F-statistic, distributed as 𝐹 with 1 and 3 DF for SLR (Fcritical 

= 10.12). Statistic for the test of overall 𝑅2  of the model. Value in bracket is the p-value for the significance 

of the overall model; g Eigenvalue for the respective dimension; * Standardized coefficient for SLR is the 

same as the zero-order Pearson’s correlation coefficient between the variable and the output. 
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(i) Effect of gas-liquid interfacial area and injection flowrate of tetralin 

 

Similar to the previous discussion, all references to tables in this section and the next belong 

to Chapter 4. Like in model M3 where the correlation between 𝑎2 and 𝑄 was minimum among all 

other combinations, the simple correlation between 𝑎 and 𝑄 was the least (-0.839) as compared to 

other correlations with 𝑎 (Table 4.8). This was also reflected in the low value for VIF (3.37) and 

CI (8.32). Although the absolute value of CI was lower than the thumb rule cut off 11, it was ~3.5 

times and ~2.5 times higher than in SS1 and SS4 models (Table 4.9 and Table B.2). The variance 

proportions for the regression coefficients of 𝑎 (87 %) and 𝑄 (90 %) were more for the 3rd 

dimension of the eigenvalues but were lesser than that for SM1 and SM2, indicating moderate 

collinearity. The regression coefficient estimate of 𝑎 did not experience any dramatic change in 

SM3 as compared to SS1, as a consequence of which the coefficient was significant in the MLR 

model (p-value = 0.008).  

As with model M3, the slope estimate for 𝑄 became positive from being negative (in SS4) 

with a decrease in standard error by 72 %. The coefficient was still insignificant (compare with 

SS4), but the overall model SM3 was significant with a F (2, 2) = 145.9 and p-value of 0.007. 

Moreover, due to the low variance explained by 𝑄 in the output (𝑟2  = 0.576 for SS4), the addition 

of 𝑎 to 𝑄 had a significant contribution in improving the 𝑟2  (F (1, 2) = 119.14 – Table 4.8). On the 

other hand, 𝑄 did not produce a significant increase to the overall 𝑅2  of SS1 when added to 𝑎 as 

apparent from a much lower F-statistic value of 4.57 (Fcrit = 18.51). Additionally, the partial 

correlation of 𝑎 and 𝑆, while controlling for 𝑄 increased to 0.992 from the zero-order correlation 

of 0.988. Although the presence of 𝑎 did not impact the relationship between 𝑄 and 𝑆 in a negative 

way (value of 0.842), the partial correlation between 𝑄 and 𝑆 was still lesser than that between 𝑎 

and 𝑆. 

 

(ii) Effect of gas-liquid interfacial area and length of liquid slug 

 

There was evidence for a strong linear dependency between 𝑎 and 𝐿𝑆 from the Pearson’s 

simple correlation coefficient value of -0.945 (Table 4.8). This value was very similar to that 

between 𝑎 and 𝑈𝑇𝑃
2  but the direction of the correlation was opposite. It was interesting to note that 
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though the VIF (9.35 –Table 4.9) in model SM4 was almost equal to that of model SM2, the value 

of CI for SM4 was higher than that of SM2, which only indicated that collinearity could impact 

regression negatively. 93 % and 100 % of the variance proportions of 𝑎 and 𝐿𝑆 were focused on 

the third eigenvalue dimension, like in previous instances.  

The presence of collinearity between the predictors did not affect the sign of regression 

coefficient estimate of 𝐿𝑆 but increased its standard error by 67 % in SM4 as compared to SS5. It 

can be seen from Table 4.9 that both regression coefficients (for 𝑎 and 𝐿𝑆) were insignificant in 

model SM4 but the overall model was still significant (p-value = 0.013, 𝑅2 = 0.987). Thus, it made 

sense to interpret the slope estimates relative to each other because the overall regression was 

significant in all MLR models with 𝑆 or 𝐶𝑅 as the output variable. It can be inferred that 𝐿𝑆 affected 

the relationship between 𝑎 and 𝑆 more than other predictors because of the decreased standardized 

coefficient of 𝑎 in SM4 (0.700) as compared with other MLR models. But this was much higher 

than that for 𝐿𝑆 (-0.305), which signaled that 𝑆 was more sensitive to changes in 𝑎 than in 𝐿𝑆.  

The partial correlations also tell a congruent story, giving a value of 0.894 for the relationship 

between 𝑎 and 𝑆, while controlling for 𝐿𝑆 and decreased from the zero-order value by 10%. On 

the contrary, 𝑎 affected the link between 𝐿𝑆 and 𝑆 on a greater scale as the reduction from zero-

order to partial correlation was 32% (-0.966 to -0.655). The improvement in 𝑟2 of both models 

SS1 (0.977) and SS5 (0.934) to SM4 (0.987) caused by addition of 𝐿𝑆 to 𝑎 (F-stat = 1.54) and 𝑎 to 

𝐿𝑆 (F-stat = 8.15), respectively were both insignificant (Fcrit = 18.51). But on a relative measure, 𝑎 

contributed more significantly to improve the model 𝑟2 due to the higher value for F-statistic 

(Table 4.8). 

 

B.10 Physicochemical Properties of Tetralin and Oxygen  

 

Physicochemical properties of tetralin and oxygen used for the calculation shown in the study 

are listed in Table B.3. Most of the properties are interpolated from the values obtained from the 

reported literatures. 
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Table B.3. Physicochemical properties of tetralin and oxygen at different experimental 

conditions. 

 

 Tetralin Oxygen 

T 

(ºC) 

Density 

(kg/m
3
) 

1 

Surface 

tension
 a
 

(N/m)
 

4 

Dynamic 

viscosity
 

(Pa.s) 

1 

Kinematic 

viscosity 

(m
2
/s) 

1 

Dynamic 

viscosity 

(Pa.s)
 

3 

Density 
b 

(kg/m
3
) 

Kinematic 

viscosity 

(m
2
/s) 

3 

DA 

(m
2
/s)  

2 

25 966 0.0351 1.17E-03 1.21E-06 2.15E-05 2.36E+00 9.08E-06 2.73E-09 

120 887 0.0257 6.36E-04 7.17E-07 2.59E-05 1.79E+00 1.44E-05 2.14E-08 

130 879 0.0248 5.84E-04 6.65E-07 2.64E-05 1.75E+00 1.51E-05 2.52E-08 

140 871 0.0238 5.33E-04 6.13E-07 2.68E-05 1.71E+00 1.57E-05 2.93E-08 

150 862 0.0228 4.83E-04 5.61E-07 2.73E-05 1.67E+00 1.64E-05 3.39E-08 

160 854 0.0218 4.34E-04 5.08E-07 2.78E-05 1.63E+00 1.71E-05 3.90E-08 

a with respect to air; b density of oxygen was calculated at experimental pressure using ideal gas law. 

 

B.11 Product identification 

 

GC-FID chromatograms of tetralin oxidized at 150 ºC in a microfluidic reactor are shown in 

Figure B.3 to illustrate the ketone-to-alcohol selectivity in primary oxidation product. 
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                                                     (a) 

 

 

 

 

 

 

 

 

 

 

 

 

   (b) 

Figure B.3. GC-FID chromatogram of tetralin oxidized at 150 °C in a microfluidic reactor at gas-

liquid interfacial area: (a) 3×105 m2/m3 (Series A: Table 4.2 in Chapter 4) and (b) 5×103 m2/m3 

(Series E: Table 4.2 in Chapter 4). 

 

B.12 Flame Ionization Detector (FID) Response Factors 
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The flame ionization detector (FID) has different responses to various organic compounds. 

So, it is required to calculate response factors for accurate quantification of oxidative conversion 

by GC-FID.  The Dietz-method 13 was used to calculate the response factors: 

 

             𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑓𝑎𝑐𝑡𝑜𝑟 (𝑅𝐹)𝐷𝑖𝑒𝑡𝑧 =
(𝐴𝑟𝑒𝑎 𝑜𝑓 𝑐𝑜𝑚𝑝𝑜𝑢𝑛𝑑)×(𝑀𝑎𝑠𝑠 𝑜𝑓 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑)

(𝑀𝑎𝑠𝑠 𝑜𝑓 𝑐𝑜𝑚𝑝𝑜𝑢𝑛𝑑)×(𝐴𝑟𝑒𝑎 𝑜𝑓 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑)
          Equation B.31   

          

Heptane was used as the standard and its response factor was 1.00. The calculated relative 

response factors are tabulated in Table B.4. The calculated relative response factors are very close 

the response factors reported in literature. 13–15 The FID response factors previously reported in 

literature are also listed in Table B.4 for comparison. 

 

Table B.4. FID response factors of various compounds. 

 

Compound Name 

Retention 

Time 

(min) 

Response Factor 

(RF) 

Reported RF 

value 

Heptane 1.72 1.00 ± 0.00 1.00 13 

CHCl3 1.52 0.09 ± 0.01 - 

Hexachlorobenzene 8.67 0.32 ± 0.01 0.31 14 

Tetralin 4.90 1.08 ± 0.01 1.02 15 

1, 2, 3, 4 – tetrahydro-1-naphthol 6.35 0.82 ± 0.02 - 

Alpha-tetralone 6.51 0.84 ± 0.01 0.80  15 

 

B.13 Conversion Calculations 

 

Conversion was calculated based on the tetralin disappearance and did not reflect the extent 

of oxidation. The percentage conversion was calculated as follows: 1 

 

                                                            𝑊𝑖 =
𝐴𝑖∗𝑊𝐻𝐶𝐵

𝐴𝐻𝐶𝐵∗𝑅𝑅𝐹𝑖,𝐻𝐶𝐵
                                          Equation B.32 
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where,  

                                                              𝑅𝑅𝐹𝑖,𝐻𝐶𝐵 =
𝑅𝐹𝑖

𝑅𝐹𝐻𝐶𝐵
                                         Equation B.33 

 

This is the relative response factor of model compounds with respect to hexachlorobenzene 

(internal standard). 

In equations B.32 and equation B.33, 

𝑅𝐹𝐻𝐶𝐵  = Response factor of hexachlorobenzene with respect to heptane 

𝑅𝐹𝑖 = Response factor of model compound with respect to heptane 

𝑊𝑖  = Weight % of model compounds 

𝑊𝐻𝐶𝐵  = Weight % of hexachlorobenzene 

𝐴𝑖 = Peak area of model compounds 

𝐴𝐻𝐶𝐵  = Peak area of hexachlorobenzene  

 

For the conversion less than 1 % wt/wt, the tetralin conversion was calculated based on the 

formation of products. A conversion factor was calculated using the data obtained from oxidation 

of tetralin with air conducted in a semi-batch reactor (Table B.5). 15 Conversion factor was 

multiplied by sum of relative peak areas of products to get the conversion. Conversion factor was 

selected based on the sum of product area. 

 

Table B.5. Conversion data for oxidation of tetralin with air at 150 ºC conducted in a semi-batch 

reactor. 15 

 

Time 

(h) 

Conversion 

(% wt/wt) 

Sum of oxidized 

products 

Conversion 

factor 

0.5 0.8 214.8 0.0035 

1 1.1 643.3 0.0017 

2 2.1 1128.1 0.0019 

4 4.5 2922.5 0.0015 

6 6.9 4628.7 0.0015 

 

B.14 Diffusion Coefficient Calculation 
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Different correlations are available in literature to calculate the diffusivities in liquid. The 

correlation provided by Díaz et al. 16 can be used to calculate diffusivity of gases in liquid over 

wide temperature range. This correlation is used to calculate the diffusion coefficient of oxygen in 

tetralin (𝐷𝐴) at 150 ºC. The correlation goes as follows: 

 

                                       (𝐷𝐴)𝑇 = 4.996 × 103(𝐷𝐴𝐵)𝑇=250𝐶𝑒−
2539

𝑇                     Equation B.34                                                                                                       

 

where, 

                                                (𝐷𝐴)𝑇=250𝐶 = 6.02 × 10−5 𝑉𝐵
0.36

𝜇𝐵
0.61𝑉𝐴

0.64                          Equation B.35 

 

(𝐷𝐴)𝑇 is the diffusion coefficient of oxygen in tetralin at given temperature in cm2/s. 

(𝐷𝐴)𝑇=25 °𝐶  is the diffusion coefficient of oxygen in tetralin at 25 ºC in cm2/s. 

𝑇 is the absolute temperature (K) = 423 K. 

µ𝐵 is the viscosity of tetralin = 2 cp. 

𝑉𝐴 is the molar volume of oxygen at the normal boiling point temperature (cm3/gmol) = 27.9 

cm3/gmol.  

𝑉𝐵  is the molar volume of tetralin at the normal boiling point temperature (cm3/gmol) = 135.7 

cm3/gmol. 

The values obtained at the different relevant temperatures were: 

(𝐷𝐴)𝑇=25 °𝐶   = 2.7 x 10-09 m2/s 

 

(𝐷𝐴)𝑇=150 °𝐶  = 3.4 x 10-08 m2/s 
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 APPENDIX C. 

Supporting Information of Viscosity of Canadian oilsands bitumen and its modification by 

thermal conversion 

 

 

C.1 Calibration curve used for quantification of free radical spins in EPR 

 

DPPH, containing a free radical on the nitrogen attached to the aromatic ring was used as a 

standard for calibration because its g-value (2.0037 ± 0.0002 – refer Ref. 57 in Chapter 5) is 

similar to that of an organic free radical. To build the calibration curve, DPPH solutions of 

concentrations ranging from 0.1 mM to 16 mM were prepared gravimetrically in toluene. The 

corresponding EPR spectra were obtained for each solution and the area under the absorption 

curves were calculated by double integration. The spin concentration of the unknown analyte is 

generally expressed in spins per gram of the solute. The molarity of DPPH solutions (𝑀) and the 

corresponding number of spins of DPPH per mL of sample volume in the resonant cavity (𝑁𝑚𝐿) 

exposed to the magnetic field was calculated for each solution according to equation C.1 and 

equation C.2, respectively.  

 

                     𝑀 (𝑚𝑜𝑙𝑎𝑟𝑖𝑡𝑦 𝑖𝑛 𝑚𝑀) =
(

𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝐷𝑃𝑃𝐻 𝑡𝑎𝑘𝑒𝑛 𝑖𝑛 𝑚𝑔

𝑀𝑊 𝑜𝑓 𝐷𝑃𝑃𝐻 𝑖𝑛 𝑔
)

(
𝑉𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑡𝑜𝑙𝑢𝑒𝑛𝑒 𝑖𝑛 𝑚𝐿

1000
)

∗ 𝑃                           Equation C.1 

 

                                 𝑁𝑚𝐿 = 𝑀 (𝑖𝑛 𝑚𝑀) ∗
𝑁𝐴

106                                           Equation C.2 

 

                                                         𝑁𝑔 =
𝑁𝑚𝐿

 𝑖𝑛 
𝑔

𝑚𝐿

                                                          Equation C.3 

 

where 𝑃 is the purity of DPPH (0.9), 𝑁𝐴 is the avagadro number (6.023 × 1023 spins/mol of 

DPPH), 𝜌 is the density of toluene (0.867 g/mL). The number of free radicals per molecule is one 

for DPPH. 

Since the concentration of the solutions are low (in mM), the density of the sample inside the 

EPR tubes in the resonant cavity of the spectrometer can be approximated to be that of toluene’s. 
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This was used so as to convert 𝑁𝑚𝐿 to the number of spins per gram of the solution (𝑁𝑔 – equation 

3). 𝑁𝑔 is plotted against the area under the EPR curves (double integrated intensities - DII) for the 

13 samples to get the calibration curve as shown in Figure A1. It is to be noted that there are no 

genuine outliers in this plot and all points, from lower (< 105) to higher (>106) DI values lie within 

acceptable distance from the regressed straight line. 

 

 

 

 

 

 

 

 

 

Figure C.1. Calibration curve for EPR spectra with DPPH in toluene as reference standard. The 

g-value for DPPH averaged across all data points is 2.0033 ± 0.0002.  

 

C.2 Estimation of remaining solvent in the thermally converted samples 

 

Solutions of 1 %, 2.5 %, 5 %, 7.5 % and 10 %wt. concentrations of each thermally converted 

product were prepared in both methylene chloride and toluene separately. The FTIR spectra for 

each of the solutions were acquired. In the case of methylene chloride, a calibration curve for the 

known amount of solvent in the product against the ratio of the intensities of the peaks 

characteristic of C-Cl stretch and the dominant methylene group stretch was plotted for each 

thermally converted sample.  

It is to be noted that in the spectrum of pure methylene chloride, the C-Cl stretch occurred as 

a doublet at 744 cm-1 (asymmetric stretch) and 717 cm-1 (symmetric) (Figure 5.12a) and the 

monoaromatic stretches of straight thermally converted products and bitumen itself occurred at 

727 (strong) and 744 cm-1 (weak). Surprisingly, the methylene chloride-extracted product showed 

a broadened peak with a maximum at ~734 cm-1 (Figure 5.12c), which was taken as the hydrogen 

bonded C-Cl stretch, both for quantifying the amount of solvent present as well as for further 
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interpretation, as provided in the manuscript. The peak was found to broaden gradually with time 

as the spectra for the prepared samples for calibration (obtained immediately) showed a relatively 

sharp peak at 734 cm-1. On the other hand, for toluene, the calibration curve was plotted with the 

known percent toluene in the sample against the ratio of the intensities for the aromatic C-H stretch 

at 727 cm-1 and that of the methylene group stretch at 2920 cm-1. No such shift in frequency was 

observed in the case of toluene-extracted thermally converted products.  

The ratios of the corresponding intensities (transmittance converted to absorption) in the 

unknown samples which were extracted with the respective solvents, were obtained and the 

corresponding amount of remaining solvent in them was calculated from the calibration equation. 

Example calibration curves for the thermally converted products at 15 min (for methylene 

chloride) and at 45 min (for toluene) are shown in Figure C.2. All curves for both the solvents 

were found to be linear.  

 

 

 

 

 

 

 

 

 

                                  (a)                                                            (b)          

Figure C.2. Calibration curve for estimation of remaining (a) methylene chloride and (b) toluene 

in the thermally converted product obtained from thermal cracking at 400 ºC and 15 min and 45 

min, respectively. 

 

C.3 Torque generated in a Searle system for viscosity measurements 

 

Since the torque was an important parameter in viscosity determination, it was worthwhile to 

look at the working equation for the measured torque in a viscometer setup. The fluid is located in 

the annular space in between the concentric cylinders representing the cup and the bob as shown 



 

469 

 

a

b

𝜔𝑎

𝜔𝑏

r

in Figure C.3. 

  

 

 

 

 

 

 

Figure C.3. Concentric cylinders representing the cup and the bob arrangement in a 

viscometer/rheometer. The bob has radius ‘a’ rotating with angular velocity ωa and the cup has a 

radius ‘b’ rotating with angular velocity ωb. In our case, ωb = 0. 

 

In a Searle system, the bob is rotated by the motor, while the cup remains stationary. 

Conceptually, the torque required to turn the inner cylinder or the bob is a function of the viscosity 

of the annular fluid. The rheometer and the viscometer is operated in servo mode where the current 

generated in the motor is proportional to the torque required to rotate the inner cylinder. An 

important dimensionless number to be considered here is the Taylor number (Ta), which is a ratio 

of the centrifugal forces and the viscous forces. 152 The system is prone to vortex formation since 

the inner cylinder is rotated and care should be taken not to exceed the Taylor number. For a 

particular fluid element, the radial pressure gradient should balance the centripetal acceleration in 

order to guard against vortex formation, which can lead to inaccurate viscosity values.  

Solving the Navier-Stokes equation, 153 the velocity profile of the annular fluid is obtained as 

inversely dependent on the radial distance in the case of inner cylinder rotation. The shear stress 

at the inner cylinder (𝜏𝑎) is calculated from the derived velocity profile and the torque is given as 

follows:  

                                                  𝑢 =
𝜔𝑎𝑎2

𝑟
                                                           Equation C.4  

     

                                                     𝜏𝑎 = −
2𝜇𝜔𝑎𝑏2

𝑏2−𝑎2                                                           Equation C.5 

 

                                              𝑀𝑎 = 𝜏𝑎𝐴𝑎 =
4𝜋𝜇𝑎2𝑏2𝜔𝑎

𝑏2−𝑎2                                                 Equation C.6 
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                                                          𝐴 = 2𝜋𝑎𝐿                    Equation C.7 

 

𝐴 is the curved surface area of the inner cylinder of length 𝐿. It can be seen that the torque is 

a function of the viscosity of the annular fluid (𝜇) with other parameters being the dimensions of 

the cylinders and the angular velocity of rotation.  
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APPENDIX D. 

Supporting Information of A data-driven approach to generate pseudo-reaction networks 

for thermal conversion of Athabasca bitumen 

 

 

D.1 Pre-processed and residual data for temperatures of 420 ºC, 400 ºC, 380 ºC, 300 ºC 

 

The FTIR spectra of liquid samples obtained after thermal conversion at 350 ºC after baseline 

correction and SG filtering are provided in Figure 6.2 in Chapter 6. The respective plots along with 

the residual obtained from smoothing and the raw data for the other 4 temperatures are given in 

Figure D.1, Figure D.2, Figure D.3 and Figure D.4.  

 

 

 

 

 

 

 

                             (a)                                                               (b) 

 

 

 

 

 

 

 

 

                             (c) 

Figure D.1. Plots of: (a) Baseline corrected and smoothed data; (b) the raw FTIR spectra of the 

liquid products from thermal conversion of Athabasca bitumen at 420 ºC; (c) residual after 

smoothing.  
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                      (a)                                                                 (b) 

  

 

 

 

 

 

                       (c) 

Figure D.2. Plots of: (a) Baseline corrected and smoothed data; (b) the raw FTIR spectra of the 

liquid products from thermal conversion of Athabasca bitumen at 400 ºC; (c) residual after 

smoothing. 

 

 

 

 

  

 

                      (a)                                                                 (b) 

  

 

 

 

 

 

                               (c) 
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Figure D.3. Plots of: (a) Baseline corrected and smoothed data; (b) the raw FTIR spectra of the 

liquid products from thermal conversion of Athabasca bitumen at 380 ºC; (c) residual after 

smoothing. 

 

 

 

 

 

 

  

                                  (a)                                                                   (b) 

  

 

 

 

 

 

 

                                (c) 

Figure D.4. Plots of: (a) Baseline corrected and smoothed data; (b) the raw FTIR spectra of the 

liquid products from thermal conversion of Athabasca bitumen at 300 ºC; (c) residual after 

smoothing.  

 

D.2 SMCR-ALS and SMCR-PSO methods and algorithms 

 

To deal with some of the limitations of SMCR like rotational and intensity ambiguities, 

datasets from different runs and techniques are combined together into a single data matrix. A row-

wise combination is performed when the same batch of experiments is monitored by different sets 

of techniques like FTIR, NMR, ESR, etc. The parent equation is illustrated in equation D.1. A 

column-wise matrix is obtained when multiple batches of experiments conducted at different 

experimental conditions are monitored by the same technique. This is given in equation D.2.  
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                      [𝐷1 𝐷2 𝐷3 … 𝐷𝑛] = 𝐶[𝑆1 𝑆2 𝑆3 … 𝑆𝑛]𝑇 + [𝐸1 𝐸2 𝐸3 … . 𝐸𝑛]                     Equation S.1 

 

                                                           [
𝐷1

𝐷2

𝐷3

] = [
𝐶1

𝐶2

𝐶3

] 𝑆𝑇                                                    Equation S.2 

 

Intensity ambiguity is represented by: 

                                                           𝐷 = (𝐶𝑘)(𝑆𝑇 1

𝑘
)                                                  Equation S.3 

where 𝑘 is a scalar. 

 

Rotational ambiguity is given in equation S4 by: 

 

                                                     𝐷 = (𝐶𝑇)(𝑇−1𝑆𝑇) + 𝐸                                            Equation S.4 

 

where 𝑇 is a non-singular invertible matrix that multiplies with 𝐶 and whose inverse multiplies 

with 𝑆. There are infinite possibilities for 𝑇 in the absence of other constraints. 

 

The ALS-optimization algorithm and the accompanying constraints is described in the 

manuscript. The respective equations of the alternative minimization of the Frobenius norm of the 

residual are given below: 

                                                           min
𝑆≥0

(||𝐷 − 𝐶𝑆𝑇||
2
)                                            Equation S.5 

                                                           min
𝐶≥0

(||𝐷 − 𝐶𝑆𝑇||
2
)                                            Equation S.6 

 

Table D.1 gives some of the common strategies of choosing the inertia weight parameter for 

velocity updating in PSO.  
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Table D.1. Common strategies for inertia weight employed in the PSO literature. 

 

Type of strategy Remarks 

Constant 1 
A value between 0.7 – 1 shows lower error but 

larger number of iterations for convergence 

Random 2 
Increases convergence in early stages of PSO; 

Gives faster overall convergence 

Linearly decreasing 3 

Decreasing values in the range 0.9 – 0.4 are 

employed but risk of local optimum exists; 

Gives low error 

Global-local best inertia 

weight 4 

Falls in between constant and random inertia 

weight strategies; takes global and local best 

particle positions into consideration but gives 

large error 

 

As mentioned in section 6.3.3.8 in Chapter 6, ‘fmincon’ was used to further carry out a local 

search for the PSO-optimized concentration profiles inside the ALS loop. The next few paragraphs 

discuss two algorithms used by ‘fmincon’ for the optimization process in further detail. These are 

the ‘Sequential Quadratic Programming’ algorithm and the ‘Interior Point’ algorithm. First, a 

nonlinear unconstrained minimization problem of a general nature is explained, followed by the 

algorithms for the constrained optimization. 

 

(i)   Unconstrained minimization: 

 

Consider a scalar function 𝑓(𝑥) whose minimum point and the corresponding value needs to 

be found. Most algorithms are based on building trust regions around the neighborhood (𝑁) for a 

simplified version 𝑞 of 𝑓. 5 The trust region sub-problem is expressed in equation S7 as: 

 

                                                              min
𝑠

𝑞(𝑠) , 𝑠 ∈ 𝑁                                             Equation D.7 

 

where 𝑠 is a sample step that assists in updating the present position if 𝑓(𝑥 + 𝑠) < 𝑓(𝑥). 
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The challenge is to define 𝑞 and the trust region 𝑁. Expressing 𝑞 in terms of the first two 

terms of the Taylor’s expansion, the quadratic programming problem comes down to solving the 

equation:  

 

                                                  min
1

2
𝑠𝑇𝐻𝑠 + 𝑠𝑇𝑔 for ||𝐷𝑠|| ≤ ∆                              Equation D.8 

 

In equation D.8, 𝐷 is the diagonal scaling matrix, ∆ is a positive tolerance level for the 

constraint and can be adjusted according to whether the updated value of 𝑓 meets the inequality 

condition or not, 𝐻 is the square matrix of second derivatives of 𝑓 (Hessian) and 𝑔 is the gradient 

of 𝑓. A number of approaches to solve this equation are given in the literature. 6,7 All these 

algorithms require rigorous calculations of eigenvalues, but it is easier to solve using the definition 

of a sub-space 𝑠 that forms a boundary for the trust region. 𝑠 is constructed in the 2-D space as a 

combination of the gradient direction (𝑠1) and the Newton direction (𝑠2), which is the solution to 

the following equation 

                                                                  𝐻. 𝑠2 = −𝑔                                                 Equation D.9 

 

The solution to equation D.9, which is a system of linear equations, is given by the 

preconditioned conjugate gradient (CG) method whose output direction, 𝑝 is used to build the sub-

space. The key step in solving unconstrained optimization problems is determining the 2-D sub-

space. It is chosen such that global convergence is achieved through the steepest descent direction 

while local convergence is accomplished through the Newton step. Nonlinear least squares and 

linear least squares solutions also work on similar principles of trust regions and 2-D sub-space.  

 

(ii)  Constrained minimization: 

 

Two common constraints for these kinds of problems are linear equality and box constraints. 

The linear equality constrained problems are solved considering an initial point that satisfies the 

equality 𝐴𝑥0  =  𝑏, where 𝐴 and 𝑏 are known. A matrix system is created to calculate 𝑠 and is 

elaborated by Coleman and Verma. 8 Box constraints consist of lower and upper bounds and a 

scaled Newton step evolving from the Karush-Kuhn-Tucker (KKT) conditions is considered to 
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find the sub-space for solving the problem. 9 The solution also comprises of a reflection step that 

delineates the step size.  

 

(iii) Algorithms used by ‘fmincon’ 

 

Active set algorithm: 

 

This is a medium-scale algorithm where full matrices are generated and complex linear 

algebra is used to solve the constrained equations. They were based on the conversion of the 

constrained problem into an unconstrained one by the use of a penalty function. The KKT 

conditions are necessary and sufficient for optimality when both the objective function and the 

constraints are convex. The KKT conditions of the quadratic programming problem are given as:  

∇𝑓(𝑥𝑠) + ∑ 𝜆𝑖 .

𝑚

𝑖=1

∇Gi(𝑥𝑠) = 0 

                                                        λi. Gi(𝑥𝑠) = 0 and 𝜆𝑖 ≥ 0                                   Equation D.10 

 

where 𝜆𝑖 are the Lagrange multipliers that take positive values only and serve as a link 

between the objective and constraint functions. The solution revolves around finding the Lagrange 

multipliers for each data point.  

 

Sequential Quadratic Programming (SQP) algorithm: 

 

‘fmincon’ utilizes SQP methods frequently to solve the constrained optimization problems. 

The principle of SQP rests on creating quadratic programming sub-problems at each loop iteration. 

10 It is analogous to the active-set algorithm explained in the previous section and instead of a 

Newton step used for the unconstrained optimization (equation D.9), a quasi-Newton updating 

procedure is used for dealing with the Hessian matrix (𝐻). Detailed reviews of the method are 

available in various texts in the literature. 11,12  

The solution of the quadratic sub-problem is used to form a search direction for the variable 

𝑥 as: 
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                                                         𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘𝑑𝑘                                              Equation D.11 

 

Here, 𝑑𝑘  is the search direction and 𝛼𝑘  is the step length parameter obtained by line search. It 

helps the solution to progress toward the function minimum by decreasing the value of the 

objective function. Schittkowski 12 also opined that the advantage of utilizing the SQP method is 

that it makes the constrained optimization converge faster than an unconstrained problem due to a 

fixed search area and 𝛼𝑘 . The SQP algorithm has 4 major steps: 

a. Updating the Hessian (𝐻𝑘) of the Lagrangian formulation  

The Lagrangian formulation of the quadratic problem is given by the following equation: 

 

                                                 𝐿(𝜆, 𝑥) = 𝑓(𝑥) + ∑ 𝜆𝑖 . 𝑔𝑖(𝑥)                                    Equation D.12 

 

A quasi-Newton approximation of 𝐻(𝐿(𝜆, 𝑥)) is conducted at each iteration. In order to track 

the convergence path in MATLAB, the ‘Display’ option can be set to ‘iter’. When this is done, 

messages such as ‘Hessian modified’, ‘infeasible’ are displayed that indicate that the extent of 

nonlinearity is high.  

b. Solution of the QP sub-problem 

The solution of this problem is executed by the active-set method described in the previous 

section. It is also called a projection method. This involves primarily two steps: estimating a 

feasible starting point and then generating a number of points that remain active throughout the 

iterations and subsequently converge to the final solution. The active points lead to the search 

direction (𝑑𝑘  in equation D.11) that is present on the boundaries of the given constraints. This 

search direction facilitates the calculation of the new point of 𝑥 in the search space (equation D.11). 

𝑑𝑘  is usually obtained through a linear combination of a vector that is orthogonal to the active 

points.  

 Two directional choices are available for 𝛼𝑘  during the line search procedure. One is the 

direct step along 𝑑𝑘  that would lead to the optimum of 𝑓(𝑥) considering the active point set and 

thus, the solution of the QP sub-problem. If this does not occur, further iterations are required to 

reach the solution. The condition of positive Lagrange multipliers needs to be satisfied, otherwise 

the equality constraint is violated and the data point corresponding to this violation is removed 

from the algorithm.  
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c. Finding the starting point 

This can be done by finding an 𝑥 that satisfies the equality constraint in the QP sub-problem. 

A system of linear equations needs to be solved to obtain the initial point. The initial search 

direction can be obtained by substituting 𝑑𝑘  for 𝑠 in equation D.9. 

d. Merit function and step length  

A merit function proposed by Han 13 is used and a penalty parameter was introduced by 

Powell. 14 The merit function is similar to the Lagrangian function 𝐿 but has more parameters. The 

penalty parameter distinguishes between constraints having smaller and larger gradients and 

penalizes the smaller gradients more. The step length parameter, as discussed before, reduces the 

merit function value.  

From the implementation viewpoint, the algorithm in MATLAB allows for failed steps in the 

case of a bogus value for the objective function. During the running of the algorithm, lesser 

memory and time is consumed as compared to the active-set strategy though both are medium-

scale algorithms. In addition, in the case of some nonlinear constraints being violated, SQP 

calculates a second order approximation for the constraints and proceeds with the iteration, though 

it sacrifices convergence speed.  

 

Interior Point Algorithm: 

 

This is the default algorithm adopted by MATLAB for the ‘fmincon’ function. A detailed 

description of this method is given by Waltz et al. 15 and only the two important steps of the 

solution process are described in this section. The main objective function is split into constituent 

small-scale optimization problems given by equation D.13: 

                                           min
𝑥,𝑠

𝑓(𝑥, 𝑠) = min 𝑓(𝑥, 𝑠) − µ ∑ ln (𝑠𝑖)                         Equation D.13 

 

where 𝑠𝑖 are the slack variables and µ is a positive parameter that controls the barrier function 

∑ ln (𝑠𝑖). 

The purpose of the approximate problem is the conversion of inequality constraints to equality 

constraints to make it easier for problem solving. Equation D.13 can be solved by taking either of 

the following 2 steps: direct step or a CG step. The KKT conditions are applied to the QP and the 

obtained system of equations are tried to be solved by linear approximation. This is the first and 
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default step attempted by the algorithm. The CG step comes into play when the objective functions 

fails to remain convex at any iteration. In either case, a merit function that combines the objective 

function and the constraints is required to be decreased in value as much as possible. The algorithm 

can deal with constraint violations when a particular point 𝑥𝑗 returns an unreal value for the 

constraint function. In this situation, the step length is modified to a shorter value and the iteration 

is continued.  

In the direct step, matrix factorization gives information about the Hessian. If the Hessian is 

not positive definite, the algorithm attempts to solve the system of equations using the CG method. 

Similar to the unconstrained minimization, CG utilizes a trust region to create a sub-space for the 

solution to the QP problem. As with other cases, Lagrangian multipliers are obtained from solving 

KKT condition equations to obtain the solution for the interior point algorithm. Unlike SQP, 

interior point algorithm is a large-scale algorithm that does not store or generate full sized matrices 

and thus, lesser space is used and is the preferred approach for computer programming.  

 

D.3 Modeling methods and parameters used: Bayesian networks 

 

Figure D.5 shows the importance index for the first 1550 wavenumbers. The procedure behind 

the choice of these wavenumbers is given in section 6.3.4.1 in Chapter 6.  

 

 

 

 

 

 

 

 

 

 

 

Figure D.5. Plot of importance index of the selected 1550 wavenumbers. 

 

D.4 Results and discussion: Rank determination of each sub-matrix 
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Figure D.6 gives the plots of residuals obtained after performing SVD on the 400 ºC data set 

choosing 2 and 4 components while the manuscript gives the residual plot for SVD performed with 

optimal 3 components. The ROD, SD, residual after performing SVD with 3 components and the 

scree plots for data sets at the other 4 temperatures (300 ºC, 350 ºC, 380 ºC, 420 ºC) are given in 

Figure D.7, Figure D.8, Figure D.9 and Figure D.10 respectively.  

 

 

 

 

 

 

 

                             (a)                                                         (b) 

Figure D.6. Residuals obtained after performing SVD on the 400 ºC data set considering: (a) 2 

components and (b) 4 components. 

  

 

 

  

 

 

                                  (a)                                                          (b)               

 

 

 

 

 

 

                                (c)                                                            (d) 
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Figure D.7. Plots for (a) ROD with respect to each component; (b) SD with respect to each 

component; (c) Residual after performing SVD considering 3 components on the FTIR data set for 

all 1738 wavenumbers; (d) Percentage contribution to the variance explained by the eigenvalues 

corresponding to each component in the system. These results correspond to data obtained at 300 

ºC.  

 

 

 

 

 

 

                             (a)                                                                (b) 

 

 

 

 

 

 

 

                             (c)                                                                 (d) 

Figure D.8. Plots for (a) ROD with respect to each component; (b) SD with respect to each 

component; (c) Residual after performing SVD considering 3 components on the FTIR data set for 

all 1738 wavenumbers; (d) Percentage contribution to the variance explained by the eigenvalues 

corresponding to each component in the system. These results correspond to data obtained at 350 

ºC.  
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                            (a)                                                          (b) 

  

 

 

 

 

 

 

                           (c)                                                           (d) 

Figure D.9. Plots for (a) ROD with respect to each component; (b) SD with respect to each 

component; (c) Residual after performing SVD considering 3 components on the FTIR data set for 

all 1738 wavenumbers; (d) Percentage contribution to the variance explained by the eigenvalues 

corresponding to each component in the system. These results correspond to data obtained at 380 

ºC.  

 

 

 

 

 

 

 

 

 

 

 



 

484 

 

 

 

 

   

 

 

 

                              (a)                                                         (b) 

 

 

 

 

 

 

 

                             (c)                                                           (d) 

Figure D.10. Plots for (a) ROD with respect to each component; (b) SD with respect to each 

component; (c) Residual after performing SVD considering 3 components on the FTIR data set for 

all 1738 wavenumbers; (d) Percentage contribution to the variance explained by the eigenvalues 

corresponding to each component in the system. These results correspond to data obtained at 420 

ºC.  

 

The values of performance indicators (LOF and 𝑅2
) for SVD with 2, 3 and 4 pseudo-

components are given in Table D.2. 
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Table D.2. LOF and 𝑅2
 values (% contribution to variance) on reconstruction of the original 

matrix after performing SVD for the datasets at 300 ºC, 350 ºC, 380 ºC and 420 ºC. 

 

 300 ºC 350 ºC 380 ºC 420 ºC 

No. of 

components 
2 3 2 3 4 2 3 4 2 3 4 

LOF 2.38 
8.27E-

14 
3.09 2.17 1.54 7.20 4.99 3.71 4.72 2.93 1.83 

𝑹𝟐 99.94 100 99.90 99.95 99.97 99.48 99.75 99.86 99.78 99.91 99.96 

 

D.5 Results and discussion: Initial concentration estimates 

 

The initial estimates of concentration profiles at 300 ºC are given in Figure D.11.  

 

 

 

 

 

 

 

 

Figure D.11. Initial concentration estimates for S1, S2 and S3 at 300 ºC.  

 

D.6 Results and discussion: ALS-optimized profiles and spectra-derived quantitative 

parameters 

 

The residuals obtained after subtracting the ALS-reproduced matrix from the original matrix 

for datasets at all temperatures are given in Figure D.12.  
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                               (a)                                                              (b) 

  

 

 

 

 

 

 

 

                              (c)                                                                 (d) 

 

 

 

 

 

 

 

                                     (e) 

Figure D.12. ALS residuals for datasets obtained at: (a) 300 ºC; (b) 350 ºC; (c) 380 ºC; (d) 400 

ºC; (e) 420 ºC. 

 

D.7 Results and discussion: PSO-optimized concentration and spectral profiles 
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D.7.1 Results at 300 ºC 

 

The concentration and spectral profiles when the ALS-PSO algorithm was used to resolve the 

FTIR spectra obtained at 300 ºC for Athabasca bitumen is given in Figure D.13. The residual when 

the reproduced matrix from the ALS-PSO-resolved profiles is subtracted from the original data 

matrix is also provided in this figure (Figure D.13b). Discussion on the differences of these profiles 

with respect to ALS-optimized results in terms of resolution quality and convergence speed is 

provided in section 6.4.4 in Chapter 6.  

   

 

 

 

 

 

 

                            (a)                                                           (b) 
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                               (e)                                                               (f) 

Figure D.13. Results of SMCR-ALS-PSO applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 300 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; (b) residual plot; and resolved spectra for each 

pseudo-component shown as absorbance vs. wavenumber in the ranges: (c) 3200 – 2750 cm-1; (d) 

1800 – 1500 cm-1; (e) 1500 – 900 cm-1; (f) 900 – 650 cm-1.  

 

D.7.2 Results at 350 ºC 

 

The concentration and spectral profiles when the ALS-PSO algorithm was used to resolve the 

FTIR spectra obtained at 350 ºC for Athabasca bitumen are given in Figure D.14. The residual 

when the reproduced matrix from the ALS-PSO-resolved profiles is subtracted from the original 

data matrix is also provided in this figure. Discussion on the differences of these profiles from the 

ALS-optimized results in terms of resolution quality and convergence speed is given in section 

6.4.4 in Chapter 6.  
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                      (a)                                                             (b) 

 

 

 

 

 

 

 

                        (c)                                                         (d) 

 

 

 

 

 

 

                      (e)                                                            (f) 

Figure D.14. Results of SMCR-ALS-PSO applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 350 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; (b) residual plot; and resolved spectra for each 

pseudo-component shown as absorbance vs. wavenumber in the ranges: (c) 3200 – 2750 cm-1; (d) 

1800 – 1500 cm-1; (e) 1500 – 900 cm-1; (f) 900 – 650 cm-1. 

 

D.7.3 Results at 380 ºC 
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Figure D.15 provides the ALS-PSO-resolved concentration and spectral profiles for the 380 

ºC dataset. The residual plot when the reproduced matrix is subtracted from the original data matrix 

is also provided in the figure.  

 

  

 

 

 

 

                 (a)                                                        (b) 

 

 

 

 

 

 

                  (c)                                                       (d) 

 

 

 

 

 

 

              (e)                                                          (f) 

Figure D.15. Results of SMCR-ALS-PSO applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 380 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; (b) residual plot; and resolved spectra for each 

pseudo-component shown as absorbance vs. wavenumber in the ranges: (c) 3200 – 2750 cm-1; (d) 

1800 – 1500 cm-1; (e) 1500 – 900 cm-1; (f) 900 – 650 cm-1. 

 

D.7.4 Results at 400 ºC 
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Figure D.16 gives the ALS-PSO resolved final profiles for the dataset obtained at 400 ºC. The 

residual plot when the reproduced matrix is subtracted from the original data matrix is also 

provided in the figure. 

 

 

 

 

 

 

                  (a)                                                      (b) 

 

 

 

 

 

 

                  (c)                                                     (d)  

 

 

 

 

 

 

                  (e)                                                       (f) 

Figure D.16. Results of SMCR-ALS-PSO applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 400 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; (b) residual plot; and resolved spectra for each 

pseudo-component shows as absorbance vs. wavenumber in the ranges: (c) 3200 – 2750 cm-1; (d) 

1800 – 1500 cm-1; (e) 1500 – 900 cm-1; (f) 900 – 650 cm-1.  
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D.7.5 Results at 420 ºC 

 

Figure D.17 provides the concentration and spectral profiles for the ALS-PSO optimized 

profiles including the residual obtained when the reproduced data matrix is subtracted from the 

original matrix.  

 

 

 

 

 

 

                  (a)                                                         (b) 

  

 

 

 

 

 

                    (c)                                                       (d) 

  

 

 

 

 

 

                   (e)                                                        (f) 

Figure D.17. Results of SMCR-ALS-PSO applied to FTIR spectra of liquid products from thermal 

conversion of Athabasca bitumen at 420 ºC. The profiles are arranged as: (a) concentration vs. 

reaction time for the three pseudo-components; (b) residual plot; and resolved spectra for each 

pseudo-component shows as absorbance vs. wavenumber in the ranges: (c) 3200 – 2750 cm-1; (d) 

1800 – 1500 cm-1; (e) 1500 – 900 cm-1; (f) 900 – 650 cm-1.  
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D.8 Results and discussion: BHC and associated chemical signatures relative to the others 

 

The variation of effective intensity for each wavenumber in this cluster is shown in Figure 

D.18. 

 

 

 

 

 

 

 

 

 

 

Figure D.18. Effective intensity for each wavenumber in the fifth cluster (Table 6.14 in Chapter 

6). Some of the important peaks are indicated.  

 

D.9 Results and discussion: ALS-optimized profiles for the global model 

 

Figure D.19 provides the plots for the ROD and initial concentration estimates obtained 

through EFA for the 35 samples when the augmented matrix consisting of all temperatures and 

respective reaction times was used for SMCR analysis.  
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                         (a)                                                             (b) 

Figure D.19. Plots of: (a) ROD vs. number of components and (b) initial estimates of concentration 

obtained through EFA for the 35 samples at various process conditions used in the SMCR-ALS 

global model.  
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