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Abstract

Cooperative relay technologies are currently being rebealrto address the ever-increasing
demand for higher data rates, extended coverage, greabglityp@and enhanced reliability.
This thesis thus focuses on (1) developing new physicarlayreless technologies for co-
operative relay networks and (2) ascertaining their vighbihrough performance analysis.
Specifically, (i) new system and channel models, (ii) siongalnd relay-processing algo-
rithms, (iii) joint relay-antenna selection strategids) {oint transmit-receive beamform-
ing techniques, and (v) comprehensive performance asdlgneworks are developed for
one-way, two-way, and multi-way cooperative relay netwgork

Our first research focuses on developing a comprehensivgtiaabframework for de-
riving closed-form performance bounds of multi-hop ampihd-forward (AF) relay net-
works. Specifically, mathematically-tractable, asymiptily-exact end-to-end signal-to-
noise ratio bounds are first formulated, and thereby, thageuprobability and average
bit error rate bounds are derived. In our second work, adaptiultiple-relay selection
strategies are designed and analyzed for multi-relay Awarés to optimize the trade-
offs among the system performance, complexity, and wisetesource usage. Our third
research investigates joint antenna and relay selectiategtes, which are optimal in the
sense of the achievable diversity gains, for multiple-tnpultiple-output (MIMO) one-
way relay networks and MIMO two-way relay networks. Finallgint transmit/receive
zero forcing transmission strategies are developed for ®iikulti-way relay networks for
optimizing the achievable diversity-multiplexing tradé-

The key design criterion of the aforementioned transmisdigsigns is to leverage spa-
tial diversity and/or spatial multiplexing gains availaldmong distributed single-antenna
and/or multiple-antenna wireless terminals through ithisted transmission and efficient
signal processing. Moreover, the fundamental relatiggsshimong the data rate, coverage,
and reliability metrics are characterized, and thereby,détrimental impact of practical
wireless transmission impairments on the performanceeftbrementioned transmission

strategies are quantified. The insights obtained througgethnalyses are then used to refine



our physical-layer designs to achieve desirable tradehstween the system performance,

resource usage and implementation complexity.
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Chapter 1

Introduction

Wireless transmission technologies have undergone ami@ons growth recently. For in-
stance, data rate of wireless communication services lw@saged by about 100 times
every six to seven years, and this growth translates intatadanillion-fold capacity in-
crease since 195[][5]. The main constituents of this dagaimatease are (i) a 25-fold gain
from the availability of wider spectrum, (ii) a 5-fold gairy blividing spectrum into smaller
slices, (iii) another 5-fold gain from efficient signal/mddtion designs, and (iii) an impres-
sive 1600-fold gain due to reduced cell sizes and transrsiddces [5]. However, mobile
data traffic demand is predicted to grow up to about 11.2 Beapgr month by 2017, an
13-fold increase over 2012, mainly as a result of the receolif@ration of data-centric
portable devices [6]. This exponential demand for datawdtealso account for a 16-20%
increase in energy consumption and hence will increaseld®lgCO, emissions by an-
other 2%[[7]. As the conventional techniques for increasia rates, extending coverage,
and reducing energy consumption are approaching theirafuedtal limits, new wireless
system architectures and transmission strategies aredd¢edsatisfy the future wireless
requirements.

To be more specific, to meet the unprecedented requiremeubigfiitous and ultra
fast access, and reliability, the traditional way of exjitg wireless channels in terms of
time and frequency dimensions with single-antenna devsces longer sufficient. For this
reason, exploiting the space dimension by sending diffesgaams of data over multiple
antennas has become a necessity. This technology, callkglerinput multiple-output
(MIMO), meets these requirements better than conventisingle-antenna systenis [8, 9].
Nevertheless, MIMO technology may itself not be adequateftw example, extending
the coverage area. Thus, the use of relays has been devdldb&®]. A terminal acts

as a ‘relay’ whenever it forwards the signal from one termhioaanother. In this way,



although a terminal sacrifices some of its resources (eagdwidth and battery power),
such cooperation improves overall network throughpuiabélty, and coverage [11-13].

MIMO techniques have already been deployed in latest vasdieoadband access net-
works, for instance, in the standard release IEEE 802.1Wi@fless Fidelity (WiFi) [14],
and as well in the standard release IEEE 802.16e of WorldWitiroperability for Mi-
crowave Access (WIMAX)[[15]. Moreover, MIMO is an essenti@mponent in the next
generation cellular networks, and hence, several sirgge-and multi-user MIMO tech-
niques have been included in the specification of the engigimg Term Evolution (LTE)
and Long Term Evolution-Advanced (LTE-A) standards| [14, 17

Similarly, cooperative relaying techniques have alreadgrbstandardized in IEEE
802.16j - multi-hop relay specification [18]. In particyl&IMO relay networks[[19=21]
are the natural generalization of cooperative relay néks/tor multiple-antenna terminals.
To this end, MIMO relaying techniques are currently reaaivsignificant research interest
and hence are being investigated for emerging next-geoeraireless standards such as
LTE-A and International Mobile Telecommunications-Adead (IMT-A) [22,23]. Thus,
designing and analyzing novel transmission strategiesdoperative relay networks is es-
sential for furthering the aforementioned emerging wsslstandards, which are primarily
being developed to meet the unprecedentedly increasin@mtdior faster, reliable, and
seamless wireless connectivity.

This doctoral thesis thus focuses on developing novel tn&gsson strategies for coop-
erative relay networks. To be more specific, the main goalkistthesis are (1) to develop
new physical-layer wireless technologies by employingoerative relaying techniques and
multi-antenna technology, and (2) to ascertain their \itglthrough performance analysis.
To this end, (i) new system and channel models, (ii) siggadind relay-processing algo-
rithms, (iii) joint relay and antenna selection strategasl (iv) joint transmit-receive beam-
forming techniques are designed for one-way, two-way, aanttitway cooperative relay
networks. The primary design criterion of these physiagkl designs is to leverage spa-
tial diversity and/or spatial multiplexing gains availatdmong distributed single-antenna
and/or multiple-antenna wireless terminals through ithisted transmission and efficient
signal processing. Furthermore, the fundamental perfoceanetrics such as the data rate,
coverage, and reliability metrics are first characterized] thereby, the detrimental impact
of practical wireless propagation impairments on the perémce of the aforementioned
transmission strategies are quantified. The valuablehisigbtained via these analyses are

used to fine-tune our transmission strategies to achieverlieide-offs among the system
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Figure 1.1: Wireless signal propagation and its impairsent

performance, wireless resource usage, and implementiioplexity.
The remainder of this chapter consists of technical backgtpmotivation, objectives,

significance, outline, and summary of contributions of thissis.

1.1 Technical background

This section presents the technical background necessatki$ thesis. To be more spe-
cific, the fundamentals of wireless propagation, MIMO, andperative relays are dis-
cussed by elaborating the underlying technical conceplisterminology. Moreover, the
fundamental metrics used for characterizing the wirelgsgesn performance are defined

and the corresponding mathematical background is exmlaine

1.1.1 Wireless channels

The wireless channel between a pair of wireless terminatsctware referred to as the
transceivers (i.e., transmitters and receivers), geyeralers to the multipath fading in
the wireless transmission medium. The reliability and thie rof wireless data transfer
is mainly governed by the multipath fading effects. The \eiss channel thus imposes a
fundamental challenge for reliable high-speed commuioicat

The received signal power over a wireless channel is affdngdwo different modes of
physical phenomena, namely, large-scale propagationteféend small-scale propagation
effects [24/, 25] (see Fig_1.1). The former includes pathkrss shadowing. Specifically,

the mean pathloss typically comes from inverse square ptmssy ground reflection and
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Figure 1.2: A basic wireless communication system.

miscellaneous absorption effects. Shadowing is causduedatge-scale obstacles between
the transmitter and receiver, which attenuate signal pauerto absorption, reflection,
diffraction, and scattering. The small-scale propagatiffact is caused mainly due to the
constructive and destructive addition of multipath sigr@hponents and is also known as
short term or fast fading. In particular, multipath propé@wa results in spreading of the
received signal in different dimensions, specifically,emts of delay, Doppler and angle

spreadings.

1.1.2 SISO channel

The wireless channel between a single-antenna transmétteiver pair is termed as a
single-input single-output (SISO) channel (see Hig.] 112)s described by the channel
impulse response as [24]

h(rt) = an(t)e 99 0s(r — (1), (1.1)

whereh(r,t) is the channel response at timeo an impulse at time¢ — 7. The time-

varying parameterd/(t), o, (t), 7,(t), and¢, (t) are the number of resolvable multipaths,

attenuation, time-delay, and effective phase shift dueetaydand Doppler, respectively.
Specifically, for time-invariant channels, i.é(r,t) = h(r,t + T'), the time-invariant

channel impulse response is given by

N
h(t) = Z ane 15 (r —1,). (1.2)
n=0

Moreover, whenever the maximum delay spread (i.e., the diffierence between the ear-
liest and the latest significant multipath components) of@noel is small relative to the
inverse signal bandwidth, the corresponding channel ermed to as a narrowband or flat
fading channel and tends to have non-resolvable multiggathponents contributing to

each term in[(1]1). Thus, a narrowband fading channel is@apmase of[(112) and is given



by [24]

N(t)
h(r,t) = (Z an(t)em(ﬂ) 5(7). (1.3)
n=0

Under flat and slow fading, the cumulative effect of the vassl channel is thus modeled
as a complex channel gain. Moreover, the received signarigmglly perturbed by noise
introduced by various phenomena pertinent to the wirelleaamel and the radio transceiver
circuitry. The typical received signal may therefore bemeatatically modeled as follows
[24,126]:

y = hz +n, (1.4)

whereh andn denote the channel gain and the additive noise, respeactiesides; is
the data signal mapped onto symbols by using a modulaticensefi24, Ch. 5]. Moreover,
the additive noise: arises mainly due to the thermal agitation of electrons @rdceiver

circuitry and is modeled as white noise uniformly distramliacross the entire bandwidth.

Fading models:

Various fading channel models are used to model the rapitufitions of the received sig-
nal in space, time, and frequency dimensions. If the fadirmssumed to be caused by the
superposition of a large number of independent scatteneghonents, then the in-phase and
the quadrature components of the received complex enviddppically modeled as inde-
pendent zero mean Gaussian processes. The magnitude eténeed complex envelope

is then Rayleigh distributed, and its probability densitpdtion (PDF) is given by [24, 25]

f(z) = 2%cexp (—%) for x>0, (1.5)

wheref is the average envelope power.

The Rayleigh fading[(1]5) is typically employed to modelhriscattering multipath
channels. Moreover, the Nakagamifading is a more sophisticated/generalized fading
model, which is designed to fit empirical data, and is knowprimvide closer match to
experimental data in practical cellular systems. The PDfa@imagnitude of the received

complex envelope under Nakagamifading is given by[[27]

2mmg?m—1 ma? 1
— _ _ > > — .
f(x) Ty exp ( q > for >0 and m > 5 (1.6)

wherem is the parameter used to model either more or less sevenegfadfiects than
Rayleigh fading. For example, whemn = 1, the Nakagami distribution reduces to Rayleigh
distribution, and whemn = 3, it becomes the one-sided Gaussian distribution. Further,

whenevem — oo, this distribution reduces to an impulse and used to moddéhdimg.
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MIMO Channel

Figure 1.3: MIMO wireless channel.

1.1.3 MIMO channel

A MIMO channel is the wireless channel between a multiplesana transmitter-receiver
pair (Fig. [1.3). For an MIMO system witV; transmit antennas aniz receive anten-
nas, the time-varying channel response is represented adrix #(7,t) € C Vr*NT of
complex numbers, where ifg, j)th element is denoted by, ;(7,¢) and is given by[(1]1).
Here,h; ;(7,t) is indeed the time-varying channel impulse response betwesjth trans-
mit antenna andh receive antenna. Tlig ;s are not necessarily independent; they may be
spatially correlated and the amount of correlation depemddhe relative antenna spacing,
angles of arrival/departure, and corresponding angulaasis [[28]. As wireless channels
undergo fadingh; ; (7, t) fluctuates randomly, and hendd{r, t) is typically modeled as a
random matrix([25].

Under frequency flat fading and slow fading, the MIMO charmatput is modeled as

follows:
y =Hx+n, a.7)

wherey € C ¥ex1 H ¢ C NrxNr andn € C V21 represent the received signal, channel
matrix, and additive noise, respectively.
Remark 1.1: Whenever the transmitter and receiver are equipped withipfasantennas
and a single-antenna, respectively, the correspondirgjesis channels is called as a multiple-
input single-output (MISO) channel. Similarly, the chalessociated with a single-antenna
transmitter and a multiple-antenna receiver is called asgesinput multiple-output (SIMO)
channel.

Next, some of the important system parameters of MIMO systara briefly summa-

rized.



Degrees of freedom:

The degrees of freedom (DoFs) of a communication channetnemglly defined to be
the dimension of the received signal sp&ce [29]. For the MiMeless channel with in-
dependent and identically distributed (i.i.d.) fadingass all antennas, the spatial DoFs
govern the maximum number of independent end-to-end dagarss in the space dimen-
sion [30[31]. Thus, in general, the DoFs in the space dimerisithe rank of the effective
MIMO channel. Further, DoFs may exist over the other ortimag@imensions, namely
time and frequency. In such cases, the total number of Dotfeiproduct of those along
individual dimensions [29].

Diversity combining:

Both shadowing and fading induce a very large power penaltjhe performance of signal
transmission over wireless channels. This detrimentakeffan successfully be mitigated
by coherently combining signals received via indepengédatiling signal paths. This ap-
proach is known as diversity combining, and the underlyieg klea is the fact that in-
dependent signal paths have a low probability of expenmendeep fades simultaneously.
Specifically, independently fading signal paths can bessgltl in time, frequency and space

dimensions.

Diversity order:

In general, diversity order quantifies the number of indeleatly faded signal replicas
received at the receiver and is defined as [32]

Gy = — lim 280D (1.8)

v—oo  log (7)
where P, () is the average probability of error corresponding to thealigo-noise ratio

(SNR)~. The diversity order indeed provides insights into how tlope of the average
probability of error varies as a function of the average SN maximum diversity order
of an Ng x Ny MIMO system isNtNr. Whenever the diversity order equalsig-Ng,
the underlying MIMO system is said to achieve full diversitgler.

The diversity order can also be defined by employing the @upagbability as follows

[29]:

Gy — — lim 128 (Pout(1,7))
y=oo  log (7)
whereP,,; (R, ) is the outage probability in the Shanon sense at a given SHRegpuired

, (1.9)

rateR.



Array gain:

Array gain is defined as the average increase in the SNR aet®ver resulted due to
coherent signal combining effect of multiple antennas atéceiver or transmitter or both.
In general, the coherent combining is realized by spatiat-poocessing at the receive
antennas or/and spatial pre-processing at the transreit@as. The array gain is manifested
by the horizontal shift of the probability of error curve fid against the average SNR.
For uncoded systems, the diversity order and the array @airbe quantified by using

the asymptotic average probability of error analysis ihHNR regime as follows [32]:

lim Pu(y) & (Gay) "9, (1.10)

Y—00

whereGG, andG, represent the array gain and the diversity order, resggtiv
Spatial multiplexing gain:

To contrary to our intuition, fading in MIMO channels can @&®tl be beneficial for in-
creasing the DoFs available for communicatipnl [33]. Spealiff, whenever the channel
gains between individual transmit-receive antenna paile independently and hence the
channel matrix is well conditioned with high probabilitiiein the same MIMO channel can
create multiple parallel spatial channels. By transnitimdependent data streams in these
parallel spatial channels, the data rate can be improvedisantly. This effect is known as
spatial multiplexing and offers a linear increase in traission rate for the same bandwidth
and same transmit power. Spatial multiplexing gain is tleeeedefined as [33]

_ R(7)
r = lim ,
++00 log (7)
whereR(~) is the data rate achievable at an average SNRhe spatial multiplexing gain

(1.11)

is therefore equivalent to the gradient of the achievalie carves at the asymptotically
high SNRs. For example, aNzp x Ny MIMO system provides a multiplexing gain of
min (N7, Ny) [8l[34].

Diversity-multiplexing trade-off:

As per the aforementioned discussion, a MIMO system canigeawo types of perfor-
mance gains, namely diversity gain and spatial multiplgxjain. Nevertheless, maximiz-
ing one type of gain may not necessarily maximize the ottrefadt, in MIMO channels,
both type of gains can be simultaneously obtained under ¢hst@int of a fundamen-
tal trade-off referred to as the diversity-multiplexingde-off (DMT), which defines how

much of each type of gain any coding scheme can exfratt [33].
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Figure 1.4: A basic cooperative relay network.

A mathematical expression for the DMT can be then formulatedmploying the def-
initions of diversity gain[{1J9) and multiplexing gain_(I))as follows [[29, 3B]:

Gy = — lim log (Pout (rlog (7)))

lim e ) (1.12)

1.1.4 Cooperative relay networks

Although multiple-antenna technology enhances diveesity/or multiplexing gains, it may
not be capable of extending the coverage. The traditiongltev@xtend the coverage and
data rates simultaneously is to deploy more base-statmssrize in smaller cells, which
in effect drives up deployment cost significantly. As a reynéal this problem, cooper-
ative relaying, in which multiple distributed terminalsavpte cooperatively, has recently
emerged[[I1=13] (see Fid._1.4). The terminals cooperate evie another by relaying
signals intended for others. A terminal is designated aday rghenever it acts as an in-
termediate repeater between the transmitter and rec@ilierway, each terminal sacrifices
some of its resources (e.g., bandwidth and battery powelbebalf of the others, but such
cooperation results in an enhanced overall quality-ofiserfor the whole network. Specif-
ically, such cooperation enables communication betweenténminals that are far apart,
which is not possible with the traditional single-hop neftkgo
One key benefit of cooperative relay networks is the cooperdiversity. It is a rel-

atively new form of spatial diversity technique that builgdison the classical relay chan-
nel model [10] and cooperative communications| [11, 12].triibisted terminals engage in
cooperative communication share their antennas and otineless resources in order to
assist a transmission of a particular terminal. Coopezativersity arises when these shar-

ing is used primarily to leverage the spatial diversity klde among distributed terminals

9



through distributed transmission and signal processing.

Relay terminals in cooperative networks are generallydéidiinto two general cate-
gories (i) amplify-and-forward (AF) and (ii) decode-armyard (DF), according to their
mode of operation [12,13]. The AF relays simply amplify aettansmit the received sig-
nal, while the DF relays decode and estimate the receivedalignand re-encode them
before retransmission to destination. Noise amplificaisoa potential drawback of AF
relaying, whereas DF relaying suffers from error propamyaif errors occur in the symbol
estimation at the relay.

In general, cooperation can also be categorized as (i) fisleging, (ii) selection re-
laying and (iii) incremental relaying based on whether &igdagstrategies and feedback is
employed by the relaying protocal [12,13]. In the fixed rétay terminals are allowed to
participate in the cooperation either in AF or DF mode thioug the cooperation phase.
Whereas the selection relaying builds upon the fixed retpbinallowing transmitting ter-
minals to select a suitable cooperative (or non-cooperptiction based a threshold de-
termined by using the channel-state information (CSI)alynthe incremental relaying
improves the spectral efficiency of both the fixed and thectiele relaying by exploiting
the limited feedback provided by the destination and rglyanly when necessary.

Moreover, cooperative relay networks can be divided integhsubclasses depending
on how many channel-uses are required for mutual data sexcalnge. These three sub-

classes are briefly summarized in following three subsestio

One-way relay networks (OWRNS):

In wireless communication systems, the terminals openatieatf-duplex mode due to the
practical complexity of simultaneous transmissions ameépgons. Half-duplex relay net-
works operating with unidirectional data-flows are refdrte as one-way relay networks
(OWRNS) in the sequel. For instance, the OWRN in Hig.] 1.5 iregufour orthogonal
channel-uses for two-way data transmission betwBeand7s via R (17 — R, R — 15,

> — R, and R — Tj). However, only two time-slots are needed without the relay
(71 — 15 andT> — T7). Thus, in this example, the price for relaying is a 100 % cfrotel
usage. Is there a way to use a relay without incurring thiglpgh Two-way relay networks
(TWRNSs) with physical-layer network coding is a solutiorthas challenge [35-37].

10



Figure 1.6: A basic two-way relay network.

Two-way relay networks (TWRNS):

In TWRNS, bothT; and T, transmit simultaneously t& during the first channel-use (see
Fig.[1.8). Thenk generates a network-coded data symbol, a function of dathalg sent
from T, and 75 [35,[38]. In the second channel-usk,broadcasts it back t@; andT5.
Since each terminal knows its own data, by using the netwoded data symbol; can
decode the data @f, and vice versa. Thus, TWRNSs require only two channel-usesvio-
way data transmission [85-537]. This emerging technolotpnal the data rate, reliability,
and coverage benefits of relaying to be reaped while retaitia efficient use of resources

in conventional single-hop networks.

Multi-way relay networks (MWRNS):

The TWRNSs allow mutual data signal exchange among only twuoitels. However, cer-
tain practical applications such as multimedia telecanfeing via a satellite or mutual data
exchange between sensor nodes and the data fusion centieeles® sensor networks re-

quire mutual data exchange among more than just two termimalthis end, the multi-way

11
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Figure 1.7: A basic multi-way relay network.

relay networks (MWRNS) facilitate mutual data exchange agnmore than two spatially
distributed sources via a relay (see Hig.J 1.7). In particlBVRNSs are the natural gener-
alization of conventional OWRNs and TWRNSs [39+42]. Morepw@WRNSs have already
been included in LTE-A standard, and TWRNSs are being stuftiedelay-based IMT-A

systems[[43]. Thus, MWRNSs are also expected to be an intpgrabf the next-generation

wireless standards.

1.1.5 Cooperative MIMO relay networks

The MIMO relay networks consist of all multiple-antennant@rals and achieve both the
benefits of cooperative relays and MIMO technology simdtarsly [195211] (see Fi§. 1.8).
In particular, they achieve some unique benefits, which doolt necessarily be achieved
by using either relay or MIMO technologies separately. Tarme specific, MIMO re-
lay networks provide diversity against large-scale fadiiog instance against shadowing,
which cannot typically be mitigated with collocated antasnMoreover, they can be used
in applications, where MIMO signal processing alone caryield both the diversity and
multiplexing gains, however, at the expense of increaggubsprocessing complexity. The
natural generalization of MIMO relaying into OWRNs, TWRMNsid MWRNS are referred
to as MIMO OWRNSs, MIMO MWRNSs, and MIMO TWRNSs, respectively.

1.2 Motivation, objectives and significance

Motivation: The fourth generation (4G) and subsequent wireless tecbiadl are currently

being researched to address the ever-increasing demalmidiier data rates, extended cov-
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Figure 1.8: A basic MIMO relay network.

erage, greater mobility, and enhanced reliability. To nileete requirements, the traditional
techniques of exploiting the wireless channels in termsnoé tand frequency dimensions
with single-antenna devices are not sufficient as they elthee already reached their the-
oretical limits or provide only marginal performance impements. To circumvent this
challenge, cooperative multi-antenna relay networks ctvieixploit the spatial dimension
by sending different streams of bits by using multiple angenover multiple relayed-hops,
are studied for next-generation wireless networks. Thiis, thesis focuses on design-
ing and analyzing new wireless transmission strategiesdoperative relay networks by
exploiting cooperative communication and multi-antergzhhologies. The specific moti-
vation pertinent to each contribution is explicitly elaatad in Sections 2.1.P, 3.1[2, 4]1.3,
and5.1.B of Chaptels 2, [3, 4, did 5, respectively.

Objectives: The main goals of this thesis are (1) to develop new phys$iseadr wireless
technologies by employing cooperative relaying techrsgared multi-antenna technology,
and (2) to ascertain their viability through performancealgsis. To be more specific, (i)
new system and channel models, (ii) signaling and relaggssing algorithms, (iii) joint
relay-antenna selection strategies, (iv) joint trangmieive beamforming techniques, and

(v) comprehensive performance analysis frameworks areloleed for one-way, two-way,
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and multi-way cooperative relay networks. These physiagél transmission strategies
are designed primarily to leverage spatial diversity andfmtial multiplexing gains avail-
able among distributed single-antenna and/or multipterara wireless terminals through
distributed transmission and efficient signal processiigreover, important performance
metrics, including the outage probability, average prdtgalof error, and achievable di-
versity/multiplexing trade-off are derived in closed#far Our analysis indeed character-
izes the fundamental relationships among the data raterage, and reliability metrics,
and thereby, the detrimental impact of practical wirelesgpagation impairments on the
performance of the aforementioned transmission stragege quantified. The insights ob-
tained through these analyses are then used to refine oucahlgyer designs to achieve
better trade-offs among the system performance, resosegeuand implementation com-
plexity.

Significance: Cooperative single-antenna relay networks have already becluded in
modern wireless standards such as WiMAX (IEEE 802.16j ari€EIB02.16e)[[18, 44].
Going from single-antenna terminals to multiple-antergrantnals can indeed be antici-
pated not only because of the recent advancements in elastriat make multi-antenna
signal processing cost-effective, but also due to the temstenna spacing constraints im-
posed by the higher carrier frequencies of emerging wisedgstems such as the 60 GHz
frequency band (e.g., IEEE 802.15.8c![45]). Therefore tipletantenna cooperative relay
networks are currently receiving significant researchré@stieand are being investigated for
emerging wireless standards such as LTE-A, and IMT-A [43jud, the proposed trans-
mission designs could significantly contribute to the adeament of these 4G broadband

wireless relay standards.

1.3 Thesis outline and contributions

This thesis focuses on design and analysis of new transmissiategies for cooperative
relay networks. Specifically, Chapténd 2-5 of this thesesent (i) comprehensive perfor-
mance analysis frameworks, (ii) adaptive relay selectioateygies, (iii) optimal antenna
selection schemes, and (iv) joint transmit/receive beamifty techniques for OWRNS,
TWRNSs, and MWRNSs. Chaptél 6 presents the conclusions; thi®giaphy and the ap-

pendices follow.

e Chaptef2 presents a comprehensive performance analgsiswvirork for multi-hop AF

relay networks. To be more specific, a new class of SNR uppend® multi-hop
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(IV > 2) relay networks is developed by computing the half-harmonean of the min-
imum of the firstP? > 0 hop SNRs and the minimum of the remainidg— P hop
SNRs. The parameté? varies betwee to N and may be chosen to provide the tight-
est bound. A complete statistical characterization of tN&R®ounds is developed by
deriving the cumulative distribution function (CDF), th®P, and the moment gener-
ating function (MGF) in closed-form. The resulting outagelgability and the average
symbol error rate bounds are asymptotically exact. Thisngsgtic-exactness holds for
any0 < P < N and consequently paves the way to devise a generalized &syenp
performance analysis at high SNRs. Usefulness of the peabpsrformance bounds is

elaborated through two practical examples.

ChaptefB develops a new class of multiple relay selectioR$Mscheme for dual-hop
multi-branch cooperative wireless networks. The key desidterion is to adaptively

select a subset from the available relays to satisfy a poegptit threshold SNR. Specif-
ically, in the proposed MRS, the firét. out of L (1 < L. < L) relays are sequentially
selected such that the output SNR of the maximal ratio coethin relayed-paths and
the direct path exceeds a preset threshold. The practighility of the proposed MRS

is ascertained by deriving useful performance boundsydiey the outage probability,
the average symbol error rate (SER), and the average numiseteacted relays. Our
numerical results reveal that the designed adaptive MR&nsek indeed provide more

flexibility in utilizing bandwidth and spatial diversity icooperative relay networks.

Chaptei ¥ develops joint antenna and relay selection gtestéor MIMO AF OWRNSs
and TWRNs. More specifically, a comprehensive performamadyais framework is
first developed for the optimal transmit antenna selecfiét| strategy for single-relay
MIMO OWRNSs, and thereby, the basic performance metrics®bibtimal joint antenna
and relay selection strategy are derived for multi-relayM@ OWRNSs. Furthermore,
the optimal joint transmit/receive antenna and relay $elecstrategy is designed and
analyzed for multi-relay MIMO TWRNSs. The design merits aseexrtained through de-
riving basic performance metrics in closed-form. To thig,eie probability statistics
of the end-to-end SNR are first derived and then used to dydhé outage probability
and the average SER. Direct insights into practical systesign are obtained by quan-
tifying the achievable diversity orders and array gainsulgh the asymptotic analysis at
high SNRs. Mareover, the amount of performance degraddti@rto practical transmis-

sion impairments such as feedback delays and spatiallglated fading is quantified.
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Impact of channel prediction to circumvent outdated CSldontenna selection due to

feedback delay is also studied.

Chapter b designs and analyzes two transmission strattgiddIMO AF MWRNS,
namely (i) pairwise zero forcing (ZF) transmission and ign-pairwise ZF transmis-
sion. Basic performance metrics such as the outage prdadild the fundamental
diversity-multiplexing trade-off are derived in closealtih by employing a mathemati-
cally tractable statistical characterization of the emaid SNR. Our analysis provides
insights and guidelines for designing practically viable #Zansmission strategies for
MIMO MWRNs. The proposed pairwise ZF transmission stratpggsesses a lower
practical implementation complexity as each source reguinly the instantaneous re-
spective source-to-relay channel knowledge. Contragmtm-pairwise ZF transmission
strategy achieves higher spatial multiplexing gains okergairwise counterpart at the

expense of higher relay processing complexity and moneggnt CSI requirements.
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Chapter 2

Performance Bounds for Multi-Hop
Relay Networks

This chapter studies a performance analysis framework €dti4mop amplify-and-forward
(AF) relay networks over Nakagami-fading. To this end, a new class of upper bounds on
the end-to-end signal-to-noise ratio (SNR) of channeisgext amplify-and-forward multi-
hop (N > 2) relay networks is presented. It is the half-harmonic mefatih@ minimum
of the first P > 0 hop SNRs and the minimum of the remaining— P hop SNRs. The
parameterP varies betweei to N and may be chosen to provide the tightest bound. The
cumulative distribution function, the probability derysfunction, and the moment gener-
ating function are derived in closed-form for independemd alentically distributed dis-
tributed Nakagamin fading, wherem is an integer. The resulting outage probability and
the average symbol error rate bounds are asymptoticallgt.eXdne asymptotic-exactness
holds for any0 < P < N and consequently paves the way to devise a generalized asymp
totic performance analysis at high SNRs. As applicatiows, applications of multi-hop
multi-branch relay networks; (i) the best branch selectind (ii) maximal ratio combining
reception are treated. Numerical results are providedrifymbe comparative performance
against the existing bounds.

The performance analysis framework devised in this chaggeres as a mathematical
foundation for analyzing the performance of various wisleslay transmission strategies

discussed in the remaining chapters of thesis.

2.1 Introduction

Multi-hop relay networks achieve broader coverage andmrgththroughput due to shorter

hops and can also provide network connectivity to locathere traditional single-hop
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networks may not reach [46]. As well, the battery life of taeninals may be prolonged due
to lower power requirements [46]. Moreover, such netwotke achieve spatial diversity
gains to enhance the system performance. Due to these se#sein performance has been
widely researched [47=57].

Multi-hop relay networks can broadly be divided into two gps: (i) channel-assisted
amplify-and-forward (CA-AF) and (i) fixed-gain amplifyad-forward (FG-AF)[[47,51].
In CA-AF relaying, the amplification factors at the relays designed to negate the effect
of the channel fading. Such an amplification factor indeggedds on different channel
realizations and hence is termed as variable-gain ampiificas well. On the contrary,
in FG-AF relaying, the relay amplification factors are eitpee-assigned with constants
or designed by employing only the average channel staistiche fading channels. In
general, the CA-AF relays significantly outperform the FG+#&lays in terms of important
reliability metrics such as the outage probability and therage symbol error rate (SER).

In this chapter, we therefore mainly focus on multi-hop CRA-#elay networks.

2.1.1 Prior related research

For a multi-hop CA-AF relay network, exact closed-form aaiahl performance results for
a number of hopsV > 3 appear to be intractable; even fr= 2 case, the exact analytical
results are rather complicated. Thus, previous perforemamalyses provide bounds on
the end-to-end SNR_[47-50] or asymptotic approximationkigit SNRs and numerical
methods[[5P=54,56,58]. For example,[inl[47] the multi-h®&RSs upper bounded by the
geometric mean of hop SNRs. The moment generating funchtfaH), the cumulative
distribution function (CDF), and the probability densitynttion (PDF) of this upper bound
are then derived. Closed-form lower bounds on the outageapility and the average bit
error rate (BER) of the coherent binary modulation are akxived. In [48], the results of
[47] is used to study the performance of multi-hop semiblielays over generalized fading
channels. In[49], the bound of [48] is further employed ferfprmance analysis of fully-
connected multi-hop relay networks. Refererice [50] prepan SNR upper bound for a
multi-hop CA-AF relay network by using the minimum SNR of htips [50, Eqn. (11)].
The average BER of several modulation schemes over fadiagnelts is also computed.
Reference([59, Ch. 3, pp. 31-38] analyzes the performaneenoiilti-hop CA-AF relay
network over Weibull fading by using the upper bound.of [50].

Examples for approximations and/or numerical methods/%2e34| 58] and [56]. In
[52], the outage probability of a multi-hop CA-AF relay nemk over Nakagamin fading
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is evaluated. The MGF of the reciprocal of the SNR is derivedased-form, and the out-
age probability is computed via numerical Laplace-tramafiversion. A comprehensive
performance analysis of a multiple-hop and multiple-branooperative network is pro-
posed in[[53]. The main idea is to relate the MGR®fo the MGF ofl /X, which requires
numerical integration in some cases. Reference [58] pesvath asymptotic analysis of the
average error rates of multi-hop multi-branch relay neksoiMoreover, the performance
of multi-hop AF relays over independent and non-identjcdiktributed (i.n.i.d) Rayleigh
fading channels is studied in[54]. In[56], the asymptotierage BER of multi-hop CA-AF

relaying over Nakagamis fading is analyzed.

2.1.2 Motivation and contribution

Although the performance bounds of multi-hop CA-AF relaywarks presented in [47-49]
are tight in low SNRs, they weaken for high SNR and for sevadiny environments such
as Rayleigh fading. These bounds may thus not provide amatecassessment of system
performance. Specifically, the important system-desigmarpaters such as the diversity
order and the coding gains derived by using the bounds_6Rf7deviate significantly
from their exact counterparts. Although the minimum-boyndposed in[[50] is also an
asymptotically exact bound, it is significantly loose ingifeal usable SNR regime, par-
ticularly, for less severe fading cases (> 4) and for higher number of hopsV( > 4).
Thus, the usefulness of the minimum-bound in practice igdithas the asymptotically ex-
actness is only achieved at significantly low average BERaardge probabilities10—?%).
Moreover, while the performance analyses of multi-hop CR##&lay networks[[52] and
that of multi-hop multi-branch relay network [53] are awile, the performance metrics
are not in closed-forms. The aforementioned gaps in th@peence analysis of multi-hop
CA-AF relay networks, arising mainly due to the intractaypibf the problem, motivated
us to develop new asymptotically exact performance boundspproximations.

In this context, a class of new upper bounds is derived foetitbto-end SNR of &'-
hop(N > 2) CA-AF relay network. The key idea is to bound the SNR by thé hatmonic
mean of the minimum of the firgt hop SNRs and the minimum of the néXt- P hop SNR,
where0 < P < N. Here,P is a free parameter used to provide flexibility and gensralit
For example, the special casBs= 0 or P = N result in the bounds of Hasrna [50]. It may
also be viewed as a tunable parameter to get the tightestibdine CDF, PDF, and MGF
of the proposed SNR bound are derived in closed-form. Clésed lower bounds for the

outage probability and the average SER are also derivedalNotthe proposed perfor-
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mance bounds are asymptotically exact at high SNRs. Coas#guan unified asymptotic

performance analysis framework at high SNRs is developed tlzereby, the asymptotic
outage probability, asymptotic average SER, diversityegrdnd array gain are quantified.
In particular, our analysis provides valuable insights gandlelines for practical usage,
which are useful in system-design and link-budget calmngberspectives.

Numerical results are presented to compare the proposémtipance bounds with the
existing counterparts$ [47,48,50]. Monte Carlo simulatiesults are provided to verify the
accuracy of our analytical results. Two applications offit@posed bounds, namely (i) best
branch selection and (ii) maximal ratio combining recapfiar the multi-hop/multi-branch
relay networks are presented to demonstrate the usefudhess analysis.

The chapter is organized as follows:In Section Z.R, the system model, the channel
model, and the proposed SNR bound are presented. SeciB®psofides a comprehensive
statistical characterization of the proposed SNR bountSektiod 2.4, the asymptotically
exact performance bounds are derived by employing the pesp8NR bound. Section 2.6
presents the numerical results including performance enisgns of the proposed bounds.
Sectior 2.V concludes the Chaptér 2, while proofs are peovid the AppendikA.

2.2 System and channel model

We consider a multi-hop relay network consistingfhops, a sourced), a destination
(D) and N — 1 AF relays ®,), wheren € {1,--- , N — 1} (see Fig[2Z11). Only single-
antenna terminals are used. The relays are CA-AF fyge [180%2The gain of the CA-AF
relay is given by([1Z,52]

Pn

whereP,, is the average transmit power at thih relay, |4, | is the fading amplitude of the
n-th hop channel, and/y ,, is the variance of the zero-mean additive white Gaussiasenoi
at the input of theath receiver. The end-to-end SNR of a multi-hop CA-AF relajwozk

is denoted byyezeand is given by([52]

ﬁ (1 + i) - 1] _1, (2.2)

n=1 In

Veze =

wherey,, = P, |hy,|? /No . is the SNR of the:-th hop. Since the exact statistical character-

ization of vepe is mathematically intractable, referencel[52] shows that can be tightly
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Figure 2.1: A multi-hop relay network.

upper bounded by a more tractable form as follows:

Ny -1
Ve2e < [Z —] . (2.3)

ey In

A quick observation of(2]3) reveals that the SNR upper bomi{@.3) indeed represents
the end-to-end SNR pertinent to a multi-hop CA-AF relay rarkwvith relay amplification
factors given byG,, = 1/|h,| forn € {1,--- , N — 1}. Intuitively, such relays are capable
of inverting the fading channel of the previous hop regasllef its fading state [52] and
hence are termed as ideal CA-AF relays. THus] (2.3) correlspto the end-to-end SNR of
a multi-hop relay network with ideal CA-AF relays, and camsently, the end-to-end SNR
of interest is denoted as

Ny -1
Yeze, ideal= LZ:; %] : (2.4)

The performance measures of multi-hop relay networks wihli CA-AF relays, in partic-

ular, serve as benchmarks for systems with various pracétzsys.

First SNR Partition 4 f Second SNR Partition

Figure 2.2: The SNR partitioning of the proposed bound.

In order to analyze the system performance, probabilityssies of the end-to-end SNR
in (Z.4) are required. However, the probability distribatiof (2.4) is not mathematically
tractable, in particular, foN > 3. Thus, in order to develop a more tractable yet accurate
performance analysis framework, we propose a new upperdbourfZ.4). The key idea is
to partition the set ofy,, for n € {1,--- , N} into two groups as depicted in Fig. 2.2. The

minimum of,, of each group is then used to boufd12.4) as follows:

-1
1 1

ideal< Voge = 2.5
Ye2e,ideal> Ve2e min__ () + min (1) ) (2.5)
ne{l,-,P} ne{P+1,-,N}
whereP € {1,---,N} is a tunable parameter, which can be used to obtain the sighte

bound. The SNR bound{3, in (Z5) is indeed the half-harmonic mean of the minimum
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SNR of the firstP hops and the minimum SNR of the neXt — P hops. Intuitively, we
expect the tightness of the bound to increas@ @ets closer taV — P. Thus,P = [{] is
a good choice.

Interestingly, when”? = 0 or P = N, (2.3) reduces to the bound given by Hasna [50,
Eqn. (11)]. Note tha{(2]5) witt = 2 and P = 1 reduces to the exact end-to-end SNR of
the dual-hop relay network with ideal CA-AF relays.

2.3 Statistical characterization of the SNR

A comprehensive statistical characterization of the endrid SNR bound is indispensable
for evaluating the performance metrics in closed-form. Hie £nd, in this section, the
CDF, PDF, and MGF of the proposed SNR upper bound are denvetbsed-form for
independent and identically distributed (i.i.d.) Nakagamfading and i.n.i.d Rayleigh
fading channels.

Specifically, the CDF, PDF, and MGF @ggein i.i.d. Nakagamim fading are given by
Theoreni 2.11.

Theorem 2.1 Letw, ~ G(m, L) forn € {1,---, N} be independent hop SNRs. The
CDF of 4. is then given by

e

P(m—1) (N—P—1)(m—1) m+j+k—1

2 m+j+k—-1
Fw‘e*ge(w) = 1- Z Z Z T'(m) ( I )
§=0 k=0 1=0
ﬁj,Pﬁkz,N—P—1Plﬂ2+1 (mx) metjtk exp <_ mN:U)
(N—-P)5 ol 3

< Ki_j (%”K/P(N ~P) ac) , (2.6a)

where

& Bi,N-1
BN = Z (I:;__Z-)'[[O,(N—l)(m—l)} (4), (2.6b)

i=k—m+1 '

1, a<b<ec
Lo (0) = {o . (2.6¢)

, otherwise
(2.6d)
oo = Pon=10k1=1/Fk!, and fyn = N. (2.6e)
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The PDF ofy4g is given by

o 23:(13—”(’” - Pi )Mfl ? 204(x) <2m+k+l—2>
ub - T \\9 .
Ye2e s =0 =0 (F(m))2 Vi
Br,p—181,N—pP— 1P <@>2m+k+l L2kl —2
(N — ¥

X

) x) , 2.7

me
exp| — 5 ] k—m+2

wherea; (z) = 1, ag(x) = 2z, andas(z) =
The MGF ofy45 is given by

Q‘\s

P(m—1) (N—P—1)(m—1) m+j+k—1

2 m+7+k—1
M) = 1= 3 S (")

j=0 k=0 1=0
—J+l m+j+k
By.pPuN-P- 1P - <T> s 1, v, 0, ), (2.8a)
(N — P)~ g
where
VT (28)"T (p+v)I (p—v) < L la- 5)
Iy, v, o, B) = F , , 2.8b
(lu v,« 5) ( _I_%)( —|—ﬁ)ﬂ+” 2771 /L—i—l/ V+2 lu+ _'_5 ( )
o = s+ ™ 5 2 BN P, (2.80)
Y v
uw = m+j+k+1, andv=1I0—j+1. (2.8d)
Proof: See Sectiof’All in AppendixIA. [ |

Remark[2.3.1: The CDF [2.6R), the PDE(2.7), and the MGE(2.8a) do not holid Yar
P =0o0rP = N. Thus, the CDF ofygg pertinent toP = 0 or P = N is derived explicitly

as follows:

Flu (x) =1 - exp( me) Z /BkN <m$>k (2.9)

Similarly, the PDF ofy3) pertaining toP = 0 or P = N is given by

(N=1)(m—1) m+k
N mNx m k-1
u = — — | = m . 2.10
Fglo) r(m)exp< 3 ) 2 (v) ’ (219

The corresponding MGF of”b for P =0or P = N is then derived as

N(m-1) _ k+1
B, NT(k+1)7s m
Mo (s)=1-3" — ) (2.11)
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Furthermore, for the sake of completeness, the CDF, PDFIVEBE of fygg for i.n.i.d

Rayleigh fading case are given as follows: Specifically,Givd- ofyggeis given by
Fou (1) =1 -2/ A1z @ exp(—Xoz) K1 (m«xm) , (2.12)
N-P N 1
where); = Z i P Z — andX\g = A\; + Mo
n=1 " n=N—P41 "

The PDF ofyggefor i.n.i.d Rayleigh fading is then given by

3

a-i i

F () = 2exp(~Xoz) D ()M, A2 1Ko (235\/)\1)\2) . (2193)
=1

wherea; (z) = 1, as(r) = 2z, andas(r) = 2.

The MGF ofyggefor i.n.i.d Rayleigh fading is next given by

2}—1<3 3.5.5+ Ao — 2/ >\1>\2>
64

(1‘):1——)\1)\28 75’5’S—|—>\()-|—2\/>\1>\2

s (8+>\0+2m>3

The asymptotic analysis of performance metrics in high SéliRme reveals important

M (2.14)

ub
Ve2e

insights into the system-designing parameters such asctiievable diversity order and
the coding gain. The behavior of the CDF or PDF in high SNRmeygis equivalent to the
behavior of the corresponding statistic around the orl§ij.[ The first order expansions of
the SNR statistics are therefore employed in deriving tlyenasotic performance metrics
[61]. To this end, generalized first order expansions of tBdCPDF and MGF ofygge
(2.3) are given in Theorem 2.2.

Theorem 2.2 Let~,,n € {1,--- , N} be independent hop SNRs. Suppose that the PDF of
7, can be expanded in a MacLaurin seriesfas(z) = (C?#xd”‘l + o0 (z%~1), where
Bn, Cp, dn, and?¥ are positive constants. The MacLaurin series expansiohefdDF of

745, is then given by

— 5% x dmin dmin
prlejge(x) = En [m % +o0 ((L’ > s (215)
wheren € {n|d,, = min (dy,ds, -+ ,dyn)} anddy, = {I{linN} (dy).
neql,--,

The MacLaurin series expansion of the PDF@eis next given by

dmin Bn dinin—1 dmin—1
w (T) = — —— | "™ f o (T , 2.16
f'YeZe( ) (,-Y)d[nin ; [(Cn)dn dn] ( > ( )
wheren € {n|d,, = min (dy,ds, - ,dn)} anddyi, = min  (dy).
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The single-term polynomial approximation of the Meﬁgge is given by

F(dmin) Bn ] —dmi —dmi
M b (s) = - s min 4 o (g7 %min | (2.17)
Ve2e (ﬁ)dmln Zn: (C’n)d" d, ( )
wheren € {n|d,, = min (dy,ds, -+ ,dy)} anddpin = min  (d,).
Proof: See Sectiof’Al2 in AppendixIA. [ |

Remark: 2.3.1: The first order expansions of the CDF, PDF, and Meﬁggg presented
in the Theorer 2]2 are indeed valid for any type of fading cehmodels, and hence, they

are not just limited to Rayleigh and Nakagamifading channels.

2.4 Performance analysis

This section presents the performance analysis of mufi®a-AF relay networks by em-
ploying the proposed SNR bound [A{R.5). To this end, the gidity distributions ofy42

e2e

provided in Sectioh 2]3 are used to derive the outage prityadmnd the average SER.

2.4.1 Outage probability

The outage is the probability that the instantaneous erahtbSNR falls below a present
threshold SNRy,. The lower bounds for the outage probabilidy,; for i.n.i.d Rayleigh
and i.i.d. Nakagamin fading cases can readily be derived by using the CDF resuis g

in (2.12) and[(Z.Ga) as follows:

Ph, =Pr(v5%< vu) = F,

out —

(Ven)- (2.18)

ub
eze
The outage probability lower bound derived by employing praposed SNR upper bound
is asymptotically exact. In order to exploit this asymptakxactness to obtain direct in-

sights on the achievable diversity order, the asymptottagriprobability at high SNRs is
presented in the Corollafy 2.1.

Corollary 2.1 Let, ~ G(m, L) forn € {1,---, N} be independent hop SNRs. The
asymptotic outage probability in high SNR regime deriveddigig the proposed SNR upper

bound is then given by

Nm™

0o Yen\" ——m
out = m <?> +o (7 ) ) (2.19)

where Pgy; denotes the asymptotic outage probabilityjass oo.
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Proof: Proof is a direct application of the Theorém]2.2. [ |

The asymptotic outage probability in high SNR regime foriichRayleigh fading can
also be given as a special case of the Corollary 2.1 as
’Yth __1
Pos = <Z c ) = +o(37), (2.20)
whereC,, = 7, /yforn € {1,--- ,N}.

As our SNR bounds are asymptotically exact in high SNR regiRgg in (2.19) pro-
vides the exact asymptotic outage probability at high SNRrfolti-hop CA-AF relay net-
works. Our Asymptotic outage analysis also reveals thatliersity orders of multi-hop
relay networks over i.i.d. Nakagami-fading and i.n.i.d Rayleigh fading are and unity,

respectively.

2.4.2 Average error rate

The average SER is one of the most widely used performana&cmfar digital communi-
cation systems. The conditional error probability (CER);y, in this case is averaged over
the PDF ofyepe FOr example, the CEP of coherent binary phase shift keyBR$SK) and
M -ary pulse amplitude modulation (PAM) can be expressefl as= aQ (\/H) , Whereqa
andb are modulation-dependent constants. For exaniple; 1,6 = 2) and(a = 1,b = 1)
provide the exact CEP of the coherent BPSK and coherentybfrequency shift keying
(BFSK), respectively[[32].

The average SER can be simplified by integrating by partslasv®[62]:

P. = ‘S‘Weze{ag(\/@)}

_ e ¢ vrexp( —— | Fuw (z)dz, (2.21)
5V () R

whereF,Yub () denotes the complimentary cumulative distribution fume{CCDF) °f7e2e
defined asFyug () =1- Eun (z). The average SER bound for i.i.d. Nakagamifading
is then given by Corollarly 212.

Corollary 2.2 Let~, ~ G(m, L) forn € {1,---, N} be independent hop SNRs. The
average SER lower bound obtained by usi,ljgis then given by

b _ __a\/7 (N=P—1)(m- 1)’”“2*:'“ Y fmtjtk—1
© I'(m) l

=0

m+j+k
5j,P5k,N—P—1— - > I(p, v, v, ), (2.22)

X
=
(I a)
3L
T
"L
7N
S



wherey = m +j +k + 3 ,u:l—j+1,a:g+mTN,5:Lm

=/ P(N - P), and
I(u, v, o, ) is already defined ilf2.84).

Proof: The average SER il (2.22) can be derived by substitulinggj2nto the inte-
gral representation of. in (2.21) and solving the residue integral by usihg [1, Eqgn.
(6.621.3)]. [ |

Remark: 2.4.1: The average SER lower bound in i.i.d. Nakagamfading [2.22) does

not hold valid forP = 0 or P = N and hence is derived explicitly as follows:

Pt W E e ) e
c =3 kN 5 J\by +2mN) '

This average SER{Z.23) can be derived by first substitutiegdCDF of SNR[(Z]9) into
(2.21) and then solving the resulting integral by uslig [dnE(8.310.1)].
For the sake of completeness, the average SER lower bound.fat Rayleigh fading

is also derived as follows:

—b a +)\0+2\/>\1>\2
})8 = 5 — 3(171')\1)\2 5 5 . (224)
(54X +2vVA102)>

The lower bound for the average SER obtained by using ouogerpSNR upper bound is

+)\0—2\/)\1>\2
2]:1 <27 5545 2

asymptotically exact. To prove this claim, we provide thedllary[2.3.

Corollary 2.3 Let~, ~ G(1,7,) forn € {1,---, N} be independent hop SNRs. The
asymptotic average SER obtained by us’y@&as:yn — oo is then given by

N

DOO __ ﬁ 1 ~——1
Fr = o +o(77Y). (2.25)

Proof: The value at the origin of the PDF of the random variable- - -+, can be
express by([58, Eqn. (16)}r(0) = fr,(0) + fr,(0). The PDF ofl’; andP2 for i.n.i.d
Rayleigh fading case are given by

P —
X
fri(z) = (Z ) exp( > 7) (2.26a)
n:l n=1
N 1 N T
fr,(z) = ( > —) exp (— > —) : (2.26b)
nep1 " n=N—p+1 /"
respectively. Thusfr(0) can readily be obtained &g (0) = ij 1 ,Y . The asymptotic
average SER(2.25) can then be derived by using [58, Eqn). (10) [ |
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Figure 2.3: A multi-hop multi-branch relay network.

It is worth noticing that[(2.25) exactly agrees with the apyotic exact average SER
for multi-hop CA-AF relay networks [88, Egn. (39)]. Numealaesults in Sectioh 2.6 too
confirm this asymptotic exactness. The corresponding astio@verage SER for i.i.d.

Nakagamim fading can be derived by using the Theoilen] 2.2 as follows:

_ aNm™2™= T (m + 3) L
P = ). 2.27
e N GIR +o(77™) (2.27)

2.5 Applications of bounds

The SNR bounds and the corresponding performance boungssasd for single-branch
multi-hop relay networks can readily be employed for acmlyaaccessing the performance
of other relaying set-ups. The asymptotic exactness of oundbs, in particular, highlights
their practical applicability for wide-range of applicatis. In this context, this section

presents two such applications to further elaborate thiellnsss of our proposed bounds.

2.5.1 Outage probability of multi-hop multi-branch relay networks with the
best branch selection

We consider a multi-hop multi-branch relay network corsststZ, branches each haviny
hops forl € {1,--- , L} (Fig.[Z3). In this set-up, the source-to-destination camitation

is facilitated byNy = "7 | N; ideal CA-AF relays. In this context, we consider the best
branch selection, where the destination selects the bastlwith multiple hops having
the largest instantaneous received SNR. Our proposed bpped of the end-to-end SNR
(2.3) is then employed to obtain an upper bound for the etgnveSNR asysc < fygt& =
max (1881 78as s Vebe . ) WhereyiR, for 1 € {1, , L} is the SNR of-th multi-hop
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branch given in[(2]5) withV replaced byV;. For independently faded multiple branches,
the CDF ofy42 can be derived as

H Eyw (2) (2.28)

whererggel (x) forl € {1,---,L} is the CDF Of’Yezez and can readily be obtained by
using [2.6h) and (2.12) for i.i.d. Nakagami-and i.n.i.d Rayleigh fading, respectively.

In order to obtain direct insights, the asymptotic outagabpbility at high SNRs for
multi-hop multi-branch CA-AF relay networks with best bcanselection can be derived

by using the Theorein 2.2 as follows:

L m L om
Nlml ! ’yth =1 l __ZL
o _ =17 2.29
out,SC z|—|1 [F(ml n I)C’Iml] ( 7 +o0 <7 1 ), (2.29)
wherem; for | =€ {1,--- , L} denotes the severity of fading pertinent to fkte branch

andC; = ¥;/7. The high SNR outage analysis clearly reveals that the wabie diversity
order by the best branch selection over Nakaganiading is given byG5¢ = S5 | m;.

2.5.2 Average SER of multi-hop multi-branch relay networkswith MRC Re-
ception

We consider the same network set-up in Sedtion P.5.1 [E8), Rowever, in this case, the

destination combines the signals received via all branblgasing maximal ratio combin-

ing (MRC). To this end, an upper bound for the output SNic, is derived as follows:

L

YMRC = D Yezel < Wke = D Veder- (2.30)
=1 =1

For independent signals received via multiple brancheseadéstination, the MGF o

can be expressed as [63]

M (s HMWS%I s), (2.31)

where/\/l,yggl(s) fori € {1,---,L} is the MGF of the SNR upper bound 6th branch
and can readily be derived by employing (2.8a) dnd (2.14Nfmkagamim and Rayleigh
fading, respectively.

An accurate and computationally efficient average SER baandhen be derived for

multi-hop multi-branch CA-AF relay networks with MRC redegm at the destination as
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follows: The CEP of coherent BFSK and-ary PAM can be expressed in an alternative

form as [64]:

exp(—y(s% + b/2))
Py = aQ \/7/ 32 0 ds. (2.32)

By first using the variable transformatief+b/2 = b/(y+1), and then by averaging(2132)

over the PDF ofy, an alternative average SER expression can be derivedassdb4]:

e (5° +0/2) a " Moypc(b/(7 + 1))

= . 2.33
\/7/ s24+b/2 ds 2m J_4 /T— 2 dy (2.33)

By first substituting the MGF of|“5, (Z.8a) into [Z.31L), the MGF ofrc can be derived

in closed-form. Then, by substituting!.,,..(s) into (2.33), a compact and accurate lower

bound for the average SER can be then derived by using theySinebGauss quadrature

rule [2] as
Ib a Np b
_ B -
PE,MRC = m ; MA/IEA??C <§ sec (0])> + RNP’ (234)
where N, is a small positive integef); = (QZV?” and Ry, is the remainder term, which

becomes negligible a¥), increases, even for small values such as 10 (see Sgcfion 2.6)

Again, the asymptotic average SER is derived to obtain tinsights into the achiev-
able diversity order of multi-branch and multi-hop CA-AHRag networks with MRC re-
ception by using the Theordm 2.2 as follows:

ab~ (Zieim) o(Xit ml—l)F<Zf:1 my + %)

Pore =
ﬁF(Zle my + 1) F(Eim)
L
Nlm?” — —ZL_ m
] pemm). e
1=1
wherem,; for [l € {1,--- , L} is the severity of fading corresponding to ttile branch and

C; = 41/%. Again, the high SNR average SER analysis clearly revealstite achievable
diversity order of multi-branch and multi-hop relay netk®mwith MRC reception over
Nakagamim fading is given byGMRC = S°F .

Remark 1.5.1: The proposed bounding technique can be used for analyzengdtor-
mance of various other multi-hop relay applications. Faregle, in [65], the proposed
SNR bounds are employed to study the multi-antenna mufirbtay networks with beam-
forming. Moreover, the proposed outage probability andaye SER bounds can be used

for accurate optimal power and resource allocation pupose
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Figure 2.4: The effect of severity of fading on the averagerBiounds for a multi-hop
relay network in i.i.d. Nakagamis fading. Here N = 3 and P = 2.

2.6 Numerical Results

In this section, numerical and simulation results are pledito investigate the tightness
of the proposed performance bounds. Accordingly, they ampared with the existing
multi-hop performance bounds [47]50] 59] and exact sirmarlat

In Fig. [2.4, the proposed lower bounds of BPSK average BERe(iyng « = 1 and
b = 2in (2.22)) are plotted for a three-hop relay network operpbiver i.i.d. Nakagamir
fading. The BPSK average BER bound [of|[47, Eqn. (24)] is alsttgrl for comparison
purposes. This bound is named the “KTM”. Moreover, the psggbaverage BER bound
with P = 0, which simplifies to the bound ir_[50, Eqn. (11)] and[[59, CH.(‘®/ini-
mum bound”), is plotted as well for comparison purpose. Aseexed, the proposed bound
is tight, particularly, in medium-to-high SNR regime comg to KTM and Minimum

bound. Specifically, our bound converges to the exact aeeB&R curve for high SNRs.
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Figure 2.5: A comparison of outage probability bounds oftivhbp relay network over
i.i.d. Nakagamim fading channels. Herd? = [£].

The KTM bound is quite loose for most SNR$ & 0dB) and weakens progressively as
the average per hop SNR increases. Although the proposedmuiperforms the KTM
bound for moderate-to-high SNRs, the latter is tighter fov-to-moderate SNRs and for
less severe fading environments (approximately> 5). However, the KTM bound sig-
nificantly deviates from the exact average BER for high SNRus fact is not surprising
because our proposed bounds are asymptotically exact.

In Fig. [2.3, the multi-hop outage probability over Nakagamfading is plotted. Al-
though the proposed bound loosens\asndm increase, it is tighter at moderate-to-high
SNR than the KTM bound. Similar to the case of the BER bourmsKil M bound is tighter
than our bound for less severe fading conditions (erg.>> 5) and for low-to-moderate
SNRs. The outage curve correspondingMo= 2 is plotted to verify that our proposed
bound reduces to the exact outage probability of dual-hapeay with ideal CA-AF re-
lays. The proposed outage bound always outperforms thedbwith P = 0 (“Minimum
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Figure 2.6: The effect number of hops and severity of fadimghe proposed BER bounds
of a multi-hop relay network over i.i.d. Nakagamifading.

bound”). Similar to BER bound, our outage bound is asymgaditi exact.

In Fig.[2.8, as a function aP, we compare the tightness of different bounds for average
BER of BPSK[Z2.2P). For a six-hop relay network over Nakaganfading, four different
BER bounds are obtained by assignifig= 0, P = 1, P = 2 and P = 3. As expected, the
bound withP = 0, which is equivalent to the bound in [50, Egn. (11)] and [58, G] is
significantly weaker than the others. The tightness of thentle increases d3 gets closer
to N — P. This happens because the criteflax N — P ensures the symmetry df (2.5).
Moreover, the gaps between bounds with= 1, P = 2 and P = 3 are insignificant for
severe fading cases. The asymptotic average BER curvetsanglatted to verify our high
SNR analysis and to demonstrate the asymptotically-egastiof the proposed bounds.
These asymptotic BER curves accurately quantify the aablevdiversity order and array
gains. The proposed performance bounds thus provide \lalirdights and guidelines for

practical usage for system-design and link-budget caiongerspectives.
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Figure 2.7: The outage probability of multi-hop multi-bcarrelay networks with selection
combining at the destination. System operates over i.Rayleigh fading channels. Here,
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In Fig. [Z.1, the outage probability bounds are plotted for w@tiop multi-branch
CA-AF relay network with best branch selection. The systerassumed to be operating
over i.n.i.d Rayleigh fading channels. As expected, theogsed bounds are tighter to
the exact curve for a network with fewer hops per branch. Iriqdar, the proposed
bounds are tighter in the high SNR regime regardless of tinebeu of hops per branch.
Notably, Fig.[2.¥ reveals that the proposed outage boundnch®d be employed for an
accurate assessment of the achievable diversity ordeegediposed outage bound tends
to be asymptotically exact at high SNRs.

In Fig.[2.8, we plot the average BER bounds for a multi-hoptirlutanch relay network
with MRC reception over i.n.i.d Rayleigh fading. The propo$ounds for the average BER
lower bounds are tighter to the exact average BER curves dérate-to-high SNRs. As

expected, all BER bounds deteriorate as the number of hogsgech increases. In evalu-
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Figure 2.8: The average BER of multi-hop multi-branch rat@yworks with MRC at the
destination. System operates over i.n.i.d Rayleigh fadimgnnels and BPSK modulation

scheme is considered. Het, = [%W

ating [2.34), we use only ten pointd{ = 10). Thus, this result illustrates the accuracy and
efficiency of [2.3%) for the average BER of multi-hop multahch systems. The proposed
bound outperforms both KTM and Minimum bounds. Figl 2.8 dieshows that the KTM
bound would not be employed for accurately quantifying tbleievable diversity order of
multi-hop multi-branch relay networks because it signifibadiverges from the exact av-
erage BER curves in high SNR regime. Nevertheless, the dsyicglly-exactness of the
proposed average BER bounds indeed facilitates accuratdification of the achievable

diversity order.

2.7 Conclusion

In this chapter, a new class of SNR upper bounds for multi-BépAF relay networks

were proposed and analyzed. The parameterP < N specifies this class, arfdl = [%1
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is a reasonably optimal choice. The closed-form CDF, PDH, MiGF expressions for
i.n.i.d Rayleigh fading and for i.i.d. Nakagami-fading,m € Z* were derived, leading to
the average SER and the outage lower bounds. Specificalprdposed SNR bounds are
mathematically more tractable than the previously repldrtinds and consequently render
them useful for deriving performance metrics of multi-hagay networks over various
fading channels. In particular, these bounds are asyroptiytiexact and hence pave the
way to develop an unified asymptotic analysis framework.rélmg valuable insights into
practical system-design were obtained by quantifying tti@exable diversity order and
array gains. Moreover, the proposed bounds were used tp #tadnulti-hop multi-branch
relay networks. Their asymptotic-exactness may renden tlgeful for other applications;

e.g., multiple-antenna beamforming relay networks [65] aptimal power allocation.
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Chapter 3

Output-Threshold Multiple Relay
Selection Schemes

In this chapter, a new class of multiple relay selection (MIR&emes is developed for
dual-hop multi-branch cooperative wireless networks. Kéeidea is to adaptively select
a subset from the available relays to satisfy a preset otitipesshold signal-to-noise ratio
(SNR). Hence, the relay selection of interest is termed asothtput-threshold multiple
relay selection (OT-MRS). To be more specific, in the OT-MRS8,firstL. out of L relays
(1 < L. < L) are sequentially selected such that the output SNR of thenmad ratio
combinedL, relayed-paths and the direct path exceeds the presetthae3NR. The subset
of L. relays can be selected either from a non-ordered sktrefays or from an ordered set
of L relays in the ascending order of the end-to-end SNR. In thigext, the latter selection
ensures that the minimum number of relays are activatedtimdbp because the selected
subset now contains the best out of L relays. Consequently, the OT-MRS with SNR
ordering is henceforth referred as the minimum-select GRSMIFor the sake of exposition,
the OT-MRS with a non-ordered relay set is termed as the OBM&well.

The performance bounds, including the outage probability,average symbol error
rate, and the average number of selected relays, are damckzsed-form for the OT-MRS
scheme. Our numerical results verify the analyses and dsrewelal that the OT-MRS
outperforms the optimal single relay selection and the gdized selection combining-
based multiple relay selection for low-to-moderately h&XiRs. Moreover, the minimum-
select OT-MRS performs identically to the optimal singl&ayeselection scheme in high
SNR regime. The OT-MRS scheme enjoys low channel estimaiiohno relay ordering
requirements as opposed to the minimum-select OT-MRS sehidmwever, at the expense
of some performance degradation in high SNR regime. Thegsexb adaptive multiple

relay selection schemes indeed provide more flexibilitytilizing bandwidth and spatial
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diversity in cooperative wireless networks.

3.1 Introduction

Cooperative relay wireless networks achieve distribufeatial diversity, wider coverage,
lower transmit power, and reduced interfererice [12], 66—&3lecting a subset of avail-
able relays according to some performance metrics caneiughhance the performance
of cooperative networks [58,70-478]. In classical adapdiversity combining techniques,
the combiner output is compared against a threshold andutimbder of diversity branches
combined varies adaptively [79-483]. In this work, we uglguch adaptive combining ideas

to propose two new output-threshold multiple relay setec{OT-MRS) schemes.

3.1.1 Prior related research

The dual-hop multi-branch cooperative network of Lanemah\&ornell [67] employs all
available relays, which is henceforth called as the altigipate relaying (APR). To cir-
cumvent the low spectral efficiency of the APR scheme, whictesulted due to the use
of multiple orthogonal channels, miscellaneous relayciele schemes have been devel-
oped [58,70=78]. They can be broadly divided into two catiego (i) single relay selection
(SRS) and (ii) multiple relay selection (MR$) [77].

Among single relay selection (SRS) schemes, the selectitireaelay whose relayed-
path has the maximum end-to-end SNR is the optimal scheml&4737, 78]. This scheme
achieves the full diversity while maintaining a higher tigbput than the others [I77].
Various suboptimal SRS schemes having different degredsadé-offs among the data
throughput, reliability, and implementation complexitgMe been studied in the litera-
ture [71[72[77]. To be more specific, [71] proposes the stareighbor relay selection
scheme, which essentially selects the geographicallyesteglay to the source or destina-
tion. In [77], the best neighbor relay selection, which seddhe relay with the strongest
channel to the source or the destination in terms of SNR,dpgwed and studied. It is
shown in [77] that the best neighbor relay selection aclsievenere unity diversity order
whenever the direct path does not exist, otherwise, it aekierder two diversity. More-
over, in [72], the performance of the best-worst channelyrsklection is investigated for
dual-hop multi-branch cooperative networks. The beststv@lay selection scheme selects
the relay whose worst channel is the best and hence achiewdglitachievable diversity
order [77]. Besides, ir_[72], the best harmonic mean relégcsen, which selects the re-

lay having the maximum harmonic mean of the source-relayrelag-destination channel
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SNRs, is analytically studied.

The MRS is the natural generalization of SRS into multipleye. In [75[77] and
[84], several MRS schemes are proposed by generalizingaheadeas of SRS schemes
in order to allow multiple relays to cooperate. In[[75], an BIRcheme, which minimizes
the error probability under total energy constraints, ialgically studied. Further, the
MRS schemes of [77] involve maximization of the received S$iRjected to per-relay
power constraints. Nevertheless, the complexity of thexmdtMRS algorithm of [77] is
exponential in the number of relays. Consequently, thexa@tMRS is indeed prohibitive
in practice for relay networks with large number of relays.circumvent this issue, in[77],
several suboptimal MRS schemes having a linear complexitigg number of relays have
also been developed by trading-off the performance to d@rdagree to achieve a simpler
practical implementation complexity. Recently, in[84hother suboptimal yet effective
MRS referred to as generalized selection combining (GGt MRS was proposed and
analyzed.

Apart from the aforementioned SRS and MRS schemes, incitameriaying [12]
achieves higher spectral efficiencies over APR as the foutikzes the achievable de-
grees of freedom (DoFs) of the channel effectively with tliedd limited feedback from
the destination. In[85], an incremental relaying with thestorelay selection scheme is

developed for amplify-and-forward (AF) relaying over fagichannels.

3.1.2 Motivation and contribution

Although SRS schemes achieve higher spectral efficierftagsthat of APR, the error rates
and outages of SRS are higher. The complexity of the optimREMchemes proposed
in [[75[77] increases exponentially with the available nemiif relays. Although the GSC-
based MRS [84] achieves considerable performance gaiesjlires channel estimation of
all the relayed-paths. In addition, the combined SNR magedadhe system requirements,
and consequently, more relays than necessary may be selé@tte incremental best relay
selection scheme of [85] selects only a single-relay andd@mes not fully utilize the
available degrees of freedom of the wireless relay chanfalis, MRS schemes yielding
better trade-offs among the error performance, implentienta&complexity, and spectral
efficiency are indeed desirable.

In this chapter, we thus develop a new class of OT-MRS schémemploying orthog-
onal channeling, spatially-distributed AF relays, and ime ratio combining (MRC) at
the destination. The key concept of OT-MRS is its threshbletcking of the output SNR at
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Figure 3.1: The proposed OT-MRS for dual-hop relay networks

the destination [80,81]. The cumulative distribution ftio (CDF), the probability density

function (PDF), the moment generating function (MGF), amel first moment of an upper
bound of the output SNR are derived. Thereby, closed-fometdounds for the outage
probability, the average symbol error rate (SER), the @ermumber of selected relays,
and the ergodic capacity are also derived. The performah@a-MRS is then compared

to that of the existing relay selection schemes. Our nuraker@sults reveal that the pro-
posed OT-MRS indeed facilitate better trade-offs amongotredwidth, performance, and
complexity for relay selection schemes.

This chapter is organized as follows:Sectior 3.2 presents the system model and chan-
nel model while Sectiof 33 describes the mode of operatfainen proposed OT-MRS
schemes. The statistical characterization of the outpiR 8N\presented in Sectidn 3.4. In
Section[(3.b), the basic performance metrics of OT-MRS are&veld. Sectiof 316 presents
numerical and simulation results, while Section| 3.7 cometuthe chapter. All proofs are

given in AppendixB.

3.2 System and channel model

We consider a cooperative wireless network with 2 terminals including one sourdé),
one destinatiorf D), andL AF relays(R;) forl € {1,--- , L} (see Fig[.Z311). Only single

antenna terminals are considered. The source-to-destinddta transmission takes place
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in two phases. In the first phase (broadcast phasdy,oadcasts td. relays andD. In
the second phase (relaying phase), relay selection iseapple., onlyL. relays out ofL
relays (| < L. < L) are selected to forward the amplified version of the sougiesto D.
To facilitate the orthogonal transmission in two phasesna-division channel allocation
scheme withL. time-slots is employed [12]. The channés— R; and R; — D for
le{l,---,L}are modeled as independent and identically distributed.fiflat-Rayleigh
fading. Moreover, the system model contains an indepenitiriRayleigh fading direct
channel fromS — D. The channel-state information (CSI) of only the selecedys is
assumed to be available Btfor the OT-MRS. However, for minimum-select OT-MRS, all
CSI of all relays needs to be estimated/ator relay ordering. In order to constraint the
transmit power at the relays whenever the channel gairts-ef R; are substantially low,

we follow [12] and set the amplification factor of tit relay as

Pr
G = , for le{l,---,L}, 3.1
: \/Ps!hs,m 2+ 0%, { J -4

wherePr andPg are the average transmit powersSaand R, respectively. Furthermore,
hs,g, is the fading amplitude o$' — R; channel andr%zl is the variance of the zero mean
additive white Gaussian noise at the input of ttterelay’s receiver. The combiner &t
employs MRC with an output threshold checkihgl[80, 81].

Under the system and channel model of OT-MRS, the instaoteneutput SNRI; for
i€ {1,---,L}, atD with i active relays can be written as [86+88]

7
YS,RYR,,D
T =7sp+ Y , 3.2
PP —~ sz + VR0 +1 (3.2)

whereys p = Pslhs.p|*/o%, vs.r, = Pslhsr|*/o%,, andyr, b = Prlhr, p|*/0}
fori € {1,---,i} are instantaneous SNRs pertinentSto—~ D, S — R;, andR; — D
channels, respectively. Specifically, for Rayleigh fadatmginnels;ys p, vs g, andvyg,,p
are modeled as independent exponential random variablesneansys p, s,z andyg, p,
respectively.

In order to accurately analyze the system performance rttepility distribution off";
(3.2) is required. However, the derivation of the exact Ch& the PDF of; in close-form
is not mathematically tractable. To circumvent this inta#dity of the problem formulation
and hence to facilitate a comprehensive performance asalys replacé’; by a tight upper
boundI'#® as follows [86:88]:

7
T, <T* =50+ > v, (3.3)
=1
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whereyg, = min (ys r,,vr,p)- The performance metrics derived by using(3.3) serve as
tight lower bounds to the exact counterparts. In particulay are indeed asymptotically
exact at high SNRs and consequently serve as benchmarksafiical dual-hop AF relay

networks. On the other hand, a tight lower boundgis given by [86]

1 7
I > T =vsp+ 3 > A (3.4)
=1

The performance metrics derived by usmﬁ serves as tight upper bounds on the exact
counterparts. However, the theoretical development ofawer and upper bounds follows
the same analytical techniques. For the sake of brevityhwe develop analytical results
pertinent to the SNR upper bourid (3.4) only.

3.3 Proposed relay selection schemes

In this section, the algorithms pertinent to the proposedSviiehemes are presented in
detail. To facilitate a concise and clear exposition, theMIR'S scheme and the minimum-

select OT-MRS scheme are described by employing schematiediigrams.

3.3.1 OT-MRS scheme

The OT-MRS scheme selects the fifst 1 < L. < L, (non-ordered) relays such that the
combined SNR of the firsL. relayed-paths and the direct path exceeds a preset thresh-
old SNR,~;,. This SNR threshold can be chosen to be the minimum requiN Br
successful symbol decoding for a modulation scheme oféateat an acceptable quality-
of-service level. The schematic flow-diagram in Fig.]3.R2sttates the pertaining relay
selection process. Firsh) receives the signal transmitted Byduring the broadcast phase.
Next, the first relay (labeled &, in Fig.[3.1) forwards the amplified version of the source
message td in the first time-slot of the relaying phase. The combineDatombines this
signal with the signal received via the direct path. If thenbmer output SNR exceeds
the threshold at this point, no more relays are selecteder@tbe, the remaining relays
Ro, ..., Ry, are selected in subsequent time-slots until the cumulatiiput SNR exceeds
the threshold. In the worst-case, &llrelays are selected. However, in the best-case, just
the first relay is sufficient. Note that relays are not orddyasked on their SNRs of the cor-
responding relayed-paths. This is how OT-MRS differs friwa ininimum-select OT-MRS
and GSC-based MRS [B4] approaches.
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Figure 3.2: Mode of operation of OT-MRS.

3.3.2 Minimum-select OT-MRS scheme

In the minimum-select OT-MRS scheme, theelays are first ordered according to a relay
ordering function®;(vs r,, vr,,p) fori € {{ = 1,---,L}. Suppose that the ordered set
of all available relays is denoted d&,) < R),< -+ ,< R). The minimum-select
OT-MRS follows the same steps to those of OT-MRS, howeverathorithm now operates
on the ordered relay set as depicted in Eig] 3.3. To be momfepehe threshold check is
performed on the cumulative combined SNR of the ordered i@ until the output SNR
exceeds the preset threshold. In the best case, the minseleot OT-MRS selects the best
available relay, nevertheless, in the worst case, all lagsaneed to be selected.

The relay ordering process ensures that the minimum nunibetays are selected to

meet the threshold criterion. To this end, the relays canrtbered in the ascending order
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Figure 3.3: Mode of operation of minimum-select OT-MRS.

of their corresponding end-to-end SNR $f— R; — D relayed-path. The SNR relay
ordering function is therefore given by

VS,R VR, D
Qi(vs,R,» YR, D) = : (3.5)
(570, 78,.0) VSR, +VRr,,p + 1

Besides the SNR relay ordering, the harmonic mean ordebifig; r, ,le,D):%,
and the worst channel ordering,;(vs g, Yr,,p) = min (ys.r,,Vr,,p), can be employed
as well [77].

Remark[3.3.1: The analytical results are provided only for the OT-MRS sebeThe cor-
responding analysis on minimum-select OT-MRS scheme istedndue to the mathemat-
ical intractability of the problem formulation. Howevehet comprehensive Monte Carlo

simulation results for the minimum-select OT-MRS are pided to obtain useful insights.

44



3.3.3 Animportant extension to OT-MRS: Modified OT-MRS

In some wireless applications, the direct channel betwkersturce and the destination
would be of high fidelity with high probability. For such apgations, in certain channel
realizations, the SNR of the direct channel at the destinatiould just be sufficient to
exceed the output threshold, and hence, always selectiegsitone relay as discussed in
Section$ 3.3]1 arid 3.3.2 results in a lower spectral effigiennecessarily. Thus, the afore-
mentioned OT-MRS schemes can be readily extended to agdrdss issue as follows:

Here, the destination first compares the SNR of the direatraflaagainst the output
threshold. If it exceeds the threshold, source-to-destinacommunication is carried out
just using the direct channel. Otherwise, the availableysetan be selected in subsequent
time-slots until their cumulative SNR exceed the outpueshiold as discussed in Sections
331 and’3.312. This extended MRS algorithm is illustraneiéig. [3.4. Thus, this modified
OT-MRS saves at least one time-slot in certain channel tondiand thereby further im-
proves the overall spectral efficiency. However, the a@dbédiversity order at high SNRs
is limited to unity, because only the direct channel is gelgat very high SNR regime.

The statistical characterization of the end-to-end SNR deri/ation of performance
bounds of this modified OT-MRS follows the same techniquebaitfof OT-MRS described
in Section[3.31. Hence, for the sake of brevity, these tesuke omitted in this thesis,

however, Monte Carlo simulation results are presented ai@e3.6.

3.4 Statistical characterization of the SNR

This section provides a comprehensive statistical charaetion of the end-to-end SNR
of OT-MRS scheme. To be more specific, the CDF, PDF, and MGReotipper-bounded
output SNR of the combiner employed at the destination atigatkin closed-form.

In this context, the instantaneous output SNR of the OT-MB&e is denoted by

Yout @Nnd can be written as follows:

V8,0 + YRy YS,D T VRy = Vih
Le Le Le—1
V8.0 + Z YR;» VS,D T+ Z YR, = Yen @nd ys.p + Z YR, Stk
Tout = =1 =1 1=1 (3.6)
L
v$.0+ > Y, Otherwise,
=1

whereyg, = vs.rYr,.0/(Vs.r, + YR;.0 + 1) for L € {1,---, L} is the non-ordered end-
to-end SNR of the relayed-path via tltk relay, R;.
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A general expression for the CDF of the output SNR can be tkemeat] by using[(316)

as follows:
L i
Py (z) = Y Pr ([’yout =750+ Z'ml] N [Yous < w])
i=1 =1
L
= Priyy, <I'1 <2)+ Z Pr(fven <Ti <z]N[0<Ti1 < vu))
1=2
+ Pr(0<Tp<z]n[0<Tr 1 <y, (3.7)

wherel’; is the combined SNR of the firstelayed-paths and the direct pdth {3.2). The first
term of the second equality ¢f(3.7) accounts for the evewhiich the combined SNR of the
first relayed-path and the direct path exceeds the thresheld’; > ~;,. The second term
accounts for the event in which tligelayed-paths are required to be coherently combined
with the direct path to form an output whose SNR exceeds thestiold. The third term

corresponds to the worst case where the cumulative sum &fshé — 1 relayed-paths and
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the direct path SNRs does not exceed the threshold, ahdalhys must be selected. After

some manipulations[(3.7) is further simplified to yield arenmathematically tractable

form as
FFL (x)a r < Yth
FFl(x) - Ff‘l('yth)
. L Yn  pr—li—1 38
Frow (@) = +Z/ / Jriciam, Tic1,7R,) dyr,dli (3.8)
i—o /0 Yen—Ti—1
Yen  Yeh—TL-1
+/ / Jroiom, To—1,7R,) dyr,dli—1, @ >y,
0 0

where FT, (z) is the CDF of the combined SNR of the fiistelayed-paths and the direct
path, andfri7177Ri (T'i—1,7r,) is the joint PDF ofl’;_; and~g,. To evaluate the CDF of
Yout, ON€ needs to first del’iVEFFle (I'i—1,7r,) In closed-form. This can be readily
derived by first using (312) and then identifying the stataty independence df;_; and

YR, as follows:

fFi—ly'YRi (Pi_la ’YRi) = fFifl (Pi—l) f’YRZ- (fYRi) . (39)

The PDF off'**, (3.3) can be next written in closed-form as|[88]

i—1
frgb (z) = Bsa,i— 1exp< > Z fl_lll zt- exp< i), (3.10)

=1

whereBor = (3sa)* " /(Gsa — 1), Bur = (7)) (3717 — Fs,0)"71), andy =
Ys,rRVR,0/ (Y$,R +VR,D)-
By using [3.10), the CDF df“*, can be derived as follows:

i1 o ol
Fpgfl(w) = Bsdi—175,D <1 — exp <—_L>> + Z % ’y(l, %) . (3.11)

YS,D -1

Again, by employing[(318),[(3]19)[((3.1L0), arld (3.11), the EE&f an upper bound of the
output SNR%%,, which is obtained by replacing,,; with 4“2, (3.8), can be derived in

closed-form as follows:

_ XT
Bsd,1Ys,D <1 — exp <——>>
vS,D

L N
Bir () z
+Z_ (lzL_l)!7<l’§>’ I

LA (3.12a)
Bsd,17s,D eXp< Tth > (1 —exp<—(w__7%h)>>
Vs.D ¥s.0

+A exp( 7th> <1 - exp<—7($ __%h)>> + K, T > Yen,
v
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where\ andx are given by

A=p1ay + Z </8st 1 <M> <1 — exp <—M>>
Y —3s.p ¥38,D
+ Zﬁl’;,_l (%h)l>. (3.12b)
=1

_ - 1 TYth - Yth
k = Bsar—17sp |1+ ——— Fspexp| —— | — Fexp| ——
Y —7S,D Ysd Y

L1 N l
(’Y) Yth (’Yth) Yih
+ ;/Bl,L—l ( = 1)!’Y<l77> T exp<—7>> } (3.12¢)

The PDF ofyb, can be then derived by differentiatirig (3.12a) as follows:

L
X _ xr
ﬁSd7LeXp<_——>+ Z (lﬂiLl)lml ! eXp<_T>7 0<z <y
B ' g . (3.13)

f,yubt ((ﬂ) == S’D lj\l
ou x x
Bsd,1 eXp<—%—D> + 5 exp<—§>, > Y

Moreover, the MGF of/", can be derived by taking the Laplace transform of the PDF of

’Yout (]31-3) as

M (5) = Eu {exp(—sz)}
1
= <S + L) Bsa,r. + (Bsaq — Bsa,L) eXP<—’Yth <S + L))
0 VS,D

L -1

B, 1 1
S (o5) 2 (++3))

1

< i) éeXp<—%h <s+i>> (3.14)

Y Y Y

The moments of the output SNR are useful as signal qualitigabors. They can be

+

_l_
»
+

used as an alternative performance measure to averageaaanalysis. Theth moment

of yub is defined as
d M ub( )

G = e () "} = [ o gtands = (1

Among them, the average output SN, is an important comparative performance met-
ric. Thus, an upper bound fag,; of the OT-MRS is next derived by first substituting (3.13)

(3.15)

s=0
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into (3.18) and then letting = 1 as follows:

b dM, s (5)
“Yout ds
s=0
= (%sa)® <5sd L+ (Bsa1 — Bsa,L) (1 + %h> exp( ?Z))

L
+ AN <1+%> exp( %h>+z /3,1 5(+1) <z+1 7;h>.(3.16)

=1
3.5 Performance analysis

In this section, the performance metrics of the proposedMB&E are derived in closed-
form. To this end, closed-form lower bounds for the outagebability, the average SER,
and the average number of selected relays are derived bygimpthe probability statistics
of the output SNR presented in Section] 3.4.

3.5.1 Outage probability

The outage probability is denoted I8, and is defined as the probability that the instan-
taneous output SNRy,,, falls below a certain target SNRy. For the proposed OT-MRS,
this target SNR is indeed equal to the output threshold SNR, A closed-form lower
bound on the outage probability?’?

out

given in [3:12R) at: = ~, as follows:

can be therefore obtained by evaluatiﬁ,gwt(x)

Plby = Pr (7t <) = oo (vn) - (3.17)

Next, by employing[(3.12a) and (3117, can be explicitly derived as

L N
P(l)?lt = ﬁsdle/S,D (1 — eXp <—_’7i>> + Bl’L (’Y) ’7<l, /y—fh> s (318a)
YS,D =1 (l — 1)' ¥

where) andx are defined inN(3.12b) and (3.12c), respectively.

3.5.2 Average error rate

The average SER is derived by averaging the conditionat erabability (CEP) over the
PDF of the output SNRy,,t. A closed-form lower bound on the average SER pertinent to
the CEP,P.|y = (Q (, /m/), can be then derived as follows (see Sedfiond B.1 of Appendix
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Bl for the proof):

_ ¢ .
PP = 3Psa,L7s,0(1 = tsa) +C (Bsa1 — Psa,r) 7s.o

X (Q(\/W) exp (-%) — psdQ (V20sq

)

)
+CA (eXp (—%) Q (Vmymn) — nQ (\/ﬁ)
N

L t
+;Cﬁl,ﬂl (; — Q(V1Ven) (1 - ﬁ

=1 55—1, (2§41 . 1
-2 B+ (3.19)
= v gl ny)
_ Vs - 7 — 26 (241sd) — 2n(2417)
wherepisg = \/ i, i = |/ giie, Vsa = Mz andy = 2T

3.5.3 Average number of selected relays

The number of selected relays. by the proposed OT-MRS fluctuates with the channel
fading states. Consequently, is a discrete random variable with the rangel L. < L.
This range indeed yields notable trade-offs among speeffialency, power consumption,
and performance. For example, whenelerequals toL, OT-MRS essentially reverts to
APR. On the contrary, whenevdr, is less thanl, OT-MRS requires fewer number of
orthogonal channels than that of APR and hence achieveemggectral efficiency and
lower power consumption. However, a laky. yields a lower diversity gain than that of
APR. To obtain more insight into such trade-offs, in thistieeg the average the number of
selected relays by the proposed OT-MRS is derived.

In this context, the average number of selected relays istddnby L. and can be

defined as

L
Le=Y 1 Pr(L.=1), (3.20)
=1

where P(L. = [) denotes the probability that the selected number of relgyale tol. A

lower bound for the average number of selected relays by TRBIRS can then be derived
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in closed-form as follows (see Section B.2 of Apperidix B fog proof):

LY = LByy1-17s,0+ (Bsag —LBsd,L—1) 7s,0€XP <——,7 >+51 1’Yexp< ,Y,tyh>

)

L@L 1 AN = I YV8,D
+Z v\ + ) (1Bsger | =—=—

—2 Y —7s,D

L -1 :
— 18;1— ! th

" <l—exp<—%h(:y_ VS,D)>>eXp<_7fh>+Z Biy 1.'(’Yth) exp(—v_ > ‘
35,0 y) = 7

(3.21)

3.5.4 Ergodic Capacity

The channel capacity is defined as the maximum rate at whfonation can be trans-
mitted across a noisy channel with arbitrary reliability. darticular, the ergodic capacity
is a basic performance measure of digital communicatioes ading channels. Thus, the
ergodic capacity, is defined as the expected value of the instantaneous maximutual
information (/) between the source and the destination. The achievableahinformation

by the OT-MRS schemes is therefore given by

I =

11900+ o) (3:22)
whereL. is the number of selected relays, ands the output SNR at the destination. The
ergodic capacity can then be defined as the joint expectafidrnwith respect toyo,: and
L.as

C= 5%,Lc{ﬁ llogy (1 + %Ut)]} . (3.23)
Since the exact closed-form evaluation lof (3.23) appearthenaatically intractable, an
upper bound of” is derived as follows: First, the dependencylgfin the expectation in
(3.23) is removed by replacinf, by its expected valud,., derived in[3.211) as

1
€ 5 Erouf 71 o8, (14 70 | (3.20

Next, by first knowing that log ) is a concave function and then by using Jensen'’s inequal-

ity [L], C can be upper bounded as

(OIS

77100 (14 ECoul). (3.25)

Finally, an upper bound for the ergodic capacity of the OT3/&n be derived in closed-
form by using the proposed bounds for the average numbelexfted relays and average

SNR as follows:
1 ub
C < g7 r1100: (1 n ’yout) . (3.26)
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whereé’{ ggt} is the average output SNR upper bound at the destinationsatefined in
(3.18). Moreover[" the lower bound for the average number of selected relaysetkiin
(3.21).

In particular, the ergodic capacity bound (3.26) servesnasn@ortant measure of the
achievable spectral efficiency by the proposed OT-MRS sekerSpecifically,[(3.26) re-
veals that the ergodic capacity is dominated by the predotpf,1/(L.+1), which directly
relates to the average number of selected relays, and hertbe, orthogonal time-slots re-
quired for a complete transmission cycle. Thus, by maxingzihis pre-log factor, the
achievable spectral efficiency can further be maximized.thi® end, the modified OT-
MRS schemes discussed in Secfion 3.3.3 serves as an inpaxtansion of the proposed
OT-MRS as they ensure that no relays will be selected, whegrtbe direct channel SNR
exceeds the output threshold, for scenarios in which theceeto-destination channel is of
high fidelity with high probability.

3.6 Numerical results

In this section, our numerical results are presented tetitile and compare the important
performance metrics of the proposed OT-MRS and the miniraaleet OT-MRS schemes.
To be more specific, numerical results for the average kit eate (BER) of binary phase
shift keying (BPSK), the outage probability, the averagmbar of selected relays, and the
ergodic capacity are provided. Moreover, the performarideeoproposed MRS schemes
is compared with the competing SRS and MRS schemes.

In Fig. [3.3, the average BER of BPSK of the OT-MRS and the mimmselect OT-
MRS schemes is plotted for dual-hop networks having sixyselnd ten relays. The av-
erage BER lower bound of the OT-MRS is plotted by letting= 1 andn = 2 in (3:19).
Furthermore, the average BER curves corresponding to themmm-select OT-MRS is
plotted by using Monte Carlo simulations. In particularg tliverage BER of the direct
transmission (without relaying) is plotted for compariganposes. Fid. 315 clearly reveals
that both OT-MRS and minimum-select OT-MRS schemes perfaimost identically in
low SNR regime. This observation is not surprising as bolfestes need to select all the
relays at very low SNRs in order to exceed the output thresBBIR. On the contrary, in
high SNR regime, minimum-select OT-MRS outperforms theMHS, because the former
selects best relays out of an ordered relay set, while tter tlects a arbitrary set of relays

from a non-ordered relay set. As the average SNR incredse8HER curves experience a

52



Average Bit Error Rate

—— OT-MRS (Lower Bound) — Analytical A

- - - OT-MRS (Exact) - Simulation (Y
‘‘‘‘‘ Minimum-select OT-MRS - Simulation| v v
------ Direct transmission — Simulation '

10°°L 1 1 1 1 - L 1
-20 -15 -10 -5 0 5 10 15 20
Average SNR Per Branch (dB)

Figure 3.5: The average BER of BPSK against the averagemiiaB&NR per branch. The
output thresholdy, is set to 5dB.

sudden kink. This kink is resulted due to the fact that thedMdRS and the minimum-select
OT-MRS select only an arbitrary relay and the best relaypeaetively at very high SNRs.

Fig.[3.5 reveals that the OT-MRS achieves a substantiabpednce gain compared to the
direct transmission. For example, at an average BERof, MRS schemes achieve more
than20 dB SNR gain compared to the direct transmission. Moreowgranalytical average

BER curves are tighter to the exact counterpart in modeoatégh SNR regime, and they
are indeed asymptotically exact at very high SNRs.

In Fig. [3.6 the average number of selected relays by the peh®T-MRS scheme is
plotted against the average transmit SNR. The analytisgidounds are plotted by using
(3.21) whereas the exact curves are plotted by using Monti® Eanulation results. Fig.
[3.9 clearly shows that the OT-MRS selects all the availadlkeys in very low SNR regime,

nevertheless, the number of selected relays indeed desr@asthe SNR increases. As
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Figure 3.6: The average number of selected relays agaiesaviirage SNR. The output
thresholdy;;, = 10 dB.

expected, in the best case, the OT-MRS selects just one Agdayn, our analytical bounds
are tighter to the exact curves, and hence, they serve alrbarks for the practical system-
designing. Fig[_3]6 confirms that our proposed MRS schenmegst dlde number of selected
relays, and hence, the number of orthogonal time-slotsnexdjior a complete transmission
cycle according to the channel fading conditions. Intémght, the number of the selected
relays by the OT-MRS is directly related to the achievabkecsal efficiency as per (3.26).
Thus, the achievable spectral efficiency of the OT-MRS iases as the channel condition
improves, while satisfying the required output threshddRS Therefore, this observation
clearly reveals that the proposed OT-MRS indeed utilizesctimnnel resource adaptively
offering better trade-offs between the spectral efficiesnny reliability metrics.

In Fig.[3.7, the average number of selected relays by bot®@ThBIRS and the minimum-

select OT-MRS is again plotted, however, now as a functiadghehormalized output thresh-

54



11 ‘

— OT-MRS
10 | = = = Minimum-select-OT-MRS

Average Number of Selected Relays

-15 -10 -5 0 5 10 15
Normalized Output Threshold (dB)

Figure 3.7: The average number of selected relays agamstitbshold SNR. The normal-
ized threshold SNR is defined &g, /7.

old SNR. A dual-hop relay network with six and ten relays avasidered. Fig[_3]7 con-
firms that the minimum-select OT-MRS indeed selects a lowenlyer of relays than that
of the OT-MRS for a given normalized output threshold. Faragle, at an output thresh-
old of 0dB, the OT-MRS selects two relays as opposed to tlgesielay selected by the
minimum-select OT-MRS. Furthermore, at very low threst®iMRs, all the available relays
need to be selected, however, at very high SNRs, only ong wesald be able to provide
the required received SNR.

In Fig.[3.8, a comparison of average number of relays se@ldnteDT-MRS, minimum-
select OT-MRS, modified OT-MRS, and modified minimum-sel@ttMRS is presented.
Here, a relay network with six relays has been considereguréli3.8 clearly reveals that
the average number of relays selected by modified OT-MRSes@pproached zero at
very high SNRs, whereas, the corresponding number of rédagse for the conventional
OT-MRS schemes. Thus, the modified OT-MRS schemes furthaowes the spectral effi-
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Figure 3.8: A comparison of the average number of relaysctleby the four OT-MRS
schemes. The relay network consists of six relays, and ttmubthreshold SNR is set to
10dB.

ciency by selecting fewer relays in moderate-to-high SNftme as they effectively mini-
mizes the required number of orthogonal time-slots in theyreo-destination transmission
phase at least by one.

In Fig.[3.9, the average BER of BPSK for OT-MRS and the mininsetect OT-MRS
is compared with that of the best relay selection [73], G®€ed MRS which selects best
4 out of 6 relays[[84], and the APRJ12]. In particular, the AB&heme is included as a
benchmark for comparison purposes. The average BER of fixealit of L relay selection
is also plotted as a comparison between a fixed versus adapiay selection. In low-
to-moderate SNRs, both OT-MRS and minimum-select OT-MR$®pma identical to the
APR and hence outperform the competing counterparts. Asotag, the OT-MRS looses
diversity gain for the SNRs significantly higher than theegirold as it only uses the signals

from the direct path and one relayed-path at very high SNRsveder, the minimum-select
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Figure 3.9: The average BER comparison of OT-MRS and minirsalact OT-MRS with
the competing SRS and MRS schemes. The number of availdalesre, is set to6.

OT-MRS circumvents this drawback by selecting and comigisignals from both the best
relay and direct path. It is worth noticing that the minimgeiect OT-MRS achieves this
performance gain at the cost of additional feedback ovekhelaannel estimation, relay
ordering, and power requirements compared to the OT-MR&nseh The aforementioned
observations/insights obtained through Fig] 3.9 theesttearly reveal the SNR adaptivity
of our proposed MRS as they provide flexibility to adapt inifgd and enables better trade-
offs among the bandwidth, performance, and complexity opeoative relay networks.
Fig. [3.10 presents a comparison of the outage probabilitth@fproposed OT-MRS
against the competing SRS and MRS. The proposed OT-MRS réantpes all the other
relay selection schemes in entire SNR regime apart from #Re.Andeed, the OT-MRS and
the APR perform identically. This happens because OT-MR&cterelays sequentially
until the cumulative output SNR exceeds the preset thrdsh@l and an outage event

occurs only when the cumulative output SNR of altelays is less than,;,. Consequently,
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Figure 3.10: The comparison of the outage probability. Thmlper of available relays,

L, is set t010, and the output threshold is assumed to be the same as tie¢ &R,
i.e.,vtn = v = 6.98dB. The GSC-based MRS selects the best 5 out of 10 relays. The
normalized average SNR is definedhids= 7 /~,.

the minimum-select OT-MRS performs just as the same as thBIRS because they now

have the same outage event definition. Eig.13.10 shows thgirtposed OT-MRS schemes
clearly outperform the optimal SRS and GSC-based MRS ing&fnoutage probability as

well.

In Fig.[3:13, the average BER of the competing relay select@hemes is plotted as a
function of the normalized output threshold SNR. The aveBgR curves of the minimum-
select OT-MRS corresponding to three relay ordering famsti namely, (i) SNR ordering,
(i) harmonic-mean ordering, and (iii) worst channel ordgrare plotted for comparison
purposes as well. F[g.3111 reveals the dependence of tmagev8ER of the OT-MRS
schemes on the output threshold. Whenever, the outputhtiickss significantly higher

than the average SNR per branch, the OT-MRS selecisralays and performs identical to
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Figure 3.11: The average BER against normalized outpusltiiotd. The available number
of relaysL is set to 10. The GSC-based MRS scheme selects the best flys wrlt of ten
available relays. The normalized output threshold is defa®ey;, = v, /7.

the APR. On the contrary, for very low normalized threshdiRS, the average BER of the
minimum-select OT-MRS and the optimal SRS is identical glse the former selects only
the best available relay just as the latter. Eig. 3.11 tloeeefonfirms that the proposed OT-
MRS schemes utilize the wireless resources adaptively poave the system performance.
In Fig[3.12, the ergodic capacity is plotted for both OT-M&®I minimum-select OT-
MRS schemes. The capacity upper bound of OT-MRS is plotteasing [3.26), while the
exact capacity curves are plotted by using Monte Carlo sitiaris. The ergodic capacity
of both schemes are identical in very low SNRs, while at hi§RS, the minimum-select
OT-MRS outperforms the OT-MRS. This observation is not gsipg as at low SNRs,
both schemes select all the available relays, whereas, dgnaite-to-high SNR, the former
selects fewer number of relays than that of the latter. Maea@t very high SNRs, for both

schemes, just one relay would be able to exceed the outmghibld, and hence, the gap
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Figure 3.12: The Ergodic capacity against the average SNPamch. The available
number of relayd. is set to 10, and the output threshold is fixed/tp = 10 dB.

between the ergodic capacity curves remains fixed.

3.7 Conclusion

In this chapter, two OT-MRS schemes were developed for gatipe wireless relay net-
works. The proposed OT-MRS schemes can adapt to fading eheoinditions and conse-
guently select a subset of all available relays to satisfypiteset network quality-of-service
level. The basic performance metrics were quantified, aaceby, important insights into
practical system-implementation were obtained. Spedifighe CDF, PDF, and MGF of
the upper-bounded output SNR were first derived and then tasgdantify closed-form
lower bounds for the outage probability, average SER, aacterage number of selected
relays. The numerical and simulation results were predearid compared with the compet-
ing SRS and MRS including the optimal SRS and the GSC-base8.MRmerical results
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reveal that the OT-MRS schemes outperform these competirenges for low-to-moderate
SNRs. The proposed MRS schemes provide flexibility to adafading and hence enable
resolving trade-offs among the bandwidth, performance,camplexity for practically im-

plementing cooperative relay networks.
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Chapter 4

Antenna and Relay Selection
Strategies for One-way and Two-way
MIMO Relay Networks

In this chapter, joint antenna and relay selection strategie developed for multiple-input
multiple-output (MIMO) amplify-and-forward (AF) relay h&orks. Two subclasses of re-
lay networks, namely, (i) one-way relay networks (OWRNS) &) two-way relay net-
works (TWRNS) are treated. Specifically, a comprehensivéopaance analysis frame-
work is developed for the optimal transmit antenna seladflé\S) strategy for single-relay
MIMO OWRNSs. Thereby, the basic performance metrics of thiénogl joint antenna and
relay selection strategy are derived for multi-relay MIMGQVBNs. Moreover, the opti-
mal joint transmit/receive antenna and relay selecticategyy is proposed and analyzed for
multi-relay MIMO TWRNSs.

The basic performance metrics of the aforementioned tresgmn strategies are de-
rived in closed-form. To this end, the probability statistof the end-to-end signal-to-noise
ratio (SNR) are first derived and then used to quantify thegeiprobability and the av-
erage symbol error rate (SER). Direct insights into prattsystem-design is obtained by
guantifying the achievable diversity orders and array gj#finough the asymptotic analysis
at high SNRs. Interestingly, our outage probability resudiveal that the joint relay and
antenna selection strategies achieve significant diyeasitl array gains over those of their
single relay counterparts. In fact, the diversity ordersdividual relayed-branches accu-
mulate to yield the overall diversity of the multi-relay weirks. Moreover, the amount of
performance degradation due to practical transmissioraiimmgnts such as feedback de-
lays and spatially correlated fading is studied by deritimgasymptotic outage probability
and the average SER, and thereby, the reduction of divexsigr and array gain is quanti-
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fied. Impact of channel prediction to circumvent outdatedneciel-state information (CSlI)
for antenna selection due to feedback delay is also studiéthe derivations are validated

through Monte Carlo simulations.

4.1 Introduction

Cooperative relay networks are currently being investiddor emerging wireless system
standards such as Worldwide Interoperability for Microw#@\ccess (WiMAX), particular
in IEEE 802.16j and IEEE 802.16m releases, and 3GPP Long Eswtution-Advanced
(LTE-A) [22,123]. There are two specific subclasses of coaper relay networks. They
are generally referred to as (i) one-way relay networks (OW&R12] and (ii) two-way
relay networks (TWRNSs) [35]. To be more specific, the halpldu relay networks oper-
ating with unidirectional data flows are referred to as OWRINd require four orthogo-
nal channel-uses for two-way data transmission. On the didwed, the half-duplex relay
networks operating with bidirectional data flows are gelhekamown as TWRNs and con-
sume only two orthogonal channel-uses for two-way datestréssion. Thus, two-way
relaying is a promising spectral efficient transmissiontgrol for wireless networks with
half-duplex terminals [35, 37, 838,189,/190]. Specifically, RW's avoid the pre-log factor of
one-half in capacity expressions and thus are as twicergigetfficient as the conventional
OWRNSs [35/ 38]. However, TWRNs achieve this spectral efficiegain over OWRNSs at
the expense of more stringent synchronization and sigoakgsing complexity at the relay
terminals.

The performance of both OWRNSs and TWRNSs can be further ingmidoy integrating
MIMO transmission technology [20, 21,139,/40] 91, 92]. Hoem\the main drawback of
any MIMO system is the increased system complexity due taattditional cost for en-
abling multiple transmit and receive radio frequency (Rfingi [93]. Antenna selection
for single-hop MIMO systems has been widely studied to cireent these drawbacks [93].
In particular, antenna selection reduces the complexitiytha power requirements of the
MIMO transmitter much more than most other transmit ditgrschemes such as beam-
forming [94].

Moreover, relay selection strategies can be employed toawethe diversity and spec-
tral efficiency improvements of both OWRNs and TWRNSs| [73[98, Interestingly, for

multi-relay MIMO relay networks, both antennas and relags be selected jointly for fur-

!Passive antenna elements and additional digital signaépging are becoming increasingly cheaper; however,
RF elements are still expensive and do not follow Moore’s [@8].
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ther maximizing the achievable diversity and spectral iefficy gains. Thus, in this chapter,
joint antenna and relay selection strategies for cooperatiulti-relay MIMO OWRNSs and

TWRNSs are proposed and analyzed.

4.1.1 Priorrelated research on antenna selection for OWRNS

The optimal TAS strategy for dual-hop MIMO AF cooperativéage networks involves
maximizing the end-to-end SNR by selecting the best tranantenna at the source and
relay by an exhaustive searc¢h [96]. Although the optimal BA@tegy achieves the full
diversity order, its implementation complexity is rel&liy high due to the requirement
of CSI of all three channels (i.e§ — D, S —+ R, andR — D) at the source. As a
remedy, reference [97] proposes two suboptimal yet lowsderity TAS strategies. The
complexity reduction is achieved by maximizing the indiiédl channel SNRs rather than
the end-to-end SNR. The performance of these three TASgtesthas been evaluated by
using Monte Carlo simulations only, without analysis|[98].9

Other studies of TAS for MIMO AF relaying [17,98-105] all @#f from [96/97]. These
studies either employ TAS for only one 8for R, or they all ignore the — D direct path.
Thus, their TAS algorithms are completely different fronogh of optimal and suboptimal
TAS strategies of [96,97]. In[17], the outage probabilifyraulti-hop MIMO relaying with
TAS is derived semi-analytically. 1n_[98], the relay is limd to a single antenna, and the
source and the destination employ TAS and maximal ratio @aimdp (MRC), respectively.
The outage and average SER are derived[_In|[100], transoeflre (Tx/Rx) antenna pair
selection is proposed for dual-hop MIMO AF relay networkseré] the end-to-end trans-
mission takes place by selecting the best Tx/Rx antennaplagth theS — RandR — D
MIMO channels. Reference [101] extends [100] by deriving dsymptotic outage prob-
ability and average SER. In addition, [106] extends theyamlof [100] for Nakagamin
fading. In [99], the diversity order of a suboptimal TAS fodO relay networks is de-
rived. In [103+105], the performance of TAS for dual-hop Al networks is studied by
ignoring the direct path betweeghandD. Further, in[102], three TAS strategies, which are
optimal in terms of the outage probability, are developadMdVO decode-and-forward

(DF) relaying.

4.1.2 Priorrelated research on antenna selection for TWRNs

In the wide body of relay literature, there appear only fewdits, [107=109], dealing with
the issue of antenna selection for TWRNSs. [In [107], the uggmemds for the average
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symbol error probability of network-coded DF TWRNs havimgptsingle-antenna sources
and a dual-antenna relay are studied.[In [107], during tisé tfime-slot, two independent
symbols are transmitted simultaneously by both sourcdtetoelay. At the relay, these two
symbols are decoded separately, and in the second timebsatelay transmits a physical
layer network-coded symbol (the XOR of the two symbols) te tivo sources by using

Alamouti coding or antenna selection. Refererice [108]radaethe results of [107] by

using either max-min antenna selection or maximal ratinsingission in the second time-
slot. In particular, the transmission strategylin [108]iaeks a diversity gain in the order
of the number of antennas at the relay. Moreover| in[109,abmputationally efficient

relay antenna subset selection algorithms are investigatemaximizing the sum rate of
MIMO TWRNSs. Specifically, in[[109], two antenna selectiomastgies namely, the joint-

antenna selection and separate-antenna selection, diedstor reducing the computational
complexity of relay antenna subset selection.

In addition to the above studies, [89] 40, 91] investigatedasigning of optimal trans-
mit precoders and receiver filters for MIMO TWRNSs with the igaaility of perfect CSI.
Moreover, [92] studies the effects of channel estimatianreron the receivers of MIMO
AF TWRNSs.

4.1.3 Motivation and contribution

The best relay selection for dual-hop cooperative OWRNsTMRNS has been widely
studied[[78,78,85.90,95,110]. In best relay selectiomglea relay with maximum end-to-
end SNR is selected for relaying. This scheme achieves thaivarsity while maintaining
a higher throughput than the repetition-based relayind [dbwever, in [73,78, 8%, 90, 95,
[110] and many others, the selection of a relay is considdretino antenna selection is
considered.

Nevertheless, for multi-relay MIMO relay networks, botlages and antennas can be
jointly selected. In the wide body of relay literature, theppear only three references,
[©Q], [111], and[[112], dealing with the issue of joint selen for MIMO OWRNSs. In [90],
joint antenna and relay selection is studied for MIMO DF yelatworks. References [111]
and [112] investigate the joint antenna and relay seledibomaximize the channel ca-
pacity. Specifically,[[111] uses the transmit antenna siele@lgorithm from [113] with
instantaneous CSI, while [1112] extends [1111] for stawdticSI. Therefore, to the best of
our knowledge, joint relay and antenna selection strasdgieminimizing the outage prob-

ability and hence for maximizing the achievable diversiggng have not yet been studied
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for dual-hop MIMO AF OWRNSs. Note that the basic performancetmas of the optimal
TAS for even the single-relay MIMO OWRNSs have not yet beeroragal.

Moreover, reference$ [107, 108] investigate antenna tseteonly for DF TWRNS,
where individual symbols from the two sources are first dedoseparately and then a
network-coded symbol is broadcast back to these sourcemriicular, the system models
in both [107H and [108] employ multiple antennas at the relay only, and eairce is
equipped with a single antenna. Furthermore[ in [107, 1iB&]transmit antenna selection
is considered in the second time-slot (broadcast phasg) Dné precoder/decoder designs
proposed in[[39, 40, 91, 92] require employing multiple Tx/RF chains at each terminal
and hence increase both complexity and cost, which cleaolsens one of the main trade-
offs of deploying relay networks; i.e., the cost versus ganiance. Therefore, to the best of
our knowledge, both Tx/Rx antenna selection for singleyr&lIMO AF TWRNSs, and joint
relay and antenna selection for multi-relay MIMO AF TWRNwé&aot yet been studied.

This chapter fills the aforementioned gaps in MIMO relayréitere by proposing and
analyzing new joint antenna and relay selection strategiesthe corresponding perfor-
mance analysis frameworks for both MIMO AF OWRNs and MIMO AWRNSs. To be

more specific, the contribution of this chapter can be enatedras follows:

1. A comprehensive performance analysis framework is dgeel for the optimal TAS

strategy for dual-hop single-relay MIMO AF OWRNSs.

2. The optimal joint antenna and relay selection strategynimimizing the outage
probability and hence maximizing the achievable diversitger is proposed for
multi-relay MIMO AF OWRNSs.

3. A novel antenna selection strategy, which selects theTbgéRx antennas at the two
sources and relay, based on maximizing the end-to-end Sk avorst source and

hence minimizing the overall outage probability is develdfor MIMO AF TWRNS.

4. Two useful generalizations, namely (i) the multi-relay/RNs and (i) the multi-relay
TWRNSs, are also treated by proposing and analyzing the sjporeling joint relay

and Tx/Rx antenna selection strategies.

5. The basic performance metrics such as the outage pritpabid the average SER

are derived by employing the statistical characterizatibthe end-to-end SNR. The

2The system model in [107] is restricted to a dual-antenrayrigrminal.
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achievable diversity orders and array gains are derivealgiir an insightful high

SNR analysis.

6. The performance degradations incurred due to the pahttimsmission impairments
such as (i) feedback delays and (ii) spatially correlatélthfpare quantified in closed-
form. Specifically, the asymptotic performance degradattoquantified to obtain

valuable insights into practical system-design.

7. The impact of channel prediction to circumvent the adveféects of outdated CSI
is studied by presenting and analyzing a linear finite impusponse (FIR) channel
prediction strategy for MIMO TWRNS.

8. Insightful numerical results are provided to show thégrarance gains of the pro-

posed strategies, and our analysis is validated throughévi©arlo simulations.

The chapter is organized as followsSectior 4.2 outlines the system model and chan-
nel model pertinent to both OWRNs and TWRNs. Seclion 4.4gmssthe antenna and
relay selection strategies. Section4.6 provides thestitati characterization of the end-to-
end SNR. In Section 4.7, the basic performance metrics efhaat selection strategies are
investigated. Sectidn 4.0 provides numerical resultdevBectior 4.111 draws concluding
remarks. All the proofs are provided in Appendik C.

4.2 System and channel model

In this section, the system and the channel models pertioetiie OWRNs and TWRNs

are presented.

4.2.1 System and channel model for OWRNSs

We consider a dual-hop cooperative AF OWRN with MIMO-endtdeurce §), relay (R),
and destination0) havingNs, Nr and Np antennas, respectively (FIg. %.1). All terminals
operate in the half-duplex mode, and hence, the end-to-ataltthnsmission takes place
in two orthogonal time-slots [12]. The CSI and the feedbachnnels are assumed to be
perfect unless otherwise stﬁed‘he channel matrix from termind to terminalY’, where
X € {S,R}.Y € {R,D}, andX #Y,isdenoted b x y. The ¢, j)th element o x y
is denoted byhé’g;y. The channel gains are assumed to be independent and aigntic

distributed (i.i.d.) Nakagamir fading (with integerm). The channel vector from thgh

3In Sectiorf 4.9, the detrimental impact of feedback dethesto outdated CSl is studied.
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Multiple-Access Phase

Broadcast Phase

Figure 4.2: The optimal Tx/Rx antenna selection for MIMO TW&

transmit antenna aX to Y is denoted b)hgg)y. Moreover, the additive noise at the nodes

is modeled as complex zero mean white Gaussian noise.
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4.2.2 System and channel model for TWRNs

We consider a cooperative MIMO AF TWRN consisting of two s@unodes §; andSs),
and one relay nodeR) as depicted in Fig. 412. Specifically;, S and R are equipped with
N1, Ny and Ni antennas, respectively. All nodes are assumed to be hpkéduand all
channel amplitudes are assumed to be i.i.d. frequency-8gteR)h fading. The feedbacks
for antenna selection are assumed to be perfect unleswiﬂhestatela. The channel matrix
from S; to R is denoted by s, i for i € {1,2}. In particular, all the channel coefficients
are assumed to be fixed over two consecutive time-slotssintesrwise stated [35]. Thus,
the channels matrix fromk to S; for i € {1,2} can be denoted d¢7s, z)*. Moreover, the
(k, Dth eIemerH of Hg, r is denoted bng’i{R and is modeled alslgfva ~ CN(0,¢;). Here,

¢; fori € {1, 2} accounts for the pathloss effect and is modeled; as (ds, r) ~®, where
ds, r is the distance betwee§) and R, andw is the pathloss exponent 6f — R channel.
The additive noise at all the receivers is modeled as congsesa mean white Gaussian
noise. The direct channel betwesin and S is assumed to be unavailable due to heavy
pathloss and shadowing [35)37].

4.3 Signal model and end-to-end SNR

In this section the signal models for both OWRNs and TWRNsfiast presented, and

thereby, the respective end-to-end SNRs are derived.

4.3.1 Signal model and end-to-end SNR for OWRNSs

In the first time-slot,S broadcasts t&k and D by employing TAS, and? employs MRC
reception. Here, we consider an ideal channel-assistetifgrapd-forward (CA-AF) relay
with a gainG = #@W [17,52/114] for the sake of mathematical tractability of th
moment generating function (MGF) of the end-to-end SNR drtipular, the ideal CA-AF
relays invert the source-to-relay channel gain regarditiss fading state. The performance
metrics obtained by using ideal CA-AF relays serves as figHow-to-high SNR regime)
and asymptotically exact lower bounds (in high SNR regineethait of practical CA-AF
relays [17, 52, 114], in which the relay gain is given@y= m whereos?, is
the noise variance at the relay. Specifically, the perfocaanetrics derived by using ideal

CA-AF relays serve as useful benchmarks for practical CAréley network designing

“The performance degradation incurred due to feedback sianalytically studied in Sectibn 4.9.2
5Here,h§;{R is the channel coefficient from tfith transmit antenna d; to thekth receive antenna k.
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B2].

In the second time-slotR first amplifies the received signal and then broadcasts it to
D again by employing TAS. Thew combines the two signals received in the two time-
slots by applying the optimal receiver filter in the minimunean square error (MMSE)
sensel[96, 98]. Under this system model, the post-progessid-to-end SNR ab whenS

and R transmit from theth antenna and thieth antenna, respectively, is given by [96]

(@) (k)

ik i Vs,RTRr,D
’Ye(2e) = 7,(5”,)D + (i) k) (4.1)
sRTYRD

wherefyg,)D =9s,D thv)DH;' ’yg)R = s,R thfR‘ ‘; andfygf)D =R,D th)Der are the
equivalent instantaneous SNRs, and,, ysr, andygp are the average transmit SNRs of
theS — D, S — R, andR — D channels, respectively. Hereg)D, fyg)R andfygf)D are
independent Gamma distributed random variabté% ~ G (My, Bo), 7&)}% ~ G (My, B1)

and’v}é% ~ G (My, Bs), whereMy = moNp, My = m1Ng, My = maNp, fy = 22,

mo

B = Zfb—f and 8y = % Moreover,mg, m; andms are the integer severity of the
fading parameters of the Nakagami fading in fhe+ D, S — R andR — D channels,

respectively.

4.3.2 Signal model and end-to-end SNR for TWRNSs

In two-way relaying,S; and.S, exchange their information-bearing symﬁ)lxl andxs,
respectively, in two time-slots. In the first time-slot, bdt; and .S, transmitx; andxs
simultaneously by selecting thgh andith transmit antennas, respectively, Boover a
multiple access channel. Theétreceives the superimposed-sigihbl selecting thenth

receive antenna as follows:

yr = V/Ps W px1 + /P, h pxa + g, (4.2)

wherePg, for i € {1,2} is the transmit power af;, andnr, is the additive white Gaussian
noise (AWGN) atR having mean zero and variancé.

In the second time sloR first amplifiesy z with the following relay amplification factor

G= Pr . (4.3)

.12 2
I 7l
(7»51 w5l + s, ) —l—a%)

®The information-bearing symbols have unit symbol energies £{|x1|*} = 1 and&{|x2|*} = 1.
"This superimposed-signal is also known as the analog nkteaate in the two-way relay networks [38]91].
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and then broadcasts the amplified signal again by using:theransmit antenna t§; for
i € {1,2} over the broadcast channel. Hef®y is the transmit power ak. Then, S
and S, receive the signals by again using ttie andith receive antenr@srespectively, as

follows:
ys, = GhE Y +n1 and ys, = GhE Vi + no, (4.4)

wheren; ~ CN (0,07) for i € {1,2} is the AWGN atS;. By first substituting[(412) into
(4.4) and then by removing the self—interfer&@], the end-to-end SNR &f; can be

derived as
7' 7l
(PRVL?LRP> <P52’hg;,R‘2>
2 2
Glm) 1 %R
Vs, = ST and
Pr  Ps, mj |9 Ps, |, gl
— +— | g kP ——— +1
O‘l O‘R ’ O‘R
7‘ 7l
(PSJthl,R’z) (PR’hg;,RP
. O‘2 O‘2
1, 2 R
fygg m) - . (4.5)
PSI ’hS1 ,R‘ PR PS2 hm,l 2 1
—— {2t | lhs Rl +
R 2 R

In Sectiorf4.4.R2, the optimal selection of antenna indigeks &ndm) is described in detail.

4.4 Antenna selection strategies

In this section, the antenna selection strategies aremqesbéor both single-relay OWRNSs
and TWRNSs.

4.4.1 Optimal transmit antenna selection for OWRNSs

The end-to-end SNR«W“) for MIMO OWRNSs can be maximized by selecting the best

e2e

transmit antennas &t and R as follows [96]:

(I,K)= argmax (’ye(;ek )> , (4.6)
i€{l, ,Ng}, ke{l, Ng}

wherefy(;’ek) is given by [[4.1). Besided,andK are the optimal antenna indexesSeand R,

e

respectively. By substituting (4.1) into_(4.6), the optinlAS strategy can be decomposed

8In the second phase, one would alternatively select themateiple(;’, ', m’) at Sy, S2, andR, respectively,
which are not necessarily same(gsl, m). However, the overall achievable diversity order wouldhmgame
for both the cases.

°It is assumed tha$; knows its own information-bearing symhat and all the channel coefficients.
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as follows:

(@) (K)

K = argmax (’y}(%k’)D) and [ = argmax ’y&b—i—m . 4.7)

ke{l,- ,Ngr} ie{l,~,Ng} 755?1% + 7%%

The decomposition i (4].7) follows from the fact that the-¢mnd SNR for a given source
transmit antenna can indeed be maximized by maximizingelasto-destination channel
SNR, and consequently, the antenna selection at the releyeépendent of that of the
source.

In practice, the direct channel betweSnand D may be unavailable entirely due to
the transmission impairments such as heavy shadowing a@htbgs In this scenario, the
optimal TAS strategy selects the transmit antenngs atd R separately to maximize the
SNR of theS — R and R — D channels, respectively, without considering the— D
channel. In this context, the optimal TAS strategy which mmzes the end-to-end SNR

can be given by

1= _argmax (’yg%) and K = argmax (’y}é%). (4.8)
i€{1,,Ng} ke{l,--,Nr}

4.4.2 Optimal transmit/receive antenna selection for TWRIS

The overall performance of multi-source systems is gowkimethe performance of the
weakest source [26]. Thus, the TWRN is in outage whenevieerest; or .Ss is in outage.
This observation motivates our antenna selection critefido TWRNS; the joint maximiza-
tion of the end-to-end SNR of the weakest source. To this #redantenna indices &,
So and R are selected to maximize the end-to-end SNR of the worsteaund thereby to
minimize the overall system outage probatjﬁ;as follows:

{J,L,M} = argmax (min <yg’l’m), ng;l,m)))’ 4.9

J€{1,,N1},le{l, - ,No}

whereJ, L, andM are the optimal antenna indices%t S, andR, respective‘iz—_ll, selected

to minimize the overall outage probability of TWRNSs.

Dalternatively, the Tx/Rx selection strategy for TWRNs ca@ &een as the maximization of the mutual

information achievable at the worst source. Equivalerithg antenna selection becomgg, L, M} =
argmax (min (Ig;’l’m),l'g;l’m))), WhereIg;’l’m) = 1log (1 + fyéj;l’m)) andl'gz’l’m) =
G€{1, N1}, L€{1, - ,Ng}
me{l, ,Ng}

1log (1 + vé”;l’m)) are the the mutual information &t and.S», respectively.

1Since the channel matriceHs, ,r and Hs,, r, remain static over the two time-slotS;, S» and R can use
the Jth, Lth andMth antennas, respectively, for both transmission and tecep
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Figure 4.3: Joint antenna and relay selection for MIMO OWRN$RNS.
4.5 Joint antenna and relay selection strategies

In this section, the joint antenna and relay selectionegjias are proposed for multi-relay
OWRNSs and TWRNs. To this end, we consider the same systemIrmo&ection[4.2.
Nevertheless, we now assume that multiple relays are blaifar cooperation (see Fig.
[4.3). Thus,Q relays each havingVy, antennas are assumed to be available, andtthe
relay is denoted by, for ¢ € {1,--- ,@}. In this context, antennas and relays can indeed

be selected jointly to maximize the achievable diversitgt apectral efficiency gains.

4.5.1 Joint antenna and relay selection for OWRNSs

The optimal joint transmit antenna and relay selectiontegnafor the multi-relay MIMO
OWRNSs is given by

{[,LK,Q"} = argmax (’yé;’f’q)) , (4.10)

i€{1,~ Ng}, ke{l Npy}

qe{lv"' 7Q}
wherel, K, and@Q* are the best transmit antenna indexe$ a@nd R, and the best relay,
Moreover, the end-to-end SNR pertinent to tfik relay is denoted byy(;’f’q) and given

€.
e

@ (k)

(UWI)_ fy&Rq’YquD
Teze TG 0
Ys,ry, T VRy,D

(4.11)

12The direct channel between the source and the destinatimsisned to be unavailable due to heavy shadow-
ing and pathloss.
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wherey(sf)jlzq = %Jﬂgq||h(§;)ﬁq||2 andyg“q)’D = WRWDth?’DH? are the equivalent instanta-

neous SNRs havingsr, andyg, p as the average transmit SNRs of e+ R, andR, —

D channels, respectively. Moreove;é")Rq andyg?D are independent Gamma distributed
i @ (k)

random variablesyg ', ~ G (msr,Nr,: Bsr,) andvy ' ~ G (mr,pNp, Br,p), where

ﬁgRq = WS,Rq/mSRq andﬁRqD = ﬁRq,D/quD- Besidesngq andquD are the inte-

ger severity of the fading parameters of the Nakagami fatinge S — R andR — D

channels, respectively.

4.5.2 Joint antenna and relay selection for TWRNs

The key design criterion of the joint Tx/Rx and relay selectior TWRNS is the joint
selection of the best relayR(y-), and the best antenna indices, K, and Mg~ of S,
Sy and Rg-, respectively, to minimize the overall outage probabilily this context, the
joint relay and antenna selection criterion for maximizihg end-to-end SNR of the worst
source and thereby for minimizing the overall outage prditalis given by

{J.L,Q", Mo} = argmax (min (’yg’l’m‘l),’ygj’m‘l))) ,  (4.12)

ie{1,---,N1}, le{l,--- ,No}
qe{lv"' 7Q}7 mqe{lv"' 7NRq}

whereygl’l’m‘” andygi’l’m‘” are instantaneous SNRs#tand S, through thegth relay R,,.

Moreover,fygl’l’mq) andfy(si’l’mq) are defined in[(4]5).

4.6 Statistical characterization of the SNR

In this section, the statistical characterizations of thd-®-end SNR corresponding to
both OWRNs and TWRNSs are presented. To be more specific, thalative distribution
function (CDF) and the MGF of the end-to-end SNR are deriveddsed-form.

4.6.1 Statistical characterization of the SNR of OWRNSs

The statistical characterization of the exact end-to-eMR 8f the optimal TAS for OWRNs
is mathematically intractable, and hence, a lower boundeséhd-to-end SNR is employed.
Consequently, the CDF and the MGF of this SNR lower bound ereetl as follows:

The CDF of a lower bound of the end-to-end SNR can be derivéseagsAppendik C]1
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for the proof)

Fou(z) = |1- Z Ay a2t bexp (—2k) Ki_pp1 (x)\)}

Ye2e
a,b,p,q,l

[ Ns u(M2-1)

X Z Z_: Biz'exp <ZE>], (4.13a)

0

where A, By, k and X are defined as

— 2NR (1}) (NR_l) (M1+bl+q_1) (_1)a+p+1¢b,a,M1 Pq.p, Mo

p
1 el o (4.13b)
F(Mz)aH%l(p n 1)lfb+1 g BQM
NS) ¢v u, Mo a P+ 1
L= () e E -
a(p+1) _
A=2 , respectively. (4.13d)
B152

Ng a(M1 1 NR lp M2 1 M2+b+q 1

Further, Z Z Z Z Z Z and ¢y .1, is the coefficient of the

a,b,p,q,l a=1 b= N
-1 N N(L- 1 .
expansion of ) ° i' (ﬁ) Z bk NL( > and given by[[115, Eqn. (44)]
=0 u.: Yy
¢2
bk, N,L = Z NoLE B To,(N—1)(z-1)(2), (4.14)

i=k—L+1

G0 =dons =1 bprn =1/ k. dins = Nandl,q(b) =4 “S0=¢
0,0,L = Qo,N,L =1, Op1,1 = LN = [a,c](0) = 0. otherwise

The CDF of the end-to-end SNR for the optimal TAS strategy t¥Kd OWRNSs with-
for the proof)

out having the direct channel is next derived as (see AppéDd

Ng p(M2—1) Ng—1 a(M1—1) My+q+b—1

Fio (@) = 1= Z > Z Z Aga M T (ex), (4.158)
p=1 q=0 a=0
whereAs is given by
21+ Nsps () (Y57 (M) bt S

«42 = 2M7 +q+2b—c—1 cfq+tl

T(M)(a+1)36, By ?

(4.15b)

Besides, in[(4.15a) and(4.150b)= a+1 4 ande = 2 pgi;;).
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The MGF ofy%_ is defined as

Mo (s) =€, i {exp —sv)} = / sF. ”’e v) exp (—sv) dy. (4.16)

Ve2e

The MGF Of%ze can be derived by first substituting_(4.13a) infto (4.16) anpdising [1,
Egn. (6.621.3)] as follows:

NS u(MO 1)
= To+1)———
M) = 3 30 BRI
Ng m(Mo—1) .
_ oy Sy AVICDTRNT O - O
v 1
abpglu=0 v=0 BT (n+3)
s 9 (77+ ¢,C+ %5m+ %;ﬁiﬁ;ﬁ)
X CENES NS ) (4.17)
where Z is defined in[(4.13a). Besides, ¢, s, and A depend on the summation
a,b,p,q,l
variables and are defined as= My +b+q+v+ 1, (=1-b+ 1, =75+ pg;l and

a(p+1)
A=2 NV respectively.

The MGF of the end-to-end SNR for the optimal TAS strategy d¥Id OWRNs with-
out having the direct channel is next derived as

Npr p(M2 l NS la M1 1)M1+q+b 1

Mo (s P D DD IED DD I

p,q,a,b,c p=1

Pin+OL(n—0)s 2fl<n+<,<+ 50+ 5 Ziﬁ;i)
L(n+2)(s+6+e)nte
where A, is given by [4.15b). Moreover, the parametérs;, ¢, ande depend on the

X

: (4.18)

summation variables and are defined as a6—+11+%, n=M +b+q+1,{(=c—q+1

1 .
pg’; )| respectively.

ande = 2
The PDF ofy'5, can be readily derived by differentiating the CDF~,, with respect
to x by using [1, Eqn. (8.486.12)]. However, the probability signfunction (PDF) result

is omitted for the sake of brevity.

4.6.2 Statistical characterization of the SNR of TWRNs

In analyzing the performance of the proposed Tx/Rx selectimategy for TWRNS, the
statistical characterization of the instantaneous erehtb SNR of the weakest source is

essential. Thus, the end-to-end SNR of the weakest soudedimed as

7 = max (mln (’yg’l’m),’yg’l’m)» . (4.19)
GE{1, N1}, 1€{1, -, Na} ! 2
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The CDF of the random variablg is then derived as (see Appendix1C.4 for the proof)

_ p+1l g+1 ¢ Nv .
Fz(z) = {F<Z7 G G GGl R 1’N2>

g+1p+l p Ny >]NR
+ F 12 N., N , 4.20
( G2 G GG (4.20)

where the functior (z, a, b, ¢, d, u,v) is given by

N1—1 No— INN Ny— 1)(N2—1)(_1)p+q

F(z>a>bvc>d7uv Z Z b¢ Cq
162

" 1 —exp(—afBz) _pl O—SXI())(—((L—I—b)ﬂz)
[ a a—+c }
. %;)d( > ( > ) [exp(—(a +¢)Bz) (i:rixp(—(aJrC)(ﬁ(Z)))
- Rl o) )| o

In @20 = 0, 5= L 6(2) = 5o\ (52 4 35T + TR/ + TsTRe + o
Moreover, the function7 (z) in (4.21) can be given in two forms as follows:

1. By using Gauss-Laguerre quadrature (GLQ)[116, Eqn4(25)], 7 (=) can be eval-

uated as
acz(afBz +n)
wee —— = | + R, 4.22
thp( o) Ry, @22
wheren = ﬁ Here,z; andw; fort € {1,--- ,T,} are the abscissas and weights

of the GLQ, respectively, and they can be efficiently comguig using the classical
algorithm in [117] (see Append[x_d.4 for more details). Mwrer, T, is the number
of terms used for the GLQ, arl7, is the remainder term, which diminishesgs

approaches as small as 10[117].

2. Alternatively, by using Taylor series expansion, thecfion 7 (z) can be derived as

(acz(aBz +n))'exp (ap(2)) T(1 —i,a¢(z)) . (4.23)

<.
=]

The convergence of the infinite seriesif{z) is discussed in Appendix G.4.

4.7 Performance analysis of antenna selection

In this section, the basic performance metrics of the artemu relay selection strategies

for both OWRNs and TWRNSs are presented. To be more speci@oubtage probability,
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the average SER, and the corresponding high SNR approwinsadie derived, and thereby,
valuable insights and guidelines into practical systesigieéng are obtained by deriving

the achievable diversity order and the array gains.

4.7.1 Outage probability of optimal TAS for OWRNSs

The outage probabil of the optimal TAS strategy for MIMO OWRNSs is denoted by
P, and defined as the probability that the end-to-end SNR fallsvba preset threshold
Yin- Thus, P, is given by

(i,k)
< =P < 4.24
< %h) r <ie{1,~~,Nsrfa}c}é{Lm,NR} (7020 ) < %h> ,  (4.24)

wherefyé;f) is defined in[(41). An upper bound for the outage probabiityMIMO
OWRNSs having the direct channel can be now derived in cldsed-by evaluating the
CDF of the SNR lower bound in(4.113a) at the threshold SWR, Moreover, the exact
outage probability of the MIMO OWRNs without having the direehannel can be then
derived by evaluating the CDF of the exact SNRn (4l 15a) at

In order to obtain direct insights into the achievable ditgrorder and array gain,

Pout =Pr <70(£QK)

the asymptotic outage probability at high SNRs pertinerthoptimal TAS strategy for
MIMO OWRNSs with the direct channel is derived as follows ($ggpendix[C.3 for the

proof):

0, V%h _|_0(,7—(moNsNd+m1NsNR))’ m1Ng <maNp

NsN NgrN
o )0 %_hmOSD+m2RD
out 2\75

>moNsNd+m1NsNR

+o(y~(moNsNpF+m2NeNp)) 'y Ng>maNp  (4.258)

(Q L0 )(th)moNsND-i—mNNR
1 2N\ 5

u _|_0($moNSND+mNNR)7 mle:m2Nd:mN,

where2; and{2, are given by

Q (mo/ko)mONSND (ml/kl)mleNR (mlNSNR)! (mONSND)! (4 25b)
1 fr— b *
( (moNp)! (miNg))™ (mgNgNp +miNgNg)!

0, — (mo/k‘o)mONsND (m2/k2)m2NRND (m2NRND)! (moNsND)! (4 250)
( (moND)! (mgND)! )NS (moNsND + mgNRND)!

In (4.258) and[(4.25¢c);, k1, andk, are defined a&y = vs,p/7, k1 = 7s,r/7, andky =
Yr.p/7, respectively. By usind (4.2ba), the achievable diversityer of the optimal TAS

strategy for MIMO OWRNS can be quantified@g = moNsNp+Ngrmin (m1Ng,maNp).

13The information capacity outage probability can be defiretha probability that the instantaneous mutual
informationZ falls below the target rat&,,; Pr(%log (1 + V“*K)) < Rth) = F,,. (yn), Whereyy, =

e2e

22Reh 1,
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Similarly, the asymptotic outage probability at high SNRshe optimal TAS strategy
for MIMO OWRNSs without having the direct channel is derivesifallows (see Appendix

for the proof):

mi1NgN,
I (’Yth 1 R_|_ o (,7—(m1NsNR+1)) , m1Ng < maNp

oo
out — H2(:Yh

(I + 1II) <%h

5

|£ 21

+ o (37 (m2NrND)) | m1Ngs > maoNp (4.26)

)mQNRND
)mleNR

+o0 (ﬁ_(mNNR)) , mNg = maNp = mN,

wherell; andIl, are given by

k1)m1NsNr ko)m2NrRND
(ma/k1) " and M= (ma/k2) "
( (miNg)H)Ns ( (maNp)H)™#
Again, the achievable diversity order of the optimal TASNMIMO OWRNs without having

I, = (4.27)

the direct channel is quantified to b& = Ngmin (mNg, maNp).

4.7.2 Outage probability of optimal Tx/Rx antenna selectia for TWRNs

The outage probability performance of multi-source systésngoverned by the perfor-

mance of the weakest sour¢e[26]. Thus, the TWRN of inteeestdeed considered as a
multi-source system, and hence, it is in outage if eitheor S is in outage. This observa-

tion motivates the our outage probability definition of TW&RNIhe outage probability of

the optimal Tx/Rx antenna selection for MIMO TWRNSs is theref defined as the prob-
ability that the end-to-end SNR of the weakest source falew a preset thresholg, )

and is given by

JE{1,- N1}, jE{1,-

= g 3 (]7l7m) (jvlvm) <
P, =Pr |:Z max o (mln (751 S, )) %h] . (4.28)
mée{l,- ,Nr}

The outage probability of interest can be then derived bjuatiag the CDF ofZ given in
(4.20) at the preset thresholg,,, as

p+1 qg+1 g Ny )
Pou = F sy T~ 7_7_7N _17N
t { (“ GG e e
1 1 p N Nr
+ F(Vth7i7]i7£7_27N17N2_1>:| ) (429)
G G G G

where the functiorf (z,a, b, ¢, d, u,v) has already been defined in_-(4.21).

To obtain direct insights, the asymptotic outage probigtéi high SNRs of the optimal
Tx/Rx antenna selection for the MIMO TWRNs is derived as (Appendix[C.b for the
proof)

Gq
Pry=A <@> +o(579), (4.30a)
g



whereG, is the achievable diversity order and given by
Gd = NRIIliD (Nl,NQ). (430b)

Furthermore, the system-dependent param&tirgiven by

NiNgr
Cs+C
(Getee) " Ny <Ny
NaNp
_ Cs+C
A= (Geee) N> N2 (4.300)

Nr NNg
. Cs+Cr o
<C{V + Cév) ( CsCr > ) Nl —N2 —]\[7

whereC's andCp are the ratios of the source and relay average transmit St tieefer-

ence average transmit SNR)( respectively; i.e.C's = ¥s/7 andCr = Jr/7.

4.7.3 Average symbol error rate of optimal TAS for OWRNSs

The average SER of the optimal TAS strategy is derived byaaieg the conditional er-
ror probability (CEP) over the PDF of the end-to-end SNR. TP of the coherent bi-
nary phase shift keying (BPSK) and/-ary pulse amplitude modulation (PAM) can be
expressed a$.|y = aQ(,/¢7), wherea and ¢ are modulation-dependent constants
[32,62]. Thus, an upper bound for the average SER for MIMO OWRvith the direct
channel can be derived by first substitutifig (4113a) into SR integral [[62],P** =
%\/gfo‘x’ w_%e_%Fvééc () dz, and then solving the resulting integral by using [1, Eqn.
(6.621.3)] as follows:

NSuM2 1 v—1 Ng u(M2 1
g "2l /BAT Ala\/_ D
Peub 0
% % Vool 55 X Aavarh
(200 + Q)T (n =€) zfl(mc C+2,n+27¢+§)

X

RSN , (4.31)

where 4; and Za,b,p,q,l are defined in[(4.13a). Besides, 1, ¢, and\ depend on the
summation variables and are definedias  + & + 4 + %1, n=M+b+q+v+3,
(=l—b+1land\=2 “g’i;j), respectively.

The average SER of the optimal TAS strategy for MIMO OWRNswiit having the

direct channel is then derived as

Ng p(Ma—1) Ng—1 a(M1—1) My+q+b—1
P 2 A3(2¢)"T(p+ v)T'(p —v)
P = 5“\[2 DD IS o)

+d—e
2f1<u+v,V+ gt g;é—h)
x 2ot (4.32a)

(£ +0+ ety
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whereAs is given by

— — —q+1
2Ns (]\;R) (Nsa 1) (M1+qc+b 1) (_1)p+q+1pc 2 ¢q7p7M2 ¢b,a,M1
c—q+1 2Mq+2b+g—c—1 c+g+1 .

L(Mi)(a+1) 2 B ° By
In (4.32&),u, v, 4, ande depend on the summation variables and are defingd-as\/; +

Az = (4.32b)

b+q+1/2,v=1-q+1,6=%1+F ande =2 pg;;j)' respectively.

To obtain valuable insights into the achievable diversityeo and the array gain, the
asymptotic average SER at high SNRs for MIMO OWRNSs with tlealichannel is derived
as follows (see Append[x 3.3 for the proof):

Q022G 1T (Gy 4+ 1/2)

P>® = - + 0 (3794 . (4.33a)
VT (p7)Ca 67
In (4.334), the system dependent param@tes defined as
0, m1Ngs < maNp
Q= QQ, m1Ng > msNp (433b)

Q1 +Q2, miNs =maNg =mN,
where; and(), are defined in[(4.25b) and (4.25c), respectively. Moredherachievable

diversity order and the array gain are given by

Gy = mONsND—I—NRmin(mle,mQND), (4.330)
1
Q2617 (Gy4-1)\ e
G, = 2 . (4.33d)
( V()G

The high SNR asymptotic average SER of the optimal TAS forMh1O OWRNSs
without having the direct channel can also be obtained blacem 2 and G, of (4.338)
with

114, m1Ng < maNp
M=( II,, m1Ng > maoNp and G4= Ngrmin (m;Ng,moNp), (4.34)
II; + IIs, m1Ng = maNg = mN

wherell; andIl; are defined in(4.27).

4.7.4 Average symbol error rate of optimal antenna selectiofor TWRNs

The derivation of the exact average SER of the optimal Tx/Rgrna selection for MIMO
TWRNs appears mathematically intractable. However, ireotd obtain useful insights
into system-designing parameters such as the diversigr artl the array gain, the asymp-
totic average SER at high SNRs can indeed be derived as ®llow

Aa2C 1T (Gy +1/2)

P == mm o), (4.352)
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where the system dependent parameteis defined in[(4.30c). Besides, the achievable

diversity order and the array gain are given by

Gd = NRmin(Nl,Ng), (435b)
Aa2C T (Gy+3) c

G, = 2 . 4.35¢
( NGO (4.359)

4.8 Performance analysis of joint antenna and relay seledn

In this section, the performance of the proposed joint ardeand relay selection strategies
is investigated for both MIMO OWRNs and MIMO TWRNSs. To thisetthe overall outage
probability, high SNR outage approximation, and the acbéy diversity order are derived

in closed-form.

4.8.1 Outage probability of joint antenna and relay selecthn for OWRNSs

The overall outage probability of the optimal joint transamtenna and relay selection for
MIMO OWRNSs can be derived as

VR VD
Py = Pr B S 5 | =
ie{1, Ng} ke {1, Np N
well@) ¢ \SR T TReD
(i) (k)
v Y
= Pr %naxQ} max (M) <vn|. (4.36)
e{l,, i€{1l,-,Ng}
! k€{17 7N;q} ’YS’Rq + ’YR(PD

The second equality of (4.86) yields from the mutual indejesice ofyg’)Rq andyg“q)’D for
q € {1,---,Q}. Next, [436) can be further simplified by solving the inneaximization

problem as
1 . (K)
v Y
Pou=Pr | max | —mum | <y | (4.37)
qe{l,.Q} ’YS7Rq + ’YRq,D
wherey ), — @) andy %) — () ). The overall outage
VSR T e {{??}?{Ns} <VS,Rq) TReD = o {1171.1.?%%} (VRq,D> g

probability of the joint transmit antenna and relay setatfor MIMO OWRNSs can be then

derived in closed-form as follows:
Q |: pg—1a(Ng—1) g p(§q—1)

Pout = H

q=1

1 1
X exp <—%h<26—;q -I-—ﬁ}iD >> Kutv—i41 <2%h 751;(;;&)1)>1 , (4.38)
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where A, is given by
2007 g (40) () () O ) b, P

utv—Il+1 2Ag+2b+l—u—v—1 utv+Il+1 °

F(Ag)(a+1) 2 (Bsry) ’ (Br,p)

Here, in [4.38) and_(4.39), the system dependenty,, &,, andi, are defined as,, =
msr,Nr,s tg = Ns, &, = mg,pNp, andy, = Ng_, respectively.

Ay = (4.39)

To obtain direct insights into the achievable diversityesrdf the joint antenna and relay
selection for MIMO OWRNSs, the asymptotic outage probapéit high SNRs is derived as

follows:

Q Gd
P = [Hﬂq} (”—ff) +o(57%), (4.40)
q=1

where(), is given by
” NgN
(msry/ug)" 5T "5
((msryNr ) )N 7
(msy /ug)"SFa ™5 g
0 ((msryNr,))Ns
q — (mr,p/v )quDNDNRq
q a _
(mm o Vo) 5™ | msr,Ns =mgr,pNp
3 !
(quD/Uq)quD RqND

( (quDND)!)NRqND 7

msr,Ns <mgr,pNp

(4.41)

mSRqNS > quDND-

Moreover, in[[4.4D) the achievable diversity order is deddiyG, and is given by

Q
Ga =Y _ Ng,min (msr,Ns,mr,0Np) . (4.42)
q=1

4.8.2 Asymptotic SER of joint antenna and relay selection iIBrOWRNs

The derivation of the exact average SER of the optimal jonmém@na and relay selection
for OWRNSs is mathematically intractable. Neverthelesgitain valuable insights into the

average SER at high SNRs, the asymptotic average SER iederd/follows:

o <H(?:1 Qq) 2Gd_1F(Gd + %)
V()G
where(), is given by [4.411). The diversity order is given [n (4.42) ahe array gain can be

Q) r<ad+;>) | (a2

P> = +o(37%), (4.43)

derived as

a2Ga—1 @
¢~ |\ v (U



4.8.3 Outage probability of joint antenna and relay selecton for TWRNs

The overall outage probability of the joint TX/Rx antennal aalay selection for MIMO
TWRNSs is defined as

Pyt = Pr _ max (mln (’Yé]l’l’mq),’}’gl’mq)) < ’Yth)
ie{1,---,N1}, le{1,--- ,No}
q€{17 7Q} mq€{17 7NRq}
= Pr (min (’yg]L MQ*),’ygjL’MQ*)) < ’yth> . (4.45)

whereJ, L and M- are the optimal antenna and relay indices. The overall eypagba-

bility can be then derived in closed-form as follows:

Q
p+1 u+l u N )
Pou = F Ythy — 7—7—7N1_17N2
' H{{ <t CLq Coq  C2q Clg

q=1
., F( utlptl p Moo )]NRq (4.46)
Ythy —— C27q C17q C17q <2’q 1,4V2 — ) .
whereF (-, -, -, -,-) is given by [4.2]l) upon replacing, (2, Ng, a, 3, and¢(z) with the

Ys+VRq

corresponding parameters pertinent to multi-relay TWRNS @, (2,4, Ng,, g = =R
q

By = 5 andoy(z) = =5 - \/(73 +35VR, + Tk, /4)2% + AsTR,  + 555, respectively.
Again, the direct insights into the achievable diversitglaarof the joint Tx/Rx antenna

and relay selection for TWRNSs are obtained by deriving thergeotic outage probability
at high SNRs as follows:

Y1 Gag
P, = (H A ) <%h> Yo (a—@?:l(?dq)), (4.473)

where the achievable diversity ord@y, is given by

Q K
Ga=)_ Gq,=min(N;,Np) > Ng,. (4.47b)
q=1 q=1

In (4.474),A, is obtained again by replacing, ¢» andCy of (4.30¢) with¢; 4, (2, and
CRr, = Vr,/7, respectively.

4.8.4 Asymptotic SER of joint Tx/Rx antenna and relay seleabn for TWRNs

The derivation of the exact SER in closed-form for the joirfRX antenna and relay se-

lection for TWRNSs is again mathematically intractable. Hwer, in order to obtain further
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insights into the achievable diversity order and the ari@n,ghe asymptotic average SER
is derived as follows:
Q Gg—1 1
OéH:A 2%d F(Gd+—)
P> — (11 0) — 2L 4o (y7Ca) (4.48)
V()6

where A, is obtained by replacing;, ¢, and Cr of (4.30¢) with¢; 4, (2,4 andCgr, =
Yr,/7, respectively. The achievable diversity order is giverid@{h) and the array gain

can be derived as

Go-1 [ Q “da
G, = (j;(@)ai ( Aq> F(Gd n ;)) . (4.49)
q=1

4.9 Impact of practical transmission impairments

In this section, the detrimental impact of practical trarssion impairments on the per-
formance of antenna selection for both OWRNs and TWRNs @iestli Specifically, the
performance degradation incurred due to feedback delaysgatially-correlated fading is

guantified to obtain valuable insights into practical systiesigning.

4.9.1 Impact of feedback delay on optimal TAS for OWRNs

In practical systems, the feedback channel from the recevhe transmitter experiences
delays. We thus assume that the transmit antenn&saaid R are selected based on the
outdated CSI received via feedback channel§ e# R andR — D havingr, andr, time
delays, respectiv@. The first hop and the second hop channels are denotéH, by and
H,(t), respectively, and are modeled @as [118]119]

Hl(t) = lel(t - Tl) + Ed,l for e {1,2}, (4.50)

wherep; is the normalized correlation coefficients betwegn(t) and k)’ (t — 7). For
Clarke’s scattering modely, = Jy(27 f;7;), where f; is the Doppler fading bandwidth.
FurthermoreE,; is the error matrix, incurred due to feedback delay, havieamzero and
variance(1 — p?) Gaussian entries.

In the first time-slot,S selects thelth transmit antenna based on the outdated CSI
received by the locak — S feedback channel, which is assumed to experience a time
delayr;. Similarly, in the second time-slot, the reldyselects the<th transmit antenna

based on the,-delayed CSI.

The direct channel is assumed unavailable due to heavy wivegland pathloss.
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Outage probability of optimal TAS for OWRNSs under feedback delays:

Under this channel model, the exact CDF of the end-to-end 8&iRbe derived as (see
AppendiXxC.6 for the proof)

2b+v+l+1
o (e) = Z Z ﬁﬁ%p?’“ 1_p1)b kp2u(1_ )q Yo 2
a,bk,l pgyu,v
2(M. wtv—l
) QUM Myl —(@+O)yc (29@\/@) , (4519)

whereV, &, and® depend on the summation variables and are defined as

v 2(=1)* P NsNe("57) (Y7 () () (T
B (ML (Ma)D(Ms + u) (1)!

Ob,a,M, Py b vl (M1 + 0)I'(Ma + q)

((1+ 1)M1+b+k(p+ 1)M2+q+u ’ (451b)
a+1 p+1
= and © = . (4.51c)
Bi(1+a(l —p})) Ba(1+p(1 = p3))
Ng—la(Mi—1) b M;+k—1
In @51a), the two summations are defined 3 = > > Y > and
abkl a=0  b=0 k=0 =1

Z Ni:lpf\f:lzq:Mg—i-Eu-:H 1
e u‘Fhe outage pl’Ob&T)lh'[y o? the optimal TAS for MIMO OWRNSs umndiee outdated CSI
can be readily obtained by evaluating (451a)@atas P,y = F.,. (Vin)-

In order to obtain useful insights into the amount of perfante degradation incurred
due to feedback delays, the asymptotic outage probabiiitheooptimal TAS for MIMO
OWRNSs under the outdated CSI can be next derived as folloges AppendiX_CJ6 for the
proof):

mi1Ng
Jth

__mlNR) , miNr < moNp

Lo ™
o

\2||$ 21

Py ( o (y~m2Na) m1Ng > maoNp (4.52a)

mN
(@1 + @) (7%) +o0(3™), miNg=myNp=mN,

whered; and®- are given by

Ng—1a(M;—1) M1 Ng—1 a b
) — my ( a )(_1) ¢b,a,M1P(M1 + b)(l - pl) 4.52b
PP Z MR +a(l— g 02
Np— la M2 1 MQ(NR 1)( )aqbbaMF(MQ“‘b)( _p2)b
Py = : . (452
’ Z;) Z_: Moky?T2(My)(1 + a(1 — p3))Mz+b (4.52¢)
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Moreover, in[[452b) and (4.5R¢), = Jo(2n f;;) for j € {1,2}, wheref; is the Doppler
fading frequency and; is the time delay foS — R andR — D channels, respectively.

The achievable diversity order can be then derived by u#iiiPh) as
m1Ng, miNr <maNp

Ga= moNp, miNr > maNp or G4 = min (mlNR,mgND) . (453)
mN, miNg = moNp = mN

Average SER of optimal TAS for OWRNSs under feedback delays:

The average SER of the optimal TAS for MIMO OWRNSs under owtdaE S| can be then
derived as follows:
_ (8% v— _1 — u —Uu v
Po= 5oy D D 27 T AE et (1-p]) T 3t (1= p3) 1wt
a,b,k,l p,q,u,v
M —l+1 1 1. 5+0—¢
QM () D(u—v) o (v, v+ g i+ i)

T+t
2 : 4.54
D(u+3) (5 +0+e)t (@59

X

wherey, v, §, ande depend on the summation variables and are defined=as\/s + u +
l+3,v=v—1+1,6=®+6,ande = 29O, respectively.

The degradation of the achievable diversity order and thayagain of the optimal
TAS for OWRNSs incurred due to the feedback delays is next fifiech by deriving the
asymptotic average SER at high SNRs as follows:
a®204~10(Gy + 3)

VT (p7)Ce

where the system dependent paramétés given by

P> = + o0 (57%), (4.55a)

P, m1Ng < maNp
P = (I)Q, ’I’)’LlNR > m2ND (4.55b)
@1 + P2, myNg =maoNp.
Moreover,®; and ®, are defined in[(4.52b) and_(4.32c), respectively. In paaicihe
achievable diversity order is given [y, = min (m;Ng, m2Np) and the array gain is
derived as
1
a®2Ga—! 1\\ %«
o= |——=T - . 4.55
.~ (G (¢+3)) (#5%9
The amount of performance degradation of the optimal TASM&MIO OWRNS in-

curred due to feedback delay can be now quantified by emgdyi@ our high SNR anal-
ysis given in Sectiof 417 and Section 4]19.1. The diversitdeoreduction resulted due to
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feedback delay effect over the perfect CSI case is quantfed
G&ed“mion = Npmin (myNg,moNp) — min (m1Ng, maNp) . (4.56)

The array gain is degraded by a factor@f ™/ GImPerect \whereGRe ™ and GIMPe ™ ! are

defined in[(4.33c) and (4.56c¢), respectively.
4.9.2 Impact of feedback delay on optimal antenna selectidior TWRNs

In practical MIMO TWRNSs, the performance of antennas seeactould be severely af-
fected from the outdated CSI due to feedback delays. In titisection, the feedback delay
effect on the performance of the optimal Tx/Rx antenna sele¢or TWRNSs is studied.

In this context, the feedback channel from the receiver eéathnsmitter is assumed to
experience delays. We thus assume that Tx/Rx antenrtis 8t and R are selected based
on the outdated CSI received via the feedback channdds ef R, andS; — R havingr;

andr, time delays, respectively. These two channels can be mbdsl|EL18]
HSi,R(t) = piHSi7R(t - Ti) + Eia for i€ {17 2}7 (457)

wherep; is the normalized correlation coefficients betwéé . (t) andh{’ . (t — ;). For
Clarke’s scattering modeh; = Jo (27 f;7;), where f; is the Doppler fading bandwi
Besides,E; is the error matrix incurred by the feedback delay, and isrigamean zero
and variancé1 — p?) Gaussian entries. For the sake of mathematical tractahilét con-
sider single-antenna relays only. Nevertheless, Sptand.S, are equipped with multiple-

antennas.

Outage probability of optimal Tx/Rx antenna selection for TWRNs under feedback
delays:

Under the aforementioned channel and system model, thalbweitage probability of
Tx/Rx antenna selection for MIMO TWRNSs based on minimizihg bverall outage prob-

ability is derived as (see Appendix C.7 for the proof)

p+1 qg+1 1
~ y T4 ) ~ >N1
Cp  C2q (q+ 1)<1,p

1 1 1
q:|_ ’ p:|_ ) S NZ) ) (458&)
G Cp (P+1) 2

BHere, Jo(z) is the Bessel function of the first kind of order zelrb [1, Ed402)].

Pout = FZ(%h) = G (%ha

+ G (f}/tha

88



where the functioriz

(
Ni—1No—1

G (z,a,b,¢,d) = I; S NN (Nlp ><N2q_ 1>(_1)p+q

q

y [ 1 <1exp?aﬁz)1exp((a+b)5z)>

bgl,pf&q a+b
<D (— —exp (— —(agp(z)Hapf+ba)z)
. ( (- (0:0)52) (-oxp (-a+ho)) _ o oorert j(z)ﬂ
d—1 d
+ I}Z::O(—l)p<p+1>exp(—aﬁz). (4.58b)

In @58B),a, ¢, ¢(z), andJ () are defined as il (421). Moreove,, and(, , are given
by (ip = ¢ (1+p(1 —p?)) andla,y = G (1 + g(1 — p3)), respectively.

Further insights into the detrimental effect of feedbaclage on the performance of
Tx/Rx antenna selection can be obtained by deriving the pgytin outage probability at
high SNRs as follows (see Appendix C.7 for the proof):

1 +o(77"), pr=1 and 0<py <1
Pry = ) +o(77), pp=1 and 0<p; <1 (4.59a)
®1+®2 (Th> ‘1, 0<p1<1l and 0<py <1,

where®; and©- are given by

Cs + Cr\ 22t (—1)7N, (V27

_ .59b

©1 < CsCr > =0 Cz,q ’ (4.580)
B CS+CR N1—1( )pN (N1 1)

0, = (705 o ) Z::o 5 . (4.59c)

Eqgn. [4.59R) clearly reveals that the achievable diveositigr of the optimal Tx/Rx antenna
selection for TWRNSs is unity. Thus, the outdated CSl inadiictee to feedback delay effect
has a severely detrimental effect on the outage probabiligffect, the achievable diversity

order diminishes fronmin (N7, N3) to one.

Average SER of optimal Tx/Rx antenna selection for TWRNSs unédr feedback delays:

The derivation of the exact average SER of the optimal TXx(RXTWRNs is mathematically
intractable, and hence, only the asymptotic average SERriged. Specifically, useful

insights into the amount of degradation of the achievahlerdity order and the array gain
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incurred due to the feedback delays can be obtained by dgrthie asymptotic average
SER at high SNRs as follows:

a©2947IT (Gy + §)

P> = . + o0 (37 %), (4.60a)
Vet o)
where the system dependent paramétés given by
@1, p1:1 and 0§p2<1
0= @2, p2 =1 and 0 < p <1 (460b)

O1+060,, 0<pi<l and 0<py <1

In (4.60B),0, and©, are defined in(4.59b) and (4.59c), respectively. Besidesathiev-

able diversity order and the array gain are derived as

Gd—l _GL
Gi—1 and G, — (%r(@ + %)) “ (4.60¢)

The amount of diversity degradation for optimal Tx/Rx amizrselection for TWRNs
can be quantified by using(4.30b) ahd (4160c) as folla@§9 " = Npmin (Ng, Np) —
1. Similarly, the array gain degradation factor is quantifiede G2/ GI"Pe™et \yhere
GPEt and GIMPe™e are given in[(@:35b) and{4.60c), respectively.

4.9.3 Channel prediction for circumventing feedback delayeffect of Tx/Rx
antenna selection for TWRNs

Linear channel prediction can be employed to circumventlatetd CSI due to feedback
delays in time varying channels [120,121]. Thus, in thisssation, such a linear channel
prediction strategy is used to minify the adverse effecte@iback delay for Tx/Rx antenna
selection in MIMO TWRNSs.

For each block-lengthi{, symbols of each with symbol duratidfi), the §,{)th entry of

the estimated channel matriXs, (t) for i € {1,2} is given by
g p(t) = B p(t) + €5 (1), for i€ {1,2}, (4.61)

whereh'gff, r(t) is the &, )th entry of the actual channel matriXg, r(t) and e’gj’ r(t) ~
CN(O,o—gﬂ-) is the Gaussian channel estimation error. Here, the chastiehation error
variance can be explicitly defined a3, = o7/E,, wheres} and E,, are the noise power
at each receive antenna and the power of the pilot symboletter,h’ . () andey’ . (t)

are statistically independent.
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By employing classical theory of linear FIR channel pradicf120/121], thel.-block

ahead predicted channel entry is derivadias
g p(t+ LLyT,) = whiy B, for i€ {1,2}, (4.62)

whereR! , = (W5 (6), WL (6 — LyTy), - WL (¢ — (L — 1) LyT3)]T is the vector of
estimated fading amplitudes corresponding to the predidéngthl. Further,wfmi is the
optimal weighting vector corresponding to Wiener-Hopf a&tipn [120, 1211] and is derived
aswopt = Rl-_lrl-, where the(m, n)th entry of L x L matrix R; is given by[R;},,, =
Jo(27 film — n|LyT,) + 02 ;6(m — n), andith entry of L x 1 vectorr; is given by[r;]; =
Jo(2n fi|L + 1 — 1|LyT5). This optimal weighting vector is derived to minimize theane
square error (MSE) asin (02) = o7 —rlIR'r,, wheres? is the predictor error variance
[120/121].

Next, it can readily be seen that the normalized correlatmafficient between the true
and the predicted fading amplitude is givengy= rf{Ri_lr,-. Consequently, the:(1)th

entry of theL-block ahead true channel matiXs, r can be written as

W' p=pi W g+ /1= 2l for e {1,2}, (4.63)

wheren’;’f r Is the Gaussian residue error with zero mean and unit vagiattds worth
noticing that[(4.517) is indeed the special case of the upifdan of (4.63). Thus, the exact
overall outage probability and its high SNR approximatidéfx'Rx antenna selection with

channel prediction for MIMO TWRNSs can be derived by simplglegingp; in (4.584&) and
(A593), respectively, by; = /TR 'r;.

4.9.4 Impact of spatially-correlated fading on Tx/Rx antema selection for
TWRNSs

In this subsection, the impact of spatially-correlatedifgdamong multiple antenna ele-
ments on the performance of the optimal Tx/Rx antenna seteéor MIMO TWRNS is

studied. To this end, the exact amount of asymptotic peidioce degradation due to cor-
related fading is quantified in closed-form. The system rhoflmterest is same as that of

Sectior{4.9.2, and the corresponding channel model ismestas follows:

180n the contrary to our assumption in Secfion 4.2, here, a prawtical signaling scheme, where each trans-
mission phase is assumed to lasblocks, is employed. Interestingly, the feedback timexde} defined in
(#517) can now be defined as= LL,Ts.
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Correlated fading channel model

The channel vector from); to R is assumed to be spatially-correlated flat Rayleigh fading
and is given byLI'i%hsi,R fori € {1,2}, whereW, is the N; x N; covariance matrix af;
andhg, r is aN; x 1 vector with independent Rayleigh fading entries. They)th element

of W, fori € {1,2} is given by [122, Eqgn. (8.1.5)]

q ) Pippigs PFq
@gq_{

(4.64)
1, P=q,

where 0 < (pip, pi,g) < 1.
Hence,¥; can be parameterized by anx V; vectorp; with the pth elementp; ,,.

Asymptotic outage probability at high SNRs under spatiallycorrelated fading:

The asymptotic overall outage probability at high SNRs fafRx antenna selection for
MIMO TWRNSs over correlated Rayleigh fading is derived by déoymg similar techniques
to those in Appendik CI5 as follows:

G orr
oo /yth “e __(Gd Co'rr)
ot = Corr 7 +ol(% . , (4.65a)
where the achievable diversity order is given by
Gd,Corr = min (Nl, Ng) . (465b)
Moreover, the system dependent coefficiéht,,.., is given by
Ny
w1 (g%:ggﬁ) , N1 < Ng
N:
Qcorr = w2 (g%:ggﬁ) ’ ) Ny > Ny (465C)
N
(w1 /¢ +wa/CY) (%S*C?) N =Ny =N,
wherew; andw, are given by
i Ny 1T M -1
wi = < 14y A H [1— pl,n]> and (4.65d)
1- Pin
n=1 "l n=1
r Na Na -1
wo < 1+ Pan H [1— pg,n]> . (4.65€)
1- P2.n
L n=1 "l n=1

Asymptotic average SER at high SNRs under spatially correleed fading:

The asymptotic average SER at high SNRs of the optimal TxfRerma selection for the

TWRNs operating over spatially correlated fading is detias follows:

-1 1
a2Cd.Corr QCOT’T’P(Gd,COTT + §)

V(@) Cacor

92

PX = +o (37 Cacor) (4.663)



In (4.664) Q¢ is defined in[(4.69c). Moreover, the achievable diversityeoiis given in
(4.65D) and the array gain is derived as

1
aQCOTT2Gd’COTT_1 1 - Gd,Cor'r
Ga,Corr - < ﬁ(gp)Gd,Corr T <Gd,Corr + 5)) . (466b)

Amount of performance degradation due to correlated fading

The amount of performance degradation due to correlateddad next quantified ana-
lytically. It is worth noticing that the achievable divessrder [4.65b) of Tx/Rx antenna
selection for MIMO TWRNSs remains the same even over the @igeé Rayleigh fading.
However, the array gain is severely affected. In this cantbe asymptotic average transmit
SNR gap at high SNRgjg5,), which is defined as the ratio of the average transmit SNRs of

uncorrelated and correlated cases at a fixed outage pritypdbila given threshold SNR,

is derived as
(wl)_l/Gd ’ Ny < No
oo =4 (w2) e, Ny > N, (4.67)
(N + )/ (Pwa+ )]V, Mi=N=N.

It is worth noticing thatyg;, can now be used to design the required fade-margins to coun-
termeasure the SNR loss due to spatially-correlated famingactical MIMO TWRNs

set-ups.

4.10 Numerical results

In this section, our numerical results are presented fdr @WRNs and TWRNSs. Specif-
ically, the outage probability and the average bit erroe IBER) of BPSK pertinent to

optimal TAS and optimal joint antenna and relay selectioatsgies are plotted by employ-
ing both Monte Carlo simulation results and our analytieslults. To capture the effect of
the network geometry, the average SNR of itiehop is modeled byj; = g (llﬁ)w for

i € {1,2}, where?, is the average transmit SNR of direct channel ang the pathloss

exponent. The distances between the termifals D, S — R, andR — D are denoted

by dy, d1 andd,, respectively.

Outage probability of the optimal TAS for OWRNSs:

In Fig.[4.4, the exact outage probability of the optimal TABthe MIMO OWRNSs obtained
via Monte Carlo simulations is compared with the analytimadlage upper bound (4.13a)

for several antenna configurations. The outage probatfitthe single-antenna OWRN
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Figure 4.4: The outage probability of optimal TAS for OWRNShe direct channel is

assumed available. The hop distancesdare- %, dy = % and the pathloss exponent is
assumed to bey = 2.5.

is also plotted for comparison purposes. For example, atutmge of10~*, the triple-
antenna OWRN with optimal TAS achieves almost 12 dB SNR gaén the single-antenna
counterpart. Our outage upper bound is considerably tmlii¢ exact outage and just a
fraction of a dB off of the exact. The asymptotic outage csraee plotted to obtain direct
insights about the diversity order and array gain. Thusptltage bound provides accurate
insights into the important system parameters such asvResity order and can be used as
a benchmark for designing practical MIMO TAS for OWRNSs.

Average BER of the optimal TAS for OWRNSs:

In Fig.[4.5, the closed-form upper bound for the average BEBRRSK of the optimal TAS
for MIMO OWRNSs is compared for several antenna set-ups astliece, relay and desti-

nation. Fig[4.b also shows the tightness of our BER boundifterent fading parameters
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Figure 4.5: The average BER of BPSK of optimal TAS for OWRN.eTui-
rect channel is assumed available. The hop distances dare= %,dg =
2o and the path-loss exponentds= 2.5.

(i.e.,mg, m1 andms). Similar to the outage bound, the BER bound is always ex#&birw

1dB and predicts the diversity order accurately. The asgtitpBER curves are plotted
to obtain valuable system-design insights such as diyeositer and array gain. Fig. 4.5
clearly reveals that the optimal TAS for MIMO OWRNSs achiegamificant gains in terms
of the average BER. For instance, at an average BER)of, the dual-antenna OWRN

achieves more than 10 dB SNR gain over the single-antennaerpart.

Impact of feedback delays on outage probability of optimal AS for OWRNSs:

In Fig. [4.8, the detrimental impact of outdated CSI incurded to feedback delays on
the outage probability of the optimal TAS for MIMO OWRNSs isosim. The exact outage
curves are plotted by using (4.%1a), whereas the asympiatage curves is plotted by
using [4.52h). The TAS & and R is performed based on the outdated CSI received via
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Figure 4.6: The impact of feedback delay on the outage pedoce of optimal TAS for
OWRNSs. The direct path is assumed unavailable. The hopndistaarel; = dy = ly/2
and the pathloss exponent is assumed tasbe 2.5.

the local feedback® — S andD — R having time delays; andrs, respectively. Several
outage curves are obtained by changjingand p2, wherep; is related tor; by following
Clarke’s scattering model; = Jo(2n fi;) for I € {1,2}, wheref; is the Doppler fading
frequency. The two extreme casegs,= 1 andp; = 0, correspond to the perfect and fully
outdated CSI cases. The outage probability is severelyadedrdue to the presence of
feedback delays. For example, at an outage probabilityof the fully outdated CSI case
results in 10 dB SNR loss over the perfect CSl case. The agjimpiutage curves in Fig.
[4.9 reveal that the feedback delays has a significant dettaheffect on the achievable

diversity order as well.

96



~ ~ ™SS v T
~

N \ Analytical
\ Ng=N_=N_=2 ulati
m =2, m2=1 O Simulation
= = = Asymptotic Analysis| |

-1
107 .

10" E

Q
I
T 00k
<]
i
o
>
S 107'E
5 F
>
<
10°F
; p,=P,=p,=0.75
p0=p1=p2=0.85
10°F
F pO:plszZO.QS

Perfect CSI (plzpzzl)

10” L L L L
-10 -5 0 10 15 20

5
Average SNR of First Hop (dB)

Figure 4.7: The impact of outdated CSI on the average BER @foiitimal TAS for
OWRNSs. Direct channel is assumed unavailable. The hoprdistaarel; = dy = dy/2
and the pathloss exponent is assumed tasbe 2.5.

Impact of feedback delays on average SER of optimal TAS for OWNSs:

Similarly, in Fig.[4.7, the feedback delay effect on the BP8krage BER of the optimal
TAS for OWRNSs is depicted. To this end, the exact BER curvebktha asymptotic BER
curves are plotted by using (4]154) and (4]55a), respegtival particular, Fig.[4.]7 shows

that just as in outage probability case, feedback delay i iAs a severe detrimental effect
on the average BER. The asymptotic BER curves are plottedizidthe reduction of the
diversity order and array gain due to feedback delay. Fomgka, the achievable diversity
order of the system reduces €& = min (m; Ny, moNp) from the full diversity order;

G4 = Ngmin (m1Ng,maNp). Further, the array gain is severely affected whenever a
slight time delay in the feedback channel is incurred as.Wéills, the presence of feedback

delays in OWRNSs with TAS results in significant detrimenti#éets on the average BER.
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Figure 4.8: The outage probability of optimal Tx/Rx antersetection for TWRNSs. The
target rate of the whole system/is;, = 2 bits/Hz/s. Since the two source nodes are identical,
their individual target rates are considered’—?gs. The hop distances atg, r = dg, r and

the pathloss exponent is assumed tade: 3.5.

Outage probability of the optimal Tx/Rx for TWRNSs:

Fig.[4.8 shows the overall outage probability of the optifi@lRx antenna selection strat-

egy for the single-relay MIMO TWRNs. The analytical outageves are plotted for several

antenna set-ups by usirg (4.29) ahd (4130a). In particthlarputage curve corresponding
to the single-antenna TWRN is plotted as a benchmark. [E@.ckarly reveals that the
optimal Tx/Rx antenna selection for multi-antenna TWRNavjte significant gains over
the single-antenna TWRNSs. For example,1at? outage probability, the triple-antenna
TWRNSs provides a 20.34dB SNR gain over the single-antennd&RWNWTI'he asymptotic

outage curves, which are exact at high SNRs, clearly reteatliversity order of the sys-
tem and provide insights into practical two-way relay syst#esigning. The exact match
between Monte Carlo simulations and analytical curvediesrthe accuracy of our deriva-

tions.
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Figure 4.9: The feedback delay effect on the outage prdababfl Tx/Rx antenna selection
for TWRNSs. The hop distances adg, r = ds, g and the pathloss exponent is assumed to
bew = 3.5.

Impact of feedback delay on outage probability of optimal TXRx for TWRNSs:

Fig. [4.9 shows the impact of feedback delays on the outageapiiity of the optimal
Tx/Rx antenna selection by considering the MIMO TWRN with = 3, N = 1 and

N> = 3. The outage probability is plotted for several feedbackylstenarios by changing
p1 andps. The outage curve with; = po = 1 corresponds to the perfect CSI case (i.e.,
antenna selection with perfect CSl), whereas the curve With p1, po < 1 corresponds

to the imperfect CSI case. Ag andp, decrease from 1 to O (i.e., as the feedback delay
increases), the performance of Tx/Rx antenna selectioradeg significantly. In particular,
Fig.[4.9 shows that even a slight feedback delay in eitherrbsplts in severe degradation
of the diversity order. This result is clearly revealed by thurves corresponding tpy(= 1,

p2 = 0.95) and (p; = 0.82, po = 1), respectively, where one hop has no feedback delays,
and the other hop has a slight feedback delay. Specificallyagymptotic analysis clearly
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Figure 4.10: The impact of channel prediction to circumvidiet outdated CSI for Tx/Rx
antenna selection. The FIR channel predictor length fon éadividual hop is denoted by
L. The hop distances ark, rp = ds,r and the path-loss exponentas= 3.5.

reveals that the Tx/Rx antenna selection based on the p&&i@chieves the full diversity
available in the MIMO two-way relay channel; = min (N7, N2). However, when the
antennas are selected based on the outdated CSI, thisityivgas decreases to unity.
Specifically, atl0—2 outage probability, a 15.76 dB performance loss is incuwben the
antenna selection is based on CSI relate@tc= 1 andpy = 0.5 over the perfect CSI
case. The exact match between the Monte Carlo simulatiorigoand the analytical results

verifies the accuracy of our analysis.

Effect of channel prediction to circumvent outdated CSI:

In Fig. [4.10, the effect of linear channel prediction to aitovent the detrimental impact
of outdated CSI due to feedback delay is studied for the MIM@RIN with (N, = 3,

Ngr = 1, Ny = 3) antenna configuration. A set of outage curves are plottedabying
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Figure 4.11: The impact of correlated fading on the outagédaiility of Tx/Rx antenna
selection for TWRNSs. The hop distances dkg r = ds, r and the pathloss exponent is
w = 3.5.

the FIR channel predictor length. Fig.[4.10 clearly reveal that a significant performance
improvement can be obtained by increasing the predictayttenFor example, at0—3
outage probability, a FIR predictor with 20 taps providemn@dt 21 dB SNR gain over a
single-tap predictor. It is also worth noticing that theetdsity order loss can not be fully
recovered by the FIR linear prediction. However, a signifi¢eaction of outage probability
loss resulted from the outdated CSI can be recovered by ganggpl FIR prediction. For
instance, at0~> outage probability, a 25 tap FIR predictor only looses 1.3ZdBpared to
the perfect CSI case. Intuitively, it can be concluded timahénite impulse response (lIR)

predictor would fully recover the diversity order loss riésd from feedback delay effect.
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Impact of correlated fading on outage probability of antenra selection for TWRNS:

Fig.[4.11 shows the impact of correlated fading on the oletahge probability of Tx/Rx
antenna selection for the MIMO TWRN with\g = 4, Ng = 1, Ny = 4) antenna set-up.
Four specific spatial correlation effects are consideigidependent fading (ii) low corre-
lation, (iii) medium correlation, and (iv) high correlatidoy varying relative antenna spac-
ing, angle of arrival/departure, and angular spread. Oymptotic outage curves clearly
reveal that the spatial correlation degrades the outadeapiiity significantly. It is also
worth noticing that while spatial correlation does not @elgr the achievable diversity or-
der, it does degrade the array gain. For instancH)at outage probability, high correlation
results in almost 5 dB SNR loss with respective to indepetideling case. This asymptotic
outage loss agrees well with our analytical results preskint Section 4.914 and hence ren-

der it useful for obtaining valuable insights into practisthMO TWRN system-designing.

Outage probability of joint antenna and relay selection forOWRNS:

In Fig.[4.12, the exact outage probability of the optimahjdransmit antenna and relay se-
lection for dual-relay MIMO OWRNSs is plotted over Nakagamifading channels. To this
end, the outage probability of a dual-relay & 2) OWRN having dual-antenna terminals
is plotted. In order to depict the achievable diversity orclearly, the asymptotic outage
curves are plotted by using (4140). In particular, the ogtagpbability of a dual-relay net-
work having single-antenna terminals is also plotted bpg$4.38) withNg = 1, Np = 1
and Ng, ‘5:1

OWRN with joint relay and antenna selection outperformsdbal-relay OWRN having

= 1 for comparison purposes. Fig._4112 clearly reveals thattied-relay

singe-antenna terminals. For example, at an outage)of, the former system set-up
achieves 10dB SNR gain over the latter. Furthermore, aluo@lsingle-relay OWRN is

also treated as a reference set-up to show the performaite azained by using relay
and/or antenna selection strategies. Specifically, the potenna and relay selection for
dual-antenna OWRN achieves almost 20 dB SNR gain over tigesamtenna/single relay
OWRN.

Outage probability of joint antenna and relay selection forTWRNSs:

In Fig.[4.13, the overall outage probability of multi-relsyMO TWRNs with dual-antenna
terminals is plotted. Specifically, the joint Tx/Rx anteraral relay selection is performed
based on minimizing the overall outage probability. Thelgiwal curves are plotted by

using [4.46) and (4.4Ya). The outage curves correspondiriget single-relay TWRN is
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Figure 4.12: The outage probability of joint antenna andyaelection for OWRNSs. The
direct channel is assumed unavailable and the pathlossierpis assumed to ke = 3.5.
The severity of the Nakagami fading channel is setrigr, = 2 andmpg,p = 2 for
q € {1,2}, whereg is the relay index.

plotted as a benchmark for comparison purposes. [Eig. 4ei8lglillustrates the perfor-
mance gains of joint antenna and relay selection for theivrelty TWRNs over that of
their single-relay counterpart. For example]@t® outage probability, the quadruple-relay
TWRN provides a SNR gain of 9.5 dB over that of its singleyelaunterpart. Furthermore,
the asymptotic outage curves verify our diversity orderysis. Monte Carlo simulations

agree exactly with analytical outage curves, validatingamalysis.

4.11 Conclusion

In this chapter, the optimal antenna and relay selecti@iegfies were developed for both
multi-antenna OWRNs and TWRNSs. To this end, the optimalrardeselection strategies

were first studied for single-relay OWRNs/TWRNSs, and thgréie optimal joint and relay

103



10" £ Y AR\ T

\\ A Analytical
W O Simulation
\:‘\ - = = Asymptotic Analysis| ]
0

N1:2, NR:2’ N2:2

Single Relay

Two Relays

[
(=}
T

Overall Outage Probability

10°F
F Three Relays

10 E

Four Relays

10° ! !
-5 0 5 10 15 20

Average Transmit SNR (dB)

Figure 4.13: The overall outage probability of the optinmahf antenna and relay selection
for TWRNSs. The target rate of the overall system and indigldwources are 2 bits/Hz/s and
1 bits/Hz/s, respectively. The hop distances&gr = ds, r, and the pathloss exponent
is assumed to ber = 3.5.

selection strategies were developed for multiple-relayRNS/TWRNSs. The performance
of the proposed strategies were investigated by deriviagtierall outage probability, av-
erage SER, and the respective asymptotic approximatiomig@iSNRs. In particular, our
asymptotic performance analysis was employed to quartéyachievable diversity order
and the array gain, and hence, valuable insights and guédefor practical system-design
perspective were obtained.

The detrimental impact of practical transmission impamisgincluding the feedback
delays and the spatially correlated fading, on the perfageaf antenna selection was an-
alytically investigated. Specifically, the exact outagelability was derived, and thereby,
the amount of performance degradation was quantified irediéerm. In particular, the

reduction of the achievable diversity order and the arrag dae to feedback delays and
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correlated fading were derived, and consequently, vadugisights into practical antenna
selection implementation were obtained. Our results tebeathese transmission impair-
ments yield in severe performance degradations. To thisamefficient linear FIR channel
prediction strategy was studied to circumvent the adveifsete of outdated CSI.
Numerical results were provided to show the system perfoomand thereby elabo-
rating the detrimental impact of practical transmissiopamments to obtain useful design
insights. Notably, our proposed selection strategies wetanal in the sense of outage
probability and hence in the sense of diversity order as.welparticular, the joint relay
and antenna selection strategies improve the diversitysgaier the single-relay counter-
parts by a factor equal to the total number of all availablemmas at the relays. Our antenna
and relay selection strategies indeed achieve full dityeggiins while minimizing the cost

of implementing multiple TX/Rx RF chains.
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Chapter 5

Multi-Way MIMO Relay Networks
With Zero-Forcing Transmissions

In this chapter, two transmission strategies, namely (iwise zero-forcing transmission
and (ii) non-pairwise zero-forcing transmission, are wieally studied for multiple-input
multiple-output (MIMO) amplify-and-forward (AF) multi-ay relay networks. To this end,
lower and upper bounds of the outage probability, the cpomeding high signal-to-noise
ratio outage probability approximations, and the fundawletiversity-multiplexing trade-
off are derived in closed-form. The proposed pairwise Zeroing transmission strategy
possesses a lower practical implementation complexityaah source requires only the
instantaneous respective source-to-relay channel kageleCounter intuitively, the non-
pairwise zero-forcing transmission strategy achievebldrigpatial multiplexing gains over
the pairwise counterpart at the expense of higher relayessieg complexity and more
stringent channel state information requirements. Mageawmerical results are presented
to further validate our analysis and thereby to obtain variansights into practical MIMO

AF multi-way relay network implementation.

5.1 Introduction

In multi-way relay networks (MWRNSs)M > 2 spatially-distributed sources mutually
exchange their data signals via an intermediate relay. ddmsmunication system con-
figuration may arise in many practical scenarios, for examnipl multimedia teleconfer-
encing applications via a satellite or in data exchange &éetwsensor nodes and the data
fusion center in wireless sensor networks. In particula¥ViRNs are the natural gener-
alization of conventional one-way relay networks (OWRN) &awo-way relay networks

(TWRNS) [39+42], and consequently, they allow mutual datzhange among more than
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two sources. Moreover, OWRNSs have already been includedomglLTerm Evolution-
Advanced (LTE-A) standard, and TWRNs are being studied dtayrbased International
Mobile Telecommunications-Advanced (IMT-A) systerhs][43[hus, MWRNSs are also
expected to be an integral part of the next-generation @gsestandards. However, a com-
prehensive performance analysis of multiple-antenna MWRak been lacking. To this
end, in this chapter, two MIMO transmission strategies aetbped and analyzed for AF
MWRNSs.

5.1.1 Prior related research on single-antenna MWRNs

Although, multi-way communication channels were first ggddmore than three decades
ago [123], their practical significance has not been fullpleited until the emergence of
modern cooperative relay communication research. To this ie [124:132], the multi-
way channel has been exploited with the aid of relays leadifgWRNs. To be more spe-
cific, in [124], the achievable symmetric rate of full-duplIWRNSs, where all the sources
and the relay operate in full-duplex mode, are studied feeise relay processing strategies.
However, half-duplex MWRNs may be preferred in practicerdud-duplex MWRNSs as
the practical implementation of the latter is significartymplicated. Thus, in [125], a pair-
wise half-duplex transmission strategy is studied for MR} employing so-called func-
tional decode-and-forward (FDF) relay processing. Furtloee, the FDF strategy df [125]
has been shown to achieve the common-rate capacity of theybifWRNs whenever the
multiple sources exchange signals via a relay at a comnten-Reference [126] extends
the FDF transmission strategy for common-rate binary MWRNEL25] to the general-
rate MWRNSs over a finite field by deriving capacity regions.si8es, [1277] derives the
common-rate capacity of Gaussian MWRNSs, where all soure@smit at the same power.
In [128], pairwise decode-and-forward (DF) MWRNSs based etedninistic broadcasting
with side information have been shown to be optimal in theseaf sum-capacity. Recently,
in [129], we derived the conditional outage probability @verage bit error rate of pairwise
AF MWRNSs in closed-form. All the aforementioned studieseptc[129] consider single-
antenna MWRNSs, where all the sources and the relay are ezpliwfih a single-antenna,

and employ the DF protocol exploiting inherent benefits ofgital layer network coding.

5.1.2 Prior related research on multiple-antenna MWRNs

In [130], a new transceiver strategy is proposed for haffleli DF MWRNSs, where multi-

ple single-antenna sources exchange their signals thraughltiple-antenna relay by em-
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ploying beamforming techniques. Moreoveér, [130] derives transmit beamformer at the
relay by employing semidefinite optimization technigquesduabon relay power minimiza-
tion criterion. Reference [131] extends [130] to cater AF RMs and thereby studying
the achievable sum rate for both symmetric and asymmetfiictiscenarios by using sim-
ulations. In addition,[[133] studies the multi-group AF M\NR by employing unicast,
multicast, and hybrid unicast-multicast transmissiomtstyies. Besides, [1B82] studies a
special case of MWRINsin which signals are exchanged only between predefined pairs
of sources. To be more specific, [132] employs a proactivayrptecoder design to align
messages from the same pair of sources by first eliminatieg-pair interference and then
utilizing intra-pair interference for symbol decoding vietwork coding. All the aforemen-
tioned references treat MWRNSs with multiple-antenna reldypwever, all the sources are

single-antenna terminals.

5.1.3 Motivation

Although single-antenna MWRNS have been heavily invesjatheir achievable spectral
efficiency improvement is limited [129]. Thus, more spetyrafficient MWRNSs can be
designed by exploiting the additional degrees of freedoroH$) provided by multiple-
antennas at the sources as well as at the relay. For exarnete DoFs can be used for
spatial beamforming to eliminate inter-pair/intra-paiteirferences and thereby improving
the achievable spatial multiplexing gains. To the best ofkamowledge, multiple-antenna
AF MWRNSs, where all sources and relay are equipped with plekantennas, have not
yet been studied. For instance, the MWRNs considered in-{129] consist of all single-
antenna terminals, while those in [180-132] allow multipigenna relays, however, all
sources are restricted to single-antenna terminals. Mergmnportant system performance
metrics of MIMO MWRNSs such as the outage probability and tinedbmental diversity-

multiplexing trade-off (DMT) have not been derived in cldderm.

5.1.4 Our contribution

This chapter thus fills the aforementioned gaps in transomstesigning and performance
analysis of MIMO MWRNSs by developing and analyzing two tna@ission strategies, which
are primarily based on transmit/receive (Tx/Rx) zero fagciZF), for MIMO AF MWRNs

consisting ofAM > 2 MIMO-enabled sources and a single MIMO-enabled relay. @ te

Specifically, the transmission strategy [of [132] is only laggible whenever the transmit beamforming at the
relay cannot be employed due to the relay antenna arrayrednist where there are not enough degrees of
freedom to eliminate inter-pair interference.
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the MWRNSs transmission schemes treated in this chapte) Baifwise ZF transmissions
and (ii) Non-pairwise ZF transmissions.

To be more specific, in the pairwise ZF transmission strat&fjgources exchangk/
independent symbol vectors in two consecutive multipleeas (MAC) and broadcast (BC)
phases each havingy/ — 1 time-slots. In the MAC phase, th#h and the(i + 1)th pair
of sources, whereé € {1,--- ,M — 1}, transmit to the relay by employing transmit-ZF
precoding, while the relay receives a superimposed-sigitabut using a specific receiver
reconstruction filtering. This pairwise MAC transmissi@kes place until the completion
of the last pair's transmission. In the BC phase, relay paréoa simple AF operation for
each superimposed-signal received during the MAC phaseripfoging a specific gain,
which is designed to constraint the long-term total traission power at the relay. The
relay then broadcasts thesé— 1 signals inM — 1 consecutive time-slots in the BC phase,
where all theM sources receive these amplified superimposed-signals piogimg their
corresponding receive-ZF reconstruction filters. Consatiy each source now hag —1
independent signals from which the data signal vectorsnigeig to the remaining/ — 1
sources can readily be decoded by using self-interferemeeetlation and back-propagated
successive known interference cancellation.

On the other hand, the non-pairwise ZF transmission styasegapable of exchanging
all M data signals among all the participating sources/inime-slots, which contain one
MAC phase transmission antlf — 1 BC phase transmissi(%s In the MAC phase, all
the MIMO-enabled sources simultaneously transmit to theyrevhere a concatenated-
signal vector is recovered by employing the receive-ZFmstraction filtering. In the next
subsequent BC phase transmissions, the relay forwards@lifiadtand-permutetiversion
of its received signal back to all the sources by employingist fransmit-ZF precoding
technique.

In this chapter, the basic performance metrics of the tweeafentioned MIMO MWRN
transmission strategies are derived to obtain valuabiglitssinto their practical implemen-
tation. To this end, two novel end-to-end signal-to-nosor(SNR) expressions are first
developed and then used to derive closed-form lower and iggueds of the overall outage
probability. Mathematically tractable high SNR outagelaioility approximations are de-

rived, and thereby, the fundamental DMT and maximum achievdiversity/multiplexing

2This transmission strategy can be considered as an exteos[@31] to enable multiple-antenna sources in
order to reap both diversity and multiplexing benefits scigié to a fundamental DMT.

%To be more specific, this permutation is performed such tiesignals belonging to all the sources are fully
exchanged among themselves at the end of the final BC phasanission.
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gains are quantified as well in order to obtain valuable tsignto practical MIMO MWRN
system-design and implementation. Moreover, useful nisaleesults are presented to fur-

ther validate the insights provided by our analysis.

5.1.5 Significance

It is worth noticing that the two aforementioned transnuesstrategies are applicable to
two specific antenna configurations. Specifically, to emgpayt Tx/Rx ZF in the pairwise
transmission strategy, the number of antennas at the relsy not exceed the minimum
antenna count at any of the sources. On the contrary, th@aiowise transmission strategy
requires the relay to be equipped with a larger antenna ahay the summation of all
the source antennas in order to retain adequate DoFs tanatienall inter-pair/intra-pair
interferences in the BC phases.

Our pairwise ZF transmission strategy enjoys two-fold ighever the non-pairwise
counterpart; (i) it allows simple practical implementatias each source requires only the
corresponding source-to-relay channel knowledge as egptwsthe global channel-state
information (CSI) requirement, and (ii) it yields lower agl processing complexity as the
relay does not either employ any receive-filtering/presgdr require CSI. However, these
benefits come at the expense of lower achievable spatialptexing gains as shown in
Sectior 5.34. Counter intuitively, the non-pairwise Z&hgmission strategy enjoys a much
higher spatial multiplexing gain, however, by compromismost of the benefits inherent
to the pairwise counterpart. To be more specific, non-pagvgitrategy requires relay to
be equipped with a much larger antenna array in order to engbjoint receive/transmit
(Rx/Tx) ZF and thereby substantially increasing the relaycpssing complexity. Besides,
both pairwise and non-pairwise transmission strategigs sabstantial diversity and multi-
plexing gains inherent to MIMO systems, however, subjettg¢tie fundamental DMT. Itis
worth noticing that our two transmission strategies for NONIWRNSs can be employed in
various practical implementation scenarios by carefuliglgzing the performance versus
complexity trade-off, which is the most important tradéiofdeploying practical coopera-
tive communication systems.

This chapter is organized as follows:Section 5.P outlines the system, channel, and sig-
nal models of both pairwise and non-pairwise transmissahemes. In Sectiois 5.3 and
5.4, the performance metrics of pairwise and non-pairwiaesmission strategies are de-
rived. Sectio 5J5 presents the numerical results, whii@®5.6 outlines the concluding

remarks. All proofs are provided in AppendiX D.
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Figure 5.1: The schematic system diagram of pairwise tréassom strategy depicting the
ith time of the MAC phase and th¢h time-slot of the BC phase, wheres {1,--- , M —1}
andj € {1,--- , M —1}. The terms TZF and RZF are referred to the transmit zerarfgrc
and receive zero-forcing, respectively.

5.2 System, channel and signal models

In this section, the system, channel, and signal modelsipery to the two transmission
strategies of MIMO AF MWRNSs are presented. Specifically, wasider an AF MIMO
MWRN consisting of\/ sourceqS,,) form € {1,--- , M} and one relay nodeR), where
each of them operates in half-duplex mode. #tth source and the relay are equipped with
N,, and Ni antennas respectively. All the channels are assumed tadependently dis-
tributed frequency-flat Rayleigh fading. Moreover, theseoat all the receivers is modeled
as complex zero mean additive white Gaussian noise (AWGH8 direct channel between
S and S,,, for m # m’ is assumed to be unavailable due to transmission impaisment
such as heavy pathloss and shadowing [35]. The channelxnfiam S,,, to R in the ith
time-slot of the MAC phase is denoted B!s(,i)’R ~ CN Npx Ny (ONpx N s INg @ In,,).
The channel matrix fromR to S, in the jth time-slot of the BC phase is denoted as
Hg)m ~ CN N, xNr (ON,, xNgs IN,, @ In,). Moreover, all the channel matrices are as-
sumed to be remain fixed over one time-slot. Besidﬁ%{R and HSL,,{R are independent
for (m,m') € {1, , M}, (i,#') € {1,--- .M — 1} andm # m. Similarly, HY) and
Hgfn, are independent fdp, ;') € {1,--- ,M — 1}, (m,m’) € {1,--- ,M}, j # 7’ and
m #m'.

In the next two subsections, signal models for pairwise ZArgmissions and non-
pairwise ZF transmissions are presented in detail. Spaltyfithe MAC and BC phase

signaling models, signal decoding process, and end-td&s@tl formulation of both trans-
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Figure 5.2: The schematic timing diagram of pairwise trassion strategy depicting the
MAC phase and BC phase time-slots and transmission/recepéguence.

mission strategies are explicitly described by employiolgesnatic timing diagrams and

concrete examples.

5.2.1 Signal model of MIMO AF MWRNSs with pairwise transmissions

In the MIMO AF MWRNSs with pairwise ZF transmissi(H\sall M sources exchange their
data signal vectorss,,,, satisfying€ [x,,x/1] = Iy,, each other in two consecutive MAC

and BC transmission phases each of them havihg 1 time-slots.

MAC phase of pairwise transmission strategy:

Let us consider an intermediate stage of the MAC phaseitséth time-slot (see Fid, bl 1
and Fig.[5.2). In the&th time-slot of the MAC phase, the pair of sourcés, and S,, 1
transmitx,,, and x,,+1 Simultaneously tak by employing transmit-ZF precoding. The

received superimposed-signal vectorzain theith time-slot of MAC phase is given by
Yg) = Hi?,R (gng],)Xm) + H&)—i—l,R (gm-l—lU;Z_lxm-l—l) + ng)7 (5.1)

wherei € {1,--- , M — 1}, HXZR is the channel matrix frons,, to R, andng) is the
Ngr x 1 zero mean AWGN vector aR in theith time-slot of the MAC phase satisfying
& [n%) <n§?> ] =In,0%. In dﬂ),gmUS,?xm is the precoded transmit signal $, with

the dimensicH N,, x 1. Moreover,U,(fL) is the transmit-ZF precoding matrix &t,, in the

4In MIMO AF MWRN with pairwise transmissions, the constraiNt; < min (N1,---, N ) is imposed

to employ joint transmit/receiver ZF for the same antenngigaration [134]. Consequently, the maximum
number of end-to-end data subchannels fi$ino R is constrained tdVg.
SNote that the precoded transmit signalSa is of dimensionN,, x 1, and hence, no transmit antenna is
discarded arbitrarily.
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1th time-slot of the MAC phase, and is given by [134]

o = (1) (e (10)") 52)

Besides, in[(511)g,, is the power normalizing factor, which constraints the kbeign total

power atS,,,, and is given by

I = \/Pm/Tr (5 [U&? (Uﬁ,?)HD = /P /T, (5.3)

whereT7,, £ Tr (5 [U%)(U%))H D = yodio— [135] andP,, is the transmit power &,,.
Remark: Only Ny independent data symbols can be sent from each node to &ye rel
as it has onlyNg receive antennas. To ensure this constraint at each nogleythbol

vectors of arbitrary lengths are multiplied by a permutatioatrix as follows:
X = I, dyy, (5.4)

whered,,, is a symbol vector a$,,, with dimension,,, x 1. Further in[5.1)I1,, is the Ny x
I, permutation matrB, which ensures onlwWg independent data streams are transmitted
to the relay by each node to avoid any data symbol loss.

The aforementioned MAC phase continues until the last gaoorces S;;—1 andSjy,
complete their transmission (see Fig.15.2), and conselyuditas now received/ — 1

pairwise transmissions containind — 1 superimposed-signals in the form B (5.1).

BC phase of pairwise transmission strategy:

During the BC phaseR broadcasts the amplified versions of the— 1 received signals
back to all M/ sources inM/ —1 consecutive time-slots (see F[g.15.1 and Fig] 5.2). Again,
we consider theth time-slot, an intermediate stage of the BC phase for the s&the
brevity of the exposition. Furthermore, let us assumeylﬁ%tin (5.1), which is the signal
received byR in theith time-slot of the MAC phase, is scheduled to be transmittdte

jth time-slot of the BC phase. In thih time-slot of the BC phase, the transmitted signal
by R is given by

X =y for je {1, M —1}, (5.5)

whereG; = \/PR/(QE,L + g%,.1 + 0%) is the relay power normalizing constant corre-

sponding tOyg) in (5.1) and is designed to constraint the long-term totkyréransmit

5The permutation matrix1,., is constructed by horizontally concatenatiniyax N permutation matrix and
aNg x (lm— Ng) zero matrix, wheren € {1,--- , M }.
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power. Note that irf(5]5)y%) can be either of\/ — 1 superimposed-signals received By
during the MAC phase. The broadcast signalinl(5.5) is theeived by all thel/ sources.

During thejth time-slot of the BC phase, the received signal attiie source is given by

ve) =VO(GHE, i +03)), (5.6)
wherej € {1,--- .M — 1} andm € {1,--- ,M}. BesidesH%’)m is the channel matrix

from R to S,,, in the jth time-slot of the BC phase, and is assumed to be statigticale-
pendent for differentn € {1,--- ,M} andj € {1,--- , M —1}. Moreover, in[(56)n)

. .\ H
is the V,,, x 1 zero mean AWGN vector &,, satisfying& [n,(%) (nﬁ@) } = Iy, 02, for

m e {1,---, M} andV%) is the receive-ZF matrix at,,, employed in thejth time-slot,
and is given by[[134]
) W NH . \L NN
V) = ((Hﬁ%?m) Hﬁ%?m) (m,)" (5.7)
wherej € {1,--- ,M — 1} andm € {1,--- , M}. The aforementioned BC phase trans-
missions continue until all/ — 1 superimposed-signals are broadcastbguring M — 1
successive BC phase time-slots in order to ensure that eactesreceives adequate num-

ber of independent signals from which the signals belongingther A/ — 1 sources can

readily be decoded.

Signal decoding process of pairwise transmission strategy

Upon the completion of the MAC phase and the BC phase, muitclamge of allM/
source signal vectors via the relay is accomplished. Eaalcedherefore has received
M — 1 independent signals, which indeed carry the data of theindénga)/ — 1 sources.
Now by employing self-interference cancellation and bpapagated known-interference
cancellation successively [25,125,131], each sourceezmtily decode the data of the other
M — 1 sources.

For the sake of the exposition of signhal decoding, let usidensa three-way relay
network consisting of three sources and a single relay. Bydirbstituting[(5]1) and(3.7)
into (5.8), and then letting/ = 3,: € {1,2}, j € {1,2} andm € {1,2, 3}, the signals

received afS; for i € {1, 2,3} during the first time-slot of BC phase are given by

y(sll) =G (91X1 + goXa + ng%l)) + Vﬁ”nﬁ” (5.8a)
¥§) = Gi (gx1 + gaxz + 0y ) + Vi nl) (5.8b)
y(slg) =G (91X1 + goXa + ng%l)) + Vg(),l)n;(;l), (5.8¢)
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whereG; = \/PR/(gf + g2 + 0%). Similarly, the signals received at the three sources in

the second time-slot of the BC phase are next given by

ygzl) =Gy (g2x2 + g3x3 + ng)) + Vg2)n§2) (5.9a)
y(5‘22) =Gy (gng + gaxs + ng)) + Véz)ng) (5.9b)
yg? =Gy (gng + gaxs + ng)) + V:(f)n:(f), (5.9¢)

whereGy = \/PR/(g§ + g2 +0%).

The signals received bg; are given by[(5.8a) and_(5]9a). Frof (5.8a), the self-
interference, i.e., the term involving,, can be readily canceled, and consequently, the
signal vector belonging tés, i.e., x5, can now be decoded &% by employing standard
ZF MIMO decoding [25]. Next, by knowings from the previous decoding step, the in-
terference owingk, in (5.9d) can be eliminated and thus paving the way to degodin
xg at .Sy. This step of interference cancellation is referred to akipmopagated known-
interference cancellation [125, 131]. Similarly, by enmyhy self-interference and back-
propagated known-interference cancellations succedgsive the signals received &t

andS;3 can be decoded as well.

End-to-end SNR of pairwise ZF transmission strategy:

In this subsection, we develop a general end-to-end SNResgjon for an arbitrary data
subchannel. To this end, by again substitutingl (5.1) anf) {to (5.6), and then by employ-

ing back-propagated successive self-interference anariaterference cancellatidnthe

signal vector pertinent to theth source, received at theth source in theth time-slot of

the BC phase is derived as
y& = Gj (guxa +nfd)) + VinlD), (5.10)

wherej € {1,--- , M -1}, m € {1,--- M}, n € {1,--- ,M}, andm # n. Then
the post-processing end-to-end SNR of ki data subchannel gfg;’:) in (5.10) can be
derived as follows: (see AppendixD.1 for the proof)

’7R,m’7n,R7373+1’Tn_1

. H N
vR,mmHHmml+vj+1,RTj+7;»7;+1>[((H§é,’m) ) ]
k,k

)

b = (5.11)

"It is assumed thas,,, knows its own data symbol vectox,,,, CSI oinf;{R, andG;, which requiregyy, .
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Figure 5.3: The schematic system diagram of non-pairwiaasmission strategy de-
picting the only time of the MAC phase and thth time-slot of the BC phase, where
je{l,---, M —1}. The terms TZF and RZF are referred to the transmit zerdrfgrand
receive zero-forcing, respectively.

wherek € {1, -+ ,Ng}, Yrm = Pr/02, Yj,r = Pj/o%, and¥y, g = Pn/a%H. Further-
more,7;s are defined if(8l3) and given By = Nr/(N; — Nr), Tj+1 = Nr/(Njt1 —
Ng),andT, = Ng/(N,, — Ng).

Remark 1.1: The end-to-end SNR random variabl«%ssg,n)]k, forke{l,--- ,Ngr}in
(5.112) are statistically correlated for a given sef of:, andn values as noise term in_(5]10)
is colored due th%). However, the set offysg,n)h belonging to differentj, m andn

values are statistically independent.

5.2.2 Signal model of MIMO AF MWRNSs with non-pairwise ZF tran smis-
sions

In the MIMO AF MWRNSs with non-pairwise ZF transmissi@nall M sources exchange
their data signal vectors in/ time-slots. The MAC phase consists of only one time-slot,

whereas the BC phase contaihs— 1 time-slots.

MAC phase of non-pairwise transmission strategy:

During the MAC phase, all the sources transmit simultanigaiheir signals toR without

employing any transmit precoding strategy (see Eigl 5.3rRigd5.4). The pre-processed

81t is worth noticing that the index pairj, ») in (510) and[[5.111) is used only to differentiate the seqaesf
symbol vectors received by a particular source in each sloeef the BC phase from the remaining set of
sources. Thus, each pair @f, ») has a one-to-one correspondence, and hence, without lgesefality, the
indexn is removed herein for the sake of notational simplicity.

°In the MIMO AF MWRNSs with non-pairwise transmissions, thenstraintNz > >, N; is imposed to
employ joint receiver and transmit ZF at the relay. Consatiyethe maximum number of end-to-end data

subchannels from all the sources to the relay is constram®d.” , Nymin, Where N, = {min , (V7).
- ie{l,- M
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Figure 5.4: The schematic timing diagram of non-pairwisasmission strategy depicting
the MAC phase and BC phase time-slots and transmissiopfienesequence.

superimposed-signal vector receivedrais given by

M
| Pr,
YR = Z N—Hm,Rmem + ng, (512)
m=1 m

whereng is a noise vector af? satisfying € [ngni] = Iy,0%. Moreover,II,, for

m € {1,---, M} is the permutation matrix a,, and used to ensure that onN,;, =
min  (N,,) data subchannels are transmitted by &pyin order to eliminate any lost

of data subchannels in the BC phase at the sc@cﬂext, the pre-processed signalrat

given in [5.12) can alternatively be rewritten as
yr = Hg gxs + ng, (5.13)

whereHg r € C Nrx¥m-1Nm js the effective channel matrix formed by horizontally con-

catenating individual channel matrices as follows:
Hsr = [Hyr, Hog, - ,Hur|. (5.14)

Furthermore,xg is the effective transmit signal vector obtained by veltycaoncate-
nating the weighted individual source transmit vectgfsand can be written agg =

[\/Pl/Nll'lel; /P2 /NoIloxso; - - - ;\/’PM/NMHMXM:|. The relay then employs the

receive-ZF reconstruction matri¥Vv.,., to receive this superimposed-signal vector as fol-

lows:

Yr = W,yr =x5+ W,ng, (5.15)
whereW, = (Hg,RHs,R> - HgR.
Moreover, the permutation matrik,,, form € {1,--- , M} is constructed by first horizontally concatenat-

ing anly, . andOy_ . «(~,.—nN,..,) Matrices, and then vertically concatenating this resylimatrix with
anotherOy,, — N, ) x N., Matrix.
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BC phase of non-pairwise transmission strategy:

During the BC phasek employs the transmit-ZF precoding to broadcast an ampléiedi
permuted version of g back to all the sources ifd — 1 subsequent time-slots (see Fig.
and Fig[ 514). For the sake of exposition of the BC phasestissions, an intermediate
jth time-slot of the BC phase is considered. To this end, #estnitted signal by in the

jth time-slot of the BC phase can be written as
79 = w9 cUnmOW,yp, (5.16)
) OV (59 (g9 - - -
where W, = (HR’S> Hps (HRS) is the transmit precoding matrix dt.

Here,H')); € C T NixNx s the effective channel matrix fror to all the sources and

constructed by vertically concatenating individual chelrmatrices as follows:
Hrs = [Hp1;Hp1;--- s Hr o] - (5.17)

In (5.18), the amplification gain("), is designed to constraint long-term relay transmit

M P,
- ] (£ v
i=1 "

wherea =Tr <S[W§j)(W§j)>H]> andﬁ:Tr(5[(W§”W,,nR)(ng)WTnR)H]). More-

power as

-1
, (5.18)

over, in [5.16),I1) is the permutation matrix at thgh time-slot of the BC phase, and
designed to ensure that the signal belongingsitp. 1 is transmitted taS,, for all m €
{1,---, M} with Syr 11 £ S;. To this endJTIV) for je{1,--- M — 1} is constructed as
111) = (T1p)7, wherellp is the primary permutation matrix with'’_ N, x S N,

dimension and given by

i ON2 ><N1 IN2 ONQXNS e ONQXNA{,1 ON2 ><N1u
ON3><N1 ON3><N2 IN3 s ON2><NA171 ONBXNIVI
Ip= . . . : . (5_19)
ON]MleNl ON]V171 XNy -+ - ce INMA ON]MleN]M
ONM X N1 ONM><N2 s s ONM/XNM/—l Iny
IN1 ON1><N2 e e ON1><N]\,1,1 ON1 XN]V[ i

The concatenated received signal vector at the sources jitithime-slot of the BC phase

can then be written as
) — gv waWOmihw for i _
Ys RSt rYR +11g, or je& {17 7M 1}7 (520)
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whereng is the concatenated-AWGN vector at all the sources san'gfﬂi[ngngf] =
U%I m .- The BC phase continues until the completion of ll— 1 relay transmis-
=17

sions inM — 1 consecutive time-slots.

Signal decoding process of non-pairwise transmission stiegy:

Upon the completion of the MAC and BC phases, each sourcedvasateived thel/ — 1
noise perturbed signal vectors belonging to other 1 sources. This full data signal ex-
change is achieved due to the fact that the relay has enowgbedeof freedom which can
readily be exploited for spatial beamforming to eliminater-source/intra-stream interfer-
ences by virtue of successivd — 1 transmit ZF transmissions of the carefully permuted
signal vector in the BC phase. This permutation ensurey eeerrce receives/ — 1 signal
vectors corresponding to the remainifhg — 1 sources within thél/ — 1 BC phase trans-
mit ZF transmissions. The each &f — 1 signals received by any particular source can
readily be decoded by employing standard MIMO signal detediechniques developed
for MIMO ZF systems|[25].

In the next subsection, the end-to-end SNR of an arbitraigy sldbchannel at the sources

for the non-pairwise ZF transmission strategy is derivedased-form.

End-to-end SNR of non-pairwise ZF transmission strategy:

By employing similar techniques to those in ApperdixID.% émd-to-end SNR of thkth
subchannel ojrg) in (5.20) is derived as

YR,k Vk!,R

o) = . (G2

4,R N —1
]ZV' + N AR w [((HS,R)HHS,R>
(A

M

i—1 K k'

WheI’Ek‘ G {1, ct 7NS}1 ﬁk’,R é 70_3_%1 WR,R’ é ?:_/%R/, NS - 2%21 le andk, = ﬂ‘(]? k)!
which is determined by the permutation matfik’). Moreover, the system dependent

parameter andQ’ are given by
. . . . -1
Q; = Ti(e [Wt(ﬂ)(wt(J))HD:Tr(g [(H%}S(H%)H) D (5.22)

Q

Tr (g[(wﬁj 'W,)(WIW,)H D —Tr (5[<(H§gfs)ff HY RHS,RHng)_I] )

The end-to-end SNR of theth data subchannel &, belonging toS; for (m,j) €

119



{1,---, M} andm # j can then be written by using(5]21) as follows:

YR,mVj,R (5.23)

[Vs(j):| =
mik Yi,R _ Vit —1
N +N;YRm [((HS,R) HS,R) }
m

M
N;Qi+N;Q;)
m=1 Em, g km,j

wherek € {1, -+, Nyin }. Moreover, in Yem; € {1,---, M Ny} and the relation-
ship betweerk andk,,, ; strictly depends} on the permutation matrigI®?).

Remark I.2: It is worth noting that the end-to-end SNR random variabledata sub-
channels ofS,,, [7353)}1@’ forj e {1,---,M}, m # jandk € {1,--- , Npin} in (5.23)
are statistically correlated due to the colored noisé?aesulted fromW,.. Moreover,

m/

[7S<j)]k forme {1,--- ,M} and |:/75<j):| form’ € {1,--- , M} can share the same ran-
mn k

dom variable,{((H&R)HHS,RYW fork’ € {1,--- , M Nyin} as the relay broadcasts
a permuted version of the same rqfclifs/e perturbed signal, whieleived in the MAC phase,
M — 1times in the BC phase.

Remark 11.3: The end-to-end SNR expressions corresponding to MIMO MWRiis
both pairwise and non-pairwise transmission$ in (5.11)&#B), respectively, possess the
same form ofy = /(¢ + nX), wheren, ¢ and are system dependent parameters and
X is the random variable. Thus, the statistical characténizaof both [5.11) and (5.23)
follow the same techniques.

Remark 11.4: In both pairwise and non-pairwise transmissions schenmésnaa selection
algorithms can be employed at the sources to further opinfie overall performance. In
this context, optimal antenna subset selection algorithased on maximizing the achiev-
able sum-rate or minimizing the overall outage probabday be developed. Development
of such optimal antenna selection algorithms and otheppmdnce optimizing techniques
remain as important, interesting open research problentswadll be considered in our

future research directions.

5.2.3 Alternative source-grouping strategies

The pairwise and non-pairwise ZF transmission strateg®sussed in Sectidn 5.2.1 and
Section[5.Z.R, respectively, follow the pairwise sourcedging and the all-simultaneous
source-grouping, which are indeed the two extreme casemiofs-grouping schemes. Be-

sides, there exists arbitrary source-grouping schemesichweach group may consist of

—1
"'Random variable{((Hs,R)H HS,R) } for km,; € {1,---, M Nmin} are in fact identically dis-
knl,jvkm J

tributed, and hence, the exact relationship bétweandkm,j does not affect the performance analysis.
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an arbitrary number of sources, and hence, they lie in betwee two extreme source-
grouping schemes. To be more specificsource groups can be first formed from the
available M sources. Théth group consists of\/; sources and the:th source belong-
ing to thelth group, S; ., is equipped withV; ,,, antennas, wheré € {1,---,L} and

m € {1,---, M;}. The total number of antennas of tlth group’s sources can be there-
fore quantified asV; = Zfﬁll N;;. Further, the total number of all source antennas is
Ng =31 Ny =37 M Ny 4. In particular, these groups are formed to satisfy spe-
cific antenna constraints to ensure that each group possadsgquate amount of degrees of
freedom to eliminate inter-group, inter-user, and intezam interferences.

The performance of these alternative source-groupingnsebevould indeed lie in be-
tween those of the two extreme cases treated in this ch&jueexample, as shown in Sec-
tions[5.3 an@5]4, the all-simultaneous source-groupihgrse achieves the maximum spa-
tial multiplexing gain ofr,,.x = min  (V,,) whereas the pairwise source-grouping
scheme achieves the minimum nr%ELJ{Iélplejr(jl}ﬁg gaimgf, = M Ng/(2(M —1)). The spatial
multiplexing gain of any alternative grouping strategyluhlerefore lies in between these
two extremes values;,.x andri,. Providing a comprehensive performance analysis of
other grouping strategies is out of the scope of this chaptdrhence will be considered
in future research. Moreover, development of alternatmerce-grouping schemes is an

important open research problem and will be further ingaséd in our future research.

5.3 Performance analysis of MWRNSs with pairwise Tx/Rx ZF
transmissions

In this section, the basic performance metrics of the MIMO M/RN with pairwise
Tx/Rx ZF transmissions are derived. Specifically, the loared upper bounds of the outage
probability of an arbitrary source are first derived in cth$erm and then used to derive
the corresponding bounds of the overall outage probabiltgreover, the high SNR out-
age probability approximations and the DMT are derived tiobvaluable insights into
practical MIMO MWRN designs.

5.3.1 The outage probability of an arbitrary source of MWRNswith pairwise
ZF transmissions

In this subsection, the outage probability of théh source form € {1,--- , M} is derived.
In the MWRN with pairwise Tx/Rx ZF transmissions, theh source received/—1 symbol

vectors pertaining to the remaining — 1 sources in the BC phase. In this context, the
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outage probability of a multi-subchannel system is gowtrog the performance of the

weakest subchannél [26]. Thus, the outage probability efitth source is defined as

Pout,m =Pr min ([75(1’)} > <Y | (524)
ke{l,--,Np} m |k
je{l, -, M—1}

where~yy, is the threshold SI\E. The direct computation of (5.24) is mathematically in-
tractable due to the correlation pf ;)| for k € {1--- Ng} for a givenj. Thus, simple

lower and upper bounds of the outage probability are deiiivetbsed-form.

Lower bound of Py m:

The lower bound of the outage probability of theh source can be derived as (see Ap-
pendixD.2 for the proof)

M—1
Phom=1-11 (1 —F g (’7th)> : (5.25)
]:1 m,min
whereF (. (z) is the cumulative distribution function (CDF) qﬁ)’u? , and is given
Sm,min m,min
by
ude

'Y(Nm‘NRH’ <j),<<j)z> ()

—m e s () < < s
F’y(j)’“b (x) = T(Nm—Ng+1) R (5.26)

Sm ,min €]

wheresss) = 35,1 Tie1 + 30187 + TiTjen 1) = AR, k5 T Tty andil) =

YRm T Tj+1, wherem € {1,--- M}, andj € {1,--- ,M —1}.
Upper bound of Py m:

The upper bound of the outage probability of the¢h source can be derived as (see Ap-
pendixD.3 for the proof)

M-1
P&?ﬁ;,m =1- H (1 - FVU),Ib (%h)) ) (5.27)

m,min

=1

whereF,Ym,lb (x) is the CDF offyg) 1b,n and is given by

k)
3 m,mi

e e / -
eoEnop

ngmb (z) = IDED(Ni—I4+ DD (Ng—i+1)] o) (5.28)

m,min

i,min 771(1{)

1, T > B

12This threshold SNRy,s, is set to satisfy the minimum service-rate constrajnt; = 27» — 1, whereR;,
is the target rateé [26].
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The (u,v)th element ofNp x Ni matrix, Q,,(x) in (5.28) is given by([136, Eqn. (2.73)]
Qn(z)],, =T(Npm —Nr+u+v—12). (5.29)
5.3.2 Overall outage probability of MWRNSs with pairwise ZF transmissions

The outage probability of a multi-source/multi-subchdrsystem is governed by the per-
formance of the smallest subchannel of the weakest souhues, The overall outage proba-
bility of the MIMO AF MWRN with pairwise ZF transmissions ifined as the probability

that the smallest subchannel of the weakest source falsibalpreset threshold as follows:

Py =Pr min ([7S<j)] >§%h . (5.30)
ke{l,-,Np},je{1,-- ,M—1} m 1k

Again, the closed-form evaluation ¢f(5]30) appears matimaily intractable, and hence,

tight lower and upper bounds of the overall outage prolistalie derived.

Lower bound of the overall outage probability:

The lower bound of the overall outage probability can be @efiny using[(D.6) as follows:

Pout > P, = pr< i (’y}ébn> < ’nh) : (5.31)
wherey? = {1mi111v1 N (7@” oub ) is defined in[(D.B). NextP!P, can be derived in
m,min ]G o M — min

closed-form by usind (5.25) as

M M-1
rho=1-1] 11 <1 = F g ’yth)> (5.32)

mlyl mmln

whereF ;). () is defined in[(5.26).

S’m,min

Upper bound of the overall outage probability:

The upper bound of the overall outage probability is definedding [D.13) as follows:

Pout < Pu ut — PI‘< mefrll,i-{l,M} (V,ISE,L,min> < 7th> ) (5.33)
whereyg? = {mil}w }(’ygj)’lb, ) is defined in[(DIB). ThenP is derived in
m,min je{l,- ,M—1 m,min

closed-form by usind (5.27) as

M M-1
pm=1-11 11 <1 —E g %h)) (5.34)

m= 1 j 1 m min

whereF,Ym,lb (x) is defined in[(5.2B).

S,

m,min

123



5.3.3 High SNR asymptotic outage probability of MWRNs with mirwise ZF
transmissions

In this subsection, the asymptotically exact high SNR axprations for the lower and

upper bound of the overall outage probability are derived.

High SNR approximation of the lower bound of P, :

The high SNR approximation for the lower bound of the outageability of mth source
can be derived as (see AppendixD.4 for the proof)

oo |~ oG | (e \Gbm (b
Potn =1 o =) +olvss™ ), (5.35)

= VSR
where the lower bound of the diversity order is given by
Gim = Nm— N+ 1. (5.36)

In (5.38), the system dependent constm{ﬁ,)m, is given by

((b%))Nm—NR—H

o) _ 5.37
tom = P(Npyy— Np+2) Nm—Nr+1? (5:37)

- - - - - - j Tn(T;+T; j
wheredom,r = Js.p Trm = Trs: Trs = Bisn o = PEL T 21, and gy =

%forme {1,--- ,M},je{l,--- ,M—1}andn € {1,--- ,M — 1}.
Now, the high SNR approximation for the lower bound of theraileutage probability
is derived as
Blbee {Z Mf V) ] (’tha o(755") (5.38)
out L b |\ 55 SR ) :
wherem'e {m/|GY, , =min (N1, - --,Nyy,- - -,Nar) — Ng+1}. Moreover, the lower bound
of the overall diversity order is given by

Gilb = me{rlnm " (Npm) — Np+ 1. (5.39)

High SNR approximation of the upper bound of P, :

First, the high SNR approximation for the upper bound of tbh&age probability ofnth
source is derived by employing similar techniques to thaségpendix D.4 and by using
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the high SNR approximation of the CDF of the minimum eigengabdf the Wishart matrix
in [136] as follows:

b M-1 () ’Yth GS}]m _Gub
Py = 0 <— > + 0( d””) , 5.40
t, ; ub,m Ys.r ’YS,R ( )
where the upper bound of the diversity order is given by

Gy =Ny — Ng+1. (5.41)

In (5.40), the system dependent constmifgm, is given by

) ( %)) Nm—Ng+1

i) — 5.42
ub,m (Nm _ NR + 1)5Nm—NR+1’ ( )

wheregb%) andg are defined in[(5.37). Moreover, in (5142), is given by

VUm =

[T, B [D(Ng—l+1)D(Npm—1+1)] (5.43)
_1 Ner =1
T(Nm)’ R s
where®,, form € {1,--- ,M}isan(Ngr — 1) x (Nr — 1) matrix, where thgu, v)th
element is given by, , = I'(Ny, — Np +u+v + 1).
Next, the high SNR approximation for the upper bound of therall outage probability

can be derived as

b - () Vth ci GyP
t = wan’ |\ 5g (’YS,R > (5.44)
wherem/ is given bym'e {m/|G}p, , =min (N1, -+, Ny, - - -,Nar) — Np+1}. Furthermore,
in (5.44),G"" is the upper bound of the overall diversity order, and is i

G =  min (N,,)— Ng+1. (5.45)

Remark Ill.1: The lower and upper bounds of the diversity orderdin (5.4%) &.39),
respectively, are the same, and consequently, the ovévalisity order of the MIMO AF
MWRN is given byGy = me{rﬁ_i_x_l’M} (Np) — Nrp + 1.

5.3.4 DMT of MWRNSs with pairwise ZF transmissions

In this subsection, the fundamental DMT[26] of MIMO AF MWRM&th pairwise Tx/Rx

ZF transmissions is derived to obtain valuable insights practical system designing. In
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this system set-up)/ independent symbol vectors each havilg independent symbols
are exchanged amonyg users i2(M —1) time-slots. In this context, the effective mutual

information can be upper bounded as

Tur < %log (1 + min (vgz,mm)) . (5.46)
Consequently, the information rate outage probability mahower bounded as
) b 2(M—1)Ryy,
Pouws £ Pr(Zeg < Ren) =Pr <me fm ('yswmin) <2 MVr  — 1> , (5.47)

whereRy, is the overall target information rate, and is defineR@ = rlog (1 + s r)

[26]. By employing [5.3B) Pou: can be lower bounded wher  — oo as

_< min (Nm)—NR+1>(1—2T1§1”fVR”)

~ 00 _ me{l,- M
PsnTo 2 gyttt (5.48)
Next, the effective mutual information can be lower boundsd
MNg , Ih
Tg> R o0 (g ( . ) . 5.49
ff < 2(M — 1) og < +m€{f{1"1'1'17M} YSpm,min > ( )

Now, by using similar steps to those [n (5.4T), (5.48), amhtbmploying[(5.44)P,.; can
be upper boundegls g — oo as

o _< min (Nm)—NRH)(l_W)
prsn .

out = WS,R (550)

In particular, the lower and upper boundsif,; in (5.48) and[(5.50), respectively, coincide
each other and hence the achievable DMT can be derivéd las [26]

B ) 2r(M —1)
It is worth noticing that the achievable diversity orderueés as the number of antennas
at the relay (V) increase; however, the achievable multiplexing gaindases. The maxi-

mum achievable diversity order and multiplexing gain axegibyGy,= min  (V,,)—

Ng+1, andr = % respectively. Interestingly; is maximized whenl/ = 2,
€., Poax = limpz_so % — Ng. However, for largeM, r approachesVy/2, i.e.,

Proin = 1M/ oo % = Nr_ This result leads us to an important insight into practical

system-design and implementation of MWRNSs with pairwis@$missions; i.e., the mul-
tiplexing gain of MIMO AF MWRNSs gradually reduces tg/2 as the number of sources
increases, and consequently, the multiplexing gain asyteptly approaches that of AF
OWRNSs.
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5.4 Performance Analysis of non-pairwise ZF transmissiontgat-
egy

In this section, the performance metrics of MIMO AF MWRNs lwiton-pairwise Tx/Rx
ZF transmissions are derived. To this end, the outage pildgipdbwer and upper bounds
pertaining to an arbitrary source is derived, and therdiny,averall outage probability is

deduced.

5.4.1 The outage probability of thejth BC phase of MWRNSs with non-pairwise
ZF transmissions

By following a similar argument to that of (5.24), the outggebability of theith source

for MWRNSs with non-pairwise ZF transmissions is defined as

Poi=Pr| —min (|ygo] )< |, forie {1l ), (552
ke{l,---,Npin} i dk
je{1,,M—1}

where [fys(j)} is defined in[(5.23). Again, the exact derivation[of (5.52nmthematically
i dk

intractable due to the statistical correlation[9f;]x for & € {1 Nuin} for a given

j. Thus, similar to case in Sectign 5.3.1 simple lower and ujoends of the outage

probability are derived in closed-form.

Lower bound of P, ;:

The lower bound of the outage probability of tlie source can be derivec@s

'Y(NR M Npin+1, ]‘L’LC 1) .
o O < 771

<G (5.53)
i
G’

Plb

ot = T(Ng—MNpint1)

1, T

v
Y

. R
whereN,in = E?lun M}(N ) Hi= NZ/YR i» i =YR,iVi, R and¢; = N; Q'+ N;Q Z %
m 7“.7 Z

forie {1,---,M}. Moreover,Q = (M Npin)/(Nr — M Npin) and Q' is given by[[E?]

z%ivlmin de‘(Mm)

Q' = , , (5.54)

whereM%’j) = I'(Ng— M Npin+i—1)I'(Ng — M Npin+i+j5—2) for j = m and
M) = T'(Np— M Npin+1)T(Ng — M Nuin +i-+5—1) for j # m.

13As per Remark 11.3, the proof of (5.53) arld (3.55) follows timilar techniques to those in AppendixD.2,
and hence, is omitted for the sake of brevity.
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Upper bound of Py i

Similarly, the upper bound of the outage probability of ttie source can be derived as

follows:

det | Q( 7 .
llb 1 - MN,. ‘ |: (772 CZI) ) O < X < %
Pt =4 T (M N+ )T (N1 ; (5.55)
1, x> E.

1

where thg(u, v)th element ofM Nyin X M Ny matrix, Q;(z), in (5.28) is given by([136,
Eqn. (2.73)]

Q(2)],,, = '(MNmin — Np+u+v—1,z). (5.56)
In (5.58), 115, n;, ¢; and Ny,;, are defined undef (5.53).

5.4.2 Overall outage probability of MWRNSs with non-pairwise ZF transmis-
sions

By employing a similar argument to that of Section 5.3.2,dierall outage probability of

the non-pairwise ZF transmission strategy can be defindtegzobability that the smallest

subchannel of the weakest source falls bellow a presetibicss follows:

Py =Pr min ([ys(j)} ) < |- (5.57)
ke{l,-,Npin},je{l, ,M—1} i k

As per Remark 11.2, the derivation ¢f (5]57) appears mathieally intractable as{y S(j)}
i Jk

and ['Ys“)]k are functions of the same random variables (form) € {1,--- ,M} and

m

5.4.3 High SNR asymptotic outage probability of MWRNSs with ron-pairwise
ZF transmissions

In this subsection, the asymptotically exact high SNR axprations for the lower and

upper bound of the outage probability at an arbitrary soareederived.

High SNR approximation of the lower bound of P, ;:

The high SNR approximation for the lower bound of the outagdability of mth source
can be derived by employing similar techniques to those ipefylixXD.4 as follows:

_ . b
Plb7oo _ NZNR MNm1n+1 ’)/th Gd’Z_F ) _—G}}:Z (5 58)
out,i F(NR _MNmin+2) ,757}2 /VS,R 9 .

1The proofs of high SNR approximations of both lower and uppeage probability bounds follow similar
techniques to those in Appendix .4, and hence are omitted.
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where the lower bound of the diversity order is given by

G = Np— M i N, 1. 5.59
di R |:me{rln,~1~I~1,M}( m)} + (5.59)
where¥; p = Ysr, Yri = YR8, andyrs = Pysg fori € {1,--- , M} andj €

{1,--- M —1}.
High SNR approximation of the upper bound of Py ;:

First, the high SNR approximation for the upper bound of théage probability ofith
source is derived as follows:

ub,00 Yth Gz’t; 7_G2Fi
Pout,i :QUbyi 5 +o Vs.Rr s (5.60)

)

where the upper bound of the diversity order is given by

G =Nr—M |:me{rln.i.1.1 » (Nm)} + 1. (5.61)

In (5.60), the system dependent const&hy, ;, is given by

det (‘I’z) NiNR_MNmin+1

Qupi = ,
N (NR — M Ny + 1) [T [D(M Nygin — L+ DID(Ng — 1+ 1))]

. (5.62)

whereW, fori € {1,--- , M} isan(M Nyyin—1) X (M Nyyin— 1) matrix with the(u, v)th el-
ement given bWi]uﬂ) =T'(Ng — M Nyin + u+ v+ 1), whereNp;, :me{%iﬁ 7M}(Nm).
Remark IV.1: An explicit high SNR approximation for lower and upper bosraf the
overall outage probability appears mathematically inthle as the exact evaluation of
(5.57) is not plausible. However, the overall diversity erdf MIMO AF MWRNSs with
non-pairwise transmissions can readily be deduced by sfmgisimilar arguments to those

in Appendix[D.4 as the minimum operation ovee {1,--- , M} of (557) does not alter
the achievable diversity order. Thus, the high SNR appreakion of the overall outage
probability of the MIMO AF MWRNSs with non-pairwise transmsisns is given byP>S, =

Q (%_h> c +o<7y§§d>, where( is a system dependent parameter and the overall diversity

s, R

order of is given byGy = Ng — M Nyin + 1.

5.4.4 DMT of MWRNSs with non-pairwise ZF transmissions

In this subsection, the achievable DMT of MIMO AF MWRNSs witbmpairwise ZF trans-

missions is derived. In this subclass of MWRN¥, independent symbol vectors each

having Npin = {11rninM} (V;) independent symbols are exchanged ambhgources in
ie{l,,
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M time-slots. In this context, the effective mutual inforiatof the overall system can be

written as

Zett = Nminlog | 1+ min <[7S<j)] ) . (5.63)
ke{l, - ,Nypin},j€{1,- ,M—1} % k
i€{1, ,M}

The information rate outage probability is then given by

Rin
Pout = Pr(Teg < Ryp) =Pr min <[ys(]~)} ) <2Mun 1|, (564)
i Jk

ke{lv'”TNIIliIl}‘rje{lﬂ"'11\/‘{71} B
ie{l, M}

whereR, is the overall target rate and is defined as folloWs;, = rlog (1 + 7s.r) [26].

Next, by employing Remark IV.1F,,,; can be approximated wher r — oo as

TR

Pl g p . (5.65)

From [5.65), the achievable DMT of MIMO MWRNSs with non-paise transmissions can
be derived as [26]

Ga(r) :(NR M {meﬁf.ifl,zu} (Nm)} + 1>< - N;ﬂ). (5.66)
Interestingly, the achievable spatial multiplexing gaffMMVRNs with non-pairwise ZF
transmissions does not depend on the number of availableesgoi/, actively participating

in the network. In fact, the maximum achievable multiplgxgain can be readily quantified
by using [5.66) to be: = N,,;, and hence directly determines by the minimum antenna
count atS; for ¢ € {1,--- ,M}. Moreover, the achievable diversity order reduces as the

total number of antennas at the sources increases for a Bledantenna array size.

5.5 Numerical Results

In this section, numerical results are presented to stuelthage probability, the funda-
mental DMT and the achievable sum rate performance of MIMOMMWRNS with both
pairwise and non-pairwise ZF transmissions. To captureffieet of the network geometry,
the average SNR &f; — R channel is modeled by; p = 7% (;%)w fori e {1,---, M},
where# is the average transmit SNR; is the reference distance, andis the path-loss
exponent. The hop distance betwegrand R is denoted byl; i fori € {1,--- , M}.

In Fig. [5.5, the overall outage probability of the pairwise #ansmission strategy is
plotted for several antenna configurations. Specificdily,exact outage probability is plot-

ted by using Monte Carlo simulation results, and the lowet apper bounds are plotted
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Figure 5.5: The overall outage probability of pairwise smission strategy for MIMO
four-way AF relay network with the SNR thresholg, = 5.00 dB. The hop distances are
modeled asl; g = 0.5dy, do.r = 1.25dy, d3,r = 0.75dy anddy r = do. Moreover, the
path-loss exponent is assumed tocbe-= 3.5.

by employing [5.3R), and (5.84), respectively. Moreoveymptotic outage bounds are
also plotted by usind (5.38) and (5144) to compare the aablewiversity orders. Fif. 3.5
clearly reveals that the outage probability improves sigantly as the number of antennas
at the relay decreases. For instancd0at' outage probability, single-antenna relay results
in a 6 dB SNR gain over the dual-antenna relay. However, tigdesiantenna set-up achie-
ves this outage gain over the latter at the expense of a signifspatial multiplexing loss
as quantified in(5.81). In particular, for single-antenelays, our outage bounds reduce to
exact outage a&’z = 1 case results in a unit-rank Wishart matﬁig’iH Rii-
Fig. [5.8 shows the outage probability bounds pertaininghéofirst source of MIMO

AF MWRNs with non-pairwise ZF transmissions. Several améeconfigurations are con-

sidered to study the effect of relay and source antenna smmthe outage probability
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Figure 5.6: The outage probability of the first source of tlmm-pairwise ZF trans-
mission strategy for the SNR thresholg, = 6.00dB. The hop distances are mod-
eled as(d g = 0.75dy, do,r = dp,d3 r = 1.25dy) for the three-way relay network and as
(d1,r = 0.75dy, do,r = do,d3 r = 1.25dy,ds, r = 0.8dy) for the four-way relay network.
Moreover, the path-loss exponent is assumed tabe 3.5.

performance. The outage probability curves of three-w#gyraetwork pertaining to the
single-antenna and dual-antenna sources clearly revaatita achievable diversity gain
reduces as the source antenna array size increases. Fgulexatan outage probability
of 1074, the three-way relay network with single-antenna sourcigeses a SNR gain of
3dB over the dual-antenna counterpart. However, as per Eff8); the single-antenna
sources in fact reduce the achievable maximum spatial pieding gain over the dual-
antenna sources. This observation is a complete oppostteatave observed in outage
performance study of pairwise MWRNSs in Fig. 5.6, where thei@@ble diversity order
increases with the number of antennas equipped at the sofmca fixed relay antenna

array. Our outage bounds are thus useful to verify the inapbrystem-design parameters
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Figure 5.7: The achievable DMT of the pairwise ZF transroisstrategy.

such as the diversity order and array gain.

In Fig. [5.7, the achievable DMT curves for the pairwise Zmsraission strategy are
plotted for several system configurations. Specificallg,iIMT of the MIMO AF OWRN
serves as a benchmark to compare the performance of MWRNs.adliievable multi-
plexing gain gradually improves as the number of relay ardsrincreases. However, at
the same time, higher number of relay antennas significartlyces the achievable di-
versity gains. Interestingly, the TWRN provides the hidhmasltiplexing gain for a given
Npgr. However, as the number of sources increases, the acheesdilial multiplexing gain
gradually decreases /2, which is exactly the same multiplexing gain achieved by the
MIMO AF OWRN. Thus, the MIMO AF MWRNSs with pairwise ZF transssion exhibit
diminishing multiplexing gains as the network size grow$wu3, our DMT analysis sug-
gests the performance limits for practical MWRNs with oglrachievable diversity and

multiplexing gains.
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Figure 5.8: The achievable DMT of the non-pairwise ZF traigsion strategy.

Fig. [5.8 shows the achievable DMT of the non-pairwise ZFsmaission strategy for
two specific system configurations. To this end, a three-vedgyrnetwork and a two-
way relay network with three specific antenna configuratiasshown in the legend of
Fig. [5.8 are treated. The DMT curves corresponding to thwag-and two-way relay
networks with the same antenna configuration at each tetméwmeal that the achievable
maximum spatial multiplexing gain does not depend on thebarrof sources available in
the network. However, it is evident from Fig._b.8 that the tiplgxing gain in fact depends
on the minimum antenna account at the sources. On the cgritrarachievable maximum
diversity gain directly depends on the total number of amsrequipped at the sources for
a fixed relay antenna array size. Our DMT analysis thus pesvichluable insights into
practical implementation of MIMO AF MWRNSs.
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5.6 Conclusion

The performance of (i) pairwise ZF transmission and (ii)4pairwise ZF transmission for
the MIMO AF MWRNSs was studied over Rayleigh fading channg&lgecifically, the lower
and upper bounds of the overall outage probability werevddrin closed-form. In particu-
lar, high SNR outage probability approximations were dmtjvand thereby, the achievable
DMT, the maximum achievable diversity, and spatial muétyphg gains were quantified to
obtain valuable insights into practical MIMO MWRN systerasijning. Interestingly, our
outage probability bounds reduce to exact outage probafoli single-antenna relays, and
hence, they serve as benchmarks for practical MIMO AF MWRMNk pairwise ZF trans-
missions. Furthermore, the pairwise ZF transmissionesiyatequires each source to know
only its channel to the relay and consequently eliminateséiquirement of the global CSI
for each source. Our DMT analysis for this case reveals tltagéasing the number of relay
antennas reduces the diversity gains, however improvestitglexing gains. Counter in-
tuitively, this multiplexing gain gradually diminishes tiee number of participating sources
linearly grows. Interestingly, the multiplexing gain of MRWs with non-pairwise ZF trans-
missions does not depend on the number of sources in the mtheéind hence are suitable
for large network deployments despite the inherent highlesymprocessing complexity. Our
transmission designs for MIMO MWRNSs therefore provide fiditly in obtaining the de-
sirable trade-offs among the system performance, implétien complexity, and wireless

resource usage.
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Chapter 6

Conclusion and Future Work

In this chapter, the conclusion and the summary of the darttan of this thesis are first

outlined. Then, the future research directions are desdrib

6.1 Conclusion and summary of the contribution

This thesis focused on designing and analyzing new wirdlassmission strategies for
cooperative relay networks. The key design criterion oéhghysical-layer designs is to
leverage the spatial diversity and/or spatial multiplgxgains available among distributed
single-antenna and/or multiple-antenna wireless tensithaough distributed transmission
and efficient signal processing. The main objectives aelién this thesis can be enumer-

ated as follows:

1. Developed a comprehensive performance analysis frarkdaomulti-hop amplify-
and-forward (AF) relay networks yielding closed-form merhance bounds.

2. Designed and analyzed the adaptive multiple relay sefe@RS) schemes for co-
operative multi-relay AF networks and thereby optimizihg trade-offs among the
implementation complexity, wireless resource usage, aedadl performance.

3. Designed and analyzed the optimal joint antenna and sagction strategies for
multiple-input multiple-output (MIMO) AF one-way relay tveorks (OWRNS) and
MIMO two-way relay networks (TWRNS) by aiming to achievelfdiversity and
array gain benefits.

4. Designed and analyzed the joint transmit/receive (Tx/&xo forcing (ZF) beam-
forming strategies for MIMO AF multi-way relay networks (MWWSs) to optimize
the trade-off between the achievable diversity-multipigxrade-off (DMT) and im-

plementation complexity.
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5. Quantified the detrimental impact of practical transiisgmpairments such as feed-
back delays and spatially correlated fading on the perfonaeaof aforementioned
transmission strategies.

6. Valuable insights and guidelines for practical usagecvedrtained, and thereby, the
trade-offs among the overall system performance, resaisage, and implementa-
tion complexity were improved by refining the underlying ploal layer transmission

designs.
The contribution of Chaptél 2 to Chaptér 5 can be furtheragitied as follows:

e The main focus of the ChaptEl 2 was to develop a comprehepsifermance analy-
sis framework for multi-hop AF relay networks. To this endhew class of signal-to-
noise ratio (SNR) upper bounds for the multi-hop relay neksavere developed. A
mathematically tractable statistical characterizatibthe SNR bounds was developed
by deriving the cumulative distribution function (CDF)ethprobability density function
(PDF), and the moment generating function (MGF) in closaddf The resulting outage
probability and the average symbol error rate bounds weareeprto be asymptotically
exact. Consequently, a generalized asymptotic perforenanalysis framework was de-
veloped. Usefulness of the proposed bounding techniquesiwatrated through two

practical examples.

¢ In ChaptefB, a new class of MRS scheme was designed and eddityzcooperative re-
lay networks. The key design criterion is to adaptively siedesubset from the available
relays to satisfy a preset output threshold SNR. The fundéaheelationships among
the basic performance metrics such as the outage prolahiliérage symbol error rate
(SER), and average number of selected relays were charactéo ascertain the practi-
cal viability of the proposed MRS schemes. The proposedtagddRS schemes indeed
provide more flexibility in utilizing bandwidth and spatidiversity in cooperative relay

networks over fading channels.

e Chaptef# focused on developing joint antenna and relagtsmbestrategies, which are
optimal in the sense of the achievable diversity gains, ftM AF OWRNs and MIMO
AF TWRNSs. A comprehensive performance analysis framewa& fivst developed for
the optimal transmit antenna selection (TAS) strategy ifogls-relay MIMO OWRNS.
The insights obtained through this analysis were then eyegidor designing the the
optimal joint antenna and relay selection strategy for thdtimelay MIMO OWRNSs.
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Moreover, the optimal joint TX/Rx antenna and relay setecttrategy was designed
and analyzed for the multi-relay MIMO TWRNSs. The performartegradation due to
practical transmission impairments such as the feedbdelysland the spatially corre-
lated fading was quantified to ascertain the practical irtgof the proposed designs.
Efficient channel prediction strategy to circumvent outdathannel-state information
(CSI) incurred due to feedback delays for antenna seleet@s devised, and thereby,
the proposed antenna and relay selection strategies wedtfined. Moreover, the
SNR loss incurred due to correlated fading cases was quahtifihereby, valuable in-
sights/guidelines, which can be readily incorporated andlesign of practical systems

by introducing necessary fade margins in the link budgefutations, were obtained.

e In Chapteb, two transmission strategies for MIMO AF MWRMNamely (i) pairwise
ZF transmission and (ii) non-pairwise ZF transmission,ensigned and analyzed. The
practical viability of the proposed strategies was asoethby charactering the funda-
mental trade-offs among the outage probability, achievallersity order, and spatial
multiplexing gain. The proposed pairwise ZF transmissimatsgy enjoys lower relay
processing complexity than that of the non-pairwise ZFgnaission strategy. However,
the former achieves this benefit at the expense of some lasshievable spatial mul-
tiplexing gain. Our transmission designs provide flexibiln adapting various antenna
configurations at the sources and the relay, and hence, tagyoememployed in MIMO

MWRNSs with various practical applications.

6.2 Future research directions

Our future research interests are primarily based on (fesyschannel and mobility mod-
eling, (ii) physical layer transmission designing, (iiltérference modeling, and (iv) per-
formance analyzing of next-generation multi-way relaywoeks (MWRNS). As elaborate
in Chaptef b, the MWRNSs are the next evolution of both OWRN$BWRNS, and hence,
the physical layer transmission designs and analysis hatvgen been fully explored. To
be more specific, the practically viable MIMO MWRN networlptibogies have not been
explored by taking into account the important transmissiopairments such as the mis-
cellaneous interferences, feedback delays, channela&iimerrors, and spatial correlated
fading.

Moreover, the wireless data traffic demand is increasingesptially mainly due to the

recent proliferation of data-hungry portal wireless desisuch as smart phones and net-
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books. As the conventional techniques for increasing datsy enhancing link-reliability,

and reducing energy consumption are approaching theirmfuedtal limits, new wireless

network architectures are needed to satisfy the futurelegiserequirements. To this end,

the future research specifically focuses on designing aatyzing novel energy efficient

wireless transmission strategies for MIMO MWRNSs.

Objectives: The goals of the future research plan are as follows:

1.

To develop new energy-efficient system, channel, andbigndels for MWRNS by
considering realistic wireless propagation conditiond layusing green radio signal

processing techniques.

. To design and analyze new physical layer transmissiatesfies by giving special

emphasis to relay processing techniques, joint antennaetaylselection strategies,

transmit/receive beamforming strategies, and multi-ssbeduling schemes.

To develop and analyze distributed network coding siieseand source-grouping
techniques to optimize the achievable diversity orderiapaultiplexing gain, and

implementation complexity.

To design novel joint interference and radio resourceagament techniques for
physical-layer transmissions to optimize the network ues® usage and the overall

quality-of-service.

To characterize the key relationships among the datao@terage, energy efficiency,

and reliability.

Methodology: The aforementioned research objectives will be accomgisly employing

tools from communications theory, probability and stoticgsocesses, stochastic geome-

try, graph theory, and green-radio signal processing igoks as follows:

e First, mathematical models will be developed to understamd MWRNSs perform

under realistic operating conditions. The joint effectsaafio-wave propagation over
wireless channels, such as time-frequency selectivigpasifading, signal shadowing

and pathloss will be considered.

e The fundamental design criterion of the transmission desigill be to optimize

the trade-offs among the overall data rate, coverage bitiyaand power consump-
tion. Our preliminary results (see Chagiér 5) show that #rfopmance of MWRNSs
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greatly depends on the cooperative strategies, whichdecthe selection of relay
types and relaying partners, signaling protocols, andyrgdaocessing algorithms
(i.e., deciding when, how, and with whom to cooperate). Muoeg, key design ob-
jective of the joint antenna and relay selection strategit$e to achieve a desirable

trade-off among the system complexity and performance.

New physical-layer distributed network coding strategigls be then designed for
MIMO MWRNSs to obtain desirable trade-off between the data end network re-
source usage. The key idea is that a particular wirelesdrialrman improve chan-
nel capacity significantly by aggregating additional sgdalimensions facilitated by
other distributed wireless terminals. In this context, glgwractical analog network
coding (ANC) and physical layer network coding (PLNC) stuwes will be designed
for high capacity multicasting from multiple-source grsup multiple-destination
groups by exploiting MIMO multi-way relay channels. In geale these channels
are referred to as the MIMO multiple-access multi-way rafegrference channels
(MA-MWR-IC), and would provide unprecedented challengessthe network de-

signers. One efficient technique to circumvent MIMO MA-MWRis to employ the

concepts of ANC and PLNC to facilitate interference-fregnaling between multi-
source groups. To this end, three key design parameterstwbriecodes (i) field

size, (ii) generation size and (iii) block size are optinize design practically im-
plementable ANCs and PLNCs to achieve (i) lower delay, {(@hkr coding through-
put, (iii) better network performance, and (iv) lower comty subjected to system

specific trade-offs.

The inter-cell and intra-cell interferences are the majopediments to the perfor-
mance gains promised by MIMO MWRNSs. Physical-layer intenfee mitigation
techniques will be therefore developed by using (i) coatid beamforming, (ii)
cooperative signal processing, (iii) adaptive transmitgocontrol, and (iv) interfer-
ence alignment techniques. Moreover, energy-efficienbregsource management
strategies will be developed by using tools from crossHaygimization and oppor-
tunistic resource-sharing in the time, frequency, andspiimensions. Our prelim-
inary research reveals that the amount of inter-user erente of MWRNS indeed
heavily depends on the source-grouping strategies. Thusder to circumvent the
inter-user interferences and hence to improve the mukiipdegains, novel source-

grouping strategies will be designed.
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e The aforementioned transmission designs, networks castiagegies, and interfer-
ence/resource management techniques will then be inéegnatio the new MWRN
system models, and thereby, the overall performance wiliastigated by deriving
important performance metrics such as the outage protyalaierage probability of
error, data rate, and diversity-multiplexing trade-oftheTinsights obtained through
the analysis will be then employed to refine the physicald&ggmsmission strategies

and hence to achieve better trade-off between complexdyparformance.

Significance: Our future research directions mainly focus on designirdyaralyzing new
system models and transmission strategies for MIMO MWRNsckvare the next evo-
lution of MIMO OWRNs and MIMO TWRNSs. In particular, the MWRNare of great
practical interest as a potential candidate network tapolor the next-generation wire-
less technologies because of their numerous practicaicatiphs as elaborated in Chapter
[ and Chaptelr]l5. For example, some of the potential apmitstinclude voice-over-IP
(VolP) calls, video and audio streaming, videoconferegicaming, surveillance for pub-
lic safety, connectivity to remote devices, and educatiseevices at little or no incremental
cost to network operators and subscribers. In summaryetfearch outcomes will poten-
tially allow wireless networks to achieve higher data ratéh improved trade-off between
the link-reliability and extended-coverage. Our futurse@ch outcomes therefore could
eventually contribute to the advancement of the fourth g (4G) broadband wireless
standards, especially in mobile-WiMAX (IEEE 802.16m) aieF3° LTE-Advanced.
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Appendix A

Proofs for Chapter

A.1 The proof of Theorem[2.1

Proof: Let the random variabl€ be

'y

= , Al
I'h+1% (A1)
wherel' =~ T, = i ) andly = i ). The CDF ofl" can
Yoze T1 = _min () 2= ey Om)
then be expressed as
I'1 Ty
F =Pr(|—F<2z2]. A2
vle) = Pr (5 <o) (A2)
Alternatively, the CDF of" can be rewritten in a single-integral form as
F(x)—/ooPr Dz ) f () ds (A3)
: B 0 I'h+z"— e ’ '

which follows from the fact that’; andI'; are statistically independent. After some

mathematical manipulationg}(z) can be expanded &s |86]

Fr(a) = | wPr(rlz 2 )frg(Z)dZJr/ OOPr(hg 2 )fp2<z>dz- (A.4)

Z—x " Z—x

=1
After some further manipulationd,_(A.4) can be written inranre tractable form as

follows:

Z—X

Fr(z)=1- /Oz {1 - Fp1< i >] fry(2) dz. (A.5)

By using [A.B), the complimentary cumulative distributiimction (CCDF) ofl" can

be expressed in a single-integral form as
_ * z+x)x
Fp(z) = / Fr, <%> Jro(z + 2)dz. (A.6)
0
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The CCDF ofl’y for independent and identically distributed (i.i.d.) Ngkani+n fading
with integerm can be derived by usingl[1, Eqn. (8.352.2)] and [115, Eqn.)] (44

follows:

Fr() = ﬁm<x>=[r<m,@) /r<m>r (A7)
= exp< me) Z 6kp<m>k, (A.8)

where gy, p is defined in[(2.6b). The PDF df, for i.i.d. Nakagamim fading is given
by

fra@) = 2 [ (B )V = PR @)V frue) (.9

(m—1)(N—P—1) m
_ W-h) > Br,N—P-1 <E> " z™E—lexp (_7m(N—P)x> .
I'(m) ’ gl 5

k=0

By substituting [[A.Y) and(Al9) intd (Al6), and by evaluatithe resulting integral by
using [1, Eqgn. (3.471.9)], the desired result giverlin (P& be derived.

The PDF ofl" defined in[(A.1) can be derived by differentiatiig (A.4) aidas:

fle) = o | [ @] e | e (s 2 ] @

By using the Leibniz integral rule, (A.10) can readily beleaged as follows:

fr(@) = fro(z) = fry(2) lim [FH(;—Z )]

X

+ /:J (z - > fn( = >fr2(z)dz. (A.11)

By first noticing the fact thatim,_, ., F'x (z) = 1 and then by substituting the dummy

variablet = z — x, the PDF ofl" can be written in a compact integral form as

/0 <t+x> fp1<x(tz_w)>fl“2(t+$)dt 123

3 o0
3 ailx) / 170 fr <$(t : m)> fro(t +2)dt,  (A.12b)
i=1 0

fr(z)

wherea; (z) = 1, az(z) = 27, andaz(z) = 2.

The PDF ofl"; can readily be derived as

fru@) = = (L= (B @)”] = P [B @) (@) (A13)
(m=1)(P—1) m+k
P m e mPx
~ T(m) k=0 AP <§> o 1exp<— g )



The PDF ofl'; has already been derived in_(A.9). By first substituting_@).and
(A9) into (A.12h), and then by evaluating the residue iraédpy employing[[1, Eqgn.
(3.471.9)], the desired result given [n_(2.7) can be derived

The MGF ofI" can be derived by substituting_(216a) into
Mr(s) = Er{exp(—sz)} = 1— / s P () exp(—sz)dz, (A.14)
0

and by evaluating the resulting integral by using [1, Eqr62&.3)]. |

A.2 The proof of Theorem[2.2

Proof: If the MacLaurin series expansion of the PDFgf for n € {1,--- ,N} is
given by f, (z) = (Cﬁﬁxdn‘l + o(z%~1), then the corresponding MacLaurin series

expansion of the CDF is given by

ﬁn <$>dn d
F, ()= ——"— (2] +o(z%™). A.15
o () . \7 () (A.15)
The MacLaurin series expansion of the CDHgf= {nlain . () is derived by first
neyl,-,

substituting[(A.Ib) into

.
Fr(z)=1-J] Q- F,(x)) (A.16)

n=1

and by then employing the identity

P P P—l+1 P—i42 P n
[[a—zn)=1+> " > > e > Iz A1D)
n=1 n=1 =1 Ae=Ai+1 An=An—1 =1

as follows:

Fp, () = 3 B ()™ + o(xd‘f““) (A.18)
le{n|dp,=min (dn)}
ne{l,---,P}
where @it = {nlain P (dy). Similarly, the MacLaurin series expansion b =
nef{l,-,
min (v») can be derived as

ne{P+1,,N}

Fr,(z) = > T <£>d§mn * O<xd5mn) (A.19)
’ dn(Cp)om \ 7 ’

nE{nld":ne{PTi?... ,N}(d")}

wheredyn = {Pm}n ) (dp,).
ne{P+1,--,
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The MacLaurin series expansion of CDFIof= I'1T'y/(I'; + I'y) can then be derived
by using [(A.4) as follows:

lim Fr(z)= lim /fr2 )dz + lim Pr<F1 < %)fm(z) dz. (A.20)

z—0t x—>0+ z—0t

Next, one observes thatlifin, -+, thenz/(z — x) — 1 andzz/(z — ) — x . Thus,

the MacLaurin series expansion of CDFIotan further be simplified as

lim Fr(z) = lim Fp,(z)+ lim Pr(T'; < x) / fro(2)dz

z—0t z—0t z—0t
= lim Fr,(z)+ lim Fr,(x) — lim Fp,(x) Fr,(x). (A.21)
z—0t z—0t z—0t

By substituting [[A.IB) and (A.19) intd (A.21), the desirezbult given in [Z2.15) can
be readily derived. Moreover, the MacLaurin series exparssbf the PDF and MGF
of T can then be derived by first differentiating (Al21) and thakirtg the Laplace

transformation of the resulting PDF, respectively.
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Appendix B

Proofs for Chapter

B.1 Proof of average SER of OT-MRS scheme

The lower bound on the average SER of the output-thresholtpteurelay selection (OT-
MRS) scheme can be derived by averaging the conditionat probability (CEP) over the
PDF of the upper-bounded output SNR as follows:

. / O . (2)da
0

Tth

= ¢Q(vnz) <Bsd,LeXp (—i> +) (lﬁﬁLl)!xl‘leXp (%)) dz

0 YS,D =1
- [ {am( ) (D)
L B
= (Bsa, L1 + CZ Bi.. Ly + (BsanZa + gls, (B.1)

=1
where) is defined in[(3.12a). Moreover, in(B.1), the integralsZ,, 73, andZ; are defined

as

5 Ve Q(y/nx)exp <_ 795 ) dr, Iy = /OO O(/iE)exp <_L> dz,
0 fYS’D Yth ’YS7D

A N (—?) dz, and T =/%hQ(V 1) - <_§> dz.
Yth Y 0 (l _ 1)[ 5

The integralszZ,, Z,, andZs can be evaluated in closed-form by employing techniques
similar to those in[[88]. The integrd], can be evaluated by first using the identity [116]

s <—§> at = (7)" 7(1, i) (8.2)
0 Y Y
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and then integration by parts as follows:

!
7 (1(1)1)!Q(‘/m)7<l’%> +0.57' (1 - 20(v/mvn))

L1 9j—1 (5)l—d . +0.5
}:QJ GO Y Vth

i 1+0.5, 5= (2+n7) | . B.3
Ve <2—|-777 B ’27( ) (B.3)

The desired resulf{3.19) can be derived by using the idesii{ 3, z)=/7 (1-20(v/2z))
andI'(a,z)+~v(a,z)=T(x) [116].

=0

B.2 Proof of average number of selected relays

The average number of selected relaks) (by the proposed OT-MRS scheme can be de-

rived as follows: ;
Le=) 1 Pr(L.=1), (B.4)
=1

where P(L. = 1) denotes the probability that the selected number of relgyals tol. In
order to derivel... in closed-form Pr(L. = 1) is first derived by using the definition f

given in [3.6) as follows:
Pr(ys,p + R, = Yin) 5 =1
1 -1
Pr{ lys.o+ Y R =Y |N| 8.0+ Y VR <Yin| | 1€{2, - L—1}
Pr(Le=1) = i=1 i=1
L—1
Pr (PYS,D + Z ’YRZ‘ < ’Yth>7 l=L.

=1
(B.5)
After some mathematical manipulatioris, (B.5) can be eaies a more tractable form as
1_FF1(’Yth)7 =1
Vth [OO
Pr(L.=1) = / / fro e, Tt vR,) dygdlyy, €42, L—1}
0 Yen—T1-1
FFLfl(’Yth)y l=1L.
(B.6)

By substituting [(3.10)[(3.11) intg_(B.5) and after apptyisome mathematical manipula-

tions, a lower bound foPr(L. = [) can be derived as

Bsd,1Vs,DEXP (—,—7;’;) + Bra7exp (-P%”) ; I=1
s (222 ) oo (- 38) (1 o 2857220)
Pr(L.=0)>{ lg ‘ th
c +Zﬂl7l l‘szth) exp <_L>> 16{27"' 7L_1}
im1 1! Y .
Bsd,L—175,D <1 — exp (— %f’]))) + Bi’@ill(ﬂ) 7(1} Vf%) ,0=1L.
(B.7)
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Next, by substituting[{B17) intd (Bl4), a lower bound on thermge number of selected
relaysL. can be then derived as given [n(3.21).
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Appendix C

Proofs for Chapter 4

C.1 Proof of the CDF of SNR lower bound of optimal TAS for
OWRNSs

In the optimal TAS, the antenna indexésand K at S and R, respectively, are selected
based the criterion given ib (4.6). An upper bound for the @Dthe end-to-end SNR can

be derived as follows:

Ye2e (z) r <ie{{?-§-i?(NS} (’Yeze > > 95) (Z.G{E?NS} (’YS,D + ’YSRD) ST
(@ . GK)
< < .
< Pr <i€{{?%?<NS} (’Ys D?fYSRD> = x) ) (C.1)
() (K)
i, K

The probabillty measure denoted By ( {{naxN }(fyg)D,fng[g) < x| can be lower
el Ng
bounded byF' ;) (z) F (1.x)(z), where the corresponding CDFs are defined'as (z)=
TsD TSRD 7s,D

() ) <« _ (i.K)\ ~
Pr <i6{{r,?-l??(Ns} (VS,D) < 3:) andeygl,?;g () =Pr <ie{{?%?(Ns} (VSRD> < ac) The CDF

of fyg% is given by

2\ Mty e\
fgo = [oe(-5) E 5 (5)]

Ng u(Mo—1)

= Z Z < Y )75(:;”1%) zVexp <—Z—j> , (C.2)

u=0 wv=0

Ng

whereMy = m,Ng and g, . u, iS given by [4.14). TheFva,K) (x) is written as
SRD

> Y A
= _ <
P = [ e () <o) Lo

= Fuo(2)+ /0 E <M> FggNdy(C3)



where the CDF ofyg’(l)) is the derived as

e\ 22t ! N
Fin@ = ll‘e’“’(‘@) 2 ?(E)]

NRPM2 1

— Z Z < >7(;f;’f’M2 xlexp (—%>7 (C.4)

and the PDF of/ ) can be obtained by differentiatiopn (C.4) as

d Nr—1p(Mz—1) )pN (NR 1)¢q oMo
f,yg%( ) = & {F%g% } Z Z M2 ﬁg)MTH]
x Mt lexp <_(p—;721)> . (C.5)

In (C4) and[[Cb)Ms = msNp. The CDF Of’ygz% is next derived as

My e\
Foo = e (5) X4 (5)]

NS a(M1 1

Z Z < . >75?;WM1 zbexp <—;—T> , (C.6)

where M; = moN,. Next, by substltutlngECM)ED.S), and (C.6) info (IC.3)siagle
integral expression, involving® AMzFa=b=1(z 4 A)bexp(—M — g%) ), for v LK)

Ng

B2 SRD
can be obtained. This integral can be evaluated closed-byrifirst using the binomial

expansion ofz + \)* and then usind 1, Eqn. (3.471.9)]. Finally, the desiredite&.13a)
can be obtained in closed-form by substitutifi), and [C:2) into[{CI1).

C.2 Proof of the CDF of the SNR of optimal TAS for OWRNSs
without direct channel

The end-to-end SNR of the optimal TAS for MIMO OWRNSs witholie tdirect channel is
given by

I.K I.K Vé‘
(LK) _ _(IK) _ ) (C.7)

(K)
TRr,D
’YeZe fYSRD - (
TR

)
R
NCR

wherel and K are the optimal transmit antenna |nd|ce§astndR, respectively. The CDF

of fygﬂ’fg can be then derived as follows:

Fax(x) = Pr (’v(s?z’yg,(z))/(v(;}% gj’))gx)
- +/ < (wy/ (y—w)) £ @) dy.  (C.8)
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By using the variable change= y — z, F,,_ () is written in a compact form as

Fy(@) =1= [ o (@ + o/ £, @+ )y c9)

VYSRrRD

wherefyg) (z) isthe PDF ofy andF L) (x) isthe CCDF OfVRI,{D- By employing [C.#),

Fw(K) (x) can be obtained as foIIows
R,D

Np p(M2—1)
NR> (=1)P¢q,p,m5 < p:c>
F = — =2 gdexp | —— |, (C.10
@ = 172 2 () P\7g ) 19
The f,ym (z) is next derived by differentiating (Q.6)
S,R
Ng—1a(M;— 1 Ng—1
D*Ns(7577) dv,a,m _ a+1)x
f(I) Z Z ) (51)1311“’ L Mitb=lexp <—%> (C.11)
a=0

B first substituting[(C.10) an@ (C.111), in{o (C.9), and thealeating the residue integral by

employing [1, Eqn. (3.471.9)], the desired result can béddrin closed-form as given in

(@15a).
C.3 Proof of the asymptotic performance metrics for OWRNSs

In this section, the proofs of the asymptotic outage prdiglaind the average SER at high
SNRs are sketched.
The end-to-end SNR of the optimal TAS for MIMO OWRNSs is given b
1520 = 45h + % (C.12)
Ys,r T VR
wherel and K are the optimal transmit antenna |nd|cesSa1ndR, respectively. The first
part and the second part ¢f (Cl12) represent the SNRs of thetdihannel and relayed-

channel, respectively. For the sake of simplicity, theyrethchannel SNR is denoted as

(I,K) ’Yf@ J)Q'YJ(QK)%
Ysrp = 0 ) (C.13)
s,k TVRD

Interestingly,y(s%llg) also accounts for the exact end-to-end SNR of the optimal foAS

OWRNSs without having the direct channel.
Our first goal is to derive the first order expansion of the CDF&ZK ), and thereby, to
derive the same for the CDF qﬁ K)o this end, the first order expansmn]@fm (x)is

derived as

z—0t 7s,D

T moNpNg
lim F N (x) = TIgp <j> —l—O(meNDNS), (C.19)
v
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_ (mo/ko)moNDNS
((moNp)!)Ns
direct channel is therefore given 6, sp = moNpNs.

whereky = 75 p/5 andllsp = The achievable diversity order of the

By employing [C.8), the first order expansion»éf}’ff)) can be derived as

lim F oo (@) = im F o @)+ lim | F oo xy$> fo () dy. (C.15)
S,R

z—0+ VSRD z—0t TSR z—0t J,  TRD <y -
One immediately observes thatiifn,_,+, thenz/(y — z) — 0. By employing this fact,
(C.138) is then simplified as

hm F (I, K)( )— hm F (1) ( ) llIIl |:F’71(3Kg($) <1 — ngjk($)>:| . (C16)

z—0+ VSRD x—=0t TSR z—0t

The first order expansion Gﬁ’vm (x) is next derived by using (3.4) as follows:
S,R

T mleNR
lim F S0, (x) = I <;> +0(wm1NSNR), (C.17)
z—0t+ Yy
wherell; = W Similarly, the first order expansion @f (K)( ) is then de-
rived as
P mZNRND NN
_ - m1INRIND

whereIl, = % Besides, in[(C17) and (Cl8); = ds.r/y andks =

Yr.p/7. By first substituting [([C17) and (C118) intb (Cl16), andrttiaking the single-

term polynomial with the lowest power af the first order expansion vau,m (z) can be
SRD

derived as follows:

T Ga,5RD
lim F i (x) = Isgp <§> + o (z@asnD) | (C.19)

z—0T VSRD

wherell is defined as
114, mi1Ng < moNp
Msrp = { 1o, m1Ng > maNp (C.20)
(IT; +I3), mi1Ng =maNp = mN.
wherell; andII; are defined in[(C.17) anf (Cl18). Moreover, the diversityeotd; srp
is given byG,srp = Ngmin (miNg,meNp). The asymptotic outage probability of
the optimal TAS for OWRNSs without having the direct channah de then obtained by
evaluating[(C.19) at the threshold SNR as giver_in (4.26).
The first order expansion of the end-to-end SNR of the optifAdl for OWRNSs with
the direct channel is next derived as follows: To this end,fitst order expansions of the
MGFs offy(l ) is derived by substituting (C.14) intb (4]116) as follows:

Hspl'(Gasp + 1) _a
ngfg( s) = (75)Cars 0 (s deD) . (C.21)
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Similarly, the first order expansion of the MGFf,) is derived as

11 I'G +1
M,Y(I,K)(S): srpl'(Gasrp + 1)

SRD (ﬁs)Gd’SRD

+ o (s™CasrD) (C.22)

The first order expansion of the CDF@&K) given in [C.12) can be then derived by using

L7V (IM 1) (s) M _t.x)(s)), where£71(-) denotes the inverse Laplace transform, as
S Ysp YsrD

follows:
. B HSDHSRDF(Gd,SD 4 1) P(Gd,SRD) 2 Ggq,sp+Ga,srD
lim F (r)(x) = -
w0+ o2l I'(Gasp+ Gasrp +1) Y
+ O(de,SD-i-Gd,SRD) ) (C.23)

By first substituting the corresponding valuedbfp, Ilsrp, G4 .sp, andGy spp defined
in (C.12) and[[C.I5) intd (C.23), and then evaluating it &t tftreshold SNR, the desired
asymptotic outage probability at high SNRs can be obtaisad §.254).

The asymptotic average SER at high SNRs can the be derivedasyitsiting the first
order expansion of the CDF of the end-to-end SNR into theymaterepresentation of the
average SERP™ = %\/%fo"o 273" % Fyg (z) da,

C.4 Proof of the CDF of effective SNR of optimal Tx/Rx antenna
selection for TWRNSs

The proof of the CDF of the effective end-to-end SNR, whicte$ined as the end-to-end

SNR of the worst source, is sketched as follows:

g = 1 (y,l,m) (J7l7m) <
FZ(Z) Pr|:Z 16{1,...7NIS%}€({1,...,N2} <m1n (751 s >> - Z]
me{l,-- ,Nr}
b ( ) ( (7. Lm) (J,L,m))> <z, C.24
r [me{rfa{(NR} min ’Ysl ’YSQ Sz ( )

whereygl’l’m) andyéé’l’m) are defined in[(4]5). Beside$§;’L’m) andy(s‘g’L’m) are the end-

to-end SNR at5; and S, respectively, and are given by

s = Jetl N (L Vo) <7‘("?l7m)) N aXmﬁmﬁ};;nm Ty (©2)
gijm) N j€{1,~--,NI£?i}€({1,"',N2}< glvm)) N 5Xmﬁm0f;nm +n’ (C.250)
where the random variables,,, andY,,, are defined as
X, = hg?;;g(z = x| (\hg@vgf) (C.25¢)
Y = hg;v}@f = s < hg;;gf) (C.25d)
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In (C25¢) and[([C28d)x = (s + Ar)/7sVr, B = 1/9r andn = 1/5s7r, Where
Ys = Ps/c% andyr = Pg/o?% are the average transmit SNRs at the source nodes and the

relayl.
We then defin€Z,,, = min (’qu‘fL’m),’ygg’L’m)> and simplify it as foIIowE:

(J,L,m)
Zn=m’ ©29)
Vs, s Y, > X,,.

The CDF ofZ,,, can be next derived as

Fyz,(2) =Pr[Zy, < 2] = Pi(2) + Pa(2), (C.27a)
whereP; (z) and P»(z) are given by

Pi(z) = Pr [{yg{w < z} A{Y,, < Xm}} (C.27b)
Py(z) = Pr [{yg‘jLW < z} N {Xp < Ym}] . (C.27¢)

After some manipulations, the probabili§ (z) can be expressed in a more mathematically

tractable form as follows:

Pi(z) = Pri{X,, <pz}n{Y, < Xn}]

4 Pr [{Ym < %} N (Y < Xm}] : (C.28a)

where the first probability measure 6f (C.28a) is given by

Bz rx
I(2) = Pr[{ X < B2} {Yin < Xn}] = / 0 / (o) frn ) duda. (C.280)
z=0Jy=

Similarly, the second probability measure [of (CJ28a) isamded as

:/too Pr [Ym < min <Z(O‘(Hﬁz) +n),t+ﬁz>] fx, (t+Bz)dt, (C.28c)

=0 t

where the termmin (-, -) in Z{(z) can be simplified as

- <z(a(t+ﬁz)+n)’t+52> _ {t+5z, 0S<6() (¢ pag
t lat+Bz) +n], t2¢(2),

without loss of generality, the transmit powers and thetadgivhite Gaussian noise (AWGN) noise variances
at the bothS; and .S, are assumed to be identical; i.®s, = Ps, = Ps ando?, = 03, = 0.

2It is important to note that the random variabféél’L’m) andyg’L’m) are not statistically independent.
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whereg(z) is derived by first solving the quadratic equation
2+ (B —a)zt — z(aBz+1) =0 (C.28¢)

and then taking the viable root as

B(2) = 0.5(a — B)z + 0.5v/ (o — §)222 + 4z(afz + n). (C.28f)
ConsequentlyZ; (z) can be simplified as follows:
Ti(z) = Iy(2) +1s(2), (C.299)

where the integral®,(z) andls(z) are given by

o(2)

L(z) = [:0 Fy.. (t + B2) fx,. (¢ + B2) dt (C.29b)

Iy(z) = /OO Fym<2(a(t+ﬂz)+n)>me(t—FBz)dt. (C.29¢)
t=¢(=) t

Next, P, (z) in (C.27DB) is derived as follows:
Pi(2) = Th(z) + Ia(z) + I3(2). (C.30a)

In (C284),FY,, (x) andFy, (y) are the CDFs o, andY,, (C.254), respectively, and are
given by [138]

Fx, (z) = [ﬂhwa‘)p(x)}m = 3 <N1>(—1)pexp <Ig> (C.30Db)

Fy, (y) = [F\h(mvl)\?(y)}NQ = f: <N2> (—1)%exp <_—qy> . (C.30c)

Moreover,fx, (x)andfy,, (y) are the PDFs ok, andY,,, respectively, and are given by

Ni—1 N Ni—1 _1)P B

Fxn(@) = > 1 pgl)( )exp< (pg 1)w> (C.30d)
p=0
No—1 N. No—1 —1)4 B

fraw) = > 2 q@)( )exp< (q<—i2— 1)y>. (C.30€)
q=0

By substituting [(C.30b) and (C.30d) into (C.284),~) andZ»(z) can be evaluated ex-
actly in closed-form as given in the first and second term#dfl). SpecificallyZs(z)
is too mathematically intractable to be exactly solved, tmg, two efficient evaluation

techniques are provided as follows:
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C.4.1 Derivation of Z3(z) by using GLQ [116, Eq. (25. 4. 45)]:

The integralZ; is given by

R (o)

p=0 ¢=0

* e [ (p+1)t pZ(aBern)))
X /(z)(z)e p( ( 2 + o dt, (C.31a)

whereq, 8, n, and¢(z) are defined in[(4.21). Now,_(C.31a) is re-arranged to obtaén t

Gauss-Laguerre quadrature (GLQ) integral form as

Ni—1 N» N Ny— 1)(N2)(_1)p+q

2020 DEs

p=0 ¢=0

X exp <— [z <(p+ DL —> + M]) /Ooxf(x)e—xdx, (C.31b)

1 G2 C1

where¥ (z) = exp (—%). The integral in[{C.31b) can be readily evaluated

by using the GLQ rule as follows:

o TQ
/ U(z)e "dz = Y w¥(xy) + R, (C.32)
0 t=1
wherex; andw; fort € {1,--- ,T,} are the abscissas and weights of the GLQ, respectively

[116, Egn. (25.4.45)]. Specifically; is thetth root of the Laguerre polynomial,,(z)

t! 2Z‘t

. . . . . (t)
[116, Chap. 22], and the correspondirtp weight is given byw; = EELirEIe)EE

Both z; andw; can be efficiently computed by using the classical algorigmoposed in
[117]. FurthermoreTy, is the number of terms used in the GLQ summation, Badis the

remainder term, which readily diminishes Bsapproaches as small as 10 [117].

C.4.2 Derivation ofI3(z)y using the Taylor series expansion

_pz(aBz+n)

The integral in[(C.3Ta) can be written by applying the Tageries toe™ ¢  as fol-

lows:
— (-1’ > exp(—t)
= Z [acz(aBz + n)]"exp (ag(2)) —dt, (C.333)
i=0 ap(z) ¢
wherea, 3 and¢(z) are defined in{4.21), and= p“ = Ci respectively. The integral
in (C.334) can be evaluated by using [1, Egn. (3. 381 6)] as

OESY _ s , (C.33b)

= (i)![ad(2)]2



whereW,, ,(z) is the Whittaker functionJ1, Eqn. (9.220.4)]. Eqi._(C:B88h be further
simplified by using[[139] as
Ry z- y
J(2) =Y~ lacz(afz +n))'exp (ad(2) D(1 — i,ad(2)) (C.33¢)
i=0 ’

wherel'(u, z) is the complementary incomplete gamma function [116, E§R50.2)].

Next, we test the convergence of the infinite series expansi¢C.33¢) as follows: To
this end, we denote the summand[of (Cl33c)hyz).

A —lacz(eBr )] T(—iad(2)
dm s = im T(—i+1,a0(2))

— 0. (C.34)

Eqgn. [C.34) follows from the fact that(—i, z) is monotonically decreasing with> 0 and
for a givenz, and thus the rati Ifzifﬁgf()g)) is bounded ag — oo. Since lim % <1,
) 1—o0 YT
by using the Ratio test, it can be shown that the infinite sendC.33¢t) is convergent.
Now, by following similar steps to those @, the second part of {(C.2I7b) i.e?, can
be evaluated readily. Then the CDFXf, can be derived aB, (z) = P, + P.
By identifying that theZ,, for m € {1,--- , Ny} are statistically independent and

identically distributed random variables, the CDF6fn (C.24) can be derived readily as
Fz(2) = (Fz,(2))"" @.20).

C.5 Proof of the asymptotic performance metrics for TWRNSsS

In this section, the proofs of the asymptotic outage prditalof the optimal antenna selec-

tion for TWRNSs is sketched. In this context, the first ordepamxsion of the CDFs ok,
andY,, in (C.30B) can be derivedBa@]

M N ?JN2 N.
FX, () = =5y +o(a™) and Fy° (y) =~ +o(y™). (C.35)
G G
Similarly, the first order expansions of the PDFsX¥f, andY,,, are given by[[6/1]
00 NNl B . NyyNo-1 B
IS (x) = 1T +o (le 1) and fy° (y) = 2T +o (yN2 1) . (C.36)
1 2

We first considerP; (z) in (C.28&). By substituting (C.86) and (Cl35) info (C.28hya
(C.29D), the first order expansion if(z) andl,(z) can be derived as follows:

N1+N2
H(fo(z) _ Nl(ﬂz) ~ +o (ZN1+N2+1) , (C37a)
(N1 + N2 )G 6™
N1+N2
HSO(Z) _ Nl(aZ) +o (ZN1+N2+1) ] (C37b)

(N1 + No)¢iV¢a

3The first order expansion dfy (z), i.e.,lim,_, o+ Fx (z), is also denoted by'y ()
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The first order expansion df(z) can be next derived follows: To this end, the Integral

I3(z) in (C.29¢) can be re-written by applying a change of variable 5z — t as

Y z(at +n)
Iy(z) = /tzwwz Pr {Ym < W} Fx () dt. (C.38)

We next consider the first order expansionlg(f:) in (C.38). One observes that i]ﬁm+,
z—0

then Z(tojti;j) — 0T. Thus,I3(z) in (C:38) can be approximated whenever» 0% as

follows:
L°(z) = FE (a2) lim / Fx, (8)dt | = FEE (a2)[1- FE. (d(2)+ 82)].  (C.39)
=0 t=¢(2)+ B2
By first substituting[(C.35) intd (C.89) and then by selegtthe lowest powers of, the
first order expansion df(z) can be derived as

(az)™2

Na
2

I2(z) = +o0 (™). (C.40)

The first order expansion d?, (z) is then given byP>(z) = I°(2) + I5°(2) + I5°(2). In
particular, the behavior aP; (z) at the origin is completely governed bB§? (z) as it has the

lowest powers of, and thusP;®(z) can be simplified as

P> (z) = % +0 (™). (C.41)

2

By following similar techniques to those @f/°(z), the first order expansion [f(z) in
(C.274) can be next derived as

P (z) = (ozz]\)th +o (le) . (C.42)
1

The first order expansion of the CDF &f,, can be now derived by using (Cl41) abd (G.42)

as follows:

N YA
AL ( 5$1R)NZN1 +o(zM), N <N
St 2
&)= PEEPEE) = (e (B5) # o), Mi>Na (C43)
=\
((cllw + (421)N)<7§§71R) Nto(2N),Ni=No=N.

The asymptotic outage probability at high SNRs can be themeatkas in[(4.30a) by first
obtaining the first order expansion Bfby substituting[[C.43) intd"3°(z) = (F5° (2))"x

and then evaluating it at, .
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C.6 Proof of the CDF of the SNR of optimal TAS for OWRNSs
with feedback delays

We first suppose tha;tg)R denotes the delayed versioméf)R by timer,. The average fad-
ing power is assumed to remain constant over the time dglaBy following the analysis
technigues pertinent to the outdated CSl[of [140], the jPDF ofy(l) and yg})% can be

written as follows:

miNp—1
(o) = N ()
EUE O (m1Ng = Doy N (1= pf) () Ve
mi(x + 2mip1y/Ty
X exp —¥ TouNg—1 | 77— | » (C.44)
(1= p7) Ts,r (1 — 1) s,k

wherep? is the normalized correlation coefficient betweféi"fR and ’yg)R. The feedback
delayr; can be related tp; by following Clarke’s scattering model, as = Jo(27 f171),
wheref; is the Doppler fading frequency. In fadf, (Cl44) is the jd*F of two correlated
Gamma distributed random variables.

The CDF of the end-to-end SNR.) of the optimal TAS for OWRNSs without having

the direct channel can be derived as
F’Ye2e(l') = 1_/ |:1_F~(I) <(Z+x)w>:| f~(K) (Z+,fE) dZ. (C45)
0 Vs,r Z VR,D

One now needs to obtain the CDF %pg% and the PDF oﬁg}). To this end, we start

deriving the CDF ofy/).. In fact, 5/}, is the induced order statistic of the original order
statisticvé% [138]. The PDF oﬁ(s% can be therefore derived as [188,140]

f5 (I) / /- 30 b, (z[y) [, <I>( ) dy, (C.46)

I
wheref_o | o) (z|y) =
Vs,r|Vs,R

y (z,9)
R
( )

)

FIOING
VSRS,
f

is the PDF ofy conditioned omSR The PDF

Np—1
of yg}z is given byfvézg(y) = Ng |:F'Y.(S‘i)1?(y):| fvé”R(y)' By first substituting[(C.44)

into (C.46) and then solving the resulting integral by ugid, Eqn. (4.16.20)], the PDF

of Nglz% can be derived as follows:

Ng—1a(M;—1) s—1
Pb,a,0 L' (My + D)
Fg@ = 2 2 E tosss;
a=0 " b=0 I (Ml)Pl i
1— —
X (- p)* o 2exp(—Em) M_¢ y(0x), (C.47)

(1+a(l—p2))*
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_M+2b _ Mi—1 = _  2+2a(1—p3)—p p3
whereg = &52, 0 = 5= E = g5 p1><1+1a<1 oy a0 = 5 iy BY
first using the Confluent Hypergeometric functigtF; (; -; -) representation of Whittaker-
M function [1, Egn. (9.220.2)] and then by expressing (-; -; -) as a finite series expansion

[139], a mathematically tractable form for (Cl47) can betmiexived as follows:

Ng— la(Ml 1 NS 1)(b)¢baM
1

Z Z Z Ml—i-k) Mi+k

(Ml + b)ﬂ ( )b My+k—1
(1+a(l - ﬁ))“*“k

exp (—Px), (C.48)

_ __ (at]) = () i
where® = B a(=r)" The CDF ofyg 1, can be then derived as
Ns—1la(Mi—=1) b My+k— 1 (Ns—l) (b)
Fo(@) = 1= AT
0 IBEDBD MBI AL

Obanr, T (M + b)p?F(1 — p%)b o
(a+ )Mkl (14 a(1 p%))b—i-lﬂ? exp (—®x). (C.49)

By using similar techniques to those of used for the delciwaljff:yu) (z), the PDF oﬁg%,
S,R ’
f,y(K) (z), can be derived as well. The desired result can be then debyeemploying
R,D
(C.458) as given in(4.51a).

The proof of the first order expansion Bf, ) is next sketched. To this end, the first

e2e

order expansion oFﬁm (x) is derived as follows:
S,R

z—0t Ys,r

x mi1Ng
lim F_o) (x) =P <;> +o (mmlNR), (C.50)

where®; is defined in[(4.52b). Similarly, the first order expansiorfga‘m (z) is derived
R,D

as

T ma2Np
lim F_x) (x) = Pg <—> +O(;Um2ND), (C.51)

z—0t TRD ¥

where®, is defined in[(4.52c). By first substituting (C]50) ahd (C.&it) (C.16) and then
selecting the single-term with the lowest powengthe first order expansion df,, ()

is derived as follows:

Gy
X
T P o) = (2) o), (€52)

where® and G, are defined in[(4.5%b) and_(4153), respectively. The asyicptutage
probability can then be derived by evaluating (C.52) at threshold SNR as given in

(4.524).
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C.7 Proof of the CDF of the SNR of optimal antenna selection
for TWRNSs with feedback delays

Whenever the antennas are selected by using outdated C& feedback delaysy(‘] /L)

andfy(“ in (C.252) can be expressedas
: Xy
’yg{ D ' max (’ygl’l)) =————— and
]G{lv"'le}vle{lf" 7N2} OéX + BY + 7]
Xy
yg‘i b _ max <7(J l)) =— (C.53)
Je{lv 7N1} le{lv 7N2} 5X + O[Y + 77
where X = W9 " andy = WO "), Here,h¥ . and
= je{?}?{Nl} S1,R = le{?,l.?(NQ} Sor| ) 1SR

hgg  are thejth andith elements of the outdated channel vectors defindd inl(4i57act,

X andY are the induced order statistics of original random vaeisiil andY [138]. Thus,

the CDF and the PDF of can be derived by using techniques similar those uséd if [119
as follows:

Ni—1
s(xr) = ex — (p+1)$
Fg () Z ( > P( C1(1+p(1—p%))> and

p=

0
N1—1 1 Ni—1 r
) = 3 (1PN (T, ))exp <_C1( (p+1) ) (C.54)

—~ <1(1+p(1—p1) L+p(1-p7))

Similarly, the CDF and PDF of can be derived as

Na—1 . N2 (q+1)y
Fely) = 1= > (1) (qH)eXP <—C2 (1+q(1—p§))> and

q=0

e i 0+ Ty
frl) = ;0@(Hp(l—m))ex"<‘<2<1+q<1—p3>>>' (€59)

By substituting [[C.54) and (C.55) intb (C.28a) and follogviechniques similar to those in
Appendix[C.%, the CDF o/, and thereby, outage probability can be derived as given in

(4.584).

The first order expansion df (z) and f ¢ () can be derived as

. Ni—1 ( le(N1 1)
Fee) = Zc1<1+p<1—p>>
fe(x) = Nil Cpm () +o(1). (C.56)
X ¢i(1 +p(1—p ) '

o(z) and

4Since the system model is relaxed by considering a singknaa relay, the dependency of end-to-end SNR
on relay antenna indexi() is ignored.

175



Similarly, the first order expansion &, (y) and fy.(y) is given by

No—1 ( qN2(N2 1

o] q )
W = X garqa-gy? oW o
N2 1 1)4N. No—1
Fw = X5 qul(_qp g) +o(1). (€.57)

By first substituting [(C.56) and (C.57) intb (C.374), (CJB@hd [C.39), and then by fol-
lowing techniques similar to those in AppendixIC.5, the agtotic outage probability of
the optimal antenna selection for TWRNSs under feedbackydelan be derived as given in

(@.59a).

176



Appendix D

Proofs for Chapter

D.1 Proof of the end-to-end SNR

To begin with, the signal vector belonging to thih source, received at theth source in

the jth time-slot of the broadcast (BC) phase is re-written as

Yg,f) = GjgnXn + Gjng) + V%)n%)y (D.1)

whereG; = \/PR/(gJZ + 951+ %) 9o = V/Pu/Tns To = Nr/(Nn — Np), j €
{1, , M—-1},m e {1,--- , M}, n € {1,--- ,M}, andm # n. The post-processing
end-to-end SNR of theth data subchannel gfg;") can then be derived as follows:
Gig2

. N\ H
G20% + 02, [Vﬁﬂ) (V&) ]

[ngm] i (D.2)

K,k
By substitutingG; and v in (5.7) into [D.2), the end-to-end SNR of the desired data
subchannel can be re-written as

Pry?

[VS,W] . (D.3)

Pro? + U%(g? + gJ2-+1 + 0%)

CNH o0\t '
() )
k.k
Next, by substitutings? = P,./T,., g> = P;/T; andg?,, = Pj11/Tj41 into (0.3) and
performing some mathematical manipulations, the desisdltr can be derived as shown

in G11).

D.2 Proof of the outage probability lower bound of pairwise Z
transmission strategy

In this Appendix, the lower bound of the outage probabilityh® mth source is sketched.

To this end, the maximum diagonal element of the inverse ofsh&vt matrix can be lower
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bounded by its arbitrargth diagonal element as

1 —1
G) Y ey @) Y ()
s ([(0ny ) ] ) = ()] s

wherea € {1,--- ,Ngr}. Next, the smallest post-processing subchannel SNR,pfe-
ceived in thejth time-slot of the BC phase can be upper bounded as
()

ke{T.iEIVR}qu,sph) < AP :cﬁi’w%) ((;;m)*fﬂgm)l] ., (D5)

a,a

where,$), 1%, and¢? are defined in[(5.26). By substituting (I.5) info (8.2t m
can be lower bounded as

P, >phb —p - ( (4),ub ) < , D.6
out,m = £ out,m r<je{1f,r,l,19\4_l} /ysm,min = Tth ( )

In order to derivePg‘{’mm in closed-form, the CDF ofgi"ﬂn is obtained as follows:
) — <,sz>m>

D

F aw (x) =1—Pr (x@ < (D.7)

Sm,min

m,min

. ANH o YL . .
whereXf,i) = [<<H§§)m) Hg)m> ] . Forz > n%)/Cr(ﬂb), F,YU-),ub (z) = 1, and for

T < 77%)/(7(7{), F_y(j),ub (z) becomes

m,min

-

(),
Eguw (@)=1—[ """ [ o(y)dy, (D.8)

S'rn,min 0

wherefX(j)(x) can be obtained by substituting the PDFldﬂ(,(ﬂ;), which is given by

fiyxo (@) = % [142] into the transformatiorf ;) (z) = 5 Lxo (/) as
follows:
o—1/z
Frp @) = TNy — Np 1 DaNm—Nat2:
Next, by substituting(D19) intd (DI 8), and by applying a oba of variabley = 1/¢, (0.8)

can be rearranged as

(D.9)

oo tNm—NRe—t
F ).um (33) =1 _/ () dt. (D.10)
Vs e (N, — Nrp+1)

M’ —Cm @
By using [1, Egn. (8.350.2)][{D.10) can now be evaluatedas&d-form as in[(5.26). By
substituting [D.ID) into the CDF of minimum @ff — 1 independent random variables, the
desired results can be derived adin (5.25).

m,min
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D.3 Proof of the outage probability upper bound for pairwise
ZF transmission strategy

In this Appendix, the outage upper bound of théh source is derived. To this context, the

maximum diagonal element of the inverse of a Wishart masrixgper bounded as [134]

N\ LNH
HY () - () ()
keg§§3}<[<( Rm) HR7m> Lk) < Amm<(HR7m> HR7m>. (D.11)

The smallest subchannel SNR.%f, received in thejth time-slot of the BC phase can then
be lower bounded by substituting (D111) info (3.11) as fedo
(j)
. (5),1b
win ([v50],) = 2800 - . (0.12)
ke{l--Ng} ([ ]k Cm AL ((Hg)m) H%)m)

whereufﬂb), 777(71 : andC are defined inI]EZG) By substituting (D]12) info (3.28).t m

can now be upper bounded for< 4, < 17 /g(m as

b . b
Pout7m < Pouut m Pr(je{lr?.llle[_l} (’ngn)b mm) < ’Yth)

e N%)’Yth
= 1-J] (1= Fom o) | (D.13)
min nm

j=1 & yen

min

where AU = i ((Hg)m) Hg)m> and the CDF oA is given by [136, Eqn.
(2.73)]. By using similar steps to those in AppendixID.2, vae show thaf,; ,, = 1 for
Yen =) 5.

D.4 Proof of the high SNR outage probability approximation for
pairwise ZF transmission

In this Appendix, the proof of the lower bound for the diversirder is sketched. To begin
with, the PDF Of’yé) min fO7j € {1,---, M —1} is derived by differentiatind (5.25) with

respect to variable by using the Leibniz integral rule as follows:

e

o o - jDe N A e
@b () = - . — ",
’YSJ’,,L,min F(Nm - NR + 1) 77%) — C%)w dw 77%)—@(%)1'
G,
%)(u%)) TNRHL N N o n e
_ , (D.14)
. . Nm—Nprt2
P(Nm—Na+1) () - ¢¥x)

179



()
where( < z < iy By substitutingu%), 77m , and Cm , defined in [(5.26) into[(D.14),

¥

and then by taking the Taylor series expansion aratipd0, the first order expansion of

f Gy () whenlim,_, is derived as

Sm min

: ()" g (a2t

x> -

G (T) = oz ). (D.15)
VS min (N — NR)! (Bygg) ™~ Vet

The first order expansion of the PDFyg min in (D.I8) is indeed the single-term polyno-
mial approximation of the exact PDF oﬁ min consisting with the lowest power of[61].
The first order expansion of the CDF mi.” min Whenlim,_ is derived by using (D.15)
as follows [61]:
. Gd m 1b
F30, () = f) | (%) 4+ o<7§7 §d> (D.16)

Sm, ,min

whereGi}fm and Ql(]f))m are defined in[{5.36) an@ (5137). Next, the first order exmanef

the CDF ofY,, =  min (7g J),Ib ) can be derived by first substituting (D] 16) into
je{l M—l} m,min
Fy, (z)=1- ]_[j o <1 F @b (x )> and then by using the well-known identifyi [1]
Sm min
H1L=1(1_yl) = 1"‘21:1( 1)! ZL o ZL l;\r12+1 """ Zi:Al,l Hln=1 Y, as follows:
M-1 . G((iijllb (4),1b
Fre(z)=| S QY <i> | +o<chfn¥z ) D.17
Ym( ) ; Ib,m YS.R ( )
By using a similar technique, the first order expansion ofibé of 7 = mm (Yi)

je{l,- ,M—1}
can be derived by substituting (D]17) into the expansioRgfr) =1-]Y_, (1—Fy7%o( )

to obtain the desired result ih (5]38).
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