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Abstract

Cooperative relay technologies are currently being researched to address the ever-increasing

demand for higher data rates, extended coverage, greater mobility, and enhanced reliability.

This thesis thus focuses on (1) developing new physical-layer wireless technologies for co-

operative relay networks and (2) ascertaining their viability through performance analysis.

Specifically, (i) new system and channel models, (ii) signaling and relay-processing algo-

rithms, (iii) joint relay-antenna selection strategies, (iv) joint transmit-receive beamform-

ing techniques, and (v) comprehensive performance analysis frameworks are developed for

one-way, two-way, and multi-way cooperative relay networks.

Our first research focuses on developing a comprehensive analytical framework for de-

riving closed-form performance bounds of multi-hop amplify-and-forward (AF) relay net-

works. Specifically, mathematically-tractable, asymptotically-exact end-to-end signal-to-

noise ratio bounds are first formulated, and thereby, the outage probability and average

bit error rate bounds are derived. In our second work, adaptive multiple-relay selection

strategies are designed and analyzed for multi-relay AF networks to optimize the trade-

offs among the system performance, complexity, and wireless resource usage. Our third

research investigates joint antenna and relay selection strategies, which are optimal in the

sense of the achievable diversity gains, for multiple-input multiple-output (MIMO) one-

way relay networks and MIMO two-way relay networks. Finally, joint transmit/receive

zero forcing transmission strategies are developed for MIMO multi-way relay networks for

optimizing the achievable diversity-multiplexing trade-off.

The key design criterion of the aforementioned transmission designs is to leverage spa-

tial diversity and/or spatial multiplexing gains available among distributed single-antenna

and/or multiple-antenna wireless terminals through distributed transmission and efficient

signal processing. Moreover, the fundamental relationships among the data rate, coverage,

and reliability metrics are characterized, and thereby, the detrimental impact of practical

wireless transmission impairments on the performance of the aforementioned transmission

strategies are quantified. The insights obtained through these analyses are then used to refine



our physical-layer designs to achieve desirable trade-offs between the system performance,

resource usage and implementation complexity.
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eig(A) eigenvalues ofA (for m = n) [4, Ch. 5]
In identity matrix of rankn
0n,m (n ×m) zero matrix
A⊗B Kronecker product ofA andB
trace(A) trace ofA (for m = n) [4, p.186]

Miscellaneous

Notation Definition
|a| absolute value of scalara
a∗ complex conjugate of scalara
k! factorial ofk [2, Eqn. (6.1.5)]
(n
k

)
binomial coefficientn choosek [2, Sec. 3.1]

argmin
i

(ai) indexi corresponding to the smallestai

argmax
i

(ai) indexi corresponding to the largestai

lim
x→a

f(x) the limit of functionf(x) asx tends toa

min (a1, . . . , an) minimum of all scalarsai for relevanti; alsomin
i

(ai)

max (a1, . . . , an) maximum of all scalarsai for relevanti; alsomax
i

(ai)

o(xn) the remainder in a Maclaurin series [1, Eqn. (0.318.2)] of a
function ofx after thexn term

< (a) real component of complex scalara
= (a) imaginary component of complex scalara



Chapter 1

Introduction

Wireless transmission technologies have undergone a tremendous growth recently. For in-

stance, data rate of wireless communication services has increased by about 100 times

every six to seven years, and this growth translates into about a million-fold capacity in-

crease since 1957 [5]. The main constituents of this data rate increase are (i) a 25-fold gain

from the availability of wider spectrum, (ii) a 5-fold gain by dividing spectrum into smaller

slices, (iii) another 5-fold gain from efficient signal/modulation designs, and (iii) an impres-

sive 1600-fold gain due to reduced cell sizes and transmit distances [5]. However, mobile

data traffic demand is predicted to grow up to about 11.2 Exabyte per month by 2017, an

13-fold increase over 2012, mainly as a result of the recent proliferation of data-centric

portable devices [6]. This exponential demand for data ratewill also account for a 16-20%

increase in energy consumption and hence will increase the global CO2 emissions by an-

other 2% [7]. As the conventional techniques for increasingdata rates, extending coverage,

and reducing energy consumption are approaching their fundamental limits, new wireless

system architectures and transmission strategies are needed to satisfy the future wireless

requirements.

To be more specific, to meet the unprecedented requirement ofubiquitous and ultra

fast access, and reliability, the traditional way of exploiting wireless channels in terms of

time and frequency dimensions with single-antenna devicesis no longer sufficient. For this

reason, exploiting the space dimension by sending different streams of data over multiple

antennas has become a necessity. This technology, called multiple-input multiple-output

(MIMO), meets these requirements better than conventionalsingle-antenna systems [8, 9].

Nevertheless, MIMO technology may itself not be adequate for, for example, extending

the coverage area. Thus, the use of relays has been developed[10–13]. A terminal acts

as a ‘relay’ whenever it forwards the signal from one terminal to another. In this way,
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although a terminal sacrifices some of its resources (e.g., bandwidth and battery power),

such cooperation improves overall network throughput, reliability, and coverage [11–13].

MIMO techniques have already been deployed in latest wireless broadband access net-

works, for instance, in the standard release IEEE 802.11n ofWireless Fidelity (WiFi) [14],

and as well in the standard release IEEE 802.16e of WorldwideInteroperability for Mi-

crowave Access (WiMAX) [15]. Moreover, MIMO is an essentialcomponent in the next

generation cellular networks, and hence, several single-user and multi-user MIMO tech-

niques have been included in the specification of the emerging Long Term Evolution (LTE)

and Long Term Evolution-Advanced (LTE-A) standards [16,17].

Similarly, cooperative relaying techniques have already been standardized in IEEE

802.16j - multi-hop relay specification [18]. In particular, MIMO relay networks [19–21]

are the natural generalization of cooperative relay networks for multiple-antenna terminals.

To this end, MIMO relaying techniques are currently receiving significant research interest

and hence are being investigated for emerging next-generation wireless standards such as

LTE-A and International Mobile Telecommunications-Advanced (IMT-A) [22, 23]. Thus,

designing and analyzing novel transmission strategies forcooperative relay networks is es-

sential for furthering the aforementioned emerging wireless standards, which are primarily

being developed to meet the unprecedentedly increasing demand for faster, reliable, and

seamless wireless connectivity.

This doctoral thesis thus focuses on developing novel transmission strategies for coop-

erative relay networks. To be more specific, the main goals ofthis thesis are (1) to develop

new physical-layer wireless technologies by employing cooperative relaying techniques and

multi-antenna technology, and (2) to ascertain their viability through performance analysis.

To this end, (i) new system and channel models, (ii) signaling and relay-processing algo-

rithms, (iii) joint relay and antenna selection strategies, and (iv) joint transmit-receive beam-

forming techniques are designed for one-way, two-way, and multi-way cooperative relay

networks. The primary design criterion of these physical-layer designs is to leverage spa-

tial diversity and/or spatial multiplexing gains available among distributed single-antenna

and/or multiple-antenna wireless terminals through distributed transmission and efficient

signal processing. Furthermore, the fundamental performance metrics such as the data rate,

coverage, and reliability metrics are first characterized,and thereby, the detrimental impact

of practical wireless propagation impairments on the performance of the aforementioned

transmission strategies are quantified. The valuable insights obtained via these analyses are

used to fine-tune our transmission strategies to achieve better trade-offs among the system
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Figure 1.1: Wireless signal propagation and its impairments.

performance, wireless resource usage, and implementationcomplexity.

The remainder of this chapter consists of technical background, motivation, objectives,

significance, outline, and summary of contributions of thisthesis.

1.1 Technical background

This section presents the technical background necessary for this thesis. To be more spe-

cific, the fundamentals of wireless propagation, MIMO, and cooperative relays are dis-

cussed by elaborating the underlying technical concepts and terminology. Moreover, the

fundamental metrics used for characterizing the wireless system performance are defined,

and the corresponding mathematical background is explained.

1.1.1 Wireless channels

The wireless channel between a pair of wireless terminals, which are referred to as the

transceivers (i.e., transmitters and receivers), generally refers to the multipath fading in

the wireless transmission medium. The reliability and the rate of wireless data transfer

is mainly governed by the multipath fading effects. The wireless channel thus imposes a

fundamental challenge for reliable high-speed communications.

The received signal power over a wireless channel is affected by two different modes of

physical phenomena, namely, large-scale propagation effects and small-scale propagation

effects [24, 25] (see Fig 1.1). The former includes pathlossand shadowing. Specifically,

the mean pathloss typically comes from inverse square powerloss, ground reflection and
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miscellaneous absorption effects. Shadowing is caused by the large-scale obstacles between

the transmitter and receiver, which attenuate signal powerdue to absorption, reflection,

diffraction, and scattering. The small-scale propagationeffect is caused mainly due to the

constructive and destructive addition of multipath signalcomponents and is also known as

short term or fast fading. In particular, multipath propagation results in spreading of the

received signal in different dimensions, specifically, in terms of delay, Doppler and angle

spreadings.

1.1.2 SISO channel

The wireless channel between a single-antenna transmitter-receiver pair is termed as a

single-input single-output (SISO) channel (see Fig. 1.2).It is described by the channel

impulse response as [24]

h(τ, t) =

N(t)
∑

n=0

αn(t)e
−jφn(t)δ(τ − τn(t)), (1.1)

whereh(τ, t) is the channel response at timet to an impulse at timet − τ . The time-

varying parametersN(t), αn(t), τn(t), andφn(t) are the number of resolvable multipaths,

attenuation, time-delay, and effective phase shift due to delay and Doppler, respectively.

Specifically, for time-invariant channels, i.e.,h(τ, t) = h(τ, t + T ), the time-invariant

channel impulse response is given by

h(τ) =
N∑

n=0

αne
−jφnδ(τ − τn). (1.2)

Moreover, whenever the maximum delay spread (i.e., the timedifference between the ear-

liest and the latest significant multipath components) of a channel is small relative to the

inverse signal bandwidth, the corresponding channel is referred to as a narrowband or flat

fading channel and tends to have non-resolvable multiplathcomponents contributing to

each term in (1.1). Thus, a narrowband fading channel is a special case of (1.2) and is given
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by [24]

h(τ, t) =





N(t)
∑

n=0

αn(t)e
−jφn(t)



 δ(τ). (1.3)

Under flat and slow fading, the cumulative effect of the wireless channel is thus modeled

as a complex channel gain. Moreover, the received signal is generally perturbed by noise

introduced by various phenomena pertinent to the wireless channel and the radio transceiver

circuitry. The typical received signal may therefore be mathematically modeled as follows

[24,26]:

y = hx+ n, (1.4)

whereh andn denote the channel gain and the additive noise, respectively. Besides,x is

the data signal mapped onto symbols by using a modulation scheme [24, Ch. 5]. Moreover,

the additive noisen arises mainly due to the thermal agitation of electrons in the receiver

circuitry and is modeled as white noise uniformly distributed across the entire bandwidth.

Fading models:

Various fading channel models are used to model the rapid fluctuations of the received sig-

nal in space, time, and frequency dimensions. If the fading is assumed to be caused by the

superposition of a large number of independent scattered components, then the in-phase and

the quadrature components of the received complex envelopeis typically modeled as inde-

pendent zero mean Gaussian processes. The magnitude of the received complex envelope

is then Rayleigh distributed, and its probability density function (PDF) is given by [24,25]

f(x) =
2x

Ω
exp

(

−x
2

Ω

)

for x ≥ 0, (1.5)

whereΩ is the average envelope power.

The Rayleigh fading (1.5) is typically employed to model rich scattering multipath

channels. Moreover, the Nakagami-m fading is a more sophisticated/generalized fading

model, which is designed to fit empirical data, and is known toprovide closer match to

experimental data in practical cellular systems. The PDF ofthe magnitude of the received

complex envelope under Nakagami-m fading is given by [27]

f(x) =
2mmx2m−1

Γ(m)Ωm
exp

(

−mx
2

Ω

)

for x ≥ 0 and m ≥ 1

2
, (1.6)

wherem is the parameter used to model either more or less severe fading effects than

Rayleigh fading. For example, whenm = 1, the Nakagami distribution reduces to Rayleigh

distribution, and whenm = 1
2 , it becomes the one-sided Gaussian distribution. Further,

wheneverm → ∞, this distribution reduces to an impulse and used to model no-fading.

5



NT

TX RX

NR

( )tH ,t

MIMO Channel

Figure 1.3: MIMO wireless channel.

1.1.3 MIMO channel

A MIMO channel is the wireless channel between a multiple-antenna transmitter-receiver

pair (Fig. 1.3). For an MIMO system withNT transmit antennas andNR receive anten-

nas, the time-varying channel response is represented as a matrix H(τ, t) ∈ C
NR×NT of

complex numbers, where its(i, j)th element is denoted byhi,j(τ, t) and is given by (1.1).

Here,hi,j(τ, t) is indeed the time-varying channel impulse response between thejth trans-

mit antenna andith receive antenna. Thehi,js are not necessarily independent; they may be

spatially correlated and the amount of correlation dependson the relative antenna spacing,

angles of arrival/departure, and corresponding angular spreads [28]. As wireless channels

undergo fading,hi,j(τ, t) fluctuates randomly, and hence,H(τ, t) is typically modeled as a

random matrix [25].

Under frequency flat fading and slow fading, the MIMO channeloutput is modeled as

follows:

y = Hx+ n, (1.7)

wherey ∈ C
NR×1,H ∈ C

NR×NT , andn ∈ C
NR×1 represent the received signal, channel

matrix, and additive noise, respectively.

Remark 1.1: Whenever the transmitter and receiver are equipped with multiple-antennas

and a single-antenna, respectively, the corresponding wireless channels is called as a multiple-

input single-output (MISO) channel. Similarly, the channel associated with a single-antenna

transmitter and a multiple-antenna receiver is called as a single-input multiple-output (SIMO)

channel.

Next, some of the important system parameters of MIMO systems are briefly summa-

rized.
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Degrees of freedom:

The degrees of freedom (DoFs) of a communication channel is generally defined to be

the dimension of the received signal space [29]. For the MIMOwireless channel with in-

dependent and identically distributed (i.i.d.) fading across all antennas, the spatial DoFs

govern the maximum number of independent end-to-end data streams in the space dimen-

sion [30,31]. Thus, in general, the DoFs in the space dimension is the rank of the effective

MIMO channel. Further, DoFs may exist over the other orthogonal dimensions, namely

time and frequency. In such cases, the total number of DoFs isthe product of those along

individual dimensions [29].

Diversity combining:

Both shadowing and fading induce a very large power penalty on the performance of signal

transmission over wireless channels. This detrimental effect can successfully be mitigated

by coherently combining signals received via independently fading signal paths. This ap-

proach is known as diversity combining, and the underlying key idea is the fact that in-

dependent signal paths have a low probability of experiencing deep fades simultaneously.

Specifically, independently fading signal paths can be achieved in time, frequency and space

dimensions.

Diversity order:

In general, diversity order quantifies the number of independently faded signal replicas

received at the receiver and is defined as [32]

Gd = − lim
γ→∞

log (Pe(γ))

log (γ)
, (1.8)

wherePe(γ) is the average probability of error corresponding to the signal-to-noise ratio

(SNR)γ. The diversity order indeed provides insights into how the slope of the average

probability of error varies as a function of the average SNR.The maximum diversity order

of anNR × NT MIMO system isNTNR. Whenever the diversity order equals toNTNR,

the underlying MIMO system is said to achieve full diversityorder.

The diversity order can also be defined by employing the outage probability as follows

[29]:

Gd = − lim
γ→∞

log (Pout(R, γ))

log (γ)
, (1.9)

wherePout(R, γ) is the outage probability in the Shanon sense at a given SNR and required

rateR.
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Array gain:

Array gain is defined as the average increase in the SNR at the receiver resulted due to

coherent signal combining effect of multiple antennas at the receiver or transmitter or both.

In general, the coherent combining is realized by spatial post-processing at the receive

antennas or/and spatial pre-processing at the transmit antennas. The array gain is manifested

by the horizontal shift of the probability of error curve plotted against the average SNR.

For uncoded systems, the diversity order and the array gain can be quantified by using

the asymptotic average probability of error analysis in high SNR regime as follows [32]:

lim
γ→∞

Pe(γ) ≈ (Gaγ)
−Gd , (1.10)

whereGa andGd represent the array gain and the diversity order, respectively.

Spatial multiplexing gain:

To contrary to our intuition, fading in MIMO channels can indeed be beneficial for in-

creasing the DoFs available for communication [33]. Specifically, whenever the channel

gains between individual transmit-receive antenna pairs fade independently and hence the

channel matrix is well conditioned with high probability, then the same MIMO channel can

create multiple parallel spatial channels. By transmitting independent data streams in these

parallel spatial channels, the data rate can be improved significantly. This effect is known as

spatial multiplexing and offers a linear increase in transmission rate for the same bandwidth

and same transmit power. Spatial multiplexing gain is therefore defined as [33]

r = lim
γ→∞

R(γ)

log (γ)
, (1.11)

whereR(γ) is the data rate achievable at an average SNRγ. The spatial multiplexing gain

is therefore equivalent to the gradient of the achievable rate curves at the asymptotically

high SNRs. For example, anNR × NT MIMO system provides a multiplexing gain of

min (NT , NR) [8,34].

Diversity-multiplexing trade-off:

As per the aforementioned discussion, a MIMO system can provide two types of perfor-

mance gains, namely diversity gain and spatial multiplexing gain. Nevertheless, maximiz-

ing one type of gain may not necessarily maximize the other. In fact, in MIMO channels,

both type of gains can be simultaneously obtained under the constraint of a fundamen-

tal trade-off referred to as the diversity-multiplexing trade-off (DMT), which defines how

much of each type of gain any coding scheme can extract [33].
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A mathematical expression for the DMT can be then formulatedby employing the def-

initions of diversity gain (1.9) and multiplexing gain (1.11) as follows [29,33]:

Gd = − lim
γ→∞

log (Pout(rlog (γ)))

log (γ)
. (1.12)

1.1.4 Cooperative relay networks

Although multiple-antenna technology enhances diversityand/or multiplexing gains, it may

not be capable of extending the coverage. The traditional way to extend the coverage and

data rates simultaneously is to deploy more base-stations to serve in smaller cells, which

in effect drives up deployment cost significantly. As a remedy to this problem, cooper-

ative relaying, in which multiple distributed terminals operate cooperatively, has recently

emerged [11–13] (see Fig. 1.4). The terminals cooperate with one another by relaying

signals intended for others. A terminal is designated as a relay whenever it acts as an in-

termediate repeater between the transmitter and receiver.This way, each terminal sacrifices

some of its resources (e.g., bandwidth and battery power) onbehalf of the others, but such

cooperation results in an enhanced overall quality-of-service for the whole network. Specif-

ically, such cooperation enables communication between two terminals that are far apart,

which is not possible with the traditional single-hop networks.

One key benefit of cooperative relay networks is the cooperative diversity. It is a rel-

atively new form of spatial diversity technique that buildsupon the classical relay chan-

nel model [10] and cooperative communications [11, 12]. Distributed terminals engage in

cooperative communication share their antennas and other wireless resources in order to

assist a transmission of a particular terminal. Cooperative diversity arises when these shar-

ing is used primarily to leverage the spatial diversity available among distributed terminals
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through distributed transmission and signal processing.

Relay terminals in cooperative networks are generally divided into two general cate-

gories (i) amplify-and-forward (AF) and (ii) decode-and-forward (DF), according to their

mode of operation [12, 13]. The AF relays simply amplify and retransmit the received sig-

nal, while the DF relays decode and estimate the received symbols and re-encode them

before retransmission to destination. Noise amplificationis a potential drawback of AF

relaying, whereas DF relaying suffers from error propagation if errors occur in the symbol

estimation at the relay.

In general, cooperation can also be categorized as (i) fixed relaying, (ii) selection re-

laying and (iii) incremental relaying based on whether adaptive strategies and feedback is

employed by the relaying protocol [12, 13]. In the fixed relaying, terminals are allowed to

participate in the cooperation either in AF or DF mode throughout the cooperation phase.

Whereas the selection relaying builds upon the fixed relaying by allowing transmitting ter-

minals to select a suitable cooperative (or non-cooperative) action based a threshold de-

termined by using the channel-state information (CSI). Finally, the incremental relaying

improves the spectral efficiency of both the fixed and the selection relaying by exploiting

the limited feedback provided by the destination and relying only when necessary.

Moreover, cooperative relay networks can be divided into three subclasses depending

on how many channel-uses are required for mutual data signalexchange. These three sub-

classes are briefly summarized in following three subsections.

One-way relay networks (OWRNs):

In wireless communication systems, the terminals operate on half-duplex mode due to the

practical complexity of simultaneous transmissions and receptions. Half-duplex relay net-

works operating with unidirectional data-flows are referred to as one-way relay networks

(OWRNs) in the sequel. For instance, the OWRN in Fig. 1.5 requires four orthogonal

channel-uses for two-way data transmission betweenT1 andT2 viaR (T1 → R, R → T2,

T2 → R, andR → T1). However, only two time-slots are needed without the relay

(T1 → T2 andT2 → T1). Thus, in this example, the price for relaying is a 100 % of channel

usage. Is there a way to use a relay without incurring this penalty? Two-way relay networks

(TWRNs) with physical-layer network coding is a solution tothis challenge [35–37].

10



T1

R

T2

1
st
ch
an
ne
l-u
se

2 nd
channel-use

3 rd
channel-use

4
th
ch
a
n
n
e
l-
u
se

Figure 1.5: A basic one-way relay network.

T1

R

T2

1
st
ch
an
ne
l-u
se

2 nd
channel-use

1 st
ch
a
n
n
e
l-u
se

2
n
d
ch
a
n
n
e
l-
u
se

Figure 1.6: A basic two-way relay network.

Two-way relay networks (TWRNs):

In TWRNs, bothT1 andT2 transmit simultaneously toR during the first channel-use (see

Fig. 1.6). ThenR generates a network-coded data symbol, a function of data symbols sent

from T1 andT2 [35, 38]. In the second channel-use,R broadcasts it back toT1 andT2.

Since each terminal knows its own data, by using the network-coded data symbol,T1 can

decode the data ofT2 and vice versa. Thus, TWRNs require only two channel-uses for two-

way data transmission [35–37]. This emerging technology allows the data rate, reliability,

and coverage benefits of relaying to be reaped while retaining the efficient use of resources

in conventional single-hop networks.

Multi-way relay networks (MWRNs):

The TWRNs allow mutual data signal exchange among only two terminals. However, cer-

tain practical applications such as multimedia teleconferencing via a satellite or mutual data

exchange between sensor nodes and the data fusion center in wireless sensor networks re-

quire mutual data exchange among more than just two terminals. To this end, the multi-way
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relay networks (MWRNs) facilitate mutual data exchange among more than two spatially

distributed sources via a relay (see Fig. 1.7). In particular, MWRNs are the natural gener-

alization of conventional OWRNs and TWRNs [39–42]. Moreover, OWRNs have already

been included in LTE-A standard, and TWRNs are being studiedfor relay-based IMT-A

systems [43]. Thus, MWRNs are also expected to be an integralpart of the next-generation

wireless standards.

1.1.5 Cooperative MIMO relay networks

The MIMO relay networks consist of all multiple-antenna terminals and achieve both the

benefits of cooperative relays and MIMO technology simultaneously [19–21] (see Fig. 1.8).

In particular, they achieve some unique benefits, which would not necessarily be achieved

by using either relay or MIMO technologies separately. To bemore specific, MIMO re-

lay networks provide diversity against large-scale fading, for instance against shadowing,

which cannot typically be mitigated with collocated antennas. Moreover, they can be used

in applications, where MIMO signal processing alone cannotyield both the diversity and

multiplexing gains, however, at the expense of increased signal processing complexity. The

natural generalization of MIMO relaying into OWRNs, TWRNs,and MWRNs are referred

to as MIMO OWRNs, MIMO MWRNs, and MIMO TWRNs, respectively.

1.2 Motivation, objectives and significance

Motivation: The fourth generation (4G) and subsequent wireless technologies are currently

being researched to address the ever-increasing demand forhigher data rates, extended cov-
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erage, greater mobility, and enhanced reliability. To meetthese requirements, the traditional

techniques of exploiting the wireless channels in terms of time and frequency dimensions

with single-antenna devices are not sufficient as they either have already reached their the-

oretical limits or provide only marginal performance improvements. To circumvent this

challenge, cooperative multi-antenna relay networks, which exploit the spatial dimension

by sending different streams of bits by using multiple antennas over multiple relayed-hops,

are studied for next-generation wireless networks. Thus, this thesis focuses on design-

ing and analyzing new wireless transmission strategies forcooperative relay networks by

exploiting cooperative communication and multi-antenna technologies. The specific moti-

vation pertinent to each contribution is explicitly elaborated in Sections 2.1.2, 3.1.2, 4.1.3,

and 5.1.3 of Chapters 2, 3, 4, and 5, respectively.

Objectives: The main goals of this thesis are (1) to develop new physical-layer wireless

technologies by employing cooperative relaying techniques and multi-antenna technology,

and (2) to ascertain their viability through performance analysis. To be more specific, (i)

new system and channel models, (ii) signaling and relay-processing algorithms, (iii) joint

relay-antenna selection strategies, (iv) joint transmit-receive beamforming techniques, and

(v) comprehensive performance analysis frameworks are developed for one-way, two-way,
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and multi-way cooperative relay networks. These physical layer transmission strategies

are designed primarily to leverage spatial diversity and/or spatial multiplexing gains avail-

able among distributed single-antenna and/or multiple-antenna wireless terminals through

distributed transmission and efficient signal processing.Moreover, important performance

metrics, including the outage probability, average probability of error, and achievable di-

versity/multiplexing trade-off are derived in closed-form. Our analysis indeed character-

izes the fundamental relationships among the data rate, coverage, and reliability metrics,

and thereby, the detrimental impact of practical wireless propagation impairments on the

performance of the aforementioned transmission strategies are quantified. The insights ob-

tained through these analyses are then used to refine our physical layer designs to achieve

better trade-offs among the system performance, resource usage, and implementation com-

plexity.

Significance: Cooperative single-antenna relay networks have already been included in

modern wireless standards such as WiMAX (IEEE 802.16j and IEEE 802.16e) [18, 44].

Going from single-antenna terminals to multiple-antenna terminals can indeed be antici-

pated not only because of the recent advancements in electronics that make multi-antenna

signal processing cost-effective, but also due to the lesser antenna spacing constraints im-

posed by the higher carrier frequencies of emerging wireless systems such as the 60 GHz

frequency band (e.g., IEEE 802.15.3c [45]). Therefore, multiple-antenna cooperative relay

networks are currently receiving significant research interest and are being investigated for

emerging wireless standards such as LTE-A, and IMT-A [43]. Thus, the proposed trans-

mission designs could significantly contribute to the advancement of these 4G broadband

wireless relay standards.

1.3 Thesis outline and contributions

This thesis focuses on design and analysis of new transmission strategies for cooperative

relay networks. Specifically, Chapters 2–5 of this thesis present (i) comprehensive perfor-

mance analysis frameworks, (ii) adaptive relay selection strategies, (iii) optimal antenna

selection schemes, and (iv) joint transmit/receive beamforming techniques for OWRNs,

TWRNs, and MWRNs. Chapter 6 presents the conclusions; the bibliography and the ap-

pendices follow.

• Chapter 2 presents a comprehensive performance analysis framework for multi-hop AF

relay networks. To be more specific, a new class of SNR upper bounds multi-hop
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(N ≥ 2) relay networks is developed by computing the half-harmonic mean of the min-

imum of the firstP ≥ 0 hop SNRs and the minimum of the remainingN − P hop

SNRs. The parameterP varies between0 toN and may be chosen to provide the tight-

est bound. A complete statistical characterization of the SNR bounds is developed by

deriving the cumulative distribution function (CDF), the PDF, and the moment gener-

ating function (MGF) in closed-form. The resulting outage probability and the average

symbol error rate bounds are asymptotically exact. This asymptotic-exactness holds for

any 0 ≤ P ≤ N and consequently paves the way to devise a generalized asymptotic

performance analysis at high SNRs. Usefulness of the proposed performance bounds is

elaborated through two practical examples.

• Chapter 3 develops a new class of multiple relay selection (MRS) scheme for dual-hop

multi-branch cooperative wireless networks. The key design criterion is to adaptively

select a subset from the available relays to satisfy a presetoutput threshold SNR. Specif-

ically, in the proposed MRS, the firstLc out ofL (1 ≤ Lc ≤ L) relays are sequentially

selected such that the output SNR of the maximal ratio combinedLc relayed-paths and

the direct path exceeds a preset threshold. The practical viability of the proposed MRS

is ascertained by deriving useful performance bounds, including the outage probability,

the average symbol error rate (SER), and the average number of selected relays. Our

numerical results reveal that the designed adaptive MRS schemes indeed provide more

flexibility in utilizing bandwidth and spatial diversity incooperative relay networks.

• Chapter 4 develops joint antenna and relay selection strategies for MIMO AF OWRNs

and TWRNs. More specifically, a comprehensive performance analysis framework is

first developed for the optimal transmit antenna selection (TAS) strategy for single-relay

MIMO OWRNs, and thereby, the basic performance metrics of the optimal joint antenna

and relay selection strategy are derived for multi-relay MIMO OWRNs. Furthermore,

the optimal joint transmit/receive antenna and relay selection strategy is designed and

analyzed for multi-relay MIMO TWRNs. The design merits are ascertained through de-

riving basic performance metrics in closed-form. To this end, the probability statistics

of the end-to-end SNR are first derived and then used to quantify the outage probability

and the average SER. Direct insights into practical system-design are obtained by quan-

tifying the achievable diversity orders and array gains through the asymptotic analysis at

high SNRs. Moreover, the amount of performance degradationdue to practical transmis-

sion impairments such as feedback delays and spatially correlated fading is quantified.
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Impact of channel prediction to circumvent outdated CSI forantenna selection due to

feedback delay is also studied.

• Chapter 5 designs and analyzes two transmission strategiesfor MIMO AF MWRNs,

namely (i) pairwise zero forcing (ZF) transmission and (ii)non-pairwise ZF transmis-

sion. Basic performance metrics such as the outage probability and the fundamental

diversity-multiplexing trade-off are derived in closed-form by employing a mathemati-

cally tractable statistical characterization of the end-to-end SNR. Our analysis provides

insights and guidelines for designing practically viable ZF transmission strategies for

MIMO MWRNs. The proposed pairwise ZF transmission strategypossesses a lower

practical implementation complexity as each source requires only the instantaneous re-

spective source-to-relay channel knowledge. Contrary, the non-pairwise ZF transmission

strategy achieves higher spatial multiplexing gains over the pairwise counterpart at the

expense of higher relay processing complexity and more stringent CSI requirements.

∼
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Chapter 2

Performance Bounds for Multi-Hop
Relay Networks

This chapter studies a performance analysis framework for multi-hop amplify-and-forward

(AF) relay networks over Nakagami-m fading. To this end, a new class of upper bounds on

the end-to-end signal-to-noise ratio (SNR) of channel-assisted amplify-and-forward multi-

hop (N ≥ 2) relay networks is presented. It is the half-harmonic mean of the minimum

of the firstP ≥ 0 hop SNRs and the minimum of the remainingN − P hop SNRs. The

parameterP varies between0 toN and may be chosen to provide the tightest bound. The

cumulative distribution function, the probability density function, and the moment gener-

ating function are derived in closed-form for independent and identically distributed dis-

tributed Nakagami-m fading, wherem is an integer. The resulting outage probability and

the average symbol error rate bounds are asymptotically exact. The asymptotic-exactness

holds for any0 ≤ P ≤ N and consequently paves the way to devise a generalized asymp-

totic performance analysis at high SNRs. As applications, two applications of multi-hop

multi-branch relay networks; (i) the best branch selectionand (ii) maximal ratio combining

reception are treated. Numerical results are provided to verify the comparative performance

against the existing bounds.

The performance analysis framework devised in this chapterserves as a mathematical

foundation for analyzing the performance of various wireless relay transmission strategies

discussed in the remaining chapters of thesis.

2.1 Introduction

Multi-hop relay networks achieve broader coverage and enhanced throughput due to shorter

hops and can also provide network connectivity to locationswhere traditional single-hop
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networks may not reach [46]. As well, the battery life of the terminals may be prolonged due

to lower power requirements [46]. Moreover, such networks also achieve spatial diversity

gains to enhance the system performance. Due to these reasons, their performance has been

widely researched [47–57].

Multi-hop relay networks can broadly be divided into two groups: (i) channel-assisted

amplify-and-forward (CA-AF) and (ii) fixed-gain amplify-and-forward (FG-AF) [47, 51].

In CA-AF relaying, the amplification factors at the relays are designed to negate the effect

of the channel fading. Such an amplification factor indeed depends on different channel

realizations and hence is termed as variable-gain amplification as well. On the contrary,

in FG-AF relaying, the relay amplification factors are either pre-assigned with constants

or designed by employing only the average channel statistics of the fading channels. In

general, the CA-AF relays significantly outperform the FG-AF relays in terms of important

reliability metrics such as the outage probability and the average symbol error rate (SER).

In this chapter, we therefore mainly focus on multi-hop CA-AF relay networks.

2.1.1 Prior related research

For a multi-hop CA-AF relay network, exact closed-form analytical performance results for

a number of hopsN ≥ 3 appear to be intractable; even forN = 2 case, the exact analytical

results are rather complicated. Thus, previous performance analyses provide bounds on

the end-to-end SNR [47–50] or asymptotic approximations athigh SNRs and numerical

methods [52–54, 56, 58]. For example, in [47] the multi-hop SNR is upper bounded by the

geometric mean of hop SNRs. The moment generating function (MGF), the cumulative

distribution function (CDF), and the probability density function (PDF) of this upper bound

are then derived. Closed-form lower bounds on the outage probability and the average bit

error rate (BER) of the coherent binary modulation are also derived. In [48], the results of

[47] is used to study the performance of multi-hop semi-blind relays over generalized fading

channels. In [49], the bound of [48] is further employed for performance analysis of fully-

connected multi-hop relay networks. Reference [50] proposes an SNR upper bound for a

multi-hop CA-AF relay network by using the minimum SNR of allhops [50, Eqn. (11)].

The average BER of several modulation schemes over fading channels is also computed.

Reference [59, Ch. 3, pp. 31-38] analyzes the performance ofa multi-hop CA-AF relay

network over Weibull fading by using the upper bound of [50].

Examples for approximations and/or numerical methods are [52–54, 58] and [56]. In

[52], the outage probability of a multi-hop CA-AF relay network over Nakagami-m fading
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is evaluated. The MGF of the reciprocal of the SNR is derived in closed-form, and the out-

age probability is computed via numerical Laplace-transform inversion. A comprehensive

performance analysis of a multiple-hop and multiple-branch cooperative network is pro-

posed in [53]. The main idea is to relate the MGF ofX to the MGF of1/X, which requires

numerical integration in some cases. Reference [58] provides an asymptotic analysis of the

average error rates of multi-hop multi-branch relay networks. Moreover, the performance

of multi-hop AF relays over independent and non-identically distributed (i.n.i.d) Rayleigh

fading channels is studied in [54]. In [56], the asymptotic average BER of multi-hop CA-AF

relaying over Nakagami-m fading is analyzed.

2.1.2 Motivation and contribution

Although the performance bounds of multi-hop CA-AF relay networks presented in [47–49]

are tight in low SNRs, they weaken for high SNR and for severe fading environments such

as Rayleigh fading. These bounds may thus not provide an accurate assessment of system

performance. Specifically, the important system-design parameters such as the diversity

order and the coding gains derived by using the bounds of [47,48] deviate significantly

from their exact counterparts. Although the minimum-boundproposed in [50] is also an

asymptotically exact bound, it is significantly loose in practical usable SNR regime, par-

ticularly, for less severe fading cases (m > 4) and for higher number of hops (N > 4).

Thus, the usefulness of the minimum-bound in practice is limited as the asymptotically ex-

actness is only achieved at significantly low average BER andoutage probabilities (10−8).

Moreover, while the performance analyses of multi-hop CA-AF relay networks [52] and

that of multi-hop multi-branch relay network [53] are available, the performance metrics

are not in closed-forms. The aforementioned gaps in the performance analysis of multi-hop

CA-AF relay networks, arising mainly due to the intractability of the problem, motivated

us to develop new asymptotically exact performance bounds and approximations.

In this context, a class of new upper bounds is derived for theend-to-end SNR of aN -

hop(N ≥ 2) CA-AF relay network. The key idea is to bound the SNR by the half-harmonic

mean of the minimum of the firstP hop SNRs and the minimum of the nextN−P hop SNR,

where0 ≤ P ≤ N . Here,P is a free parameter used to provide flexibility and generality.

For example, the special casesP = 0 or P = N result in the bounds of Hasna [50]. It may

also be viewed as a tunable parameter to get the tightest bound. The CDF, PDF, and MGF

of the proposed SNR bound are derived in closed-form. Closed-form lower bounds for the

outage probability and the average SER are also derived. Notably, the proposed perfor-
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mance bounds are asymptotically exact at high SNRs. Consequently, an unified asymptotic

performance analysis framework at high SNRs is developed, and thereby, the asymptotic

outage probability, asymptotic average SER, diversity order, and array gain are quantified.

In particular, our analysis provides valuable insights andguidelines for practical usage,

which are useful in system-design and link-budget calculation perspectives.

Numerical results are presented to compare the proposed performance bounds with the

existing counterparts [47,48,50]. Monte Carlo simulationresults are provided to verify the

accuracy of our analytical results. Two applications of theproposed bounds, namely (i) best

branch selection and (ii) maximal ratio combining reception for the multi-hop/multi-branch

relay networks are presented to demonstrate the usefulnessof our analysis.

The chapter is organized as follows:In Section 2.2, the system model, the channel

model, and the proposed SNR bound are presented. Sections 2.3 provides a comprehensive

statistical characterization of the proposed SNR bounds. In Section 2.4, the asymptotically

exact performance bounds are derived by employing the proposed SNR bound. Section 2.6

presents the numerical results including performance comparisons of the proposed bounds.

Section 2.7 concludes the Chapter 2, while proofs are provided in the Appendix A.

2.2 System and channel model

We consider a multi-hop relay network consisting ofN hops, a source (S), a destination

(D) andN − 1 AF relays (Rn), wheren ∈ {1, · · · , N − 1} (see Fig. 2.1). Only single-

antenna terminals are used. The relays are CA-AF type [12,52,60]. The gain of the CA-AF

relay is given by [12,52]

Gn =

√

Pn
Pn|hn|2 +N0,n

for n ∈ {1, · · · , N − 1}, (2.1)

wherePn is the average transmit power at thenth relay,|hn| is the fading amplitude of the

n-th hop channel, andN0,n is the variance of the zero-mean additive white Gaussian noise

at the input of thenth receiver. The end-to-end SNR of a multi-hop CA-AF relay network

is denoted byγe2eand is given by [52]

γe2e=

[
N∏

n=1

(

1 +
1

γn

)

− 1

]−1

, (2.2)

whereγn = Pn|hn|2/N0,n is the SNR of then-th hop. Since the exact statistical character-

ization ofγe2e is mathematically intractable, reference [52] shows thatγe2e can be tightly
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DRP RP+1 RN-2 RN-1S R1 R2 RP-1

h1 h2 hP hP+1 hN-1 hN

Figure 2.1: A multi-hop relay network.

upper bounded by a more tractable form as follows:

γe2e≤
[
N∑

n=1

1

γn

]−1

. (2.3)

A quick observation of (2.3) reveals that the SNR upper boundin (2.3) indeed represents

the end-to-end SNR pertinent to a multi-hop CA-AF relay network with relay amplification

factors given byGn = 1/|hn| for n ∈ {1, · · · , N − 1}. Intuitively, such relays are capable

of inverting the fading channel of the previous hop regardless of its fading state [52] and

hence are termed as ideal CA-AF relays. Thus, (2.3) corresponds to the end-to-end SNR of

a multi-hop relay network with ideal CA-AF relays, and consequently, the end-to-end SNR

of interest is denoted as

γe2e, ideal=

[
N∑

n=1

1

γn

]−1

. (2.4)

The performance measures of multi-hop relay networks with ideal CA-AF relays, in partic-

ular, serve as benchmarks for systems with various practical relays.

DRP RP+1 RN-2 RN-1S R1 R2 RP-1
1g 2g 1-Ng N

g

First SNR Partition Second SNR Partition

P
g 1+Pg

Figure 2.2: The SNR partitioning of the proposed bound.

In order to analyze the system performance, probability statistics of the end-to-end SNR

in (2.4) are required. However, the probability distribution of (2.4) is not mathematically

tractable, in particular, forN ≥ 3. Thus, in order to develop a more tractable yet accurate

performance analysis framework, we propose a new upper bound for (2.4). The key idea is

to partition the set ofγn for n ∈ {1, · · · , N} into two groups as depicted in Fig. 2.2. The

minimum ofγn of each group is then used to bound (2.4) as follows:

γe2e,ideal≤ γub
e2e=




1

min
n∈{1,··· ,P}

(γn)
+

1

min
n∈{P+1,··· ,N}

(γn)





−1

, (2.5)

whereP ∈ {1, · · · , N} is a tunable parameter, which can be used to obtain the tightest

bound. The SNR boundγub
e2e in (2.5) is indeed the half-harmonic mean of the minimum
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SNR of the firstP hops and the minimum SNR of the nextN − P hops. Intuitively, we

expect the tightness of the bound to increase asP gets closer toN −P . Thus,P =
⌈
N
2

⌉
is

a good choice.

Interestingly, whenP = 0 or P = N , (2.5) reduces to the bound given by Hasna [50,

Eqn. (11)]. Note that (2.5) withN = 2 andP = 1 reduces to the exact end-to-end SNR of

the dual-hop relay network with ideal CA-AF relays.

2.3 Statistical characterization of the SNR

A comprehensive statistical characterization of the end-to-end SNR bound is indispensable

for evaluating the performance metrics in closed-form. To this end, in this section, the

CDF, PDF, and MGF of the proposed SNR upper bound are derived in closed-form for

independent and identically distributed (i.i.d.) Nakagami-m fading and i.n.i.d Rayleigh

fading channels.

Specifically, the CDF, PDF, and MGF ofγub
e2e in i.i.d. Nakagami-m fading are given by

Theorem 2.1.

Theorem 2.1 Let γn ∼ G(m, γ̄m) for n ∈ {1, · · · , N} be independent hop SNRs. The

CDF ofγub
e2e is then given by

Fγub
e2e
(x) = 1−

P (m−1)
∑

j=0

(N−P−1)(m−1)
∑

k=0

m+j+k−1
∑

l=0

2

Γ(m)

(
m+ j + k − 1

l

)

× βj,Pβk,N−P−1P
l−j+1

2

(N − P )
l−j−1

2

(
mx

γ̄

)m+j+k

exp

(

−mNx
γ̄

)

× Kl−j+1

(
2m

γ̄

√

P (N − P ) x

)

, (2.6a)

where

βk,N =

k∑

i=k−m+1

βi,N−1

(k − i)!
I[0,(N−1)(m−1)](i), (2.6b)

I[a,c](b) =

{

1, a ≤ b ≤ c

0, otherwise,
(2.6c)

(2.6d)

β0,0 = β0,N = 1, βk,1 = 1/ k!, and β1,N = N. (2.6e)
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The PDF ofγub
eq is given by

fγub
e2e
(x) =

3∑

i=0

(P−1)(m−1)
∑

k=0

(N−P−1)(m−1)
∑

l=0

2m+k+l−2∑

j=0

2αi(x)

(Γ(m))2

(
2m+ k + l − 2

j

)

× βk,P−1βl,N−P−1P
j−k−m+4

2

(N − P )
j−m−k

2

(
m

γ̄

)2m+k+l

x2m+k+l+j−2

× exp

(

−mNx
γ̄

)

Kj−k−m+2

(
2m

γ̄

√

P (N − P ) x

)

, (2.7)

whereα1(x) = 1, α2(x) = 2x, andα3(x) = x2.

The MGF ofγub
eq is given by

Mγub
e2e
(s) = 1−

P (m−1)
∑

j=0

(N−P−1)(m−1)
∑

k=0

m+j+k−1
∑

l=0

2

Γ(m)

(
m+ j + k − 1

l

)

× βj,Pβk,N−P−1P
l−j+1

2

(N − P )
l−j−1

2

(
m

γ̄

)m+j+k

s I(µ, ν, α, β), (2.8a)

where

I(µ, ν, α, β) =

√
π(2β)νΓ(µ+ν)Γ(µ−ν)
Γ(µ+ 1

2)(α+ β)µ+ν
2F1

(

µ+ν, ν+
1

2
;µ+

1

2
;
α−β
α+β

)

, (2.8b)

α = s+
mN

γ̄
, β =

2m

γ̄

√

P (N − P ), (2.8c)

µ = m+ j + k + 1, and ν = l − j + 1. (2.8d)

Proof: See Section A.1 in Appendix A. �

Remark 2.3.1: The CDF (2.6a), the PDF (2.7), and the MGF (2.8a) do not hold valid for

P = 0 or P = N . Thus, the CDF ofγub
eq pertinent toP = 0 or P = N is derived explicitly

as follows:

Fγub
e2e
(x) = 1− exp

(

−mNx
γ̄

)N(m−1)
∑

k=0

βk,N

(
mx

γ̄

)k

. (2.9)

Similarly, the PDF ofγub
eq pertaining toP = 0 or P = N is given by

fγub
e2e
(x) =

N

Γ(m)
exp

(

−mNx
γ̄

) (N−1)(m−1)
∑

k=0

βk,N−1

(
m

γ̄

)m+k

xm+k−1. (2.10)

The corresponding MGF ofγub
eq for P = 0 or P = N is then derived as

Mγub
e2e
(s) = 1−

N(m−1)
∑

k=0

βk,NΓ(k+1) γ̄s

m

(
m

mN + γ̄s

)k+1

. (2.11)
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Furthermore, for the sake of completeness, the CDF, PDF, andMGF of γub
eq for i.n.i.d

Rayleigh fading case are given as follows: Specifically, theCDF ofγub
e2e is given by

Fγub
e2e
(x) = 1− 2

√

λ1λ2 x exp(−λ0x)K1

(

2x
√

λ1λ2

)

, (2.12)

whereλ1 =
N−P∑

n=1

1

γ̄n
, λ2 =

N∑

n=N−P+1

1

γ̄n
andλ0 = λ1 + λ2.

The PDF ofγub
e2e for i.n.i.d Rayleigh fading is then given by

fγub
e2e
(x) = 2exp(−λ0x)

3∑

i=1

αi(x)λ
4−i
2

1 λ
i
2
2 x

2−iK2−i
(

2x
√

λ1λ2

)

, (2.13)

whereα1(x) = 1, α2(x) = 2x, andα3(x) = x2.

The MGF ofγub
e2e for i.n.i.d Rayleigh fading is next given by

Mγub
e2e
(x) = 1− 64

3
λ1λ2s

2F1

(

3, 32 ;
5
2 ;
s+ λ0 − 2

√

λ1λ2
s+ λ0 + 2

√

λ1λ2

)

(

s+ λ0 + 2
√

λ1λ2

)3 . (2.14)

The asymptotic analysis of performance metrics in high SNR regime reveals important

insights into the system-designing parameters such as the achievable diversity order and

the coding gain. The behavior of the CDF or PDF in high SNR regime is equivalent to the

behavior of the corresponding statistic around the origin [61]. The first order expansions of

the SNR statistics are therefore employed in deriving the asymptotic performance metrics

[61]. To this end, generalized first order expansions of the CDF, PDF and MGF ofγub
e2e

(2.5) are given in Theorem 2.2.

Theorem 2.2 Letγn, n ∈ {1, · · · , N} be independent hop SNRs. Suppose that the PDF of

γn can be expanded in a MacLaurin series asfγn(x) =
βn

(Cnγ̄)
dn
xdn−1 + o

(
xdn−1

)
, where

βn, Cn, dn, and γ̄ are positive constants. The MacLaurin series expansion of the CDF of

γub
e2e is then given by

Fγub
e2e
(x) =

∑

n

[

βn

(Cn)
dn dn

](
x

γ̄

)dmin

+ o
(

xdmin

)

, (2.15)

wheren ∈ {n|dn = min (d1, d2, · · · , dN )} anddmin = min
n∈{1,··· ,N}

(dn).

The MacLaurin series expansion of the PDF ofγub
e2e is next given by

fγub
e2e
(x) =

dmin

(γ̄)dmin

∑

n

[

βn

(Cn)
dn dn

]

xdmin−1 + o
(

xdmin−1
)

, (2.16)

wheren ∈ {n|dn = min (d1, d2, · · · , dN )} anddmin = min
n∈{1,··· ,N}

(dn).
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The single-term polynomial approximation of the MGF ofγub
e2e is given by

Mγub
e2e
(s) =

Γ(dmin)

(γ̄)dmin

∑

n

[

βn

(Cn)
dn dn

]

s−dmin + o
(

s−dmin

)

, (2.17)

wheren ∈ {n|dn = min (d1, d2, · · · , dN )} anddmin = min
n∈{1,··· ,N}

(dn).

Proof: See Section A.2 in Appendix A. �

Remark: 2.3.1: The first order expansions of the CDF, PDF, and MGF ofγub
e2e presented

in the Theorem 2.2 are indeed valid for any type of fading channel models, and hence, they

are not just limited to Rayleigh and Nakagami-m fading channels.

2.4 Performance analysis

This section presents the performance analysis of multi-hop CA-AF relay networks by em-

ploying the proposed SNR bound in (2.5). To this end, the probability distributions ofγub
e2e

provided in Section 2.3 are used to derive the outage probability and the average SER.

2.4.1 Outage probability

The outage is the probability that the instantaneous end-to-end SNR falls below a present

threshold SNR,γth. The lower bounds for the outage probabilityPout for i.n.i.d Rayleigh

and i.i.d. Nakagami-m fading cases can readily be derived by using the CDF results given

in (2.12) and (2.6a) as follows:

P lb
out = Pr(γub

e2e≤ γth) = Fγub
e2e
(γth). (2.18)

The outage probability lower bound derived by employing ourproposed SNR upper bound

is asymptotically exact. In order to exploit this asymptotic exactness to obtain direct in-

sights on the achievable diversity order, the asymptotic outage probability at high SNRs is

presented in the Corollary 2.1.

Corollary 2.1 Let γn ∼ G(m, γ̄m) for n ∈ {1, · · · , N} be independent hop SNRs. The

asymptotic outage probability in high SNR regime derived byusing the proposed SNR upper

bound is then given by

P∞
out =

Nmm

Γ(m+ 1)

(
γth
γ̄

)m

+ o
(
γ̄−m

)
, (2.19)

whereP∞
out denotes the asymptotic outage probability asγ̄ → ∞.
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Proof: Proof is a direct application of the Theorem 2.2. �

The asymptotic outage probability in high SNR regime for i.n.i.d Rayleigh fading can

also be given as a special case of the Corollary 2.1 as

P∞
out =

(
N∑

n=1

1

Cn

)

γth
γ̄

+ o
(
γ̄−1

)
, (2.20)

whereCn = γ̄n/γ̄ for n ∈ {1, · · · , N}.

As our SNR bounds are asymptotically exact in high SNR regime, P∞
out in (2.19) pro-

vides the exact asymptotic outage probability at high SNR for multi-hop CA-AF relay net-

works. Our Asymptotic outage analysis also reveals that thediversity orders of multi-hop

relay networks over i.i.d. Nakagami-m fading and i.n.i.d Rayleigh fading arem and unity,

respectively.

2.4.2 Average error rate

The average SER is one of the most widely used performance metrics for digital communi-

cation systems. The conditional error probability (CEP),Pe|γ, in this case is averaged over

the PDF ofγe2e. For example, the CEP of coherent binary phase shift keying (BPSK) and

M -ary pulse amplitude modulation (PAM) can be expressed asPe|γ = aQ
(√
bγ
)
, wherea

andb are modulation-dependent constants. For example,(a = 1, b = 2) and(a = 1, b = 1)

provide the exact CEP of the coherent BPSK and coherent binary frequency shift keying

(BFSK), respectively [32].

The average SER can be simplified by integrating by parts as follows [62]:

P̄e = Eγe2e

{

aQ
(√

bγe2e

)}

=
a

2
− a

2

√

b

2π

∫ ∞

0
x−

1
2 exp

(

−bx
2

)

F̄γub
e2e
(x) dx, (2.21)

whereF̄γub
e2e
(x) denotes the complimentary cumulative distribution function (CCDF) ofγub

e2e

defined asF̄γub
e2e
(x) = 1 − Fγub

e2e
(x). The average SER bound for i.i.d. Nakagami-m fading

is then given by Corollary 2.2.

Corollary 2.2 Let γn ∼ G(m, γ̄m) for n ∈ {1, · · · , N} be independent hop SNRs. The

average SER lower bound obtained by usingγub
e2e is then given by

P̄ lb
e =

a

2
− a

√

b

2π

P (m−1)
∑

j=0

(N−P−1)(m−1)
∑

k=0

m+j+k−1
∑

l=0

1

Γ(m)

(
m+j+k−1

l

)

× βj,Pβk,N−P−1
P

l−j+1
2

(N − P )
l−j−1

2

(
m

γ̄

)m+j+k

I(µ, ν, α, β), (2.22)
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whereµ = m + j + k + 1
2 , ν = l − j + 1, α = b

2 + mN
γ̄ , β = 2m

γ̄

√

P (N − P ), and

I(µ, ν, α, β) is already defined in(2.8a).

Proof: The average SER in (2.22) can be derived by substituting (2.6a) into the inte-

gral representation of̄Pe in (2.21) and solving the residue integral by using [1, Eqn.

(6.621.3)]. �

Remark: 2.4.1: The average SER lower bound in i.i.d. Nakagami-m fading (2.22) does

not hold valid forP = 0 or P = N and hence is derived explicitly as follows:

P̄ lb
e =

a

2
− a

2

√

b

2π

N(m−1)
∑

k=0

βk,NΓ

(

k+
1

2

)(
m

γ̄

)k( 2γ̄

bγ̄ + 2mN

)k+ 1
2

. (2.23)

This average SER (2.23) can be derived by first substituting the CCDF of SNR (2.9) into

(2.21) and then solving the resulting integral by using [1, Eqn. (8.310.1)].

For the sake of completeness, the average SER lower bound fori.n.i.d Rayleigh fading

is also derived as follows:

P̄ lb
e =

a

2
− 3aπλ1λ2

√

b

2

2F1

(

5
2 ,

3
2 ; 2;

b
2
+λ0−2

√
λ1λ2

b
2
+λ0+2

√
λ1λ2

)

(
b
2 + λ0 + 2

√
λ1λ2

) 5
2

. (2.24)

The lower bound for the average SER obtained by using our proposed SNR upper bound is

asymptotically exact. To prove this claim, we provide the Corollary 2.3.

Corollary 2.3 Let γn ∼ G(1, γ̄n) for n ∈ {1, · · · , N} be independent hop SNRs. The

asymptotic average SER obtained by usingγub
e2eas γ̄n → ∞ is then given by

P̄∞
e =

a

2b

N∑

n=1

1

Cnγ̄
+ o

(
γ̄−1

)
. (2.25)

Proof: The value at the origin of the PDF of the random variableΓ = 1
Γ1

+ 1
Γ2

can be

express by [58, Eqn. (16)]:fΓ(0) = fΓ1(0) + fΓ2(0). The PDF ofΓ1 andΓ2 for i.n.i.d

Rayleigh fading case are given by

fΓ1(x) =

(
P∑

n=1

1

γ̄n

)

exp

(

−
N−P∑

n=1

x

γ̄n

)

, and (2.26a)

fΓ2(x) =

(
N∑

n=P+1

1

γ̄n

)

exp

(

−
N∑

n=N−P+1

x

γ̄n

)

, (2.26b)

respectively. Thus,fΓ(0) can readily be obtained asfΓ(0) =
∑N

n=1
1
γ̄n

. The asymptotic

average SER (2.25) can then be derived by using [58, Eqn. (10)]. �
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Figure 2.3: A multi-hop multi-branch relay network.

It is worth noticing that (2.25) exactly agrees with the asymptotic exact average SER

for multi-hop CA-AF relay networks [58, Eqn. (39)]. Numerical results in Section 2.6 too

confirm this asymptotic exactness. The corresponding asymptotic average SER for i.i.d.

Nakagami-m fading can be derived by using the Theorem 2.2 as follows:

P̄∞
e =

aNmm2m−1Γ(m+ 1
2)√

π(bγ̄)m
+ o(γ̄−m). (2.27)

2.5 Applications of bounds

The SNR bounds and the corresponding performance bounds proposed for single-branch

multi-hop relay networks can readily be employed for accurately accessing the performance

of other relaying set-ups. The asymptotic exactness of our bounds, in particular, highlights

their practical applicability for wide-range of applications. In this context, this section

presents two such applications to further elaborate the usefulness of our proposed bounds.

2.5.1 Outage probability of multi-hop multi-branch relay networks with the
best branch selection

We consider a multi-hop multi-branch relay network consists ofL branches each havingNl

hops forl ∈ {1, · · · , L} (Fig. 2.3). In this set-up, the source-to-destination communication

is facilitated byNR =
∑L

l=1Nl ideal CA-AF relays. In this context, we consider the best

branch selection, where the destination selects the best branch with multiple hops having

the largest instantaneous received SNR. Our proposed upperbound of the end-to-end SNR

(2.5) is then employed to obtain an upper bound for the equivalent SNR asγSC ≤ γub
SC =

max
(

γub
e2e,1, γ

ub
e2e,2, ..., γ

ub
e2e,L

)

, whereγub
e2e,l for l ∈ {1, · · · , L} is the SNR ofl-th multi-hop
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branch given in (2.5) withN replaced byNl. For independently faded multiple branches,

the CDF ofγub
SC can be derived as

Fγub
SC
(x) =

L∏

l=1

Fγub
e2e,l

(x) , (2.28)

whereFγub
e2e,l

(x) for l ∈ {1, · · · , L} is the CDF ofγub
e2e,l and can readily be obtained by

using (2.6a) and (2.12) for i.i.d. Nakagami-m and i.n.i.d Rayleigh fading, respectively.

In order to obtain direct insights, the asymptotic outage probability at high SNRs for

multi-hop multi-branch CA-AF relay networks with best branch selection can be derived

by using the Theorem 2.2 as follows:

P∞
out,SC=

L∏

l=1

[
Nlm

ml

l

Γ(ml + 1)Cml

l

](
γth
γ̄

)∑L
l=1ml

+ o
(

γ̄−
∑L

l=1ml

)

, (2.29)

whereml for l =∈ {1, · · · , L} denotes the severity of fading pertinent to thelth branch

andCl = γ̄l/γ̄. The high SNR outage analysis clearly reveals that the achievable diversity

order by the best branch selection over Nakagami-m fading is given byGSCd =
∑L

l=1ml.

2.5.2 Average SER of multi-hop multi-branch relay networkswith MRC Re-
ception

We consider the same network set-up in Section 2.5.1 (Fig. 2.3), however, in this case, the

destination combines the signals received via all branchesby using maximal ratio combin-

ing (MRC). To this end, an upper bound for the output SNR,γMRC, is derived as follows:

γMRC =
L∑

l=1

γe2e,l ≤ γub
MRC =

L∑

l=1

γub
e2e,l. (2.30)

For independent signals received via multiple branches at the destination, the MGF ofγub
MRC

can be expressed as [63]

Mγub
MRC

(s) =

L∏

l=1

Mγub
e2e,l

(s), (2.31)

whereMγub
eq,l

(s) for l ∈ {1, · · · , L} is the MGF of the SNR upper bound ofl-th branch

and can readily be derived by employing (2.8a) and (2.14) forNakagami-m and Rayleigh

fading, respectively.

An accurate and computationally efficient average SER boundcan then be derived for

multi-hop multi-branch CA-AF relay networks with MRC reception at the destination as
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follows: The CEP of coherent BFSK andM -ary PAM can be expressed in an alternative

form as [64]:

Pe|γ = aQ(
√

bγ) =
a

π

√

b

2

∫ ∞

0

exp(−γ(s2 + b/2))

s2 + b/2
ds. (2.32)

By first using the variable transformations2+b/2 = b/(γ+1), and then by averaging (2.32)

over the PDF ofγ, an alternative average SER expression can be derived as follows [64]:

P̄e =
a

π

√

b

2

∫ ∞

0

MγMRC

(
s2 + b/2

)

s2 + b/2
ds =

a

2π

∫ 1

−1

MγMRC(b/(γ + 1))
√

1− γ2
dγ. (2.33)

By first substituting the MGF ofγub
e2e (2.8a) into (2.31), the MGF ofγMRC can be derived

in closed-form. Then, by substitutingMγMRC(s) into (2.33), a compact and accurate lower

bound for the average SER can be then derived by using the Chebyshev-Gauss quadrature

rule [2] as

P̄ lb
e,MRC =

a

2Np

Np∑

j=1

Mγub
MRC

(
b

2
sec2 (θj)

)

+RNp , (2.34)

whereNp is a small positive integer,θj = (2j−1)π
4Np

andRNp is the remainder term, which

becomes negligible asNp increases, even for small values such as 10 (see Section 2.6).

Again, the asymptotic average SER is derived to obtain direct insights into the achiev-

able diversity order of multi-branch and multi-hop CA-AF relay networks with MRC re-

ception by using the Theorem 2.2 as follows:

P̄∞
e,MRC =

ab−(
∑L

l=1ml)2(
∑L

l=1ml−1)Γ
(
∑L

l=1ml +
1
2

)

√
πΓ
(
∑L

l=1ml + 1
)

γ̄(
∑L

l=1ml)

×
L∏

l=1

[
Nlm

ml

1

Cml

l

]

+ o
(

γ̄(−
∑L

l=1ml)
)

, (2.35)

whereml for l ∈ {1, · · · , L} is the severity of fading corresponding to thelth branch and

Cl = γ̄l/γ̄. Again, the high SNR average SER analysis clearly reveals that the achievable

diversity order of multi-branch and multi-hop relay networks with MRC reception over

Nakagami-m fading is given byGMRC
d =

∑L
l=1ml.

Remark 1.5.1: The proposed bounding technique can be used for analyzing the perfor-

mance of various other multi-hop relay applications. For example, in [65], the proposed

SNR bounds are employed to study the multi-antenna multi-hop relay networks with beam-

forming. Moreover, the proposed outage probability and average SER bounds can be used

for accurate optimal power and resource allocation purposes.
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Figure 2.4: The effect of severity of fading on the average BER bounds for a multi-hop
relay network in i.i.d. Nakagami-m fading. Here,N = 3 andP = 2.

2.6 Numerical Results

In this section, numerical and simulation results are provided to investigate the tightness

of the proposed performance bounds. Accordingly, they are compared with the existing

multi-hop performance bounds [47,50,59] and exact simulations.

In Fig. 2.4, the proposed lower bounds of BPSK average BER (byletting a = 1 and

b = 2 in (2.22)) are plotted for a three-hop relay network operating over i.i.d. Nakagami-m

fading. The BPSK average BER bound of [47, Eqn. (24)] is also plotted for comparison

purposes. This bound is named the “KTM”. Moreover, the proposed average BER bound

with P = 0, which simplifies to the bound in [50, Eqn. (11)] and [59, Ch. 3] (“Mini-

mum bound”), is plotted as well for comparison purpose. As expected, the proposed bound

is tight, particularly, in medium-to-high SNR regime compared to KTM and Minimum

bound. Specifically, our bound converges to the exact average BER curve for high SNRs.
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Figure 2.5: A comparison of outage probability bounds of multi-hop relay network over
i.i.d. Nakagami-m fading channels. Here,P =

⌈
N
2

⌉
.

The KTM bound is quite loose for most SNRs (γ̄ > 0 dB) and weakens progressively as

the average per hop SNR increases. Although the proposed bound outperforms the KTM

bound for moderate-to-high SNRs, the latter is tighter for low-to-moderate SNRs and for

less severe fading environments (approximatelym > 5). However, the KTM bound sig-

nificantly deviates from the exact average BER for high SNRs.This fact is not surprising

because our proposed bounds are asymptotically exact.

In Fig. 2.5, the multi-hop outage probability over Nakagami-m fading is plotted. Al-

though the proposed bound loosens asN andm increase, it is tighter at moderate-to-high

SNR than the KTM bound. Similar to the case of the BER bounds, the KTM bound is tighter

than our bound for less severe fading conditions (e.g.,m > 5) and for low-to-moderate

SNRs. The outage curve corresponding toN = 2 is plotted to verify that our proposed

bound reduces to the exact outage probability of dual-hop system with ideal CA-AF re-

lays. The proposed outage bound always outperforms the bound with P = 0 (“Minimum
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Figure 2.6: The effect number of hops and severity of fading on the proposed BER bounds
of a multi-hop relay network over i.i.d. Nakagami-m fading.

bound”). Similar to BER bound, our outage bound is asymptotically exact.

In Fig. 2.6, as a function ofP , we compare the tightness of different bounds for average

BER of BPSK (2.22). For a six-hop relay network over Nakagami-m fading, four different

BER bounds are obtained by assigningP = 0, P = 1, P = 2 andP = 3. As expected, the

bound withP = 0, which is equivalent to the bound in [50, Eqn. (11)] and [59, Ch. 3] is

significantly weaker than the others. The tightness of the bounds increases asP gets closer

to N − P . This happens because the criteriaP ≈ N − P ensures the symmetry of (2.5).

Moreover, the gaps between bounds withP = 1, P = 2 andP = 3 are insignificant for

severe fading cases. The asymptotic average BER curves are also plotted to verify our high

SNR analysis and to demonstrate the asymptotically-exactness of the proposed bounds.

These asymptotic BER curves accurately quantify the achievable diversity order and array

gains. The proposed performance bounds thus provide valuable insights and guidelines for

practical usage for system-design and link-budget calculation perspectives.
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Figure 2.7: The outage probability of multi-hop multi-branch relay networks with selection
combining at the destination. System operates over i.n.i.dRayleigh fading channels. Here,

Pl =
⌈
Nl

2

⌉

.

In Fig. 2.7, the outage probability bounds are plotted for a multi-hop multi-branch

CA-AF relay network with best branch selection. The system is assumed to be operating

over i.n.i.d Rayleigh fading channels. As expected, the proposed bounds are tighter to

the exact curve for a network with fewer hops per branch. In particular, the proposed

bounds are tighter in the high SNR regime regardless of the number of hops per branch.

Notably, Fig. 2.7 reveals that the proposed outage bound canindeed be employed for an

accurate assessment of the achievable diversity order as the proposed outage bound tends

to be asymptotically exact at high SNRs.

In Fig. 2.8, we plot the average BER bounds for a multi-hop multi-branch relay network

with MRC reception over i.n.i.d Rayleigh fading. The proposed bounds for the average BER

lower bounds are tighter to the exact average BER curves at moderate-to-high SNRs. As

expected, all BER bounds deteriorate as the number of hops per branch increases. In evalu-
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Figure 2.8: The average BER of multi-hop multi-branch relaynetworks with MRC at the
destination. System operates over i.n.i.d Rayleigh fadingchannels and BPSK modulation

scheme is considered. Here,Pl =
⌈
Nl

2

⌉

.

ating (2.34), we use only ten points (Np = 10). Thus, this result illustrates the accuracy and

efficiency of (2.34) for the average BER of multi-hop multi-branch systems. The proposed

bound outperforms both KTM and Minimum bounds. Fig. 2.8 clearly shows that the KTM

bound would not be employed for accurately quantifying the achievable diversity order of

multi-hop multi-branch relay networks because it significantly diverges from the exact av-

erage BER curves in high SNR regime. Nevertheless, the asymptotically-exactness of the

proposed average BER bounds indeed facilitates accurate quantification of the achievable

diversity order.

2.7 Conclusion

In this chapter, a new class of SNR upper bounds for multi-hopCA-AF relay networks

were proposed and analyzed. The parameter0 ≤ P ≤ N specifies this class, andP =
⌈
N
2

⌉
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is a reasonably optimal choice. The closed-form CDF, PDF, and MGF expressions for

i.n.i.d Rayleigh fading and for i.i.d. Nakagami-m fading,m ∈ Z
+ were derived, leading to

the average SER and the outage lower bounds. Specifically, the proposed SNR bounds are

mathematically more tractable than the previously reported bounds and consequently render

them useful for deriving performance metrics of multi-hop relay networks over various

fading channels. In particular, these bounds are asymptotically exact and hence pave the

way to develop an unified asymptotic analysis framework. Thereby, valuable insights into

practical system-design were obtained by quantifying the achievable diversity order and

array gains. Moreover, the proposed bounds were used to study the multi-hop multi-branch

relay networks. Their asymptotic-exactness may render them useful for other applications;

e.g., multiple-antenna beamforming relay networks [65] and optimal power allocation.

∼
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Chapter 3

Output-Threshold Multiple Relay
Selection Schemes

In this chapter, a new class of multiple relay selection (MRS) schemes is developed for

dual-hop multi-branch cooperative wireless networks. Thekey idea is to adaptively select

a subset from the available relays to satisfy a preset outputthreshold signal-to-noise ratio

(SNR). Hence, the relay selection of interest is termed as the output-threshold multiple

relay selection (OT-MRS). To be more specific, in the OT-MRS,the firstLc out ofL relays

(1 ≤ Lc ≤ L) are sequentially selected such that the output SNR of the maximal ratio

combinedLc relayed-paths and the direct path exceeds the preset threshold SNR. The subset

of Lc relays can be selected either from a non-ordered set ofL relays or from an ordered set

of L relays in the ascending order of the end-to-end SNR. In this context, the latter selection

ensures that the minimum number of relays are activated adaptively, because the selected

subset now contains the bestLc out of L relays. Consequently, the OT-MRS with SNR

ordering is henceforth referred as the minimum-select OT-MRS. For the sake of exposition,

the OT-MRS with a non-ordered relay set is termed as the OT-MRS as well.

The performance bounds, including the outage probability,the average symbol error

rate, and the average number of selected relays, are derivedin closed-form for the OT-MRS

scheme. Our numerical results verify the analyses and as well reveal that the OT-MRS

outperforms the optimal single relay selection and the generalized selection combining-

based multiple relay selection for low-to-moderately highSNRs. Moreover, the minimum-

select OT-MRS performs identically to the optimal single relay selection scheme in high

SNR regime. The OT-MRS scheme enjoys low channel estimationand no relay ordering

requirements as opposed to the minimum-select OT-MRS schemes, however, at the expense

of some performance degradation in high SNR regime. The proposed adaptive multiple

relay selection schemes indeed provide more flexibility in utilizing bandwidth and spatial
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diversity in cooperative wireless networks.

3.1 Introduction

Cooperative relay wireless networks achieve distributed spatial diversity, wider coverage,

lower transmit power, and reduced interference [12, 66–69]. Selecting a subset of avail-

able relays according to some performance metrics can further enhance the performance

of cooperative networks [58, 70–78]. In classical adaptivediversity combining techniques,

the combiner output is compared against a threshold and the number of diversity branches

combined varies adaptively [79–83]. In this work, we utilize such adaptive combining ideas

to propose two new output-threshold multiple relay selection (OT-MRS) schemes.

3.1.1 Prior related research

The dual-hop multi-branch cooperative network of Laneman and Wornell [67] employs all

available relays, which is henceforth called as the all-participate relaying (APR). To cir-

cumvent the low spectral efficiency of the APR scheme, which is resulted due to the use

of multiple orthogonal channels, miscellaneous relay selection schemes have been devel-

oped [58,70–78]. They can be broadly divided into two categories: (i) single relay selection

(SRS) and (ii) multiple relay selection (MRS) [77].

Among single relay selection (SRS) schemes, the selection of the relay whose relayed-

path has the maximum end-to-end SNR is the optimal scheme [73,74,77,78]. This scheme

achieves the full diversity while maintaining a higher throughput than the others [77].

Various suboptimal SRS schemes having different degrees oftrade-offs among the data

throughput, reliability, and implementation complexity have been studied in the litera-

ture [71, 72, 77]. To be more specific, [71] proposes the nearest neighbor relay selection

scheme, which essentially selects the geographically nearest relay to the source or destina-

tion. In [77], the best neighbor relay selection, which selects the relay with the strongest

channel to the source or the destination in terms of SNR, is proposed and studied. It is

shown in [77] that the best neighbor relay selection achieves a mere unity diversity order

whenever the direct path does not exist, otherwise, it achieves order two diversity. More-

over, in [72], the performance of the best-worst channel relay selection is investigated for

dual-hop multi-branch cooperative networks. The best-worst relay selection scheme selects

the relay whose worst channel is the best and hence achieves the full achievable diversity

order [77]. Besides, in [72], the best harmonic mean relay selection, which selects the re-

lay having the maximum harmonic mean of the source-relay andrelay-destination channel
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SNRs, is analytically studied.

The MRS is the natural generalization of SRS into multiple relays. In [75, 77] and

[84], several MRS schemes are proposed by generalizing the key ideas of SRS schemes

in order to allow multiple relays to cooperate. In [75], an MRS scheme, which minimizes

the error probability under total energy constraints, is analytically studied. Further, the

MRS schemes of [77] involve maximization of the received SNRsubjected to per-relay

power constraints. Nevertheless, the complexity of the optimal MRS algorithm of [77] is

exponential in the number of relays. Consequently, the optimal MRS is indeed prohibitive

in practice for relay networks with large number of relays. To circumvent this issue, in [77],

several suboptimal MRS schemes having a linear complexity in the number of relays have

also been developed by trading-off the performance to a greater degree to achieve a simpler

practical implementation complexity. Recently, in [84], another suboptimal yet effective

MRS referred to as generalized selection combining (GSC)-based MRS was proposed and

analyzed.

Apart from the aforementioned SRS and MRS schemes, incremental relaying [12]

achieves higher spectral efficiencies over APR as the formerutilizes the achievable de-

grees of freedom (DoFs) of the channel effectively with the aid of limited feedback from

the destination. In [85], an incremental relaying with the best relay selection scheme is

developed for amplify-and-forward (AF) relaying over fading channels.

3.1.2 Motivation and contribution

Although SRS schemes achieve higher spectral efficiencies than that of APR, the error rates

and outages of SRS are higher. The complexity of the optimal MRS schemes proposed

in [75,77] increases exponentially with the available number of relays. Although the GSC-

based MRS [84] achieves considerable performance gains, itrequires channel estimation of

all the relayed-paths. In addition, the combined SNR may exceed the system requirements,

and consequently, more relays than necessary may be selected. The incremental best relay

selection scheme of [85] selects only a single-relay and hence does not fully utilize the

available degrees of freedom of the wireless relay channel.Thus, MRS schemes yielding

better trade-offs among the error performance, implementation complexity, and spectral

efficiency are indeed desirable.

In this chapter, we thus develop a new class of OT-MRS schemesby employing orthog-

onal channeling, spatially-distributed AF relays, and maximal ratio combining (MRC) at

the destination. The key concept of OT-MRS is its threshold checking of the output SNR at
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Figure 3.1: The proposed OT-MRS for dual-hop relay networks.

the destination [80,81]. The cumulative distribution function (CDF), the probability density

function (PDF), the moment generating function (MGF), and the first moment of an upper

bound of the output SNR are derived. Thereby, closed-form lower bounds for the outage

probability, the average symbol error rate (SER), the average number of selected relays,

and the ergodic capacity are also derived. The performance of OT-MRS is then compared

to that of the existing relay selection schemes. Our numerical results reveal that the pro-

posed OT-MRS indeed facilitate better trade-offs among thebandwidth, performance, and

complexity for relay selection schemes.

This chapter is organized as follows:Section 3.2 presents the system model and chan-

nel model while Section 3.3 describes the mode of operation of the proposed OT-MRS

schemes. The statistical characterization of the output SNR is presented in Section 3.4. In

Section (3.5), the basic performance metrics of OT-MRS are derived. Section 3.6 presents

numerical and simulation results, while Section 3.7 concludes the chapter. All proofs are

given in Appendix B.

3.2 System and channel model

We consider a cooperative wireless network withL+2 terminals including one source(S),

one destination(D), andL AF relays(Rl) for l ∈ {1, · · · , L} (see Fig. 3.1). Only single

antenna terminals are considered. The source-to-destination data transmission takes place
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in two phases. In the first phase (broadcast phase),S broadcasts toL relays andD. In

the second phase (relaying phase), relay selection is applied; i.e., onlyLc relays out ofL

relays (1 ≤ Lc ≤ L) are selected to forward the amplified version of the source signal toD.

To facilitate the orthogonal transmission in two phases, a time-division channel allocation

scheme withLc time-slots is employed [12]. The channelsS → Rl andRl → D for

l ∈ {1, · · · , L} are modeled as independent and identically distributed (i.i.d.) flat-Rayleigh

fading. Moreover, the system model contains an independentflat-Rayleigh fading direct

channel fromS → D. The channel-state information (CSI) of only the selected relays is

assumed to be available atD for the OT-MRS. However, for minimum-select OT-MRS, all

CSI of all relays needs to be estimated atD for relay ordering. In order to constraint the

transmit power at the relays whenever the channel gains ofS → Rl are substantially low,

we follow [12] and set the amplification factor of thelth relay as

Gl =

√

PR
PS |hS,Rl

|2 + σ2Rl

, for l ∈ {1, · · · , L}, (3.1)

wherePR andPS are the average transmit powers atS andR, respectively. Furthermore,

hS,Rl
is the fading amplitude ofS → Rl channel andσ2Rl

is the variance of the zero mean

additive white Gaussian noise at the input of thelth relay’s receiver. The combiner atD

employs MRC with an output threshold checking [80,81].

Under the system and channel model of OT-MRS, the instantaneous output SNR,Γi for

i ∈ {1, · · · , L}, atD with i active relays can be written as [86–88]

Γi = γS,D +

i∑

l=1

γS,Rl
γRl,D

γS,Rl
+ γRl,D + 1

, (3.2)

whereγS,D = PS |hS,D|2/σ2D, γS,Rl
= PS |hS,Rl

|2/σ2Rl
, andγRl,D = PR|hRl,D|2/σ2D

for l ∈ {1, · · · , i} are instantaneous SNRs pertinent toS → D, S → Rl, andRl → D

channels, respectively. Specifically, for Rayleigh fadingchannels,γS,D, γS,Rl
, andγRl,D

are modeled as independent exponential random variables with means̄γS,D, γ̄S,R andγ̄R,D,

respectively.

In order to accurately analyze the system performance, the probability distribution ofΓi

(3.2) is required. However, the derivation of the exact CDF and the PDF ofΓi in close-form

is not mathematically tractable. To circumvent this intractability of the problem formulation

and hence to facilitate a comprehensive performance analysis, we replaceΓi by a tight upper

boundΓubi as follows [86–88]:

Γi ≤ Γub
i = γS,D +

i∑

l=1

γRl
, (3.3)
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whereγRl
= min (γS,Rl

, γRl,D). The performance metrics derived by using (3.3) serve as

tight lower bounds to the exact counterparts. In particular, they are indeed asymptotically

exact at high SNRs and consequently serve as benchmarks for practical dual-hop AF relay

networks. On the other hand, a tight lower bound onΓi is given by [86]

Γi ≥ Γlb
i = γS,D +

1

2

i∑

l=1

γRl
. (3.4)

The performance metrics derived by usingΓlb
i serves as tight upper bounds on the exact

counterparts. However, the theoretical development of thelower and upper bounds follows

the same analytical techniques. For the sake of brevity, we thus develop analytical results

pertinent to the SNR upper bound (3.4) only.

3.3 Proposed relay selection schemes

In this section, the algorithms pertinent to the proposed MRS schemes are presented in

detail. To facilitate a concise and clear exposition, the OT-MRS scheme and the minimum-

select OT-MRS scheme are described by employing schematic flow-diagrams.

3.3.1 OT-MRS scheme

The OT-MRS scheme selects the firstLc, 1 ≤ Lc ≤ L, (non-ordered) relays such that the

combined SNR of the firstLc relayed-paths and the direct path exceeds a preset thresh-

old SNR,γth. This SNR threshold can be chosen to be the minimum required SNR for

successful symbol decoding for a modulation scheme of interest at an acceptable quality-

of-service level. The schematic flow-diagram in Fig. 3.2 illustrates the pertaining relay

selection process. First,D receives the signal transmitted byS during the broadcast phase.

Next, the first relay (labeled asR1 in Fig. 3.1) forwards the amplified version of the source

message toD in the first time-slot of the relaying phase. The combiner atD combines this

signal with the signal received via the direct path. If the combiner output SNR exceeds

the threshold at this point, no more relays are selected. Otherwise, the remaining relays

R2, ..., RL are selected in subsequent time-slots until the cumulativeoutput SNR exceeds

the threshold. In the worst-case, allL relays are selected. However, in the best-case, just

the first relay is sufficient. Note that relays are not orderedbased on their SNRs of the cor-

responding relayed-paths. This is how OT-MRS differs from the minimum-select OT-MRS

and GSC-based MRS [84] approaches.
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Figure 3.2: Mode of operation of OT-MRS.

3.3.2 Minimum-select OT-MRS scheme

In the minimum-select OT-MRS scheme, theL relays are first ordered according to a relay

ordering functionΦl(γS,Rl
, γRl,D) for i ∈ {l = 1, · · · , L}. Suppose that the ordered set

of all available relays is denoted asR(1) < R(2), < · · · , < R(L). The minimum-select

OT-MRS follows the same steps to those of OT-MRS, however, the algorithm now operates

on the ordered relay set as depicted in Fig. 3.3. To be more specific, the threshold check is

performed on the cumulative combined SNR of the ordered relay set until the output SNR

exceeds the preset threshold. In the best case, the minimum-select OT-MRS selects the best

available relay, nevertheless, in the worst case, all the relays need to be selected.

The relay ordering process ensures that the minimum number of relays are selected to

meet the threshold criterion. To this end, the relays can be ordered in the ascending order
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Figure 3.3: Mode of operation of minimum-select OT-MRS.

of their corresponding end-to-end SNR ofS → Rl → D relayed-path. The SNR relay

ordering function is therefore given by

Φl(γS,Rl
, γRl,D) =

γS,Rl
γRl,D

γS,Rl
+ γRl,D + 1

. (3.5)

Besides the SNR relay ordering, the harmonic mean ordering,Φ(γS,Rl
,γRl,D)=

γS,Rl
γRl,D

γS,Rl
+γRl,D

,

and the worst channel ordering,Φl(γS,Rl
, γRl,D) = min (γS,Rl

, γRl,D), can be employed

as well [77].

Remark 3.3.1: The analytical results are provided only for the OT-MRS scheme. The cor-

responding analysis on minimum-select OT-MRS scheme is omitted due to the mathemat-

ical intractability of the problem formulation. However, the comprehensive Monte Carlo

simulation results for the minimum-select OT-MRS are provided to obtain useful insights.
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3.3.3 An important extension to OT-MRS: Modified OT-MRS

In some wireless applications, the direct channel between the source and the destination

would be of high fidelity with high probability. For such applications, in certain channel

realizations, the SNR of the direct channel at the destination would just be sufficient to

exceed the output threshold, and hence, always selecting atleast one relay as discussed in

Sections 3.3.1 and 3.3.2 results in a lower spectral efficiency unnecessarily. Thus, the afore-

mentioned OT-MRS schemes can be readily extended to addressed this issue as follows:

Here, the destination first compares the SNR of the direct channel against the output

threshold. If it exceeds the threshold, source-to-destination communication is carried out

just using the direct channel. Otherwise, the available relays can be selected in subsequent

time-slots until their cumulative SNR exceed the output threshold as discussed in Sections

3.3.1 and 3.3.2. This extended MRS algorithm is illustratedin Fig. 3.4. Thus, this modified

OT-MRS saves at least one time-slot in certain channel conditions and thereby further im-

proves the overall spectral efficiency. However, the achievable diversity order at high SNRs

is limited to unity, because only the direct channel is selected at very high SNR regime.

The statistical characterization of the end-to-end SNR andderivation of performance

bounds of this modified OT-MRS follows the same techniques ofthat of OT-MRS described

in Section 3.3.1. Hence, for the sake of brevity, these results are omitted in this thesis,

however, Monte Carlo simulation results are presented in Section 3.6.

3.4 Statistical characterization of the SNR

This section provides a comprehensive statistical characterization of the end-to-end SNR

of OT-MRS scheme. To be more specific, the CDF, PDF, and MGF of the upper-bounded

output SNR of the combiner employed at the destination are derived in closed-form.

In this context, the instantaneous output SNR of the OT-MRS scheme is denoted by

γout and can be written as follows:

γout =







γS,D + γR1, γS,D + γR1 ≥ γth

γS,D +

Lc∑

l=1

γRl
, γS,D +

Lc∑

l=1

γRl
≥ γth and γS,D +

Lc−1∑

l=1

γRl
≤γth

γS,D +

L∑

l=1

γRl
, otherwise,

(3.6)

whereγRl
= γS,Rl

γRl,D/(γS,Rl
+ γRl,D + 1) for l ∈ {1, · · · , L} is the non-ordered end-

to-end SNR of the relayed-path via thelth relay,Rl.
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Figure 3.4: Mode of operation of the modified OT-MRS, where the direct channel SNR is
first compared against the threshold before selecting at least one relay.

A general expression for the CDF of the output SNR can be then derived by using (3.6)

as follows:

Fγout(x) =
L∑

i=1

Pr

([

γout = γS,D +
i∑

l=1

γRl

]

∩ [γout ≤ x]

)

= Pr(γth ≤ Γ1 ≤ x) +

L∑

i=2

Pr([γth ≤ Γi ≤ x] ∩ [0 ≤ Γi−1 < γth])

+ Pr([0 ≤ ΓL ≤ x] ∩ [0 ≤ ΓL−1 < γth]) , (3.7)

whereΓi is the combined SNR of the firsti relayed-paths and the direct path (3.2). The first

term of the second equality of (3.7) accounts for the event inwhich the combined SNR of the

first relayed-path and the direct path exceeds the threshold; i.e.,Γ1 ≥ γth. The second term

accounts for the event in which thei relayed-paths are required to be coherently combined

with the direct path to form an output whose SNR exceeds the threshold. The third term

corresponds to the worst case where the cumulative sum of thefirstL−1 relayed-paths and
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the direct path SNRs does not exceed the threshold, and allL relays must be selected. After

some manipulations, (3.7) is further simplified to yield a more mathematically tractable

form as

Fγout(x) =







FΓL
(x), x < γth

FΓ1(x)− FΓ1(γth)

+
L∑

i=2

∫ γth

0

∫ x−Γi−1

γth−Γi−1

fΓi−1,γRi
(Γi−1, γRi

) dγRi
dΓi−1

+

∫ γth

0

∫ γth−ΓL−1

0
fΓL−1,γRL

(ΓL−1, γRL
) dγRL

dΓL−1, x ≥ γth,

(3.8)

whereFΓi
(x) is the CDF of the combined SNR of the firsti relayed-paths and the direct

path, andfΓi−1,γRi
(Γi−1, γRi

) is the joint PDF ofΓi−1 andγRi
. To evaluate the CDF of

γout, one needs to first deriveFΓi−1,γRi
(Γi−1, γRi

) in closed-form. This can be readily

derived by first using (3.2) and then identifying the statistically independence ofΓi−1 and

γRi
as follows:

fΓi−1,γRi
(Γi−1, γRi

) = fΓi−1(Γi−1) fγRi
(γRi

) . (3.9)

The PDF ofΓubi−1 (3.3) can be next written in closed-form as [88]

fΓub
i−1

(x) = βsd,i−1exp

(

− x

γ̄S,D

)

+

i−1∑

l=1

βl,i−1

(l − 1)!
xl−1 exp

(

−x
γ̄

)

, (3.10)

whereβsd,k = (γ̄sd)
k−1 /(γ̄sd − γ̄)k, βl,k = (−γ̄sd)k−l/

(
γ̄l−1(γ̄ − γ̄S,D)

k−l), and γ̄ =

γ̄S,Rγ̄R,D/ (γ̄S,R + γ̄R,D).

By using (3.10), the CDF ofΓubi−1 can be derived as follows:

FΓub
i−1

(x) = βsd,i−1γ̄S,D

(

1− exp

(

− x

γ̄S,D

))

+
i−1∑

l=1

βl,i−1 (γ̄)
l

(l − 1)!
γ

(

l,
x

γ̄

)

. (3.11)

Again, by employing (3.8), (3.9), (3.10), and (3.11), the CDF of an upper bound of the

output SNR,γubout, which is obtained by replacingγout with γubout (3.6), can be derived in

closed-form as follows:

Fγubout
(x) =







βsd,Lγ̄S,D

(

1− exp

(

− x

γ̄S,D

))

+

L∑

l=1

βl,L (γ̄)
l

(l − 1)!
γ

(

l,
x

γ̄

)

, 0 ≤ x ≤ γth

βsd,1γ̄S,D exp

(

− γth
γ̄S,D

)(

1− exp

(

−(x− γth)

γ̄S,D

))

+λ exp
(

−γth
γ̄

)(

1− exp

(

−(x− γth)

γ̄

))

+ κ, x > γth,

(3.12a)
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whereλ andκ are given by

λ = β1,1γ̄ +

L∑

i=2

(

βsd,i−1

(
γ̄γ̄S,D
γ̄ − γ̄S,D

)(

1− exp

(

−γth(γ̄ − γ̄S,D)

γ̄γ̄S,D

))

+

i−1∑

l=1

βl,i−1

l!
(γth)

l

)

. (3.12b)

κ = βsd,L−1γ̄S,D

(

1 +
1

γ̄ − γ̄S,D

(

γ̄S,D exp

(

−γth
γ̄sd

)

− γ̄exp

(

−γth
γ̄

)))

+

L−1∑

l=1

βl,L−1

(

(γ̄)l

(l − 1)!
γ

(

l,
γth
γ̄

)

− (γth)
l

l!
exp

(

−γth
γ̄

))

. (3.12c)

The PDF ofγubout can be then derived by differentiating (3.12a) as follows:

fγubout
(x)=







βsd,Lexp

(

− x

γ̄S,D

)

+

L∑

l=1

βl,L
(l − 1)!

xl−1 exp

(

−x
γ̄

)

, 0 ≤ x ≤ γth

βsd,1 exp

(

− x

γ̄S,D

)

+
λ

γ̄
exp

(

−x
γ̄

)

, x > γth

. (3.13)

Moreover, the MGF ofγubout can be derived by taking the Laplace transform of the PDF of

γubout (3.13) as

Mγubout
(s) = Eγubout

{exp(−sx)}

=

(

s+
1

γ̄S,D

)−1

βsd,L + (βsd,1 − βsd,L) exp

(

−γth
(

s+
1

γ̄S,D

))

+

L∑

l=1

βl,L
(i− 1)!

(

s+
1

γ̄

)−l
γ

(

l, γth

(

s+
1

γ̄

))

+

(

s+
1

γ̄

)−1 λ

γ̄
exp

(

−γth
(

s+
1

γ̄

))

. (3.14)

The moments of the output SNR are useful as signal quality indicators. They can be

used as an alternative performance measure to average errorrate analysis. Thenth moment

of γubout is defined as

(
γubout

)n
= E

{(

γubout

)n}

=

∫ ∞

0
xnfγubout

(x)dx = (−1)n
dnMγubout

(s)

dsn

∣
∣
∣
∣
∣
s=0

. (3.15)

Among them, the average output SNR,γ̄out, is an important comparative performance met-

ric. Thus, an upper bound for̄γout of the OT-MRS is next derived by first substituting (3.13)
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into (3.15) and then lettingn = 1 as follows:

γubout = −
dMγubout

(s)

ds

∣
∣
∣
∣
∣
s=0

= (γ̄sd)
2

(

βsd,L + (βsd,1 − βsd,L)

(

1 +
γth
γ̄sd

)

exp

(

−γth
γ̄sd

))

+ γ̄λ

(

1 +
γth
γ̄

)

exp

(

−γth
γ̄

)

+
L∑

l=1

βl,L
(l − 1)!

γ̄(l+1)γ

(

l + 1,
γth
γ̄

)

. (3.16)

3.5 Performance analysis

In this section, the performance metrics of the proposed OT-MRS are derived in closed-

form. To this end, closed-form lower bounds for the outage probability, the average SER,

and the average number of selected relays are derived by employing the probability statistics

of the output SNR presented in Section 3.4.

3.5.1 Outage probability

The outage probability is denoted byPout and is defined as the probability that the instan-

taneous output SNR,γout, falls below a certain target SNR,γ0. For the proposed OT-MRS,

this target SNR is indeed equal to the output threshold SNR,γth. A closed-form lower

bound on the outage probability,P lbout, can be therefore obtained by evaluatingFγubout
(x)

given in (3.12a) atx = γth as follows:

P lbout = Pr
(

γubout ≤ γth

)

= Fγubout
(γth) . (3.17)

Next, by employing (3.12a) and (3.17),P lbout can be explicitly derived as

P lbout = βsd,Lγ̄S,D

(

1− exp

(

− γth
γ̄S,D

))

+

L∑

l=1

βl,L (γ̄)
l

(l − 1)!
γ

(

l,
γth
γ̄

)

, (3.18a)

whereλ andκ are defined in (3.12b) and (3.12c), respectively.

3.5.2 Average error rate

The average SER is derived by averaging the conditional error probability (CEP) over the

PDF of the output SNR,γout. A closed-form lower bound on the average SER pertinent to

the CEP,Pe|γ = ζQ
(√
ηγ
)
, can be then derived as follows (see Section B.1 of Appendix
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B for the proof):

P̄ lbe =
ζ

2
βsd,Lγ̄S,D(1− µsd) + ζ (βsd,1 − βsd,L) γ̄S,D

×
(

Q (
√
ηγth) exp

(

− γth
γ̄S,D

)

− µsdQ
(√

2νsd
)
)

+ζλ

(

exp

(

−γth
γ̄

)

Q (
√
ηγth)− µQ

(√
2ν
))

+
L∑

l=1

ζβl,Lγ̄
l




1

2
−Q (

√
ηγth)



1−
γ
(

l, γthγ̄

)

(l − 1)!





−
l−1∑

j=0

2j−1µ(2j+1)γ
(
j + 1

2 , ν
)

√
π j!(ηγ̄)j



 , (3.19)

whereµsd =
√

ηγ̄sd
2+ηγ̄sd

, µ =
√

ηγ̄
2+ηγ̄ , νsd =

γth(2+ηγ̄sd)
2γ̄sd

, andν = γth(2+ηγ̄)
2γ̄ .

3.5.3 Average number of selected relays

The number of selected relaysLc by the proposed OT-MRS fluctuates with the channel

fading states. Consequently,Lc is a discrete random variable with the range1 ≤ Lc ≤ L.

This range indeed yields notable trade-offs among spectralefficiency, power consumption,

and performance. For example, wheneverLc equals toL, OT-MRS essentially reverts to

APR. On the contrary, wheneverLc is less thanL, OT-MRS requires fewer number of

orthogonal channels than that of APR and hence achieves higher spectral efficiency and

lower power consumption. However, a lowLc yields a lower diversity gain than that of

APR. To obtain more insight into such trade-offs, in this section, the average the number of

selected relays by the proposed OT-MRS is derived.

In this context, the average number of selected relays is denoted by L̄c and can be

defined as

L̄c =
L∑

l=1

l Pr(Lc = l), (3.20)

where Pr(Lc = l) denotes the probability that the selected number of relays equals tol. A

lower bound for the average number of selected relays by the OT-MRS can then be derived
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in closed-form as follows (see Section B.2 of Appendix B for the proof):

L̄lbc = Lβsd,L−1γ̄S,D+(βsd,1−Lβsd,L−1) γ̄S,Dexp

(

− γth
γ̄S,D

)

+β1,1γ̄exp

(

−γth
γ̄

)

+
L−1∑

i=1

Lβi,L−1 (γ̄)
i

(i− 1)!
γ

(

i,
γth
γ̄

)

+
L−1∑

l=2

(

lβsd,l−1

(
γ̄γ̄S,D
γ̄ − γ̄S,D

)

×
(

1−exp

(

−γth(γ̄−γ̄S,D)
γ̄γ̄S,D

))

exp

(

−γth
γ̄

)

+

l−1∑

i=1

lβi,l−1 (γth)
i

i!
exp

(

−γth
γ̄

))

.

(3.21)

3.5.4 Ergodic Capacity

The channel capacity is defined as the maximum rate at which information can be trans-

mitted across a noisy channel with arbitrary reliability. In particular, the ergodic capacity

is a basic performance measure of digital communications over fading channels. Thus, the

ergodic capacity,C, is defined as the expected value of the instantaneous maximum mutual

information (I) between the source and the destination. The achievable mutual information

by the OT-MRS schemes is therefore given by

I =
1

Lc + 1
log2(1 + γout), (3.22)

whereLc is the number of selected relays, andγc is the output SNR at the destination. The

ergodic capacity can then be defined as the joint expectationof I with respect toγout and

Lc as

C = Eγc,Lc

{
1

Lc + 1
[log2(1 + γout)]

}

. (3.23)

Since the exact closed-form evaluation of (3.23) appears mathematically intractable, an

upper bound ofC is derived as follows: First, the dependency ofLc in the expectation in

(3.23) is removed by replacingLc by its expected value,̄Lc, derived in (3.21) as

C > Eγout

{
1

L̄c + 1
[log2 (1 + γout)]

}

. (3.24)

Next, by first knowing that log2(·) is a concave function and then by using Jensen’s inequal-

ity [1], C can be upper bounded as

C >
1

L̄c + 1
log2 (1 + E{γout}) . (3.25)

Finally, an upper bound for the ergodic capacity of the OT-MRS can be derived in closed-

form by using the proposed bounds for the average number of selected relays and average

SNR as follows:

C >
1

L̄lbc + 1
log2

(

1 + γubout

)

. (3.26)
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whereE
{
γubout

}
is the average output SNR upper bound at the destination and is defined in

(3.16). Moreover,̄Llbc the lower bound for the average number of selected relays defined in

(3.21).

In particular, the ergodic capacity bound (3.26) serves as an important measure of the

achievable spectral efficiency by the proposed OT-MRS schemes. Specifically, (3.26) re-

veals that the ergodic capacity is dominated by the pre-log factor,1/(L̄c+1), which directly

relates to the average number of selected relays, and hence,to the orthogonal time-slots re-

quired for a complete transmission cycle. Thus, by maximizing this pre-log factor, the

achievable spectral efficiency can further be maximized. Tothis end, the modified OT-

MRS schemes discussed in Section 3.3.3 serves as an important extension of the proposed

OT-MRS as they ensure that no relays will be selected, whenever the direct channel SNR

exceeds the output threshold, for scenarios in which the source-to-destination channel is of

high fidelity with high probability.

3.6 Numerical results

In this section, our numerical results are presented to illustrate and compare the important

performance metrics of the proposed OT-MRS and the minimum-select OT-MRS schemes.

To be more specific, numerical results for the average bit error rate (BER) of binary phase

shift keying (BPSK), the outage probability, the average number of selected relays, and the

ergodic capacity are provided. Moreover, the performance of the proposed MRS schemes

is compared with the competing SRS and MRS schemes.

In Fig. 3.5, the average BER of BPSK of the OT-MRS and the minimum-select OT-

MRS schemes is plotted for dual-hop networks having six relays and ten relays. The av-

erage BER lower bound of the OT-MRS is plotted by lettingζ = 1 andη = 2 in (3.19).

Furthermore, the average BER curves corresponding to the minimum-select OT-MRS is

plotted by using Monte Carlo simulations. In particular, the average BER of the direct

transmission (without relaying) is plotted for comparisonpurposes. Fig. 3.5 clearly reveals

that both OT-MRS and minimum-select OT-MRS schemes performalmost identically in

low SNR regime. This observation is not surprising as both schemes need to select all the

relays at very low SNRs in order to exceed the output threshold SNR. On the contrary, in

high SNR regime, minimum-select OT-MRS outperforms the OT-MRS, because the former

selects best relays out of an ordered relay set, while the latter selects a arbitrary set of relays

from a non-ordered relay set. As the average SNR increases, the BER curves experience a

52



−20 −15 −10 −5 0 5 10 15 20
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Average SNR Per Branch (dB)

A
ve

ra
ge

 B
it 

E
rr

or
 R

at
e

 

 

OT−MRS (Lower Bound) − Analytical
OT−MRS (Exact) − Simulation
Minimum−select OT−MRS − Simulation
Direct transmission − Simulation

L = 10

L = 6

Figure 3.5: The average BER of BPSK against the average transmit SNR per branch. The
output thresholdγth is set to 5 dB.

sudden kink. This kink is resulted due to the fact that the OT-MRS and the minimum-select

OT-MRS select only an arbitrary relay and the best relay, respectively at very high SNRs.

Fig. 3.5 reveals that the OT-MRS achieves a substantial performance gain compared to the

direct transmission. For example, at an average BER of10−3, MRS schemes achieve more

than20dB SNR gain compared to the direct transmission. Moreover, our analytical average

BER curves are tighter to the exact counterpart in moderate-to-high SNR regime, and they

are indeed asymptotically exact at very high SNRs.

In Fig. 3.6 the average number of selected relays by the proposed OT-MRS scheme is

plotted against the average transmit SNR. The analytical lower bounds are plotted by using

(3.21) whereas the exact curves are plotted by using Monte Carlo simulation results. Fig.

3.6 clearly shows that the OT-MRS selects all the available relays in very low SNR regime,

nevertheless, the number of selected relays indeed decreases as the SNR increases. As
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Figure 3.6: The average number of selected relays against the average SNR. The output
thresholdγth = 10 dB.

expected, in the best case, the OT-MRS selects just one relay. Again, our analytical bounds

are tighter to the exact curves, and hence, they serve as benchmarks for the practical system-

designing. Fig. 3.6 confirms that our proposed MRS schemes adapt the number of selected

relays, and hence, the number of orthogonal time-slots required for a complete transmission

cycle according to the channel fading conditions. Interestingly, the number of the selected

relays by the OT-MRS is directly related to the achievable spectral efficiency as per (3.26).

Thus, the achievable spectral efficiency of the OT-MRS increases as the channel condition

improves, while satisfying the required output threshold SNR. Therefore, this observation

clearly reveals that the proposed OT-MRS indeed utilizes the channel resource adaptively

offering better trade-offs between the spectral efficiencyand reliability metrics.

In Fig. 3.7, the average number of selected relays by both theOT-MRS and the minimum-

select OT-MRS is again plotted, however, now as a function ofthe normalized output thresh-
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Figure 3.7: The average number of selected relays against the threshold SNR. The normal-
ized threshold SNR is defined asγth/γ̄.

old SNR. A dual-hop relay network with six and ten relays are considered. Fig. 3.7 con-

firms that the minimum-select OT-MRS indeed selects a lower number of relays than that

of the OT-MRS for a given normalized output threshold. For example, at an output thresh-

old of 0 dB, the OT-MRS selects two relays as opposed to the single relay selected by the

minimum-select OT-MRS. Furthermore, at very low thresholdSNRs, all the available relays

need to be selected, however, at very high SNRs, only one relay would be able to provide

the required received SNR.

In Fig. 3.8, a comparison of average number of relays selected by OT-MRS, minimum-

select OT-MRS, modified OT-MRS, and modified minimum-selectOT-MRS is presented.

Here, a relay network with six relays has been considered. Figure 3.8 clearly reveals that

the average number of relays selected by modified OT-MRS schemes approached zero at

very high SNRs, whereas, the corresponding number of relaysis one for the conventional

OT-MRS schemes. Thus, the modified OT-MRS schemes further improves the spectral effi-
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Figure 3.8: A comparison of the average number of relays selected by the four OT-MRS
schemes. The relay network consists of six relays, and the output threshold SNR is set to
10 dB.

ciency by selecting fewer relays in moderate-to-high SNR regime as they effectively mini-

mizes the required number of orthogonal time-slots in the relay-to-destination transmission

phase at least by one.

In Fig. 3.9, the average BER of BPSK for OT-MRS and the minimum-select OT-MRS

is compared with that of the best relay selection [73], GSC-based MRS which selects best

4 out of 6 relays [84], and the APR [12]. In particular, the APRscheme is included as a

benchmark for comparison purposes. The average BER of fixedLn out ofL relay selection

is also plotted as a comparison between a fixed versus adaptive relay selection. In low-

to-moderate SNRs, both OT-MRS and minimum-select OT-MRS perform identical to the

APR and hence outperform the competing counterparts. As expected, the OT-MRS looses

diversity gain for the SNRs significantly higher than the threshold as it only uses the signals

from the direct path and one relayed-path at very high SNRs. However, the minimum-select
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Figure 3.9: The average BER comparison of OT-MRS and minimum-select OT-MRS with
the competing SRS and MRS schemes. The number of available relays,L, is set to6.

OT-MRS circumvents this drawback by selecting and combining signals from both the best

relay and direct path. It is worth noticing that the minimum-select OT-MRS achieves this

performance gain at the cost of additional feedback overhead, channel estimation, relay

ordering, and power requirements compared to the OT-MRS scheme. The aforementioned

observations/insights obtained through Fig. 3.9 therefore clearly reveal the SNR adaptivity

of our proposed MRS as they provide flexibility to adapt in fading, and enables better trade-

offs among the bandwidth, performance, and complexity in cooperative relay networks.

Fig. 3.10 presents a comparison of the outage probability ofthe proposed OT-MRS

against the competing SRS and MRS. The proposed OT-MRS outperforms all the other

relay selection schemes in entire SNR regime apart from the APR. Indeed, the OT-MRS and

the APR perform identically. This happens because OT-MRS selects relays sequentially

until the cumulative output SNR exceeds the preset threshold γth, and an outage event

occurs only when the cumulative output SNR of allL relays is less thanγth. Consequently,
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Figure 3.10: The comparison of the outage probability. The number of available relays,
L, is set to10, and the output threshold is assumed to be the same as the target SNR,
i.e., γth = γ0 = 6.98 dB. The GSC-based MRS selects the best 5 out of 10 relays. The
normalized average SNR is defined asγ̄∗ = γ̄/γth.

the minimum-select OT-MRS performs just as the same as the OT-MRS because they now

have the same outage event definition. Fig. 3.10 shows that the proposed OT-MRS schemes

clearly outperform the optimal SRS and GSC-based MRS in terms of outage probability as

well.

In Fig. 3.11, the average BER of the competing relay selection schemes is plotted as a

function of the normalized output threshold SNR. The average BER curves of the minimum-

select OT-MRS corresponding to three relay ordering functions; namely, (i) SNR ordering,

(ii) harmonic-mean ordering, and (iii) worst channel ordering are plotted for comparison

purposes as well. Fig.3.11 reveals the dependence of the average BER of the OT-MRS

schemes on the output threshold. Whenever, the output threshold is significantly higher

than the average SNR per branch, the OT-MRS selects allL relays and performs identical to
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the APR. On the contrary, for very low normalized threshold SNRs, the average BER of the

minimum-select OT-MRS and the optimal SRS is identical, because the former selects only

the best available relay just as the latter. Fig. 3.11 therefore confirms that the proposed OT-

MRS schemes utilize the wireless resources adaptively to improve the system performance.

In Fig.3.12, the ergodic capacity is plotted for both OT-MRSand minimum-select OT-

MRS schemes. The capacity upper bound of OT-MRS is plotted byusing (3.26), while the

exact capacity curves are plotted by using Monte Carlo simulations. The ergodic capacity

of both schemes are identical in very low SNRs, while at high SNRs, the minimum-select

OT-MRS outperforms the OT-MRS. This observation is not surprising as at low SNRs,

both schemes select all the available relays, whereas, at moderate-to-high SNR, the former

selects fewer number of relays than that of the latter. Moreover, at very high SNRs, for both

schemes, just one relay would be able to exceed the output threshold, and hence, the gap
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between the ergodic capacity curves remains fixed.

3.7 Conclusion

In this chapter, two OT-MRS schemes were developed for cooperative wireless relay net-

works. The proposed OT-MRS schemes can adapt to fading channel conditions and conse-

quently select a subset of all available relays to satisfy the preset network quality-of-service

level. The basic performance metrics were quantified, and thereby, important insights into

practical system-implementation were obtained. Specifically, the CDF, PDF, and MGF of

the upper-bounded output SNR were first derived and then usedto quantify closed-form

lower bounds for the outage probability, average SER, and the average number of selected

relays. The numerical and simulation results were presented and compared with the compet-

ing SRS and MRS including the optimal SRS and the GSC-based MRS. Numerical results
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reveal that the OT-MRS schemes outperform these competing schemes for low-to-moderate

SNRs. The proposed MRS schemes provide flexibility to adapt in fading and hence enable

resolving trade-offs among the bandwidth, performance, and complexity for practically im-

plementing cooperative relay networks.

∼
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Chapter 4

Antenna and Relay Selection
Strategies for One-way and Two-way
MIMO Relay Networks

In this chapter, joint antenna and relay selection strategies are developed for multiple-input

multiple-output (MIMO) amplify-and-forward (AF) relay networks. Two subclasses of re-

lay networks, namely, (i) one-way relay networks (OWRNs) and (ii) two-way relay net-

works (TWRNs) are treated. Specifically, a comprehensive performance analysis frame-

work is developed for the optimal transmit antenna selection (TAS) strategy for single-relay

MIMO OWRNs. Thereby, the basic performance metrics of the optimal joint antenna and

relay selection strategy are derived for multi-relay MIMO OWRNs. Moreover, the opti-

mal joint transmit/receive antenna and relay selection strategy is proposed and analyzed for

multi-relay MIMO TWRNs.

The basic performance metrics of the aforementioned transmission strategies are de-

rived in closed-form. To this end, the probability statistics of the end-to-end signal-to-noise

ratio (SNR) are first derived and then used to quantify the outage probability and the av-

erage symbol error rate (SER). Direct insights into practical system-design is obtained by

quantifying the achievable diversity orders and array gains through the asymptotic analysis

at high SNRs. Interestingly, our outage probability results reveal that the joint relay and

antenna selection strategies achieve significant diversity and array gains over those of their

single relay counterparts. In fact, the diversity orders ofindividual relayed-branches accu-

mulate to yield the overall diversity of the multi-relay networks. Moreover, the amount of

performance degradation due to practical transmission impairments such as feedback de-

lays and spatially correlated fading is studied by derivingthe asymptotic outage probability

and the average SER, and thereby, the reduction of diversityorder and array gain is quanti-
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fied. Impact of channel prediction to circumvent outdated channel-state information (CSI)

for antenna selection due to feedback delay is also studied.All the derivations are validated

through Monte Carlo simulations.

4.1 Introduction

Cooperative relay networks are currently being investigated for emerging wireless system

standards such as Worldwide Interoperability for Microwave Access (WiMAX), particular

in IEEE 802.16j and IEEE 802.16m releases, and 3GPP Long TermEvolution-Advanced

(LTE-A) [22, 23]. There are two specific subclasses of cooperative relay networks. They

are generally referred to as (i) one-way relay networks (OWRNs) [12] and (ii) two-way

relay networks (TWRNs) [35]. To be more specific, the half-duplex relay networks oper-

ating with unidirectional data flows are referred to as OWRNsand require four orthogo-

nal channel-uses for two-way data transmission. On the other hand, the half-duplex relay

networks operating with bidirectional data flows are generally known as TWRNs and con-

sume only two orthogonal channel-uses for two-way data transmission. Thus, two-way

relaying is a promising spectral efficient transmission protocol for wireless networks with

half-duplex terminals [35, 37, 38, 89, 90]. Specifically, TWRNs avoid the pre-log factor of

one-half in capacity expressions and thus are as twice spectrally efficient as the conventional

OWRNs [35, 38]. However, TWRNs achieve this spectral efficiency gain over OWRNs at

the expense of more stringent synchronization and signal processing complexity at the relay

terminals.

The performance of both OWRNs and TWRNs can be further improved by integrating

MIMO transmission technology [20, 21, 39, 40, 91, 92]. However, the main drawback of

any MIMO system is the increased system complexity due to theadditional cost for en-

abling multiple transmit and receive radio frequency (RF) chains1 [93]. Antenna selection

for single-hop MIMO systems has been widely studied to circumvent these drawbacks [93].

In particular, antenna selection reduces the complexity and the power requirements of the

MIMO transmitter much more than most other transmit diversity schemes such as beam-

forming [94].

Moreover, relay selection strategies can be employed to improve the diversity and spec-

tral efficiency improvements of both OWRNs and TWRNs [73, 78,95]. Interestingly, for

multi-relay MIMO relay networks, both antennas and relays can be selected jointly for fur-

1Passive antenna elements and additional digital signal processing are becoming increasingly cheaper; however,
RF elements are still expensive and do not follow Moore’s law[93].
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ther maximizing the achievable diversity and spectral efficiency gains. Thus, in this chapter,

joint antenna and relay selection strategies for cooperative multi-relay MIMO OWRNs and

TWRNs are proposed and analyzed.

4.1.1 Prior related research on antenna selection for OWRNs

The optimal TAS strategy for dual-hop MIMO AF cooperative relay networks involves

maximizing the end-to-end SNR by selecting the best transmit antenna at the source and

relay by an exhaustive search [96]. Although the optimal TASstrategy achieves the full

diversity order, its implementation complexity is relatively high due to the requirement

of CSI of all three channels (i.e.,S → D, S → R, andR → D) at the source. As a

remedy, reference [97] proposes two suboptimal yet low-complexity TAS strategies. The

complexity reduction is achieved by maximizing the individual channel SNRs rather than

the end-to-end SNR. The performance of these three TAS strategies has been evaluated by

using Monte Carlo simulations only, without analysis [96,97].

Other studies of TAS for MIMO AF relaying [17,98–105] all differ from [96,97]. These

studies either employ TAS for only one ofS orR, or they all ignore theS → D direct path.

Thus, their TAS algorithms are completely different from those of optimal and suboptimal

TAS strategies of [96,97]. In [17], the outage probability of multi-hop MIMO relaying with

TAS is derived semi-analytically. In [98], the relay is limited to a single antenna, and the

source and the destination employ TAS and maximal ratio combining (MRC), respectively.

The outage and average SER are derived. In [100], transmit/receive (Tx/Rx) antenna pair

selection is proposed for dual-hop MIMO AF relay networks. Here, the end-to-end trans-

mission takes place by selecting the best Tx/Rx antenna pairat both theS → R andR→ D

MIMO channels. Reference [101] extends [100] by deriving the asymptotic outage prob-

ability and average SER. In addition, [106] extends the analysis of [100] for Nakagami-m

fading. In [99], the diversity order of a suboptimal TAS for MIMO relay networks is de-

rived. In [103–105], the performance of TAS for dual-hop AF relay networks is studied by

ignoring the direct path betweenS andD. Further, in [102], three TAS strategies, which are

optimal in terms of the outage probability, are developed for MIMO decode-and-forward

(DF) relaying.

4.1.2 Prior related research on antenna selection for TWRNs

In the wide body of relay literature, there appear only few studies, [107–109], dealing with

the issue of antenna selection for TWRNs. In [107], the upperbounds for the average
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symbol error probability of network-coded DF TWRNs having two single-antenna sources

and a dual-antenna relay are studied. In [107], during the first time-slot, two independent

symbols are transmitted simultaneously by both sources to the relay. At the relay, these two

symbols are decoded separately, and in the second time-slot, the relay transmits a physical

layer network-coded symbol (the XOR of the two symbols) to the two sources by using

Alamouti coding or antenna selection. Reference [108] extends the results of [107] by

using either max-min antenna selection or maximal ratio transmission in the second time-

slot. In particular, the transmission strategy in [108] achieves a diversity gain in the order

of the number of antennas at the relay. Moreover, in [109], the computationally efficient

relay antenna subset selection algorithms are investigated for maximizing the sum rate of

MIMO TWRNs. Specifically, in [109], two antenna selection strategies namely, the joint-

antenna selection and separate-antenna selection, are studied for reducing the computational

complexity of relay antenna subset selection.

In addition to the above studies, [39, 40, 91] investigate the designing of optimal trans-

mit precoders and receiver filters for MIMO TWRNs with the availability of perfect CSI.

Moreover, [92] studies the effects of channel estimation errors on the receivers of MIMO

AF TWRNs.

4.1.3 Motivation and contribution

The best relay selection for dual-hop cooperative OWRNs andTWRNs has been widely

studied [73,78,85,90,95,110]. In best relay selection, a single relay with maximum end-to-

end SNR is selected for relaying. This scheme achieves the full diversity while maintaining

a higher throughput than the repetition-based relaying [95]. However, in [73,78,85,90,95,

110] and many others, the selection of a relay is considered,but no antenna selection is

considered.

Nevertheless, for multi-relay MIMO relay networks, both relays and antennas can be

jointly selected. In the wide body of relay literature, there appear only three references,

[90], [111], and [112], dealing with the issue of joint selection for MIMO OWRNs. In [90],

joint antenna and relay selection is studied for MIMO DF relay networks. References [111]

and [112] investigate the joint antenna and relay selectionto maximize the channel ca-

pacity. Specifically, [111] uses the transmit antenna selection algorithm from [113] with

instantaneous CSI, while [112] extends [111] for statistical CSI. Therefore, to the best of

our knowledge, joint relay and antenna selection strategies for minimizing the outage prob-

ability and hence for maximizing the achievable diversity gains have not yet been studied
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for dual-hop MIMO AF OWRNs. Note that the basic performance metrics of the optimal

TAS for even the single-relay MIMO OWRNs have not yet been reported.

Moreover, references [107, 108] investigate antenna selection only for DF TWRNs,

where individual symbols from the two sources are first decoded separately and then a

network-coded symbol is broadcast back to these sources. Inparticular, the system models

in both [107]2 and [108] employ multiple antennas at the relay only, and each source is

equipped with a single antenna. Furthermore, in [107, 108],the transmit antenna selection

is considered in the second time-slot (broadcast phase) only. The precoder/decoder designs

proposed in [39, 40, 91, 92] require employing multiple Tx/Rx RF chains at each terminal

and hence increase both complexity and cost, which clearly loosens one of the main trade-

offs of deploying relay networks; i.e., the cost versus performance. Therefore, to the best of

our knowledge, both Tx/Rx antenna selection for single-relay MIMO AF TWRNs, and joint

relay and antenna selection for multi-relay MIMO AF TWRNs have not yet been studied.

This chapter fills the aforementioned gaps in MIMO relay literature by proposing and

analyzing new joint antenna and relay selection strategiesand the corresponding perfor-

mance analysis frameworks for both MIMO AF OWRNs and MIMO AF TWRNs. To be

more specific, the contribution of this chapter can be enumerated as follows:

1. A comprehensive performance analysis framework is developed for the optimal TAS

strategy for dual-hop single-relay MIMO AF OWRNs.

2. The optimal joint antenna and relay selection strategy for minimizing the outage

probability and hence maximizing the achievable diversityorder is proposed for

multi-relay MIMO AF OWRNs.

3. A novel antenna selection strategy, which selects the best Tx/Rx antennas at the two

sources and relay, based on maximizing the end-to-end SNR ofthe worst source and

hence minimizing the overall outage probability is developed for MIMO AF TWRNs.

4. Two useful generalizations, namely (i) the multi-relay OWRNs and (i) the multi-relay

TWRNs, are also treated by proposing and analyzing the corresponding joint relay

and Tx/Rx antenna selection strategies.

5. The basic performance metrics such as the outage probability and the average SER

are derived by employing the statistical characterizationof the end-to-end SNR. The

2The system model in [107] is restricted to a dual-antenna relay terminal.
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achievable diversity orders and array gains are derived through an insightful high

SNR analysis.

6. The performance degradations incurred due to the practical transmission impairments

such as (i) feedback delays and (ii) spatially correlated fading are quantified in closed-

form. Specifically, the asymptotic performance degradation is quantified to obtain

valuable insights into practical system-design.

7. The impact of channel prediction to circumvent the adverse effects of outdated CSI

is studied by presenting and analyzing a linear finite impulse response (FIR) channel

prediction strategy for MIMO TWRNs.

8. Insightful numerical results are provided to show the performance gains of the pro-

posed strategies, and our analysis is validated through Monte Carlo simulations.

The chapter is organized as follows:Section 4.2 outlines the system model and chan-

nel model pertinent to both OWRNs and TWRNs. Section 4.4 presents the antenna and

relay selection strategies. Section 4.6 provides the statistical characterization of the end-to-

end SNR. In Section 4.7, the basic performance metrics of antenna selection strategies are

investigated. Section 4.10 provides numerical results, while Section 4.11 draws concluding

remarks. All the proofs are provided in Appendix C.

4.2 System and channel model

In this section, the system and the channel models pertinentto the OWRNs and TWRNs

are presented.

4.2.1 System and channel model for OWRNs

We consider a dual-hop cooperative AF OWRN with MIMO-enabled source (S), relay (R),

and destination (D) havingNS,NR andND antennas, respectively (Fig. 4.1). All terminals

operate in the half-duplex mode, and hence, the end-to-end data transmission takes place

in two orthogonal time-slots [12]. The CSI and the feedback channels are assumed to be

perfect unless otherwise stated3. The channel matrix from terminalX to terminalY , where

X ∈ {S,R}, Y ∈ {R,D}, andX 6= Y , is denoted byHX,Y . The (i, j)th element ofHX,Y

is denoted byhi,jX,Y . The channel gains are assumed to be independent and identically

distributed (i.i.d.) Nakagami-m fading (with integerm). The channel vector from thejth

3In Section 4.9.1, the detrimental impact of feedback delaysdue to outdated CSI is studied.
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Figure 4.1: The optimal TAS for MIMO OWRNs.
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Figure 4.2: The optimal Tx/Rx antenna selection for MIMO TWRNs.

transmit antenna atX to Y is denoted byh(j)
X,Y . Moreover, the additive noise at the nodes

is modeled as complex zero mean white Gaussian noise.
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4.2.2 System and channel model for TWRNs

We consider a cooperative MIMO AF TWRN consisting of two source nodes (S1 andS2),

and one relay node (R) as depicted in Fig. 4.2. Specifically,S1, S2 andR are equipped with

N1, N2 andNR antennas, respectively. All nodes are assumed to be half-duplex, and all

channel amplitudes are assumed to be i.i.d. frequency-flat Rayleigh fading. The feedbacks

for antenna selection are assumed to be perfect unless otherwise stated4. The channel matrix

from Si toR is denoted byHSi,R for i ∈ {1, 2}. In particular, all the channel coefficients

are assumed to be fixed over two consecutive time-slots unless otherwise stated [35]. Thus,

the channels matrix fromR toSi for i ∈ {1, 2} can be denoted as(HSi,R)
T . Moreover, the

(k, l)th element5 of HSi,R is denoted byhk,lSi,R
and is modeled ashk,lSi,R

∼ CN (0, ζi). Here,

ζi for i ∈ {1, 2} accounts for the pathloss effect and is modeled asζi ∝ (dSi,R)
−$i , where

dSi,R is the distance betweenSi andR, and$ is the pathloss exponent ofSi → R channel.

The additive noise at all the receivers is modeled as complexzero mean white Gaussian

noise. The direct channel betweenS1 andS2 is assumed to be unavailable due to heavy

pathloss and shadowing [35,37].

4.3 Signal model and end-to-end SNR

In this section the signal models for both OWRNs and TWRNs arefirst presented, and

thereby, the respective end-to-end SNRs are derived.

4.3.1 Signal model and end-to-end SNR for OWRNs

In the first time-slot,S broadcasts toR andD by employing TAS, andR employs MRC

reception. Here, we consider an ideal channel-assisted amplify-and-forward (CA-AF) relay

with a gainG =
√

PR

PS ||h(i)
SR

||2
[17, 52, 114] for the sake of mathematical tractability of the

moment generating function (MGF) of the end-to-end SNR. In particular, the ideal CA-AF

relays invert the source-to-relay channel gain regardlessof its fading state. The performance

metrics obtained by using ideal CA-AF relays serves as tight(in low-to-high SNR regime)

and asymptotically exact lower bounds (in high SNR regime) to that of practical CA-AF

relays [17,52,114], in which the relay gain is given byG =
√

PR

PS ||h(i)
SR

||2+σ2
R

, whereσ2R is

the noise variance at the relay. Specifically, the performance metrics derived by using ideal

CA-AF relays serve as useful benchmarks for practical CA-AFrelay network designing

4The performance degradation incurred due to feedback delays is analytically studied in Section 4.9.2
5Here,hk,l

Si,R
is the channel coefficient from thelth transmit antenna ofSi to thekth receive antenna ofR.
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[52].

In the second time-slot,R first amplifies the received signal and then broadcasts it to

D again by employing TAS. ThenD combines the two signals received in the two time-

slots by applying the optimal receiver filter in the minimum mean square error (MMSE)

sense [96,98]. Under this system model, the post-processing end-to-end SNR atD whenS

andR transmit from theith antenna and thekth antenna, respectively, is given by [96]

γ
(i,k)
e2e = γ

(i)
S,D +

γ
(i)
S,Rγ

(k)
R,D

γ
(i)
S,R + γ

(k)
R,D

, (4.1)

whereγ(i)S,D = γ̄S,D

∣
∣
∣

∣
∣
∣h

(i)
S,D

∣
∣
∣

∣
∣
∣

2

F
, γ(i)S,R = γ̄S,R

∣
∣
∣

∣
∣
∣h

(i)
S,R

∣
∣
∣

∣
∣
∣

2

F
andγ(k)R,D = γ̄R,D

∣
∣
∣

∣
∣
∣h

(k)
R,D

∣
∣
∣

∣
∣
∣

2

F
are the

equivalent instantaneous SNRs, andγ̄SD, γ̄SR, andγ̄RD are the average transmit SNRs of

theS → D, S → R, andR → D channels, respectively. Here,γ(i)S,D, γ(i)S,R andγ(k)R,D are

independent Gamma distributed random variables;γ
(i)
S,D ∼ G (M0, β0), γ

(i)
S,R ∼ G (M1, β1)

andγ(k)R,D ∼ G (M2, β2), whereM0 = m0ND, M1 = m1NR, M2 = m2ND, β0 =
γ̄S,D
m0

,

β1 =
γ̄S,R
m1

andβ2 =
γ̄R,D

m2
. Moreover,m0, m1 andm2 are the integer severity of the

fading parameters of the Nakagami fading in theS → D, S → R andR → D channels,

respectively.

4.3.2 Signal model and end-to-end SNR for TWRNs

In two-way relaying,S1 andS2 exchange their information-bearing symbols6, x1 andx2,

respectively, in two time-slots. In the first time-slot, both S1 andS2 transmitx1 andx2

simultaneously by selecting thejth and lth transmit antennas, respectively, toR over a

multiple access channel. ThenR receives the superimposed-signal7 by selecting themth

receive antenna as follows:

yR =
√

PS1h
m,j
S1,R

x1 +
√

PS2h
m,l
S2,R

x2 + nR, (4.2)

wherePSi
for i ∈ {1, 2} is the transmit power ofSi, andnR is the additive white Gaussian

noise (AWGN) atR having mean zero and varianceσ2R.

In the second time slot,R first amplifiesyR with the following relay amplification factor

G =

√
√
√
√
√

PR
(

PS1

∣
∣
∣h
m,j
S1,R

∣
∣
∣

2
+ PS2

∣
∣
∣h
m,l
S2,R

∣
∣
∣

2
+ σ2R

) . (4.3)

6The information-bearing symbols have unit symbol energies; i.e.,E
{

|x1|
2
}

= 1 andE
{

|x2|
2
}

= 1.
7This superimposed-signal is also known as the analog network code in the two-way relay networks [38,91].
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and then broadcasts the amplified signal again by using themth transmit antenna toSi for

i ∈ {1, 2} over the broadcast channel. Here,PR is the transmit power atR. Then,S1

andS2 receive the signals by again using thejth andlth receive antennas8, respectively, as

follows:

yS1 = Ghm,jS1,R
YR + n1 and yS2 = Ghm,lS2,R

YR + n2, (4.4)

whereni ∼ CN
(
0, σ2i

)
for i ∈ {1, 2} is the AWGN atSi. By first substituting (4.2) into

(4.4) and then by removing the self-interference9 [35], the end-to-end SNR atSi can be

derived as

γ
(j,l,m)
S1

=

(

PR|hm,jS1,R
|2

σ21

)(

PS2 |hm,lS2,R
|2

σ2R

)

(PR
σ21

+
PS1

σ2R

)

|hm,jS1,R
|2 +

PS2 |hm,lS2,R
|2

σ2R
+ 1

and

γ
(j,l,m)
S2

=

(

PS1 |hm,jS1,R
|2

σ22

)(

PR|hm,lS2,R
|2

σ2R

)

PS1 |hm,jS1,R
|2

σ2R
+

(PR
σ22

+
PS2

σ2R

)

|hm,lS2,R
|2 + 1

. (4.5)

In Section 4.4.2, the optimal selection of antenna indices (j, l, andm) is described in detail.

4.4 Antenna selection strategies

In this section, the antenna selection strategies are presented for both single-relay OWRNs

and TWRNs.

4.4.1 Optimal transmit antenna selection for OWRNs

The end-to-end SNRγ(i,k)e2e for MIMO OWRNs can be maximized by selecting the best

transmit antennas atS andR as follows [96]:

(I,K)= argmax
i∈{1,··· ,NS}, k∈{1,··· ,NR}

(

γ
(i,k)
e2e

)

, (4.6)

whereγ(i,k)e2e is given by (4.1). Besides,I andK are the optimal antenna indexes atS andR,

respectively. By substituting (4.1) into (4.6), the optimal TAS strategy can be decomposed

8In the second phase, one would alternatively select the antenna tuple(j′, l′,m′) atS1, S2, andR, respectively,
which are not necessarily same as(j, l,m). However, the overall achievable diversity order would be the same
for both the cases.

9It is assumed thatSi knows its own information-bearing symbolXi and all the channel coefficients.
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as follows:

K = argmax
k∈{1,··· ,NR}

(

γ
(k)
R,D

)

and I = argmax
i∈{1,··· ,NS}



γ
(i)
S,D +

γ
(i)
S,Rγ

(K)
R,D

γ
(i)
S,R + γ

(K)
R,D



. (4.7)

The decomposition in (4.7) follows from the fact that the end-to-end SNR for a given source

transmit antenna can indeed be maximized by maximizing the relay-to-destination channel

SNR, and consequently, the antenna selection at the relay isindependent of that of the

source.

In practice, the direct channel betweenS andD may be unavailable entirely due to

the transmission impairments such as heavy shadowing and pathloss. In this scenario, the

optimal TAS strategy selects the transmit antennas atS andR separately to maximize the

SNR of theS → R andR → D channels, respectively, without considering theS → D

channel. In this context, the optimal TAS strategy which maximizes the end-to-end SNR

can be given by

I = argmax
i∈{1,··· ,NS}

(

γ
(i)
SR

)

and K = argmax
k∈{1,··· ,NR}

(

γ
(k)
RD

)

. (4.8)

4.4.2 Optimal transmit/receive antenna selection for TWRNs

The overall performance of multi-source systems is governed by the performance of the

weakest source [26]. Thus, the TWRN is in outage whenever eitherS1 or S2 is in outage.

This observation motivates our antenna selection criterion for TWRNs; the joint maximiza-

tion of the end-to-end SNR of the weakest source. To this end,the antenna indices atS1,

S2 andR are selected to maximize the end-to-end SNR of the worst source and thereby to

minimize the overall system outage probability10 as follows:

{J,L,M} = argmax
j∈{1,··· ,N1},l∈{1,··· ,N2}

m∈{1,··· ,NR}

(

min
(

γ
(j,l,m)
S1

, γ
(j,l,m)
S2

))

, (4.9)

whereJ ,L, andM are the optimal antenna indices atS1, S2 andR, respectively11, selected

to minimize the overall outage probability of TWRNs.

10Alternatively, the Tx/Rx selection strategy for TWRNs can be seen as the maximization of the mutual
information achievable at the worst source. Equivalently,the antenna selection becomes{J, L,M} =

argmax
j∈{1,··· ,N1}, l∈{1,··· ,N2}

m∈{1,··· ,NR}

(

min
(

I
(j,l,m)
S1

, I
(j,l,m)
S2

))

, whereI(j,l,m)
S1

= 1
2
log

(

1 + γ
(j,l,m)
S1

)

andI(j,l,m)
S2

=

1
2
log

(

1 + γ
(j,l,m)
S2

)

are the the mutual information atS1 andS2, respectively.
11Since the channel matrices,HS1,R andHS2,R, remain static over the two time-slots,S1, S2 andR can use

theJ th,Lth andM th antennas, respectively, for both transmission and reception.
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Figure 4.3: Joint antenna and relay selection for MIMO OWRNs/TWRNs.

4.5 Joint antenna and relay selection strategies

In this section, the joint antenna and relay selection strategies are proposed for multi-relay

OWRNs and TWRNs. To this end, we consider the same system model in Section 4.2.

Nevertheless, we now assume that multiple relays are available for cooperation (see Fig.

4.3). Thus,Q relays each havingNRq antennas are assumed to be available, and theqth

relay is denoted byRq for q ∈ {1, · · · , Q}. In this context, antennas and relays can indeed

be selected jointly to maximize the achievable diversity and spectral efficiency gains.

4.5.1 Joint antenna and relay selection for OWRNs

The optimal joint transmit antenna and relay selection strategy for the multi-relay MIMO

OWRNs is given by

{I,K,Q∗} = argmax
i∈{1,··· ,NS}, k∈{1,··· ,NRq

}

q∈{1,··· ,Q}

(

γ
(i,k,q)
e2e

)

, (4.10)

whereI, K, andQ∗ are the best transmit antenna indexes atS andR, and the best relay,

Moreover, the end-to-end SNR pertinent to theqth relay is denoted byγ(i,k,q)e2e and given

by12

γ
(i,k,q)
e2e =

γ
(i)
S,Rq

γ
(k)
Rq,D

γ
(i)
S,Rq

+ γ
(k)
Rq ,D

, (4.11)

12The direct channel between the source and the destination isassumed to be unavailable due to heavy shadow-
ing and pathloss.

73



whereγ(i)S,Rq
= γ̄S,Rq ||h(i)

S,Rq
||2 andγ(k)Rq ,D

= γ̄Rq ,D||h(k)
Rq ,D

||2 are the equivalent instanta-

neous SNRs havinḡγSRq andγ̄RqD as the average transmit SNRs of theS → Rq andRq →
D channels, respectively. Moreover,γ(i)S,Rq

andγ(k)Rq,D
are independent Gamma distributed

random variables;γ(i)S,Rq
∼ G

(
mSRqNRq , βSRq

)
andγ(k)RqD

∼ G
(
mRqDND, βRqD

)
, where

βSRq = γ̄S,Rq/mSRq andβRqD = γ̄Rq,D/mRqD. Besides,mSRq andmRqD are the inte-

ger severity of the fading parameters of the Nakagami fadingin theS → R andR → D

channels, respectively.

4.5.2 Joint antenna and relay selection for TWRNs

The key design criterion of the joint Tx/Rx and relay selection for TWRNs is the joint

selection of the best relay (RQ∗), and the best antenna indices,J , K, andMQ∗ of S1,

S2 andRQ∗, respectively, to minimize the overall outage probability. In this context, the

joint relay and antenna selection criterion for maximizingthe end-to-end SNR of the worst

source and thereby for minimizing the overall outage probability is given by

{J,L,Q∗,MQ∗} = argmax
i∈{1,··· ,N1}, l∈{1,··· ,N2}

q∈{1,··· ,Q}, mq∈{1,··· ,NRq}

(

min
(

γ
(j,l,mq)
S1

, γ
(j,l,mq)
S2

))

, (4.12)

whereγ(j,l,mq)
S1

andγ(j,l,mq)
S2

are instantaneous SNRs atS1 andS2 through theqth relayRq.

Moreover,γ(j,l,mq)
S1

andγ(j,l,mq)
S2

are defined in (4.5).

4.6 Statistical characterization of the SNR

In this section, the statistical characterizations of the end-to-end SNR corresponding to

both OWRNs and TWRNs are presented. To be more specific, the cumulative distribution

function (CDF) and the MGF of the end-to-end SNR are derived in closed-form.

4.6.1 Statistical characterization of the SNR of OWRNs

The statistical characterization of the exact end-to-end SNR of the optimal TAS for OWRNs

is mathematically intractable, and hence, a lower bound of the end-to-end SNR is employed.

Consequently, the CDF and the MGF of this SNR lower bound are derived as follows:

The CDF of a lower bound of the end-to-end SNR can be derived as(see Appendix C.1
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for the proof)

Fγlbe2e
(x) =



1−
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whereA1, B1, κ andλ are defined as
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B1 = (−1)u
(
NS

u

)
φv,u,M0

β0
, κ =

a

β1
+
p+ 1

β2
and (4.13c)

λ = 2

√
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β1β2
, respectively. (4.13d)

Further,
∑
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expansion of
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φk,N,L

(
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and given by [115, Eqn. (44)]

φk,N,L =

k∑

i=k−L+1

φi,N−1,L

(k − i)!
I[0,(N−1)(L−1)](i), (4.14)

φ0,0,L = φ0,N,L = 1, φk,1,L = 1/ k!, φ1,N,L = N andI[a,c](b) =

{

1, a ≤ b ≤ c

0, otherwise
.

The CDF of the end-to-end SNR for the optimal TAS strategy of MIMO OWRNs with-

out having the direct channel is next derived as (see Appendix C.2 for the proof)

Fγe2e(x) = 1−
NR∑
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p(M2−1)
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q=0

NS−1∑

a=0
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A2x
M1+b+q e−δxKc−q+1(εx), (4.15a)

whereA3 is given by

A2 =
2(−1)p+q+1NSp

ζ
2

(NR

p

)(NS−1
a
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)
φq,p,M2φb,a,M1
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ζ
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1 β
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2

. (4.15b)

Besides, in (4.15a) and (4.15b),δ = a+1
β1

+ p
β2

andε = 2
√

p(a+1)
β1β2

.
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The MGF ofγlbe2e is defined as

Mγlbe2e
(s) = Eγlbe2e{exp (−sγ)} =

∫ ∞

0
sFγlbe2e

(γ) exp (−sγ) dγ. (4.16)

The MGF ofγlbe2e can be derived by first substituting (4.13a) into (4.16) and by using [1,

Eqn. (6.621.3)] as follows:
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where
∑

a,b,p,q,l

is defined in (4.13a). Besides,η, ζ, κ, andλ depend on the summation

variables and are defined asη = M2 + b + q + v + 1, ζ = l − b + 1, κ= a
β1

+ p+1
β2

, and

λ = 2
√

a(p+1)
β1β2

, respectively.

The MGF of the end-to-end SNR for the optimal TAS strategy of MIMO OWRNs with-

out having the direct channel is next derived as

Mγe2e(s) = 1−
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, (4.18)

whereA2 is given by (4.15b). Moreover, the parametersδ, η, ζ, and ε depend on the

summation variables and are defined asδ = a+1
β1

+ p
β2

, η =M1 + b+ q + 1, ζ = c− q + 1

andε = 2
√

p(a+1)
β1β2

, respectively.

The PDF ofγlbe2e can be readily derived by differentiating the CDF ofγlbe2e with respect

to x by using [1, Eqn. (8.486.12)]. However, the probability density function (PDF) result

is omitted for the sake of brevity.

4.6.2 Statistical characterization of the SNR of TWRNs

In analyzing the performance of the proposed Tx/Rx selection strategy for TWRNs, the

statistical characterization of the instantaneous end-to-end SNR of the weakest source is

essential. Thus, the end-to-end SNR of the weakest source isdefined as

Z = max
j∈{1,··· ,N1}, l∈{1,··· ,N2}

m∈{1,··· ,NR}

(

min
(

γ
(j,l,m)
S1

, γ
(j,l,m)
S2

))

. (4.19)
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The CDF of the random variableZ is then derived as (see Appendix C.4 for the proof)

FZ(z) =

[

F

(

z,
p+ 1

ζ1
,
q + 1

ζ2
,
q

ζ2
,
N1

ζ1
, N1 − 1, N2

)

+ F

(

z,
q + 1

ζ2
,
p+ 1

ζ1
,
p

ζ1
,
N2

ζ2
, N1, N2 − 1

)]NR

, (4.20)

where the functionF (z, a, b, c, d, u, v) is given by

F (z, a, b, c, d, u, v) =

N1−1∑

p=0

N2−1∑

q=0

N1N2

(N1−1
p

)(N2−1
q

)
(−1)p+q

bζ1ζ2

×
[
1− exp (−aβz)

a
− 1− exp (−(a+ b)βz)

a+ c

]

+
u∑

p=0

v∑

q=0

d

(
u

p

)(
v

q

)

(−1)p+q
[
exp (−(a+ c)βz) (1− exp (−(a+ c)φ(z)))

a+ c

× − exp (−(aφ(z) + (aβ + cα)z))

a
J (z)

]

. (4.21)

In (4.21),α = γ̄S γ̄R
γ̄R+γ̄T

, β = 1
γ̄R

, φ(z) = 1
γ̄S γ̄R

√

(γ̄2S + γ̄S γ̄R + γ̄2R/4)z
2 + γ̄S γ̄Rz +

z
2γ̄S

.

Moreover, the functionJ (z) in (4.21) can be given in two forms as follows:

1. By using Gauss-Laguerre quadrature (GLQ) [116, Eqn. (25.4.45)],J (z) can be eval-

uated as

J (z) =

Tg∑

t=1

wtexp

(

−acz(αβz + η)

xt + aφ(z)

)

+RTg . (4.22)

whereη = 1
γ̄S γ̄S

. Here,xt andwt for t ∈ {1, · · · , Tg} are the abscissas and weights

of the GLQ, respectively, and they can be efficiently computed by using the classical

algorithm in [117] (see Appendix C.4 for more details). Moreover,Tg is the number

of terms used for the GLQ, andRTg is the remainder term, which diminishes asTg

approaches as small as 10 [117].

2. Alternatively, by using Taylor series expansion, the functionJ (z) can be derived as

J (z) =

∞∑

i=0

(−1)i

i!
(acz(αβz + η))iexp (aφ(z)) Γ(1− i, aφ(z)) . (4.23)

The convergence of the infinite series inJ (x) is discussed in Appendix C.4.

4.7 Performance analysis of antenna selection

In this section, the basic performance metrics of the antenna and relay selection strategies

for both OWRNs and TWRNs are presented. To be more specific, the outage probability,
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the average SER, and the corresponding high SNR approximations are derived, and thereby,

valuable insights and guidelines into practical system-designing are obtained by deriving

the achievable diversity order and the array gains.

4.7.1 Outage probability of optimal TAS for OWRNs

The outage probability13 of the optimal TAS strategy for MIMO OWRNs is denoted by

Pout and defined as the probability that the end-to-end SNR falls below a preset threshold

γth. Thus,Pout is given by

Pout = Pr
(

γ
(I,K)
e2e ≤ γth

)

= Pr

(

max
i∈{1,··· ,NS}, k∈{1,··· ,NR}

(

γ
(i,k)
e2e

)

≤ γth

)

, (4.24)

whereγ(i,k)e2e is defined in (4.1). An upper bound for the outage probabilityof MIMO

OWRNs having the direct channel can be now derived in closed-form by evaluating the

CDF of the SNR lower bound in (4.13a) at the threshold SNR,γth. Moreover, the exact

outage probability of the MIMO OWRNs without having the direct channel can be then

derived by evaluating the CDF of the exact SNR in (4.15a) atγth.

In order to obtain direct insights into the achievable diversity order and array gain,

the asymptotic outage probability at high SNRs pertinent tothe optimal TAS strategy for

MIMO OWRNs with the direct channel is derived as follows (seeAppendix C.3 for the

proof):

P∞
out =







Ω1

(
γth
γ̄

)m0NSNd+m1NSNR

+o
(
γ̄−(m0NSNd+m1NSNR)

)
, m1NS<m2ND

Ω2

(
γth
γ̄

)m0NSND+m2NRND

+o
(
γ̄−(m0NSND+m2NRND)

)
, m1NS>m2ND

(Ω1+Ω2)
(
γth
γ̄

)m0NSND+mNNR

+o
(
xm0NSND+mNNR

)
, m1Ns=m2Nd=mN,

(4.25a)

whereΩ1 andΩ2 are given by

Ω1 =
(m0/k0)

m0NSND(m1/k1)
m1NSNR (m1NSNR)! (m0NSND)!

( (m0ND)! (m1NR)! )
NS (m0NSND +m1NSNR)!

, (4.25b)

Ω2 =
(m0/k0)

m0NSND(m2/k2)
m2NRND (m2NRND)! (m0NSND)!

( (m0ND)! (m2ND)! )
NS (m0NSND +m2NRND)!

. (4.25c)

In (4.25b) and (4.25c),k0, k1, andk2 are defined ask0 = γ̄S,D/γ̄, k1 = γ̄S,R/γ̄, andk2 =

γ̄R,D/γ̄, respectively. By using (4.25a), the achievable diversityorder of the optimal TAS

strategy for MIMO OWRNs can be quantified asGd = m0NSND+NRmin (m1NS ,m2ND).

13The information capacity outage probability can be defined as the probability that the instantaneous mutual

informationI falls below the target rateRth; Pr
(

1
2
log

(

1 + γ
(I,K)
e2e

)

≤ Rth

)

= Fγe2e (γth), whereγth =

22Rth − 1.
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Similarly, the asymptotic outage probability at high SNRs of the optimal TAS strategy

for MIMO OWRNs without having the direct channel is derived as follows (see Appendix

C.3 for the proof):

P∞
out =







Π1

(
γth
γ̄

)m1NSNR

+ o
(
γ̄−(m1NSNR+1)

)
, m1NS < m2ND

Π2

(
γth
γ̄

)m2NRND

+ o
(
γ̄−(m2NRND)

)
, m1NS > m2ND

(Π1 +Π2)
(
γth
γ̄

)m1NSNR

+ o
(
γ̄−(mNNR)

)
, m1NS = m2ND = mN,

(4.26)

whereΠ1 andΠ2 are given by

Π1 =
(m1/k1)

m1NSNR

( (m1NR)!)NS
and Π2 =

(m2/k2)
m2NRND

( (m2ND)!)
NR

. (4.27)

Again, the achievable diversity order of the optimal TAS forMIMO OWRNs without having

the direct channel is quantified to beGd = NRmin (m1NS ,m2ND).

4.7.2 Outage probability of optimal Tx/Rx antenna selection for TWRNs

The outage probability performance of multi-source systems is governed by the perfor-

mance of the weakest source [26]. Thus, the TWRN of interest is indeed considered as a

multi-source system, and hence, it is in outage if eitherS1 or S2 is in outage. This observa-

tion motivates the our outage probability definition of TWRNs. The outage probability of

the optimal Tx/Rx antenna selection for MIMO TWRNs is therefore defined as the prob-

ability that the end-to-end SNR of the weakest source falls below a preset threshold(γth)

and is given by

Pout=Pr



Z= max
j∈{1,··· ,N1}, j∈{1,··· ,N2}

m∈{1,··· ,NR}

(

min
(

γ
(j,l,m)
S1

,γ
(j,l,m)
S2

))

≤γth



. (4.28)

The outage probability of interest can be then derived by evaluating the CDF ofZ given in

(4.20) at the preset threshold,γth, as

Pout =

[

F

(

γth,
p+ 1

ζ1
,
q + 1

ζ2
,
q

ζ2
,
N1

ζ1
, N1 − 1, N2

)

+ F

(

γth,
q + 1

ζ2
,
p+ 1

ζ1
,
p

ζ1
,
N2

ζ2
, N1, N2 − 1

)]NR

, (4.29)

where the functionF (z, a, b, c, d, u, v) has already been defined in (4.21).

To obtain direct insights, the asymptotic outage probability at high SNRs of the optimal

Tx/Rx antenna selection for the MIMO TWRNs is derived as (seeAppendix C.5 for the

proof)

P∞
out = ∆

(
γth
γ̄

)Gd

+ o
(
γ̄−Gd

)
, (4.30a)
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whereGd is the achievable diversity order and given by

Gd = NRmin (N1, N2) . (4.30b)

Furthermore, the system-dependent parameter∆ is given by

∆ =







(
CS+CR

ζ1CSCR

)N1NR

, N1 < N2
(
CS+CR

ζ2CSCR

)N2NR

, N1 > N2
(

1
ζN1

+ 1
ζN2

)NR
(
CS+CR

CSCR

)NNR

, N1 = N2 = N,

(4.30c)

whereCS andCR are the ratios of the source and relay average transmit SNR tothe refer-

ence average transmit SNR (γ̄), respectively; i.e.,CS = γ̄S/γ̄ andCR = γ̄R/γ̄.

4.7.3 Average symbol error rate of optimal TAS for OWRNs

The average SER of the optimal TAS strategy is derived by averaging the conditional er-

ror probability (CEP) over the PDF of the end-to-end SNR. TheCEP of the coherent bi-

nary phase shift keying (BPSK) andM -ary pulse amplitude modulation (PAM) can be

expressed asPe|γ = αQ(
√
ϕγ), whereα and ϕ are modulation-dependent constants

[32, 62]. Thus, an upper bound for the average SER for MIMO OWRNs with the direct

channel can be derived by first substituting (4.13a) into theSER integral [62],P̄ ube =

α
2

√
ϕ
2π

∫∞
0 x−

1
2 e−

ϕx
2 Fγlbe2e

(x) dx, and then solving the resulting integral by using [1, Eqn.

(6.621.3)] as follows:

P̄ ube =

NS∑

u=0

u(M2−1)
∑

v=0

2v−1α
√
ϕβ

3
2
0 Γ(v +

1
2)√

π(2u+ ϕβ0)
v+ 1

2

−
∑

a,b,p,q,l

NS∑

u=0

u(M2−1)
∑

v=0

A1α
√
ϕ(−1)u

2
3
2βv0Γ(η +

1
2 )

×
(2λ)ζΓ(η + ζ)Γ(η − ζ) 2F1

(

η + ζ, ζ + 1
2 ; η +

1
2 ;

ψ−λ
ψ+λ

)

(ψ + λ)η+ζ
, (4.31)

whereA1 and
∑

a,b,p,q,l are defined in (4.13a). Besides,ψ, η, ζ, andλ depend on the

summation variables and are defined asψ = ϕ
2 + u

β0
+ a

β1
+ p+1

β2
, η =M2 + b+ q+ v+ 1

2 ,

ζ = l − b+ 1 andλ = 2
√

a(p+1)
β1β2

, respectively.

The average SER of the optimal TAS strategy for MIMO OWRNs without having the

direct channel is then derived as

P̄e =
α

2
− α

2

√
ϕ

2

NR∑

p=1

p(M2−1)
∑

q=0

NS−1
∑

a=0

a(M1−1)
∑

b=0

M1+q+b−1
∑

c=0

A3(2ε)
νΓ(µ+ ν)Γ(µ− ν)

Γ(µ + 1
2 )

×
2F1

(

µ+ ν, ν + 1
2 ;µ + 1

2 ;
ϕ
2
+δ−ε

ϕ
2
+δ+ε

)

(ϕ2 + δ + ε)µ+ν
, (4.32a)
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whereA3 is given by

A3 =
2NS

(NR

p

)(NS−1
a

)(M1+q+b−1
c

)
(−1)p+q+1p

c−q+1
2 φq,p,M2φb,a,M1

Γ(M1)(a+ 1)
c−q+1

2 β
2M1+2b+q−c−1

2
1 β

c+q+1
2

2

. (4.32b)

In (4.32a),µ, ν, δ, andε depend on the summation variables and are defined asµ = M1 +

b+ q + 1/2, ν = l − q + 1, δ = a+1
β1

+ p
β2

andε = 2
√

p(a+1)
β1β2

, respectively.

To obtain valuable insights into the achievable diversity order and the array gain, the

asymptotic average SER at high SNRs for MIMO OWRNs with the direct channel is derived

as follows (see Appendix C.3 for the proof):

P∞
e =

Ωα2Gd−1Γ(Gd + 1/2)√
π(ϕγ̄)Gd

+ o
(
γ̄−Gd

)
. (4.33a)

In (4.33a), the system dependent parameterΩ is defined as

Ω =







Ω1, m1NS < m2ND

Ω2, m1NS > m2ND

Ω1 +Ω2, m1Ns = m2Nd = mN,

(4.33b)

whereΩ1 andΩ2 are defined in (4.25b) and (4.25c), respectively. Moreover,the achievable

diversity order and the array gain are given by

Gd = m0NSND +NRmin (m1NS ,m2ND) , (4.33c)

Ga =

(

Ωα2Gd−1Γ(Gd+
1
2 )√

π(ϕ)Gd

)− 1
Gd

. (4.33d)

The high SNR asymptotic average SER of the optimal TAS for theMIMO OWRNs

without having the direct channel can also be obtained by replacingΩ andGd of (4.33b)

with

Π=







Π1, m1NS < m2ND

Π2, m1NS > m2ND

Π1 +Π2, m1Ns = m2Nd = mN

and Gd=NRmin (m1NS ,m2ND) , (4.34)

whereΠ1 andΠ2 are defined in (4.27).

4.7.4 Average symbol error rate of optimal antenna selection for TWRNs

The derivation of the exact average SER of the optimal Tx/Rx antenna selection for MIMO

TWRNs appears mathematically intractable. However, in order to obtain useful insights

into system-designing parameters such as the diversity order and the array gain, the asymp-

totic average SER at high SNRs can indeed be derived as follows:

P∞
e =

∆α2Gd−1Γ(Gd + 1/2)√
π(ϕγ̄)Gd

+ o
(
γ̄−Gd

)
, (4.35a)
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where the system dependent parameter∆ is defined in (4.30c). Besides, the achievable

diversity order and the array gain are given by

Gd = NRmin (N1, N2) , (4.35b)

Ga =

(

∆α2Gd−1Γ(Gd+
1
2)√

π(ϕ)Gd

)− 1
Gd

. (4.35c)

4.8 Performance analysis of joint antenna and relay selection

In this section, the performance of the proposed joint antenna and relay selection strategies

is investigated for both MIMO OWRNs and MIMO TWRNs. To this end, the overall outage

probability, high SNR outage approximation, and the achievable diversity order are derived

in closed-form.

4.8.1 Outage probability of joint antenna and relay selection for OWRNs

The overall outage probability of the optimal joint transmit antenna and relay selection for

MIMO OWRNs can be derived as

Pout = Pr




 max

i∈{1,··· ,NS}, k∈{1,··· ,NRq
}

q∈{1,··· ,Q}




γ
(i)
S,Rq

γ
(k)
Rq ,D

γ
(i)
S,Rq

+ γ
(k)
Rq,D



 ≤ γth






= Pr




 max
q∈{1,··· ,Q}




 max

i∈{1,··· ,NS}

k∈{1,··· ,NRq}




γ
(i)
S,Rq

γ
(k)
Rq ,D

γ
(i)
S,Rq

+ γ
(k)
Rq,D








 ≤ γth




 . (4.36)

The second equality of (4.36) yields from the mutual independence ofγ(i)S,Rq
andγ(k)Rq ,D

for

q ∈ {1, · · · , Q}. Next, (4.36) can be further simplified by solving the inner maximization

problem as

Pout = Pr



 max
q∈{1,··· ,Q}




γ
(I)
S,Rq

γ
(K)
Rq ,D

γ
(I)
S,Rq

+ γ
(K)
Rq ,D



 ≤ γth



 , (4.37)

whereγ(I)S,Rq
= max

i∈{1,··· ,NS}

(

γ
(i)
S,Rq

)

andγ(K)
Rq ,D

= max
k∈{1,··· ,NRq}

(

γ
(k)
Rq ,D

)

. The overall outage

probability of the joint transmit antenna and relay selection for MIMO OWRNs can be then

derived in closed-form as follows:

Pout =

Q
∏

q=1



1−
µq−1
∑

a=0

a(λq−1)
∑

b=0

ψq∑

p=1

p(ξq−1)
∑

l=0

l∑

u=0

λq+b−1
∑

v=0

A4γ
λq+b+l
th

× exp

(

−γth
(
a+ 1

βSRq

+
p

βRqD

))

Ku+v−l+1

(

2γth

√

p(a+ 1)

βSRqβRqD

)]

, (4.38)
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whereA4 is given by

A4 =
2(−1)a+p+1µq

(ψq

p

)(µq−1
a

)( l
u

)(λq+b−1
v

)
p

u+v−l+1
2 φb,a,λqφq,p,ξq

Γ(λq)(a+ 1)
u+v−l+1

2 (βSRq)
2λq+2b+l−u−v−1

2
(
βRqD

)u+v+l+1
2

. (4.39)

Here, in (4.38) and (4.39), the system dependentλq, µq, ξq, andψq are defined asλq =

mSRqNRq , µq = NS , ξq = mRqDND, andψq = NRq , respectively.

To obtain direct insights into the achievable diversity order of the joint antenna and relay

selection for MIMO OWRNs, the asymptotic outage probability at high SNRs is derived as

follows:

P∞
out =





Q
∏

q=1

Ωq





(
γth
γ̄

)Gd

+ o
(
γ̄−Gd

)
, (4.40)

whereΩq is given by

Ωq =







(mSRq/uq)
mSRq

NSNRq

( (mSRqNRq )! )
NS

, mSRqNS < mRqDND
[
(mSRq/uq)

mSRq
NSNRq

( (mSRqNRq )!)
NS

+
(mRqD/vq)

mRqD
NDNRq

( (mRqDND)!)
NRq

ND

]

, mSRqNS = mRqDND

(mRqD/vq)
mRqD

NRq
ND

( (mRqDND)!)
NRq

ND
, mSRqNS > mRqDND.

(4.41)

Moreover, in (4.40) the achievable diversity order is denoted byGd and is given by

Gd =

Q
∑

q=1

NRqmin
(
mSRqNS ,mRqDND

)
. (4.42)

4.8.2 Asymptotic SER of joint antenna and relay selection for OWRNs

The derivation of the exact average SER of the optimal joint antenna and relay selection

for OWRNs is mathematically intractable. Nevertheless, toobtain valuable insights into the

average SER at high SNRs, the asymptotic average SER is derived as follows:

P∞
e =

α
(
∏Q
q=1 Ωq

)

2Gd−1Γ
(
Gd +

1
2

)

√
π(ϕγ̄)Gd

+ o
(
γ̄−Gd

)
, (4.43)

whereΩq is given by (4.41). The diversity order is given in (4.42) andthe array gain can be

derived as

Ga =




α2Gd−1

√
π(ϕ)Gd





Q
∏

q=1

Ωq



Γ

(

Gd +
1

2

)




− 1
Gd

. (4.44)
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4.8.3 Outage probability of joint antenna and relay selection for TWRNs

The overall outage probability of the joint Tx/Rx antenna and relay selection for MIMO

TWRNs is defined as

Pout = Pr




 max

i∈{1,··· ,N1}, l∈{1,··· ,N2}

q∈{1,··· ,Q}, mq∈{1,··· ,NRq}

(

min
(

γ
(j,l,mq)
S1

, γ
(j,l,mq)
S2

)

≤ γth

)






= Pr
(

min
(

γ
(J,L,MQ∗)

S1
, γ

(J,L,MQ∗)

S2

)

≤ γth

)

. (4.45)

whereJ , L andMQ∗ are the optimal antenna and relay indices. The overall outage proba-

bility can be then derived in closed-form as follows:

Pout =

Q
∏

q=1

{[

F

(

γth,
p+ 1

ζ1,q
,
u+ 1

ζ2,q
,
u

ζ2,q
,
N1

ζ1,q
, N1 − 1, N2

)

+ F

(

γth,
u+ 1

ζ2,q
,
p+ 1

ζ1,q
,
p

ζ1,q
,
N2

ζ2,q
, N1, N2 − 1

)]NRq

}

, (4.46)

whereF (·, ·, ·, ·, ·) is given by (4.21) upon replacingζ1, ζ2, NR, α, β, andφ(z) with the

corresponding parameters pertinent to multi-relay TWRNs asζ1,k, ζ2,q,NRq ,αq =
γ̄S+γ̄Rq

γ̄S γ̄Rq
,

βq =
1
γ̄Rq

andφq(z) = 1
γ̄S γ̄Rq

√

(γ̄2S + γ̄S γ̄Rq + γ̄2Rq
/4)z2 + γ̄S γ̄Rqz +

z
2γ̄S

, respectively.

Again, the direct insights into the achievable diversity order of the joint Tx/Rx antenna

and relay selection for TWRNs are obtained by deriving the asymptotic outage probability

at high SNRs as follows:

P∞
out =





Q
∏

q=1

∆q





(
γth
γ̄

)∑Q
q=1Gdq

+ o
(

γ̄−(
∑Q

q=1Gdq )
)

, (4.47a)

where the achievable diversity orderGd is given by

Gd =

Q
∑

q=1

Gdq = min (N1, N2)

K∑

q=1

NRq . (4.47b)

In (4.47a),∆q is obtained again by replacingζ1, ζ2 andCR of (4.30c) withζ1,q, ζ2,q and

CRq = γ̄Rq/γ̄, respectively.

4.8.4 Asymptotic SER of joint Tx/Rx antenna and relay selection for TWRNs

The derivation of the exact SER in closed-form for the joint Tx/Rx antenna and relay se-

lection for TWRNs is again mathematically intractable. However, in order to obtain further
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insights into the achievable diversity order and the array gain, the asymptotic average SER

is derived as follows:

P∞
e =

α
(
∏Q
q=1 ∆q

)

2Gd−1Γ
(
Gd +

1
2

)

√
π(ϕγ̄)Gd

+ o
(
γ̄−Gd

)
, (4.48)

where∆q is obtained by replacingζ1, ζ2 andCR of (4.30c) withζ1,q, ζ2,q andCRq =

γ̄Rq/γ̄, respectively. The achievable diversity order is given in (4.47b) and the array gain

can be derived as

Ga =




α2Gd−1

√
π(ϕ)Gd





Q
∏

q=1

∆q



Γ

(

Gd +
1

2

)




− 1
Gd

. (4.49)

4.9 Impact of practical transmission impairments

In this section, the detrimental impact of practical transmission impairments on the per-

formance of antenna selection for both OWRNs and TWRNs is studied. Specifically, the

performance degradation incurred due to feedback delays and spatially-correlated fading is

quantified to obtain valuable insights into practical system designing.

4.9.1 Impact of feedback delay on optimal TAS for OWRNs

In practical systems, the feedback channel from the receiver to the transmitter experiences

delays. We thus assume that the transmit antennas atS andR are selected based on the

outdated CSI received via feedback channels ofS → R andR→ D havingτ1 andτ2 time

delays, respectively14. The first hop and the second hop channels are denoted byH1(t) and

H2(t), respectively, and are modeled as [118,119]

Hl(t) = ρlHl(t− τl) +Ed,l for l ∈ {1, 2}, (4.50)

whereρl is the normalized correlation coefficients betweenhi,jl (t) andhi,jl (t − τl). For

Clarke’s scattering model,ρl = J0(2πflτl), wherefl is the Doppler fading bandwidth.

Furthermore,Ed,l is the error matrix, incurred due to feedback delay, having mean zero and

variance(1− ρ2l ) Gaussian entries.

In the first time-slot,S selects theIth transmit antenna based on the outdated CSI

received by the localR → S feedback channel, which is assumed to experience a time

delayτ1. Similarly, in the second time-slot, the relayR selects theKth transmit antenna

based on theτ2-delayed CSI.

14The direct channel is assumed unavailable due to heavy shadowing and pathloss.
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Outage probability of optimal TAS for OWRNs under feedback delays:

Under this channel model, the exact CDF of the end-to-end SNRcan be derived as (see

Appendix C.6 for the proof)

Fγ̃e2e(x) = 1−
∑

a,b,k,l

∑

p,q,u,v

βb1β
q
2ρ

2k
1 (1− ρ21)

b−kρ2u2 (1− ρ22)
q−uΨΦ

2b+v+l+1
2

× Θ
2(M2+q+u)+v−l+1

2 xM2+u+le−(Φ+Θ)xKv−l+1

(

2x
√
ΦΘ
)

, (4.51a)

whereΨ, Φ, andΘ depend on the summation variables and are defined as

Ψ =
2(−1)a+pNSNR

(
NS−1
a

)(
NR−1
p

)(
b
k

)(
q
u

)(
M2+u+l−1

v

)

Γ(M1)Γ(M2)Γ(M2 + u) (l)!

× φb,a,M1φq,b,M2Γ(M1 + b)Γ(M2 + q)

(a+ 1)M1+b+k(p+ 1)M2+q+u
, (4.51b)

Φ =
a+ 1

β1(1 + a(1− ρ21))
and Θ =

p+ 1

β2(1 + p(1− ρ22))
. (4.51c)

In (4.51a), the two summations are defined as
∑

a,b,k,l

=

NS−1∑

a=0

a(M1−1)
∑

b=0

b∑

k=0

M1+k−1∑

l=1

and

∑

p,q,u,v

=

NR−1
∑

p=0

p(M2−1)
∑

q=0

q
∑

u=0

M2+u+l−1∑

v=0

.

The outage probability of the optimal TAS for MIMO OWRNs under the outdated CSI

can be readily obtained by evaluating (4.51a) atγth asPout = Fγ̃e2e(γth).

In order to obtain useful insights into the amount of performance degradation incurred

due to feedback delays, the asymptotic outage probability of the optimal TAS for MIMO

OWRNs under the outdated CSI can be next derived as follows (see Appendix C.6 for the

proof):

P∞
out =







Φ1

(
γth
γ̄

)m1NR

+ o
(
γ̄−m1NR

)
, m1NR < m2ND

Φ2

(
γth
γ̄

)m2Nd

+ o
(
γ̄−m2Nd

)
, m1NR > m2ND

(Φ1 +Φ2)
(
γth
γ̄

)mN
+ o

(
γ̄−mN

)
, m1NR = m2ND = mN,

(4.52a)

whereΦ1 andΦ2 are given by

Φ1 =

NS−1∑

a=0

a(M1−1)
∑

b=0

NSm
M1
1

(NS−1
a

)
(−1)aφb,a,M1Γ(M1 + b)(1 − ρ1)

b

M1k
M1
1 Γ2(M1)(1 + a(1− ρ21))

M1+b
, (4.52b)

Φ2 =

NR−1∑

a=0

a(M2−1)
∑

b=0

NRm
M2
2

(
NR−1
a

)
(−1)aφb,a,M2Γ(M2 + b)(1− ρ2)

b

M2k
M2
2 Γ2(M2)(1 + a(1− ρ22))

M2+b
. (4.52c)
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Moreover, in (4.52b) and (4.52c),ρj = J0(2πfjτj) for j ∈ {1, 2}, wherefj is the Doppler

fading frequency andτj is the time delay forS → R andR→ D channels, respectively.

The achievable diversity order can be then derived by using (4.52a) as

Gd=







m1NR, m1NR < m2ND

m2ND, m1NR > m2ND

mN, m1NR = m2ND = mN

or Gd = min (m1NR,m2ND) . (4.53)

Average SER of optimal TAS for OWRNs under feedback delays:

The average SER of the optimal TAS for MIMO OWRNs under outdated CSI can be then

derived as follows:

P̄e =
α

2
− α

√
ϕ
∑

a,b,k,l

∑

p,q,u,v

2v−l−
1
2βb1β

q
2ρ

2k
1 (1−ρ21)b−kρ2u2 (1−ρ22)q−uΨΦb+v+1

×
ΘM2+q+u+v−l+1Γ(µ+ν) Γ(µ−ν) 2F1

(

µ+ν, ν+ 1
2 ;µ+

1
2 ;

ϕ
2
+δ−ε

ϕ
2
+δ+ε

)

Γ
(
µ+ 1

2

)
(ϕ2 + δ + ε)µ+ν

, (4.54)

whereµ, ν, δ, andε depend on the summation variables and are defined asµ = M2 + u+

l + 1
2 , ν = v − l + 1, δ = Φ+Θ, andε = 2

√
ΦΘ, respectively.

The degradation of the achievable diversity order and the array gain of the optimal

TAS for OWRNs incurred due to the feedback delays is next quantified by deriving the

asymptotic average SER at high SNRs as follows:

P∞
e =

αΦ2Gd−1Γ
(
Gd +

1
2

)

√
π(ϕγ̄)Gd

+ o
(
γ̄−Gd

)
, (4.55a)

where the system dependent parameterΦ is given by

Φ =







Φ1, m1NR < m2ND

Φ2, m1NR > m2ND

Φ1 +Φ2, m1NR = m2ND.

(4.55b)

Moreover,Φ1 andΦ2 are defined in (4.52b) and (4.52c), respectively. In particular, the

achievable diversity order is given byGd = min (m1NR,m2ND) and the array gain is

derived as

Ga =

(
αΦ2Gd−1

√
π(ϕ)Gd

Γ

(

Gd +
1

2

))− 1
Gd

. (4.55c)

The amount of performance degradation of the optimal TAS forMIMO OWRNs in-

curred due to feedback delay can be now quantified by employing the our high SNR anal-

ysis given in Section 4.7 and Section 4.9.1. The diversity order reduction resulted due to
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feedback delay effect over the perfect CSI case is quantifiedas

Greduction
d = NRmin (m1NS ,m2ND)−min (m1NR,m2ND) . (4.56)

The array gain is degraded by a factor ofG
perfect
a /G

imperfect
a , whereGperfect

a andGimperfect
a are

defined in (4.33c) and (4.55c), respectively.

4.9.2 Impact of feedback delay on optimal antenna selectionfor TWRNs

In practical MIMO TWRNs, the performance of antennas selection could be severely af-

fected from the outdated CSI due to feedback delays. In this subsection, the feedback delay

effect on the performance of the optimal Tx/Rx antenna selection for TWRNs is studied.

In this context, the feedback channel from the receiver to the transmitter is assumed to

experience delays. We thus assume that Tx/Rx antennas atS1, S2 andR are selected based

on the outdated CSI received via the feedback channels ofS1 → R, andS2 → R havingτ1

andτ2 time delays, respectively. These two channels can be modeled as [118]

HSi,R(t) = ρiHSi,R(t− τi) +Ei, for i ∈ {1, 2}, (4.57)

whereρi is the normalized correlation coefficients betweenhk,lSi,R
(t) andhk,lSi,R

(t− τi). For

Clarke’s scattering model,ρi = J0(2πfiτi), wherefi is the Doppler fading bandwidth15.

Besides,Ei is the error matrix incurred by the feedback delay, and is having mean zero

and variance(1 − ρ2i ) Gaussian entries. For the sake of mathematical tractability, we con-

sider single-antenna relays only. Nevertheless, bothS1 andS2 are equipped with multiple-

antennas.

Outage probability of optimal Tx/Rx antenna selection for TWRNs under feedback
delays:

Under the aforementioned channel and system model, the overall outage probability of

Tx/Rx antenna selection for MIMO TWRNs based on minimizing the overall outage prob-

ability is derived as (see Appendix C.7 for the proof)

Pout = FZ(γth) = G

(

γth,
p+ 1

ζ̂1,p
,
q + 1

ζ̂2,q
,

1

(q + 1)ζ̂1,p
, N1

)

+ G

(

γth,
q + 1

ζ̂2,q
,
p+ 1

ζ̂1,p
,

1

(p+ 1)ζ̂2,q
, N2

)

, (4.58a)

15Here,J0(z) is the Bessel function of the first kind of order zero [1, Eqn. (8.402)].
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where the functionG (·, ·, ·, ·, ·) is defined as

G (z, a, b, c, d) =

N1−1∑

p=0

N2−1∑

q=0

N1N2

(
N1 − 1

p

)(
N2 − 1

q

)

(−1)p+q

×
[

1

bζ̂1,pζ̂2,q

(
1− exp (−aβz)

a
− 1− exp (−(a+ b)βz)

a+ b

)

− c

(

exp (−(a+b)βz) (1−exp (−(a+b)φ(z)))

a+ b
− e−(aφ(z)+(aβ+bα)z)

a
J (z)

)]

+

d−1∑

p=0

(−1)p
(

d

p+ 1

)

exp (−aβz) . (4.58b)

In (4.58b),α, ζ, φ(z), andJ (z) are defined as in (4.21). Moreover,ζ̂1,p andζ̂2,q are given

by ζ̂1,p = ζ1
(
1 + p(1− ρ21)

)
andζ̂2,q = ζ2

(
1 + q(1− ρ22)

)
, respectively.

Further insights into the detrimental effect of feedback delays on the performance of

Tx/Rx antenna selection can be obtained by deriving the asymptotic outage probability at

high SNRs as follows (see Appendix C.7 for the proof):

P∞
out =







Θ1

(
γth
γ̄

)

+ o
(
γ̄−1

)
, ρ1 = 1 and 0 ≤ ρ2 < 1

Θ2

(
γth
γ̄

)

+ o
(
γ̄−1

)
, ρ2 = 1 and 0 ≤ ρ1 < 1

(Θ1 +Θ2)
(
γth
γ̄

)

+ o
(
γ̄−1

)
, 0 ≤ ρ1 < 1 and 0 ≤ ρ2 < 1,

(4.59a)

whereΘ1 andΘ2 are given by

Θ1 =

(
CS + CR
CSCR

)N2−1∑

q=0

(−1)qN2

(N2−1
q

)

ζ̂2,q
, (4.59b)

Θ2 =

(
CS + CR
CSCR

)N1−1∑

p=0

(−1)pN1

(N1−1
p

)

ζ̂1,p
. (4.59c)

Eqn. (4.59a) clearly reveals that the achievable diversityorder of the optimal Tx/Rx antenna

selection for TWRNs is unity. Thus, the outdated CSI incurred due to feedback delay effect

has a severely detrimental effect on the outage probability, in effect, the achievable diversity

order diminishes frommin (N1, N2) to one.

Average SER of optimal Tx/Rx antenna selection for TWRNs under feedback delays:

The derivation of the exact average SER of the optimal Tx/Rx for TWRNs is mathematically

intractable, and hence, only the asymptotic average SER is derived. Specifically, useful

insights into the amount of degradation of the achievable diversity order and the array gain
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incurred due to the feedback delays can be obtained by deriving the asymptotic average

SER at high SNRs as follows:

P∞
e =

αΘ2Gd−1Γ
(
Gd +

1
2

)

√
π(ϕγ̄)Gd

+ o
(
γ̄−Gd

)
, (4.60a)

where the system dependent parameterΦ is given by

Θ =







Θ1, ρ1 = 1 and 0 ≤ ρ2 < 1

Θ2, ρ2 = 1 and 0 ≤ ρ1 < 1

Θ1 +Θ2, 0 ≤ ρ1 < 1 and 0 ≤ ρ2 < 1

(4.60b)

In (4.60b),Θ1 andΘ2 are defined in (4.59b) and (4.59c), respectively. Besides, the achiev-

able diversity order and the array gain are derived as

Gd = 1 and Ga =

(
αΘ2Gd−1

√
π(ϕ)Gd

Γ

(

Gd +
1

2

))− 1
Gd

. (4.60c)

The amount of diversity degradation for optimal Tx/Rx antenna selection for TWRNs

can be quantified by using (4.30b) and (4.60c) as follows:Greduction
d = NRmin (NS , ND)−

1. Similarly, the array gain degradation factor is quantifiedto beGperfect
a /Gimperfect

a , where

Gperfect
a andGimperfect

a are given in (4.35b) and (4.60c), respectively.

4.9.3 Channel prediction for circumventing feedback delayeffect of Tx/Rx
antenna selection for TWRNs

Linear channel prediction can be employed to circumvent outdated CSI due to feedback

delays in time varying channels [120, 121]. Thus, in this subsection, such a linear channel

prediction strategy is used to minify the adverse effects offeedback delay for Tx/Rx antenna

selection in MIMO TWRNs.

For each block-length (Lb symbols of each with symbol durationTs), the (k, l)th entry of

the estimated channel matrix̂HSi,R(t) for i ∈ {1, 2} is given by

ĥk,lSi,R
(t) = hk,lSi,R

(t) + ek,lSi,R
(t), for i ∈ {1, 2}, (4.61)

wherehk,lSi,R
(t) is the (k, l)th entry of the actual channel matrixHSi,R(t) andek,lSi,R

(t) ∼
CN (0, σ2e,i) is the Gaussian channel estimation error. Here, the channelestimation error

variance can be explicitly defined asσ2e,i = σ2i /Ep, whereσ2i andEp are the noise power

at each receive antenna and the power of the pilot symbol. Moreover,hk,lSi,R
(t) andek,lSi,R

(t)

are statistically independent.
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By employing classical theory of linear FIR channel prediction [120,121], theL-block

ahead predicted channel entry is derived as16

h̃k,lSi,R
(t+ LLbTs) = wH

opt,iĥ
k,l
Si,R

, for i ∈ {1, 2}, (4.62)

whereĥk,lSi,R
= [ĥk,lSi,R

(t), ĥk,lSiR
(t − LbTs), · · · ĥk,lSi,R

(t − (L − 1)LbTs)]
T is the vector of

estimated fading amplitudes corresponding to the prediction lengthL. Further,wH
opt,i is the

optimal weighting vector corresponding to Wiener-Hopf equation [120,121] and is derived

aswopt = R−1
i ri, where the(m,n)th entry ofL × L matrix Ri is given by[Ri]m,n =

J0(2πfi|m− n|LbTs) + σ2e,iδ(m− n), andlth entry ofL× 1 vectorri is given by[ri]l =

J0(2πfi|L+ l − 1|LbTs). This optimal weighting vector is derived to minimize the mean

square error (MSE) asmin
wopt,i

(
σ2e
)
= σ2h−rHwR

−1
w rw, whereσ2e is the predictor error variance

[120,121].

Next, it can readily be seen that the normalized correlationcoefficient between the true

and the predicted fading amplitude is given byρ̂i =
√

rHi R
−1
i ri. Consequently, the (k, l)th

entry of theL-block ahead true channel matrixHSi,R can be written as

hk,lSi,R
= ρ̂i h̃

k,l
Si,R

+
√

1− ρ̂2i n
k,l
Si,R

, for ∈ {1, 2}, (4.63)

wherenk,lSi,R
is the Gaussian residue error with zero mean and unit variance. It is worth

noticing that (4.57) is indeed the special case of the unit tap form of (4.63). Thus, the exact

overall outage probability and its high SNR approximation of Tx/Rx antenna selection with

channel prediction for MIMO TWRNs can be derived by simply replacingρi in (4.58a) and

(4.59a), respectively, bŷρi =
√

rHi R
−1
i ri.

4.9.4 Impact of spatially-correlated fading on Tx/Rx antenna selection for
TWRNs

In this subsection, the impact of spatially-correlated fading among multiple antenna ele-

ments on the performance of the optimal Tx/Rx antenna selection for MIMO TWRNs is

studied. To this end, the exact amount of asymptotic performance degradation due to cor-

related fading is quantified in closed-form. The system model of interest is same as that of

Section 4.9.2, and the corresponding channel model is presented as follows:

16On the contrary to our assumption in Section 4.2, here, a morepractical signaling scheme, where each trans-
mission phase is assumed to lastL-blocks, is employed. Interestingly, the feedback time delay τi defined in
(4.57) can now be defined asτi = LLbTs.
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Correlated fading channel model

The channel vector fromSi toR is assumed to be spatially-correlated flat Rayleigh fading

and is given byΨ
1
2
i hSi,R for i ∈ {1, 2}, whereΨi is theNi × Ni covariance matrix atSi

andhSi,R is aNi×1 vector with independent Rayleigh fading entries. The(p, q)th element

of Ψi for i ∈ {1, 2} is given by [122, Eqn. (8.1.5)]

Ψ
p,q
i =

{

ρi,pρi,q, p 6= q

1, p = q,
where 0 ≤ (ρi,p, ρi,q) < 1. (4.64)

Hence,Ψi can be parameterized by an1×Ni vectorρi with thepth elementρi,p.

Asymptotic outage probability at high SNRs under spatiallycorrelated fading:

The asymptotic overall outage probability at high SNRs for Tx/Rx antenna selection for

MIMO TWRNs over correlated Rayleigh fading is derived by employing similar techniques

to those in Appendix C.5 as follows:

P∞
out = ΩCorr

(
γth
γ̄

)Gd,Corr

+ o
(

γ̄−(Gd,Corr)
)

, (4.65a)

where the achievable diversity order is given by

Gd,Corr = min (N1, N2) . (4.65b)

Moreover, the system dependent coefficient,ΩCorr, is given by

ΩCorr =







ω1

(
CS+CR

ζ1CSCR

)N1

, N1 < N2

ω2

(
CS+CR

ζ2CSCR

)N2

, N1 > N2

(
ω1/ζ

N
1 + ω2/ζ

N
2

) (
CS+CR

CSCR

)N
, N1 = N2 = N,

(4.65c)

whereω1 andω2 are given by

ω1 =

([

1 +

N1∑

n=1

ρ1,n
1− ρ1,n

]
N1∏

n=1

[1− ρ1,n]

)−1

and (4.65d)

ω2 =

([

1 +

N2∑

n=1

ρ2,n
1− ρ2,n

]
N2∏

n=1

[1− ρ2,n]

)−1

. (4.65e)

Asymptotic average SER at high SNRs under spatially correlated fading:

The asymptotic average SER at high SNRs of the optimal Tx/Rx antenna selection for the

TWRNs operating over spatially correlated fading is derived as follows:

P∞
e =

α2Gd,Corr−1ΩCorrΓ
(
Gd,Corr +

1
2

)

√
π(ϕγ̄)Gd,Corr

+ o
(
γ̄−Gd,Corr

)
, (4.66a)
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In (4.66a),ΩCorr is defined in (4.65c). Moreover, the achievable diversity order is given in

(4.65b) and the array gain is derived as

Ga,Corr =

(
αΩCorr2

Gd,Corr−1

√
π(ϕ)Gd,Corr

Γ

(

Gd,Corr +
1

2

))− 1
Gd,Corr

. (4.66b)

Amount of performance degradation due to correlated fading

The amount of performance degradation due to correlated fading is next quantified ana-

lytically. It is worth noticing that the achievable diversity order (4.65b) of Tx/Rx antenna

selection for MIMO TWRNs remains the same even over the correlated Rayleigh fading.

However, the array gain is severely affected. In this context, the asymptotic average transmit

SNR gap at high SNRs(γ̄∞gap), which is defined as the ratio of the average transmit SNRs of

uncorrelated and correlated cases at a fixed outage probability for a given threshold SNR,

is derived as

γ̄∞gap=







(ω1)
−1/Gd , N1 < N2

(ω2)
−1/Gd , N1 > N2

[(
ζN1 + ζN2

)
/
(
ζN1 ω2 + ζN2 ω1

)]−1/Gd , N1 = N2 = N.

(4.67)

It is worth noticing that̄γ∞gap can now be used to design the required fade-margins to coun-

termeasure the SNR loss due to spatially-correlated fadingin practical MIMO TWRNs

set-ups.

4.10 Numerical results

In this section, our numerical results are presented for both OWRNs and TWRNs. Specif-

ically, the outage probability and the average bit error rate (BER) of BPSK pertinent to

optimal TAS and optimal joint antenna and relay selection strategies are plotted by employ-

ing both Monte Carlo simulation results and our analytical results. To capture the effect of

the network geometry, the average SNR of theith hop is modeled bȳγi = γ̄0

(
l0
li

)$
for

i ∈ {1, 2}, whereγ̄0 is the average transmit SNR of direct channel and$ is the pathloss

exponent. The distances between the terminalsS → D, S → R, andR → D are denoted

by d0, d1 andd2, respectively.

Outage probability of the optimal TAS for OWRNs:

In Fig. 4.4, the exact outage probability of the optimal TAS for the MIMO OWRNs obtained

via Monte Carlo simulations is compared with the analyticaloutage upper bound (4.13a)

for several antenna configurations. The outage probabilityof the single-antenna OWRN

93



−20 −15 −10 −5 0 5 10 15 20
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

Average SNR of First Hop (dB)

O
ut

ag
e 

P
ro

ba
bi

lit
y

 

 

Exact − Simulation

Upper bound − Analytical

Asymptotic Analysis

N
S
=N

R
=N

D
=3

N
S
=N

R
=N

D
=2

N
S
=2, N

R
=2, N

D
=1

N
S
=N

R
=N

D
=1

m
0
=2, m

1
=2, m

2
=3

Figure 4.4: The outage probability of optimal TAS for OWRNs.The direct channel is
assumed available. The hop distances ared1 = d0

3 , d2 = 2d0
3 and the pathloss exponent is

assumed to be$ = 2.5.

is also plotted for comparison purposes. For example, at an outage of10−4, the triple-

antenna OWRN with optimal TAS achieves almost 12 dB SNR gain over the single-antenna

counterpart. Our outage upper bound is considerably tight to the exact outage and just a

fraction of a dB off of the exact. The asymptotic outage curves are plotted to obtain direct

insights about the diversity order and array gain. Thus, theoutage bound provides accurate

insights into the important system parameters such as the diversity order and can be used as

a benchmark for designing practical MIMO TAS for OWRNs.

Average BER of the optimal TAS for OWRNs:

In Fig. 4.5, the closed-form upper bound for the average BER of BPSK of the optimal TAS

for MIMO OWRNs is compared for several antenna set-ups at thesource, relay and desti-

nation. Fig. 4.5 also shows the tightness of our BER bound fordifferent fading parameters
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Figure 4.5: The average BER of BPSK of optimal TAS for OWRN. The di-
rect channel is assumed available. The hop distances ared1 = d0

3 , d2 =
2d0
3 and the path-loss exponent is$ = 2.5.

(i.e.,m0,m1 andm2). Similar to the outage bound, the BER bound is always exact within

1 dB and predicts the diversity order accurately. The asymptotic BER curves are plotted

to obtain valuable system-design insights such as diversity order and array gain. Fig. 4.5

clearly reveals that the optimal TAS for MIMO OWRNs achievessignificant gains in terms

of the average BER. For instance, at an average BER of10−3, the dual-antenna OWRN

achieves more than 10 dB SNR gain over the single-antenna counterpart.

Impact of feedback delays on outage probability of optimal TAS for OWRNs:

In Fig. 4.6, the detrimental impact of outdated CSI incurreddue to feedback delays on

the outage probability of the optimal TAS for MIMO OWRNs is shown. The exact outage

curves are plotted by using (4.51a), whereas the asymptoticoutage curves is plotted by

using (4.52a). The TAS atS andR is performed based on the outdated CSI received via
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Figure 4.6: The impact of feedback delay on the outage performance of optimal TAS for
OWRNs. The direct path is assumed unavailable. The hop distances ared1 = d2 = l0/2
and the pathloss exponent is assumed to be$ = 2.5.

the local feedbacksR→ S andD → R having time delaysτ1 andτ2, respectively. Several

outage curves are obtained by changingρ1 andρ2, whereρl is related toτl by following

Clarke’s scattering model;ρl = J0(2πflτl) for l ∈ {1, 2}, wherefl is the Doppler fading

frequency. The two extreme cases,ρl = 1 andρl = 0, correspond to the perfect and fully

outdated CSI cases. The outage probability is severely degraded due to the presence of

feedback delays. For example, at an outage probability of10−3 the fully outdated CSI case

results in 10 dB SNR loss over the perfect CSI case. The asymptotic outage curves in Fig.

4.6 reveal that the feedback delays has a significant detrimental effect on the achievable

diversity order as well.
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Figure 4.7: The impact of outdated CSI on the average BER of the optimal TAS for
OWRNs. Direct channel is assumed unavailable. The hop distances ared1 = d2 = d0/2
and the pathloss exponent is assumed to be$ = 2.5.

Impact of feedback delays on average SER of optimal TAS for OWRNs:

Similarly, in Fig. 4.7, the feedback delay effect on the BPSKaverage BER of the optimal

TAS for OWRNs is depicted. To this end, the exact BER curves and the asymptotic BER

curves are plotted by using (4.54) and (4.55a), respectively. In particular, Fig. 4.7 shows

that just as in outage probability case, feedback delay in TAS has a severe detrimental effect

on the average BER. The asymptotic BER curves are plotted to depict the reduction of the

diversity order and array gain due to feedback delay. For example, the achievable diversity

order of the system reduces toGd = min (m1NR,m2ND) from the full diversity order;

Gd = NRmin (m1NS ,m2ND). Further, the array gain is severely affected whenever a

slight time delay in the feedback channel is incurred as well. Thus, the presence of feedback

delays in OWRNs with TAS results in significant detrimental effects on the average BER.
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Figure 4.8: The outage probability of optimal Tx/Rx antennaselection for TWRNs. The
target rate of the whole system isRth = 2 bits/Hz/s. Since the two source nodes are identical,
their individual target rates are considered asRth

2 . The hop distances aredS1,R = dS2,R and
the pathloss exponent is assumed to be$ = 3.5.

Outage probability of the optimal Tx/Rx for TWRNs:

Fig. 4.8 shows the overall outage probability of the optimalTx/Rx antenna selection strat-

egy for the single-relay MIMO TWRNs. The analytical outage curves are plotted for several

antenna set-ups by using (4.29) and (4.30a). In particular,the outage curve corresponding

to the single-antenna TWRN is plotted as a benchmark. Fig. 4.8 clearly reveals that the

optimal Tx/Rx antenna selection for multi-antenna TWRNs provide significant gains over

the single-antenna TWRNs. For example, at10−2 outage probability, the triple-antenna

TWRNs provides a 20.34 dB SNR gain over the single-antenna TWRN. The asymptotic

outage curves, which are exact at high SNRs, clearly reveal the diversity order of the sys-

tem and provide insights into practical two-way relay system designing. The exact match

between Monte Carlo simulations and analytical curves verifies the accuracy of our deriva-

tions.
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Figure 4.9: The feedback delay effect on the outage probability of Tx/Rx antenna selection
for TWRNs. The hop distances aredS1,R = dS2,R and the pathloss exponent is assumed to
be$ = 3.5.

Impact of feedback delay on outage probability of optimal Tx/Rx for TWRNs:

Fig. 4.9 shows the impact of feedback delays on the outage probability of the optimal

Tx/Rx antenna selection by considering the MIMO TWRN withN1 = 3, NR = 1 and

N2 = 3. The outage probability is plotted for several feedback delay scenarios by changing

ρ1 andρ2. The outage curve withρ1 = ρ2 = 1 corresponds to the perfect CSI case (i.e.,

antenna selection with perfect CSI), whereas the curve with0 ≤ ρ1, ρ2 < 1 corresponds

to the imperfect CSI case. Asρ1 andρ2 decrease from 1 to 0 (i.e., as the feedback delay

increases), the performance of Tx/Rx antenna selection degrades significantly. In particular,

Fig. 4.9 shows that even a slight feedback delay in either hopresults in severe degradation

of the diversity order. This result is clearly revealed by the curves corresponding to (ρ1 = 1,

ρ2 = 0.95) and (ρ1 = 0.82, ρ2 = 1), respectively, where one hop has no feedback delays,

and the other hop has a slight feedback delay. Specifically, our asymptotic analysis clearly
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Figure 4.10: The impact of channel prediction to circumventthe outdated CSI for Tx/Rx
antenna selection. The FIR channel predictor length for each individual hop is denoted by
L. The hop distances aredS1R = dS2R and the path-loss exponent is$ = 3.5.

reveals that the Tx/Rx antenna selection based on the perfect CSI achieves the full diversity

available in the MIMO two-way relay channel;Gd = min (N1, N2). However, when the

antennas are selected based on the outdated CSI, this diversity gain decreases to unity.

Specifically, at10−3 outage probability, a 15.76 dB performance loss is incurredwhen the

antenna selection is based on CSI related toρ1 = 1 andρ2 = 0.5 over the perfect CSI

case. The exact match between the Monte Carlo simulation points and the analytical results

verifies the accuracy of our analysis.

Effect of channel prediction to circumvent outdated CSI:

In Fig. 4.10, the effect of linear channel prediction to circumvent the detrimental impact

of outdated CSI due to feedback delay is studied for the MIMO TWRN with (N1 = 3,

NR = 1, N2 = 3) antenna configuration. A set of outage curves are plotted byvarying
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Figure 4.11: The impact of correlated fading on the outage probability of Tx/Rx antenna
selection for TWRNs. The hop distances aredS1,R = dS2,R and the pathloss exponent is
$ = 3.5.

the FIR channel predictor lengthL. Fig. 4.10 clearly reveal that a significant performance

improvement can be obtained by increasing the predictor length. For example, at10−3

outage probability, a FIR predictor with 20 taps provides almost 21 dB SNR gain over a

single-tap predictor. It is also worth noticing that the diversity order loss can not be fully

recovered by the FIR linear prediction. However, a significant fraction of outage probability

loss resulted from the outdated CSI can be recovered by usingcausal FIR prediction. For

instance, at10−5 outage probability, a 25 tap FIR predictor only looses 1.3 dBcompared to

the perfect CSI case. Intuitively, it can be concluded that an infinite impulse response (IIR)

predictor would fully recover the diversity order loss resulted from feedback delay effect.
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Impact of correlated fading on outage probability of antenna selection for TWRNs:

Fig. 4.11 shows the impact of correlated fading on the overall outage probability of Tx/Rx

antenna selection for the MIMO TWRN with (N1 = 4, NR = 1, N2 = 4) antenna set-up.

Four specific spatial correlation effects are considered; (i) independent fading (ii) low corre-

lation, (iii) medium correlation, and (iv) high correlation by varying relative antenna spac-

ing, angle of arrival/departure, and angular spread. Our asymptotic outage curves clearly

reveal that the spatial correlation degrades the outage probability significantly. It is also

worth noticing that while spatial correlation does not degrade the achievable diversity or-

der, it does degrade the array gain. For instance, at10−5 outage probability, high correlation

results in almost 5 dB SNR loss with respective to independent fading case. This asymptotic

outage loss agrees well with our analytical results presented in Section 4.9.4 and hence ren-

der it useful for obtaining valuable insights into practical MIMO TWRN system-designing.

Outage probability of joint antenna and relay selection forOWRNs:

In Fig. 4.12, the exact outage probability of the optimal joint transmit antenna and relay se-

lection for dual-relay MIMO OWRNs is plotted over Nakagami-m fading channels. To this

end, the outage probability of a dual-relay (Q = 2) OWRN having dual-antenna terminals

is plotted. In order to depict the achievable diversity order clearly, the asymptotic outage

curves are plotted by using (4.40). In particular, the outage probability of a dual-relay net-

work having single-antenna terminals is also plotted by using (4.38) withNS = 1,ND = 1

andNRq

∣
∣2

q=1
= 1 for comparison purposes. Fig. 4.12 clearly reveals that thedual-relay

OWRN with joint relay and antenna selection outperforms thedual-relay OWRN having

singe-antenna terminals. For example, at an outage of10−4, the former system set-up

achieves 10 dB SNR gain over the latter. Furthermore, a dual-hop single-relay OWRN is

also treated as a reference set-up to show the performance gains obtained by using relay

and/or antenna selection strategies. Specifically, the joint antenna and relay selection for

dual-antenna OWRN achieves almost 20 dB SNR gain over the single-antenna/single relay

OWRN.

Outage probability of joint antenna and relay selection forTWRNs:

In Fig. 4.13, the overall outage probability of multi-relayMIMO TWRNs with dual-antenna

terminals is plotted. Specifically, the joint Tx/Rx antennaand relay selection is performed

based on minimizing the overall outage probability. The analytical curves are plotted by

using (4.46) and (4.47a). The outage curves corresponding to the single-relay TWRN is
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Figure 4.12: The outage probability of joint antenna and relay selection for OWRNs. The
direct channel is assumed unavailable and the pathloss exponent is assumed to be$ = 3.5.
The severity of the Nakagami fading channel is set tomSRq = 2 andmRqD = 2 for
q ∈ {1, 2}, whereq is the relay index.

plotted as a benchmark for comparison purposes. Fig. 4.13 clearly illustrates the perfor-

mance gains of joint antenna and relay selection for the multi-relay TWRNs over that of

their single-relay counterpart. For example, at10−5 outage probability, the quadruple-relay

TWRN provides a SNR gain of 9.5 dB over that of its single-relay counterpart. Furthermore,

the asymptotic outage curves verify our diversity order analysis. Monte Carlo simulations

agree exactly with analytical outage curves, validating our analysis.

4.11 Conclusion

In this chapter, the optimal antenna and relay selection strategies were developed for both

multi-antenna OWRNs and TWRNs. To this end, the optimal antenna selection strategies

were first studied for single-relay OWRNs/TWRNs, and thereby, the optimal joint and relay
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Figure 4.13: The overall outage probability of the optimal joint antenna and relay selection
for TWRNs. The target rate of the overall system and individual sources are 2 bits/Hz/s and
1 bits/Hz/s, respectively. The hop distances aredS1,R = dS2,R, and the pathloss exponent
is assumed to be$ = 3.5.

selection strategies were developed for multiple-relay OWRNs/TWRNs. The performance

of the proposed strategies were investigated by deriving the overall outage probability, av-

erage SER, and the respective asymptotic approximations athigh SNRs. In particular, our

asymptotic performance analysis was employed to quantify the achievable diversity order

and the array gain, and hence, valuable insights and guidelines for practical system-design

perspective were obtained.

The detrimental impact of practical transmission impairments, including the feedback

delays and the spatially correlated fading, on the performance of antenna selection was an-

alytically investigated. Specifically, the exact outage probability was derived, and thereby,

the amount of performance degradation was quantified in closed-form. In particular, the

reduction of the achievable diversity order and the array gain due to feedback delays and
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correlated fading were derived, and consequently, valuable insights into practical antenna

selection implementation were obtained. Our results reveal that these transmission impair-

ments yield in severe performance degradations. To this end, an efficient linear FIR channel

prediction strategy was studied to circumvent the adverse effects of outdated CSI.

Numerical results were provided to show the system performance and thereby elabo-

rating the detrimental impact of practical transmission impairments to obtain useful design

insights. Notably, our proposed selection strategies wereoptimal in the sense of outage

probability and hence in the sense of diversity order as well. In particular, the joint relay

and antenna selection strategies improve the diversity gains over the single-relay counter-

parts by a factor equal to the total number of all available antennas at the relays. Our antenna

and relay selection strategies indeed achieve full diversity gains while minimizing the cost

of implementing multiple Tx/Rx RF chains.

∼
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Chapter 5

Multi-Way MIMO Relay Networks
With Zero-Forcing Transmissions

In this chapter, two transmission strategies, namely (i) pairwise zero-forcing transmission

and (ii) non-pairwise zero-forcing transmission, are analytically studied for multiple-input

multiple-output (MIMO) amplify-and-forward (AF) multi-way relay networks. To this end,

lower and upper bounds of the outage probability, the corresponding high signal-to-noise

ratio outage probability approximations, and the fundamental diversity-multiplexing trade-

off are derived in closed-form. The proposed pairwise zero-forcing transmission strategy

possesses a lower practical implementation complexity as each source requires only the

instantaneous respective source-to-relay channel knowledge. Counter intuitively, the non-

pairwise zero-forcing transmission strategy achieves higher spatial multiplexing gains over

the pairwise counterpart at the expense of higher relay processing complexity and more

stringent channel state information requirements. Moreover, numerical results are presented

to further validate our analysis and thereby to obtain valuable insights into practical MIMO

AF multi-way relay network implementation.

5.1 Introduction

In multi-way relay networks (MWRNs),M ≥ 2 spatially-distributed sources mutually

exchange their data signals via an intermediate relay. Thiscommunication system con-

figuration may arise in many practical scenarios, for example, in multimedia teleconfer-

encing applications via a satellite or in data exchange between sensor nodes and the data

fusion center in wireless sensor networks. In particular, MWRNs are the natural gener-

alization of conventional one-way relay networks (OWRNs) and two-way relay networks

(TWRNs) [39–42], and consequently, they allow mutual data exchange among more than
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two sources. Moreover, OWRNs have already been included in Long Term Evolution-

Advanced (LTE-A) standard, and TWRNs are being studied for relay-based International

Mobile Telecommunications-Advanced (IMT-A) systems [43]. Thus, MWRNs are also

expected to be an integral part of the next-generation wireless standards. However, a com-

prehensive performance analysis of multiple-antenna MWRNs has been lacking. To this

end, in this chapter, two MIMO transmission strategies are developed and analyzed for AF

MWRNs.

5.1.1 Prior related research on single-antenna MWRNs

Although, multi-way communication channels were first studied more than three decades

ago [123], their practical significance has not been fully exploited until the emergence of

modern cooperative relay communication research. To this end, in [124–132], the multi-

way channel has been exploited with the aid of relays leadingto MWRNs. To be more spe-

cific, in [124], the achievable symmetric rate of full-duplex MWRNs, where all the sources

and the relay operate in full-duplex mode, are studied for several relay processing strategies.

However, half-duplex MWRNs may be preferred in practice over full-duplex MWRNs as

the practical implementation of the latter is significantlycomplicated. Thus, in [125], a pair-

wise half-duplex transmission strategy is studied for MWRNs by employing so-called func-

tional decode-and-forward (FDF) relay processing. Furthermore, the FDF strategy of [125]

has been shown to achieve the common-rate capacity of the binary MWRNs whenever the

multiple sources exchange signals via a relay at a common-rate. Reference [126] extends

the FDF transmission strategy for common-rate binary MWRNsof [125] to the general-

rate MWRNs over a finite field by deriving capacity regions. Besides, [127] derives the

common-rate capacity of Gaussian MWRNs, where all sources transmit at the same power.

In [128], pairwise decode-and-forward (DF) MWRNs based on deterministic broadcasting

with side information have been shown to be optimal in the sense of sum-capacity. Recently,

in [129], we derived the conditional outage probability andaverage bit error rate of pairwise

AF MWRNs in closed-form. All the aforementioned studies except [129] consider single-

antenna MWRNs, where all the sources and the relay are equipped with a single-antenna,

and employ the DF protocol exploiting inherent benefits of physical layer network coding.

5.1.2 Prior related research on multiple-antenna MWRNs

In [130], a new transceiver strategy is proposed for half-duplex DF MWRNs, where multi-

ple single-antenna sources exchange their signals througha multiple-antenna relay by em-
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ploying beamforming techniques. Moreover, [130] derives the transmit beamformer at the

relay by employing semidefinite optimization techniques based on relay power minimiza-

tion criterion. Reference [131] extends [130] to cater AF TWRNs and thereby studying

the achievable sum rate for both symmetric and asymmetric traffic scenarios by using sim-

ulations. In addition, [133] studies the multi-group AF MWRNs by employing unicast,

multicast, and hybrid unicast-multicast transmission strategies. Besides, [132] studies a

special case of MWRNs1 in which signals are exchanged only between predefined pairs

of sources. To be more specific, [132] employs a proactive relay precoder design to align

messages from the same pair of sources by first eliminating inter-pair interference and then

utilizing intra-pair interference for symbol decoding vianetwork coding. All the aforemen-

tioned references treat MWRNs with multiple-antenna relays; however, all the sources are

single-antenna terminals.

5.1.3 Motivation

Although single-antenna MWRNs have been heavily investigated, their achievable spectral

efficiency improvement is limited [129]. Thus, more spectrally-efficient MWRNs can be

designed by exploiting the additional degrees of freedom (DoFs) provided by multiple-

antennas at the sources as well as at the relay. For example, these DoFs can be used for

spatial beamforming to eliminate inter-pair/intra-pair interferences and thereby improving

the achievable spatial multiplexing gains. To the best of our knowledge, multiple-antenna

AF MWRNs, where all sources and relay are equipped with multiple-antennas, have not

yet been studied. For instance, the MWRNs considered in [124–129] consist of all single-

antenna terminals, while those in [130–132] allow multiple-antenna relays, however, all

sources are restricted to single-antenna terminals. Moreover, important system performance

metrics of MIMO MWRNs such as the outage probability and the fundamental diversity-

multiplexing trade-off (DMT) have not been derived in closed-form.

5.1.4 Our contribution

This chapter thus fills the aforementioned gaps in transmission designing and performance

analysis of MIMO MWRNs by developing and analyzing two transmission strategies, which

are primarily based on transmit/receive (Tx/Rx) zero forcing (ZF), for MIMO AF MWRNs

consisting ofM ≥ 2 MIMO-enabled sources and a single MIMO-enabled relay. We term

1Specifically, the transmission strategy of [132] is only applicable whenever the transmit beamforming at the
relay cannot be employed due to the relay antenna array constraints, where there are not enough degrees of
freedom to eliminate inter-pair interference.
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the MWRNs transmission schemes treated in this chapter as (i) Pairwise ZF transmissions

and (ii) Non-pairwise ZF transmissions.

To be more specific, in the pairwise ZF transmission strategy, M sources exchangeM

independent symbol vectors in two consecutive multiple-access (MAC) and broadcast (BC)

phases each havingM −1 time-slots. In the MAC phase, theith and the(i+1)th pair

of sources, wherei ∈ {1, · · · ,M − 1}, transmit to the relay by employing transmit-ZF

precoding, while the relay receives a superimposed-signalwithout using a specific receiver

reconstruction filtering. This pairwise MAC transmission takes place until the completion

of the last pair’s transmission. In the BC phase, relay performs a simple AF operation for

each superimposed-signal received during the MAC phase by employing a specific gain,

which is designed to constraint the long-term total transmission power at the relay. The

relay then broadcasts theseM−1 signals inM−1 consecutive time-slots in the BC phase,

where all theM sources receive these amplified superimposed-signals by employing their

corresponding receive-ZF reconstruction filters. Consequently, each source now hasM−1

independent signals from which the data signal vectors belonging to the remainingM−1

sources can readily be decoded by using self-interference cancellation and back-propagated

successive known interference cancellation.

On the other hand, the non-pairwise ZF transmission strategy is capable of exchanging

all M data signals among all the participating sources inM time-slots, which contain one

MAC phase transmission andM − 1 BC phase transmissions2. In the MAC phase, all

the MIMO-enabled sources simultaneously transmit to the relay, where a concatenated-

signal vector is recovered by employing the receive-ZF reconstruction filtering. In the next

subsequent BC phase transmissions, the relay forwards an amplified-and-permuted3 version

of its received signal back to all the sources by employing a joint transmit-ZF precoding

technique.

In this chapter, the basic performance metrics of the two aforementioned MIMO MWRN

transmission strategies are derived to obtain valuable insights into their practical implemen-

tation. To this end, two novel end-to-end signal-to-noise ratio (SNR) expressions are first

developed and then used to derive closed-form lower and upper bounds of the overall outage

probability. Mathematically tractable high SNR outage probability approximations are de-

rived, and thereby, the fundamental DMT and maximum achievable diversity/multiplexing

2This transmission strategy can be considered as an extension of [131] to enable multiple-antenna sources in
order to reap both diversity and multiplexing benefits subjected to a fundamental DMT.

3To be more specific, this permutation is performed such that the signals belonging to all the sources are fully
exchanged among themselves at the end of the final BC phase transmission.
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gains are quantified as well in order to obtain valuable insights into practical MIMO MWRN

system-design and implementation. Moreover, useful numerical results are presented to fur-

ther validate the insights provided by our analysis.

5.1.5 Significance

It is worth noticing that the two aforementioned transmission strategies are applicable to

two specific antenna configurations. Specifically, to employjoint Tx/Rx ZF in the pairwise

transmission strategy, the number of antennas at the relay must not exceed the minimum

antenna count at any of the sources. On the contrary, the non-pairwise transmission strategy

requires the relay to be equipped with a larger antenna arraythan the summation of all

the source antennas in order to retain adequate DoFs to eliminate all inter-pair/intra-pair

interferences in the BC phases.

Our pairwise ZF transmission strategy enjoys two-fold benefits over the non-pairwise

counterpart; (i) it allows simple practical implementation as each source requires only the

corresponding source-to-relay channel knowledge as opposed to the global channel-state

information (CSI) requirement, and (ii) it yields lower relay processing complexity as the

relay does not either employ any receive-filtering/precoding or require CSI. However, these

benefits come at the expense of lower achievable spatial multiplexing gains as shown in

Section 5.3.4. Counter intuitively, the non-pairwise ZF transmission strategy enjoys a much

higher spatial multiplexing gain, however, by compromising most of the benefits inherent

to the pairwise counterpart. To be more specific, non-pairwise strategy requires relay to

be equipped with a much larger antenna array in order to enable its joint receive/transmit

(Rx/Tx) ZF and thereby substantially increasing the relay processing complexity. Besides,

both pairwise and non-pairwise transmission strategies reap substantial diversity and multi-

plexing gains inherent to MIMO systems, however, subjectedto the fundamental DMT. It is

worth noticing that our two transmission strategies for MIMO MWRNs can be employed in

various practical implementation scenarios by carefully analyzing the performance versus

complexity trade-off, which is the most important trade-off in deploying practical coopera-

tive communication systems.

This chapter is organized as follows:Section 5.2 outlines the system, channel, and sig-

nal models of both pairwise and non-pairwise transmission schemes. In Sections 5.3 and

5.4, the performance metrics of pairwise and non-pairwise transmission strategies are de-

rived. Section 5.5 presents the numerical results, while Section 5.6 outlines the concluding

remarks. All proofs are provided in Appendix D.
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Figure 5.1: The schematic system diagram of pairwise transmission strategy depicting the
ith time of the MAC phase and thejth time-slot of the BC phase, wherei ∈ {1, · · · ,M−1}
andj ∈ {1, · · · ,M − 1}. The terms TZF and RZF are referred to the transmit zero-forcing
and receive zero-forcing, respectively.

5.2 System, channel and signal models

In this section, the system, channel, and signal models pertaining to the two transmission

strategies of MIMO AF MWRNs are presented. Specifically, we consider an AF MIMO

MWRN consisting ofM sources(Sm) form ∈ {1, · · · ,M} and one relay node (R), where

each of them operates in half-duplex mode. Themth source and the relay are equipped with

Nm andNR antennas respectively. All the channels are assumed to be independently dis-

tributed frequency-flat Rayleigh fading. Moreover, the noise at all the receivers is modeled

as complex zero mean additive white Gaussian noise (AWGN). The direct channel between

Sm andSm′ for m 6= m′ is assumed to be unavailable due to transmission impairments

such as heavy pathloss and shadowing [35]. The channel matrix from Sm to R in the ith

time-slot of the MAC phase is denoted asH(i)
m,R ∼ CNNR×Nm (0NR×Nm , INR

⊗ INm).

The channel matrix fromR to Sm in the jth time-slot of the BC phase is denoted as

H
(j)
R,m ∼ CNNm×NR

(0Nm×NR
, INm ⊗ INR

). Moreover, all the channel matrices are as-

sumed to be remain fixed over one time-slot. Besides,H
(i)
m,R andH(i′)

m′,R are independent

for (m,m′)∈ {1, · · · ,M}, (i, i′) ∈ {1, · · · ,M − 1} andm 6= m′. Similarly, H(j)
R,m and

H
(j′)
R,m′ are independent for(j, j′) ∈ {1, · · · ,M − 1}, (m,m′) ∈ {1, · · · ,M}, j 6= j′ and

m 6= m′.

In the next two subsections, signal models for pairwise ZF transmissions and non-

pairwise ZF transmissions are presented in detail. Specifically, the MAC and BC phase

signaling models, signal decoding process, and end-to-endSNR formulation of both trans-
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Figure 5.2: The schematic timing diagram of pairwise transmission strategy depicting the
MAC phase and BC phase time-slots and transmission/reception sequence.

mission strategies are explicitly described by employing schematic timing diagrams and

concrete examples.

5.2.1 Signal model of MIMO AF MWRNs with pairwise transmissions

In the MIMO AF MWRNs with pairwise ZF transmissions4, all M sources exchange their

data signal vectors,xm, satisfyingE
[
xmx

H
m

]
= INR

, each other in two consecutive MAC

and BC transmission phases each of them havingM − 1 time-slots.

MAC phase of pairwise transmission strategy:

Let us consider an intermediate stage of the MAC phase, i.e.,its ith time-slot (see Fig. 5.1

and Fig. 5.2). In theith time-slot of the MAC phase, the pair of sources,Sm andSm+1

transmitxm andxm+1 simultaneously toR by employing transmit-ZF precoding. The

received superimposed-signal vector atR in theith time-slot of MAC phase is given by

y
(i)
R = H

(i)
m,R

(

gmU
(i)
m xm

)

+H
(i)
m+1,R

(

gm+1U
(i)
m+1xm+1

)

+ n
(i)
R , (5.1)

wherei ∈ {1, · · · ,M − 1}, H(i)
m,R is the channel matrix fromSm to R, andn(i)

R is the

NR × 1 zero mean AWGN vector atR in the ith time-slot of the MAC phase satisfying

E
[

n
(i)
R

(

n
(i)
R

)H
]

= INR
σ2R. In (5.1),gmU

(i)
m xm is the precoded transmit signal atSm with

the dimension5 Nm × 1. Moreover,U(i)
m is the transmit-ZF precoding matrix atSm in the

4In MIMO AF MWRN with pairwise transmissions, the constraintNR < min (N1, · · · , NM ) is imposed

to employ joint transmit/receiver ZF for the same antenna configuration [134]. Consequently, the maximum
number of end-to-end data subchannels fromSi toR is constrained toNR.

5Note that the precoded transmit signal atSm is of dimensionNm × 1, and hence, no transmit antenna is
discarded arbitrarily.
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ith time-slot of the MAC phase, and is given by [134]

U(i)
m =

(

H
(i)
m,R

)H
(

H
(i)
m,R

(

H
(i)
m,R

)H
)−1

, (5.2)

Besides, in (5.1),gm is the power normalizing factor, which constraints the long-term total

power atSm, and is given by

gm =

√

Pm/Tr

(

E
[

U
(i)
m

(

U
(i)
m

)H
])

=
√

Pm/Tm, (5.3)

whereTm , Tr
(

E
[

U
(i)
m (U

(i)
m )H

])

= NR

Nm−NR
[135] andPm is the transmit power atSm.

Remark: OnlyNR independent data symbols can be sent from each node to the relay

as it has onlyNR receive antennas. To ensure this constraint at each node, the symbol

vectors of arbitrary lengths are multiplied by a permutation matrix as follows:

xm = Πmdm, (5.4)

wheredm is a symbol vector atSm with dimensionlm×1. Further in (5.4),Πm is theNR×
lm permutation matrix6, which ensures onlyNR independent data streams are transmitted

to the relay by each node to avoid any data symbol loss.

The aforementioned MAC phase continues until the last pair of sources,SM−1 andSM ,

complete their transmission (see Fig. 5.2), and consequently, R has now receivedM − 1

pairwise transmissions containingM − 1 superimposed-signals in the form of (5.1).

BC phase of pairwise transmission strategy:

During the BC phase,R broadcasts the amplified versions of theM−1 received signals

back to allM sources inM−1 consecutive time-slots (see Fig. 5.1 and Fig. 5.2). Again,

we consider thejth time-slot, an intermediate stage of the BC phase for the sake of the

brevity of the exposition. Furthermore, let us assume thaty
(i)
R in (5.1), which is the signal

received byR in the ith time-slot of the MAC phase, is scheduled to be transmittedin the

jth time-slot of the BC phase. In thejth time-slot of the BC phase, the transmitted signal

byR is given by

x
(j)
R = Gjy

(i)
R for j ∈ {1, · · · ,M − 1}, (5.5)

whereGj =
√

PR/(g2m + g2m+1 + σ2R) is the relay power normalizing constant corre-

sponding toy(i)
R in (5.1) and is designed to constraint the long-term total relay transmit

6The permutation matrix,Πm, is constructed by horizontally concatenating aNR×NR permutation matrix and
aNR×(lm−NR) zero matrix, wherem ∈ {1, · · · ,M}.
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power. Note that in (5.5),y(i)
R can be either ofM − 1 superimposed-signals received byR

during the MAC phase. The broadcast signal in (5.5) is then received by all theM sources.

During thejth time-slot of the BC phase, the received signal at themth source is given by

y
(j)
Sm

=V(j)
m

(

GjH
(j)
R,my

(i)
R +n(j)

m

)

, (5.6)

wherej ∈ {1, · · · ,M − 1} andm ∈ {1, · · · ,M}. Besides,H(j)
R,m is the channel matrix

fromR to Sm in thejth time-slot of the BC phase, and is assumed to be statistically inde-

pendent for differentm ∈ {1, · · · ,M} andj ∈ {1, · · · ,M−1}. Moreover, in (5.6),n(j)
m

is theNm × 1 zero mean AWGN vector atSm satisfyingE
[

n
(j)
m

(

n
(j)
m

)H
]

= INmσ
2
m for

m ∈ {1, · · · ,M} andV(j)
m is the receive-ZF matrix atSm employed in thejth time-slot,

and is given by [134]

V(j)
m =

((

H
(j)
R,m

)H
H

(j)
R,m

)−1(

H
(j)
R,m

)H
, (5.7)

wherej ∈ {1, · · · ,M − 1} andm ∈ {1, · · · ,M}. The aforementioned BC phase trans-

missions continue until allM − 1 superimposed-signals are broadcast byR duringM − 1

successive BC phase time-slots in order to ensure that each source receives adequate num-

ber of independent signals from which the signals belongingto otherM − 1 sources can

readily be decoded.

Signal decoding process of pairwise transmission strategy:

Upon the completion of the MAC phase and the BC phase, mutual exchange of allM

source signal vectors via the relay is accomplished. Each source therefore has received

M − 1 independent signals, which indeed carry the data of the remaining M − 1 sources.

Now by employing self-interference cancellation and back-propagated known-interference

cancellation successively [25,125,131], each source can readily decode the data of the other

M − 1 sources.

For the sake of the exposition of signal decoding, let us consider a three-way relay

network consisting of three sources and a single relay. By first substituting (5.1) and (5.7)

into (5.6), and then lettingM = 3, i ∈ {1, 2}, j ∈ {1, 2} andm ∈ {1, 2, 3}, the signals

received atSi for i ∈ {1, 2, 3} during the first time-slot of BC phase are given by

y
(1)
S1

= G1

(

g1x1 + g2x2 + n
(1)
R

)

+V
(1)
1 n

(1)
1 (5.8a)

y
(1)
S2

= G1

(

g1x1 + g2x2 + n
(1)
R

)

+V
(1)
2 n

(1)
2 (5.8b)

y
(1)
S3

= G1

(

g1x1 + g2x2 + n
(1)
R

)

+V
(1)
3 n

(1)
3 , (5.8c)
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whereG1 =
√

PR/(g21 + g22 + σ2R). Similarly, the signals received at the three sources in

the second time-slot of the BC phase are next given by

y
(2)
S1

= G2

(

g2x2 + g3x3 + n
(2)
R

)

+V
(2)
1 n

(2)
1 (5.9a)

y
(2)
S2

= G2

(

g2x2 + g3x3 + n
(2)
R

)

+V
(2)
2 n

(2)
2 (5.9b)

y
(2)
S3

= G2

(

g2x2 + g3x3 + n
(2)
R

)

+V
(2)
3 n

(2)
3 , (5.9c)

whereG2 =
√

PR/(g22 + g23 + σ2R).

The signals received byS1 are given by (5.8a) and (5.9a). From (5.8a), the self-

interference, i.e., the term involvingx1, can be readily canceled, and consequently, the

signal vector belonging toS2, i.e.,x2, can now be decoded atS1 by employing standard

ZF MIMO decoding [25]. Next, by knowingx2 from the previous decoding step, the in-

terference owingx2 in (5.9a) can be eliminated and thus paving the way to decoding of

x3 at S1. This step of interference cancellation is referred to as back-propagated known-

interference cancellation [125, 131]. Similarly, by employing self-interference and back-

propagated known-interference cancellations successively, the the signals received atS2

andS3 can be decoded as well.

End-to-end SNR of pairwise ZF transmission strategy:

In this subsection, we develop a general end-to-end SNR expression for an arbitrary data

subchannel. To this end, by again substituting (5.1) and (5.7) into (5.6), and then by employ-

ing back-propagated successive self-interference and known-interference cancellation7, the

signal vector pertinent to thenth source, received at themth source in thejth time-slot of

the BC phase is derived as

y
(j,n)
Sm

= Gj

(

gnxn + n
(j)
R

)

+V(j)
m n(j)

m , (5.10)

wherej ∈ {1, · · · ,M −1}, m ∈ {1, · · · ,M}, n ∈ {1, · · · ,M}, andm 6= n. Then

the post-processing end-to-end SNR of thekth data subchannel ofy(j,n)
Sm

in (5.10) can be

derived as follows: (see Appendix D.1 for the proof)

[

γ
S
(j,n)
m

]

k
=

γ̄R,mγ̄n,RTjTj+1T −1
n

γ̄R,mTjTj+1+(γ̄j,RTj+1+γ̄j+1,RTj+TjTj+1)

[((

H
(j)
R,m

)H
H

(j)
R,m

)−1
]

k,k

(5.11)

7It is assumed thatSm knows its own data symbol vector,xm, CSI ofH(i)
m,R, andGj , which requiresgm.
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Figure 5.3: The schematic system diagram of non-pairwise transmission strategy de-
picting the only time of the MAC phase and thejth time-slot of the BC phase, where
j ∈ {1, · · · ,M − 1}. The terms TZF and RZF are referred to the transmit zero-forcing and
receive zero-forcing, respectively.

wherek ∈ {1, · · · , NR}, γ̄R,m = PR/σ
2
m, γ̄j,R = Pj/σ

2
R, andγ̄n,R = Pn/σ

2
R

8. Further-

more,Tjs are defined in (5.3) and given byTj = NR/(Nj − NR), Tj+1 = NR/(Nj+1 −
NR), andTn = NR/(Nn −NR).

Remark II.1: The end-to-end SNR random variables,
[

γ
S
(j,n)
m

]

k
, for k ∈ {1, · · · , NR} in

(5.11) are statistically correlated for a given set ofj,m, andn values as noise term in (5.10)

is colored due toV(j)
m . However, the set of

[

γ
S
(j,n)
m

]

k
belonging to differentj, m andn

values are statistically independent.

5.2.2 Signal model of MIMO AF MWRNs with non-pairwise ZF tran smis-
sions

In the MIMO AF MWRNs with non-pairwise ZF transmissions9, all M sources exchange

their data signal vectors inM time-slots. The MAC phase consists of only one time-slot,

whereas the BC phase containsM − 1 time-slots.

MAC phase of non-pairwise transmission strategy:

During the MAC phase, all the sources transmit simultaneously their signals toR without

employing any transmit precoding strategy (see Fig. 5.3 andFig. 5.4). The pre-processed

8It is worth noticing that the index pair(j, n) in (5.10) and (5.11) is used only to differentiate the sequence of
symbol vectors received by a particular source in each time-slot of the BC phase from the remaining set of
sources. Thus, each pair of(j, n) has a one-to-one correspondence, and hence, without loss ofgenerality, the
indexn is removed herein for the sake of notational simplicity.

9In the MIMO AF MWRNs with non-pairwise transmissions, the constraintNR >
∑M

i=1 Ni is imposed to
employ joint receiver and transmit ZF at the relay. Consequently, the maximum number of end-to-end data
subchannels from all the sources to the relay is constrainedto

∑M

i=1 Nmin, whereNmin = min
i∈{1,··· ,M}

(Ni).
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Figure 5.4: The schematic timing diagram of non-pairwise transmission strategy depicting
the MAC phase and BC phase time-slots and transmission/reception sequence.

superimposed-signal vector received atR is given by

yR =

M∑

m=1

√

Pm
Nm

Hm,RΠmxm + nR, (5.12)

wherenR is a noise vector atR satisfying E
[
nRn

H
R

]
= INR

σ2R. Moreover,Πm for

m ∈ {1, · · · ,M} is the permutation matrix atSm and used to ensure that onlyNmin =

min
m∈{1,··· ,M}

(Nm) data subchannels are transmitted by anySm in order to eliminate any lost

of data subchannels in the BC phase at the sources10. Next, the pre-processed signal atR

given in (5.12) can alternatively be rewritten as

yR = HS,RxS + nR, (5.13)

whereHS,R ∈ C
NR×

∑M
m=1Nm is the effective channel matrix formed by horizontally con-

catenating individual channel matrices as follows:

HS,R = [H1,R,H2,R, · · · ,HM,R] . (5.14)

Furthermore,xS is the effective transmit signal vector obtained by vertically concate-

nating the weighted individual source transmit vectorsxi and can be written asxS =
[√

P1/N1Π1x1;
√

P2/N2Π2x2; · · · ;
√

PM/NMΠMxM

]

. The relay then employs the

receive-ZF reconstruction matrix,Wr, to receive this superimposed-signal vector as fol-

lows:

ỹR = WryR = xS +WrnR, (5.15)

whereWr =
(

HH
S,RHS,R

)−1
HH
S,R.

10Moreover, the permutation matrix,Πm, for m ∈ {1, · · · ,M} is constructed by first horizontally concatenat-
ing anINmin

andONmin×(Nm−Nmin) matrices, and then vertically concatenating this resulting matrix with
anotherO(Nm−Nmin)×Nm

matrix.
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BC phase of non-pairwise transmission strategy:

During the BC phase,R employs the transmit-ZF precoding to broadcast an amplified-and-

permuted version of̃yR back to all the sources inM − 1 subsequent time-slots (see Fig.

5.3 and Fig. 5.4). For the sake of exposition of the BC phase transmissions, an intermediate

jth time-slot of the BC phase is considered. To this end, the transmitted signal byR in the

jth time-slot of the BC phase can be written as

ỹ
(j)
R = W

(j)
t G(j)Π(j)WryR, (5.16)

whereW(j)
t =

(

H
(j)
R,S

)H
(

H
(j)
R,S

(

H
(j)
R,S

)H
)−1

is the transmit precoding matrix atR.

Here,H(j)
R,S ∈ C

∑M
i=1Ni×NR is the effective channel matrix fromR to all the sources and

constructed by vertically concatenating individual channel matrices as follows:

HR,S = [HR,1;HR,1; · · · ;HR,M ] . (5.17)

In (5.16), the amplification gain,G(j), is designed to constraint long-term relay transmit

power as

G(j)=

√
√
√
√PR

[(
M∑

i=1

Pi
Ni

)

α+β

]−1

, (5.18)

whereα=Tr

(

E
[

W
(j)
t

(

W
(j)
t

)H
])

andβ=Tr
(

E
[

(W
(j)
t WrnR)(W

(j)
t WrnR)

H
])

. More-

over, in (5.16),Π(j) is the permutation matrix at thejth time-slot of the BC phase, and

designed to ensure that the signal belonging toSm+1 is transmitted toSm for all m ∈
{1, · · · ,M} with SM+1 , S1. To this end,Π(j) for j∈{1, · · ·M − 1} is constructed as

Π(j) = (ΠP )
j , whereΠP is the primary permutation matrix with

∑M
m=1Nm×∑M

m=1Nm

dimension and given by

ΠP =












ON2×N1 IN2 ON2×N3 . . . ON2×NM−1
ON2×NM

ON3×N1 ON3×N2 IN3 . . . ON2×NM−1
ON3×NM

...
...

. . .
...

...
ONM−1×N1 ONM−1×N2 . . . . . . INM−1

ONM−1×NM

ONM×N1 ONM×N2 . . . . . . ONM×NM−1
INM

IN1 ON1×N2 . . . . . . ON1×NM−1
ON1×NM












(5.19)

The concatenated received signal vector at the sources in the jth time-slot of the BC phase

can then be written as

y
(j)
S = H

(j)
R,SW

(j)
t G(j)Π(j)WryR + nS , for j ∈ {1, · · · ,M − 1}, (5.20)
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wherenS is the concatenated-AWGN vector at all the sources satisfying E
[
nSn

H
S

]
=

σ2RI∑M
i=1Ni

. The BC phase continues until the completion of allM − 1 relay transmis-

sions inM − 1 consecutive time-slots.

Signal decoding process of non-pairwise transmission strategy:

Upon the completion of the MAC and BC phases, each source has now received theM − 1

noise perturbed signal vectors belonging to otherM − 1 sources. This full data signal ex-

change is achieved due to the fact that the relay has enough degrees of freedom which can

readily be exploited for spatial beamforming to eliminate inter-source/intra-stream interfer-

ences by virtue of successiveM − 1 transmit ZF transmissions of the carefully permuted

signal vector in the BC phase. This permutation ensures every source receivesM−1 signal

vectors corresponding to the remainingM − 1 sources within theM − 1 BC phase trans-

mit ZF transmissions. The each ofM − 1 signals received by any particular source can

readily be decoded by employing standard MIMO signal detection techniques developed

for MIMO ZF systems [25].

In the next subsection, the end-to-end SNR of an arbitrary data subchannel at the sources

for the non-pairwise ZF transmission strategy is derived inclosed-form.

End-to-end SNR of non-pairwise ZF transmission strategy:

By employing similar techniques to those in Appendix D.1, the end-to-end SNR of thekth

subchannel ofy(j)
S in (5.20) is derived as

[

γ
y
(j)
S

]

k
=

γ̄R,k′ γ̄k′,R

Nk′Q′
j+Nk′Qj

M∑

i=1

γ̄i,R
Ni

+Nk′ γ̄R,k′

[(

(HS,R)
H
HS,R

)−1
]

k′,k′

, (5.21)

wherek ∈ {1, · · · , NS}, γ̄k′,R ,
Pk′

σ2
R

, γ̄R,k′ ,
PR

σ2
k′

, NS =
∑M

m=1Nm, andk′ = π(j, k),

which is determined by the permutation matrixΠ(j). Moreover, the system dependent

parametersQ andQ′ are given by

Qj = Tr
(

E
[

W
(j)
t (W

(j)
t )H

])

=Tr

(

E
[(

H
(j)
R,S(H

(j)
R,S)

H
)−1
])

, (5.22)

Q′
j = Tr

(

E
[

(W
(j)
t Wr)(W

(j)
t Wr)

H
])

=Tr

(

E
[(

(H
(j)
R,S)

HHH
S,RHS,RH

(j)
R,S

)−1
])

The end-to-end SNR of thekth data subchannel ofSm belonging toSj for (m, j) ∈

119



{1, · · · ,M} andm 6= j can then be written by using (5.21) as follows:

[

γ
S
(j)
m

]

k
=

γ̄R,mγ̄j,R

NjQ′
j+NjQj

M∑

m=1

γ̄i,R
Nm

+Nj γ̄R,m

[(

(HS,R)
H
HS,R

)−1
]

km,j ,km,j

, (5.23)

wherek∈{1, · · · , Nmin}. Moreover, in (5.23),km,j ∈ {1, · · · ,MNmin} and the relation-

ship betweenk andkm,j strictly depends11 on the permutation matrix,Π(j).

Remark II.2: It is worth noting that the end-to-end SNR random variables of data sub-

channels ofSm,
[

γ
S
(j)
m

]

k
, for j ∈ {1, · · · ,M}, m 6= j andk ∈ {1, · · · , Nmin} in (5.23)

are statistically correlated due to the colored noise atR resulted fromWr. Moreover,
[

γ
S
(j)
m

]

k
for m ∈ {1, · · · ,M} and

[

γ
S
(j)

m′

]

k

for m′ ∈ {1, · · · ,M} can share the same ran-

dom variable,

[(

(HS,R)
H
HS,R

)−1
]

k′,k′
, for k′ ∈ {1, · · · ,MNmin} as the relay broadcasts

a permuted version of the same noise perturbed signal, whichis received in the MAC phase,

M − 1 times in the BC phase.

Remark II.3: The end-to-end SNR expressions corresponding to MIMO MWRNswith

both pairwise and non-pairwise transmissions in (5.11) and(5.23), respectively, possess the

same form ofγ = η/(ζ + µX), whereη, ζ andµ are system dependent parameters and

X is the random variable. Thus, the statistical characterization of both (5.11) and (5.23)

follow the same techniques.

Remark II.4: In both pairwise and non-pairwise transmissions schemes, antenna selection

algorithms can be employed at the sources to further optimize the overall performance. In

this context, optimal antenna subset selection algorithmsbased on maximizing the achiev-

able sum-rate or minimizing the overall outage probabilitycan be developed. Development

of such optimal antenna selection algorithms and other performance optimizing techniques

remain as important, interesting open research problems, and will be considered in our

future research directions.

5.2.3 Alternative source-grouping strategies

The pairwise and non-pairwise ZF transmission strategies discussed in Section 5.2.1 and

Section 5.2.2, respectively, follow the pairwise source-grouping and the all-simultaneous

source-grouping, which are indeed the two extreme cases of source-grouping schemes. Be-

sides, there exists arbitrary source-grouping schemes in which each group may consist of

11Random variable

[

(

(HS,R)
H
HS,R

)−1
]

km,j ,km,j

for km,j ∈ {1, · · · ,MNmin} are in fact identically dis-

tributed, and hence, the exact relationship betweenk andkm,j does not affect the performance analysis.
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an arbitrary number of sources, and hence, they lie in between the two extreme source-

grouping schemes. To be more specific,L source groups can be first formed from the

availableM sources. Thelth group consists ofMl sources and themth source belong-

ing to the lth group,Sl,m, is equipped withNl,m antennas, wherel ∈ {1, · · · , L} and

m ∈ {1, · · · ,Ml}. The total number of antennas of thelth group’s sources can be there-

fore quantified asNl =
∑Ml

i=1Nl,i. Further, the total number of all source antennas is

NS =
∑L

l=1Nl =
∑L

l=1

∑Ml

i=1Nl,i. In particular, these groups are formed to satisfy spe-

cific antenna constraints to ensure that each group possesses adequate amount of degrees of

freedom to eliminate inter-group, inter-user, and inter-stream interferences.

The performance of these alternative source-grouping schemes would indeed lie in be-

tween those of the two extreme cases treated in this chapter.For example, as shown in Sec-

tions 5.3 and 5.4, the all-simultaneous source-grouping scheme achieves the maximum spa-

tial multiplexing gain ofrmax = min
m∈{1,··· ,M}

(Nm) whereas the pairwise source-grouping

scheme achieves the minimum multiplexing gain ofrmin =MNR/(2(M−1)). The spatial

multiplexing gain of any alternative grouping strategy will therefore lies in between these

two extremes values,rmax andrmin. Providing a comprehensive performance analysis of

other grouping strategies is out of the scope of this chapterand hence will be considered

in future research. Moreover, development of alternative source-grouping schemes is an

important open research problem and will be further investigated in our future research.

5.3 Performance analysis of MWRNs with pairwise Tx/Rx ZF
transmissions

In this section, the basic performance metrics of the MIMO AFMWRN with pairwise

Tx/Rx ZF transmissions are derived. Specifically, the lowerand upper bounds of the outage

probability of an arbitrary source are first derived in closed-form and then used to derive

the corresponding bounds of the overall outage probability. Moreover, the high SNR out-

age probability approximations and the DMT are derived to obtain valuable insights into

practical MIMO MWRN designs.

5.3.1 The outage probability of an arbitrary source of MWRNswith pairwise
ZF transmissions

In this subsection, the outage probability of themth source form ∈ {1, · · · ,M} is derived.

In the MWRN with pairwise Tx/Rx ZF transmissions, themth source receivesM−1 symbol

vectors pertaining to the remainingM − 1 sources in the BC phase. In this context, the
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outage probability of a multi-subchannel system is governed by the performance of the

weakest subchannel [26]. Thus, the outage probability of themth source is defined as

Pout,m=Pr




 min

k∈{1,··· ,NR}

j∈{1,··· ,M−1}

([

γ
S
(j)
m

]

k

)

≤ γth




 , (5.24)

whereγth is the threshold SNR12. The direct computation of (5.24) is mathematically in-

tractable due to the correlation of[γ
S
(j)
m
]k for k ∈ {1 · · ·NR} for a givenj. Thus, simple

lower and upper bounds of the outage probability are derivedin closed-form.

Lower bound of Pout,m:

The lower bound of the outage probability of themth source can be derived as (see Ap-

pendix D.2 for the proof)

P lb
out,m = 1−

M−1∏

j=1

(

1− F
γ
(j),ub
Sm,min

(γth)

)

, (5.25)

whereF
γ
(j),ub
Sm,min

(x) is the cumulative distribution function (CDF) ofγ(j),ubSm,min
, and is given

by

F
γ
(j),ub
Sm,min

(x) =







γ

(

Nm−NR+1,
µ
(j)
m x

η
(j)
m −ζ

(j)
m x

)

Γ(Nm−NR+1) , 0 < x < η
(j)
m

ζ
(j)
m

1, x ≥ η
(j)
m

ζ
(j)
m

,

(5.26)

whereµ(j)m = γ̄j,RTj+1 + γ̄j+1,RTj + TjTj+1, η
(j)
m = γ̄R,mγ̄n,RTjTj+1T −1

n , andζ(j)m =

γ̄R,mTjTj+1, wherem ∈ {1, · · · ,M}, andj ∈ {1, · · · ,M − 1}.

Upper bound ofPout,m:

The upper bound of the outage probability of themth source can be derived as (see Ap-

pendix D.3 for the proof)

P ub
out,m = 1−

M−1∏

j=1

(

1− F
γ
(j),lb
Sm,min

(γth)

)

, (5.27)

whereF
γ
(j),lb
Sm,min

(x) is the CDF ofγ(j),lbSm,min
and is given by

F
γ
(j),lb
Si,min

(x) =







1−
det

[

Qm

(

µ
(j)
m x

η
(j)
m −ζ

(j)
m x

)]

∏NR
l=1[Γ(Ni−l+1)Γ(NR−l+1)]

, 0 < x < η
(j)
m

ζ
(j)
m

1, x ≥ η
(j)
m

ζ
(j)
m

.

(5.28)

12This threshold SNR,γth, is set to satisfy the minimum service-rate constraint;γth = 2Rth − 1, whereRth

is the target rate [26].
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The(u, v)th element ofNR ×NR matrix,Qm(x) in (5.28) is given by [136, Eqn. (2.73)]

[Qm(x)]u,v = Γ(Nm −NR + u+ v − 1, x) . (5.29)

5.3.2 Overall outage probability of MWRNs with pairwise ZF transmissions

The outage probability of a multi-source/multi-subchannel system is governed by the per-

formance of the smallest subchannel of the weakest source. Thus, the overall outage proba-

bility of the MIMO AF MWRN with pairwise ZF transmissions is defined as the probability

that the smallest subchannel of the weakest source falls bellow a preset threshold as follows:

Pout=Pr




 min

k∈{1,··· ,NR},j∈{1,··· ,M−1}

m∈{1,··· ,M}

([

γ
S
(j)
m

]

k

)

≤ γth




 . (5.30)

Again, the closed-form evaluation of (5.30) appears mathematically intractable, and hence,

tight lower and upper bounds of the overall outage probability are derived.

Lower bound of the overall outage probability:

The lower bound of the overall outage probability can be defined by using (D.6) as follows:

Pout ≥ P lb
out = Pr

(

min
m∈{1,··· ,M}

(

γubSm,min

)

≤ γth

)

, (5.31)

whereγlbSm,min
= min

j∈{1,··· ,M−1}

(

γ
(j),ub
Sm,min

)

is defined in (D.6). Next,P lb
out can be derived in

closed-form by using (5.25) as

P lb
out = 1−

M∏

m=1

M−1∏

j=1

(

1− F
γ
(j),ub
Sm,min

(γth)

)

, (5.32)

whereF
γ
(j),ub
Sm,min

(x) is defined in (5.26).

Upper bound of the overall outage probability:

The upper bound of the overall outage probability is defined by using (D.13) as follows:

Pout ≤ P ub
out = Pr

(

min
m∈{1,··· ,M}

(

γlbSm,min

)

≤ γth

)

, (5.33)

whereγubSm,min
= min

j∈{1,··· ,M−1}

(

γ
(j),lb
Sm,min

)

is defined in (D.13). Then,P ub
out is derived in

closed-form by using (5.27) as

P ub
out = 1−

M∏

m=1

M−1∏

j=1

(

1− F
γ
(j),lb
Sm,min

(γth)

)

, (5.34)

whereF
γ
(j),lb
Sm,min

(x) is defined in (5.28).
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5.3.3 High SNR asymptotic outage probability of MWRNs with pairwise ZF
transmissions

In this subsection, the asymptotically exact high SNR approximations for the lower and

upper bound of the overall outage probability are derived.

High SNR approximation of the lower bound ofPout:

The high SNR approximation for the lower bound of the outage probability ofmth source

can be derived as (see Appendix D.4 for the proof)

P lb,∞
out,m =





M−1∑

j=1

Ω
(j)
lb,m





(
γth
γ̄S,R

)Glb
d,m

+ o

(

γ̄
−Glb

d,m

S,R

)

, (5.35)

where the lower bound of the diversity order is given by

Glb
d,m = Nm −NR + 1. (5.36)

In (5.35), the system dependent constant,Ω
(j)
lb,m, is given by

Ω
(j)
lb,m =

(

φ
(j)
m

)Nm−NR+1

Γ(Nm−NR+2)βNm−NR+1
, (5.37)

where γ̄m,R = γ̄S,R, γ̄R,m = γ̄R,S , γ̄R,S = βγ̄S,R, φ(j)m =
Tn(Tj+Tj+1)

Tj , andφ(j)m =
Tn(Tj+Tj+1)

Tj+1
for m ∈ {1, · · · ,M}, j ∈ {1, · · · ,M − 1} andn ∈ {1, · · · ,M − 1}.

Now, the high SNR approximation for the lower bound of the overall outage probability

is derived as

P lb,∞
out =




∑

m′

M−1∑

j=1

Ω
(j)
lb,m′





(
γth
γ̄S,R

)Glb
d

+ o
(

γ̄
−Glb

d

S,R

)

, (5.38)

wherem′∈{m′|Glb
d,m′ =min (N1, · · ·,Nm′ , · · ·,NM )−NR+1}. Moreover, the lower bound

of the overall diversity order is given by

Glb
d = min

m∈{1,··· ,M}
(Nm)−NR + 1. (5.39)

High SNR approximation of the upper bound ofPout:

First, the high SNR approximation for the upper bound of the outage probability ofmth

source is derived by employing similar techniques to those in Appendix D.4 and by using
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the high SNR approximation of the CDF of the minimum eigenvalue of the Wishart matrix

in [136] as follows:

P ub,∞
out,m =





M−1∑

j=1

Ω
(j)
ub,m





(
γth
γ̄S,R

)Gub
d,m

+ o

(

γ̄
−Gub

d,m

S,R

)

, (5.40)

where the upper bound of the diversity order is given by

Gub
d,m = Nm −NR + 1. (5.41)

In (5.40), the system dependent constant,Ω
(j)
ub,m, is given by

Ω
(j)
ub,m =

νm

(

φ
(j)
m

)Nm−NR+1

(Nm −NR + 1)βNm−NR+1
, (5.42)

whereφ(j)m andβ are defined in (5.37). Moreover, in (5.42),νm is given by

νm=







det(Ψm)
∏NR

l=1[Γ(NR−l+1)Γ(Nm−l+1)]
, NR 6= 1

1
Γ(Nm) , NR = 1,

(5.43)

whereΨm for m ∈ {1, · · · ,M} is an(NR − 1) × (NR − 1) matrix, where the(u, v)th

element is given by[Ψm]u,v = Γ(Nm −NR + u+ v + 1).

Next, the high SNR approximation for the upper bound of the overall outage probability

can be derived as

P ub,∞
out =




∑

m′

M−1∑

j=1

Ω
(j)
ub,m′





(
γth
γ̄S,R

)Gub
d

+ o
(

γ̄
−Gub

d

S,R

)

, (5.44)

wherem′ is given bym′∈{m′|Glb
d,m′ =min (N1, · · ·,Nm′ , · · ·,NM )−NR+1}. Furthermore,

in (5.44),Gub
d is the upper bound of the overall diversity order, and is given by

Gub
d = min

m∈{1,··· ,M}
(Nm)−NR + 1. (5.45)

Remark III.1: The lower and upper bounds of the diversity orders in (5.45) and (5.39),

respectively, are the same, and consequently, the overall diversity order of the MIMO AF

MWRN is given byGd = min
m∈{1,··· ,M}

(Nm)−NR + 1.

5.3.4 DMT of MWRNs with pairwise ZF transmissions

In this subsection, the fundamental DMT [26] of MIMO AF MWRNswith pairwise Tx/Rx

ZF transmissions is derived to obtain valuable insights into practical system designing. In
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this system set-up,M independent symbol vectors each havingNR independent symbols

are exchanged amongM users in2(M−1) time-slots. In this context, the effective mutual

information can be upper bounded as

Ieff >
MNR

2(M − 1)
log

(

1 + min
m∈{1,··· ,M}

(

γubSm,min

))

. (5.46)

Consequently, the information rate outage probability canbe lower bounded as

Pout > Pr (Ieff ≤ Rth) = Pr

(

min
m∈{1,··· ,M}

(

γubSm,min

)

≤ 2
2(M−1)Rth

MNR − 1

)

, (5.47)

whereRth is the overall target information rate, and is defined aRth = rlog (1 + γ̄S,R)

[26]. By employing (5.38),Pout can be lower bounded when̄γS,R → ∞ as

P
γ̄S,R→∞
out ? γ̄

−
(

min
m∈{1,··· ,M}

(Nm)−NR+1
)

(

1− 2r(M−1)
MNR

)

S,R . (5.48)

Next, the effective mutual information can be lower boundedas

Ieff ?
MNR

2(M − 1)
log

(

1 + min
m∈{1,··· ,M}

(

γlbSm,min

))

. (5.49)

Now, by using similar steps to those in (5.47), (5.48), and then employing (5.44),Pout can

be upper bounded̄γS,R → ∞ as

P
γ̄S,R→∞
out > γ̄

−
(

min
m∈{1,··· ,M}

(Nm)−NR+1

)

(

1− 2r(M−1)
MNR

)

S,R . (5.50)

In particular, the lower and upper bounds ofPout in (5.48) and (5.50), respectively, coincide

each other and hence the achievable DMT can be derived as [26]

Gd(r)=

(

min
m∈{1,··· ,M}

(Nm)−NR+1

)(

1− 2r(M − 1)

MNR

)

. (5.51)

It is worth noticing that the achievable diversity order reduces as the number of antennas

at the relay (NR) increase; however, the achievable multiplexing gain increases. The maxi-

mum achievable diversity order and multiplexing gain are given byGd= min
m∈{1,··· ,M}

(Nm)−

NR+1, and r = MNR

2(M−1) , respectively. Interestingly,r is maximized whenM = 2,

i.e., rmax = limM→2
MNR

2(M−1) = NR. However, for largeM , r approachesNR/2, i.e.,

rmin = limM→∞
MNR

2(M−1) = NR

2 . This result leads us to an important insight into practical

system-design and implementation of MWRNs with pairwise transmissions; i.e., the mul-

tiplexing gain of MIMO AF MWRNs gradually reduces to1/2 as the number of sources

increases, and consequently, the multiplexing gain asymptotically approaches that of AF

OWRNs.
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5.4 Performance Analysis of non-pairwise ZF transmission strat-
egy

In this section, the performance metrics of MIMO AF MWRNs with non-pairwise Tx/Rx

ZF transmissions are derived. To this end, the outage probability lower and upper bounds

pertaining to an arbitrary source is derived, and thereby, the overall outage probability is

deduced.

5.4.1 The outage probability of thejth BC phase of MWRNs with non-pairwise
ZF transmissions

By following a similar argument to that of (5.24), the outageprobability of theith source

for MWRNs with non-pairwise ZF transmissions is defined as

Pout,i=Pr




 min

k∈{1,··· ,Nmin}

j∈{1,··· ,M−1}

([

γ
S
(j)
i

]

k

)

≤ γth




 , for i ∈ {1, · · · ,M}, (5.52)

where
[

γ
S
(j)
i

]

k
is defined in (5.23). Again, the exact derivation of (5.52) ismathematically

intractable due to the statistical correlation of[γ
S
(j)
i

]k for k ∈ {1 · · ·Nmin} for a given

j. Thus, similar to case in Section 5.3.1 simple lower and upper bounds of the outage

probability are derived in closed-form.

Lower bound of Pout,i:

The lower bound of the outage probability of theith source can be derived as13

P lb
out,i =







γ
(

NR−MNmin+1,
µix

ηi−ζix

)

Γ(NR−MNmin+1) , 0 < x < ηi
ζi

1, x ≥ ηi
ζi
,

(5.53)

whereNmin, min
m∈{1,··· ,M}

(Nm), µi=Niγ̄R,i, ηi= γ̄R,iγ̄i,R, andζi=NiQ′+NiQ
M∑

i=1

γ̄i,R
Ni

,

for i ∈ {1, · · · ,M}. Moreover,Q = (MNmin)/(NR −MNmin) andQ′ is given by [137]

Q′=

∑MNmin
m=1 det(Mm)

∏MNmin
l=1 [Γ(NR−l+1)Γ(MNmin −l+1)Γ(NR− l +1)]

, (5.54)

whereM(i,j)
m = Γ(NR− MNmin+ i− 1)Γ(NR− MNmin+ i+ j− 2) for j = m and

M
(i,j)
m = Γ(NR−MNmin+i)Γ(NR−MNmin +i+j−1) for j 6= m.

13As per Remark II.3, the proof of (5.53) and (5.55) follows thesimilar techniques to those in Appendix D.2,
and hence, is omitted for the sake of brevity.
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Upper bound ofPout,i:

Similarly, the upper bound of the outage probability of theith source can be derived as

follows:

P ub
out,i =







1−
det
[

Q
(

µix

ηi−ζix

)]

∏MNmin
l=1 [Γ(MNmin−l+1)Γ(NR−l+1)]

, 0 < x < ηi
ζi

1, x ≥ ηi
ζi
.

(5.55)

where the(u, v)th element ofMNmin×MNmin matrix,Qi(x), in (5.28) is given by [136,

Eqn. (2.73)]

[Q(x)]u,v = Γ(MNmin −NR + u+ v − 1, x) . (5.56)

In (5.55),µi, ηi, ζi andNmin are defined under (5.53).

5.4.2 Overall outage probability of MWRNs with non-pairwise ZF transmis-
sions

By employing a similar argument to that of Section 5.3.2, theoverall outage probability of

the non-pairwise ZF transmission strategy can be defined as the probability that the smallest

subchannel of the weakest source falls bellow a preset threshold as follows:

Pout=Pr




 min

k∈{1,··· ,Nmin},j∈{1,··· ,M−1}

i∈{1,··· ,M}

([

γ
S
(j)
i

]

k

)

≤ γth




 . (5.57)

As per Remark II.2, the derivation of (5.57) appears mathematically intractable as
[

γ
S
(j)
i

]

k

and
[

γ
S
(l)
m

]

k
are functions of the same random variables for(i,m) ∈ {1, · · · ,M} and

i 6= m.

5.4.3 High SNR asymptotic outage probability of MWRNs with non-pairwise
ZF transmissions

In this subsection, the asymptotically exact high SNR approximations for the lower and

upper bound of the outage probability at an arbitrary sourceare derived14.

High SNR approximation of the lower bound ofPout,i:

The high SNR approximation for the lower bound of the outage probability ofmth source

can be derived by employing similar techniques to those in Appendix D.4 as follows:

P lb,∞
out,i =

NNR−MNmin+1
i

Γ(NR−MNmin+2)

(
γth
γ̄S,R

)Glb
d,i

+ o

(

γ̄
−Glb

d,i

S,R

)

, (5.58)

14The proofs of high SNR approximations of both lower and upperoutage probability bounds follow similar
techniques to those in Appendix D.4, and hence are omitted.
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where the lower bound of the diversity order is given by

Glb
d,i = NR −M

[

min
m∈{1,··· ,M}

(Nm)

]

+ 1. (5.59)

where γ̄i,R = γ̄S,R, γ̄R,i = γ̄R,S , and γ̄R,S = βγ̄S,R for i ∈ {1, · · · ,M} and j ∈
{1, · · · ,M − 1}.

High SNR approximation of the upper bound ofPout,i:

First, the high SNR approximation for the upper bound of the outage probability ofith

source is derived as follows:

P ub,∞
out,i = Ωub,i

(
γth
γ̄S,R

)Gub
d,i

+ o

(

γ̄
−Gub

d,i

S,R

)

, (5.60)

where the upper bound of the diversity order is given by

Gub
d,i = NR −M

[

min
m∈{1,··· ,M}

(Nm)

]

+ 1. (5.61)

In (5.60), the system dependent constant,Ωub,i, is given by

Ωub,i =
det (Ψi)N

NR−MNmin+1
i

(NR −MNmin + 1)
∏MNmin
l=1 [Γ(MNmin − l + 1)Γ(NR − l + 1)]

, (5.62)

whereΨi for i ∈ {1, · · · ,M} is an(MNmin−1)×(MNmin−1) matrix with the(u, v)th el-

ement given by[Ψi]u,v=Γ(NR −MNmin + u+ v + 1), whereNmin = min
m∈{m,··· ,M}

(Nm).

Remark IV.1: An explicit high SNR approximation for lower and upper bounds of the

overall outage probability appears mathematically intractable as the exact evaluation of

(5.57) is not plausible. However, the overall diversity order of MIMO AF MWRNs with

non-pairwise transmissions can readily be deduced by employing similar arguments to those

in Appendix D.4 as the minimum operation overi ∈ {1, · · · ,M} of (5.57) does not alter

the achievable diversity order. Thus, the high SNR approximation of the overall outage

probability of the MIMO AF MWRNs with non-pairwise transmissions is given byP∞
out=

Ω
(
γth
γ̄S,R

)Gd

+o
(

γ̄−Gd

S,R

)

, whereΩ is a system dependent parameter and the overall diversity

order of is given byGd = NR −MNmin + 1.

5.4.4 DMT of MWRNs with non-pairwise ZF transmissions

In this subsection, the achievable DMT of MIMO AF MWRNs with non-pairwise ZF trans-

missions is derived. In this subclass of MWRNs,M independent symbol vectors each

havingNmin = min
i∈{1,··· ,M}

(Ni) independent symbols are exchanged amongM sources in
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M time-slots. In this context, the effective mutual information of the overall system can be

written as

Ieff = Nminlog




1 + min

k∈{1,··· ,Nmin},j∈{1,··· ,M−1}

i∈{1,··· ,M}

([

γ
S
(j)
i

]

k

)




 . (5.63)

The information rate outage probability is then given by

Pout = Pr(Ieff ≤ Rth)=Pr




 min

k∈{1,··· ,Nmin},j∈{1,··· ,M−1}

i∈{1,··· ,M}

([

γ
S
(j)
i

]

k

)

≤ 2
Rth
Nmin −1




, (5.64)

whereRth is the overall target rate and is defined as follows:Rth = rlog (1 + γ̄S,R) [26].

Next, by employing Remark IV.1,Pout can be approximated when̄γS,R → ∞ as

P
γ̄S,R→∞
out ≈ γ̄

−(NR−MNmin+1)
(

1− r
Nmin

)

S,R . (5.65)

From (5.65), the achievable DMT of MIMO MWRNs with non-pairwise transmissions can

be derived as [26]

Gd(r)=

(

NR −M

[

min
m∈{1,··· ,M}

(Nm)

]

+ 1

)(

1− r

Nmin

)

. (5.66)

Interestingly, the achievable spatial multiplexing gain of MWRNs with non-pairwise ZF

transmissions does not depend on the number of available sources,M , actively participating

in the network. In fact, the maximum achievable multiplexing gain can be readily quantified

by using (5.66) to ber = Nmin and hence directly determines by the minimum antenna

count atSi for i ∈ {1, · · · ,M}. Moreover, the achievable diversity order reduces as the

total number of antennas at the sources increases for a fixed relay antenna array size.

5.5 Numerical Results

In this section, numerical results are presented to study the outage probability, the funda-

mental DMT and the achievable sum rate performance of MIMO AFMWRNs with both

pairwise and non-pairwise ZF transmissions. To capture theeffect of the network geometry,

the average SNR ofSi → R channel is modeled bȳγi,R = γ̄
(

d0
di,R

)$
for i ∈ {1, · · · ,M},

whereγ̄ is the average transmit SNR,d0 is the reference distance, and$ is the path-loss

exponent. The hop distance betweenSi andR is denoted bydi,R for i ∈ {1, · · · ,M}.

In Fig. 5.5, the overall outage probability of the pairwise ZF transmission strategy is

plotted for several antenna configurations. Specifically, the exact outage probability is plot-

ted by using Monte Carlo simulation results, and the lower and upper bounds are plotted
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Figure 5.5: The overall outage probability of pairwise transmission strategy for MIMO
four-way AF relay network with the SNR thresholdγth = 5.00 dB. The hop distances are
modeled asd1,R = 0.5d0, d2,R = 1.25d0, d3,R = 0.75d0 andd4,R = d0. Moreover, the
path-loss exponent is assumed to be$ = 3.5.

by employing (5.32), and (5.34), respectively. Moreover, asymptotic outage bounds are

also plotted by using (5.38) and (5.44) to compare the achievable diversity orders. Fig. 5.5

clearly reveals that the outage probability improves significantly as the number of antennas

at the relay decreases. For instance, at10−4 outage probability, single-antenna relay results

in a 6 dB SNR gain over the dual-antenna relay. However, the single-antenna set-up achie-

ves this outage gain over the latter at the expense of a significant spatial multiplexing loss

as quantified in (5.51). In particular, for single-antenna relays, our outage bounds reduce to

exact outage asNR = 1 case results in a unit-rank Wishart matrix,HH
R,iHR,i.

Fig. 5.6 shows the outage probability bounds pertaining to the first source of MIMO

AF MWRNs with non-pairwise ZF transmissions. Several antenna configurations are con-

sidered to study the effect of relay and source antenna counts on the outage probability
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Figure 5.6: The outage probability of the first source of the non-pairwise ZF trans-
mission strategy for the SNR thresholdγth = 6.00 dB. The hop distances are mod-
eled as(d1,R = 0.75d0, d2,R = d0, d3,R = 1.25d0) for the three-way relay network and as
(d1,R = 0.75d0, d2,R = d0, d3,R = 1.25d0, d4,R = 0.8d0) for the four-way relay network.
Moreover, the path-loss exponent is assumed to be$ = 3.5.

performance. The outage probability curves of three-way relay network pertaining to the

single-antenna and dual-antenna sources clearly reveal that the achievable diversity gain

reduces as the source antenna array size increases. For example, at an outage probability

of 10−4, the three-way relay network with single-antenna sources achieves a SNR gain of

3 dB over the dual-antenna counterpart. However, as per Eqn. (5.66), the single-antenna

sources in fact reduce the achievable maximum spatial multiplexing gain over the dual-

antenna sources. This observation is a complete opposite tothat we observed in outage

performance study of pairwise MWRNs in Fig. 5.6, where the achievable diversity order

increases with the number of antennas equipped at the sources for a fixed relay antenna

array. Our outage bounds are thus useful to verify the important system-design parameters
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Figure 5.7: The achievable DMT of the pairwise ZF transmission strategy.

such as the diversity order and array gain.

In Fig. 5.7, the achievable DMT curves for the pairwise ZF transmission strategy are

plotted for several system configurations. Specifically, the DMT of the MIMO AF OWRN

serves as a benchmark to compare the performance of MWRNs. The achievable multi-

plexing gain gradually improves as the number of relay antennas increases. However, at

the same time, higher number of relay antennas significantlyreduces the achievable di-

versity gains. Interestingly, the TWRN provides the highest multiplexing gain for a given

NR. However, as the number of sources increases, the achievable spatial multiplexing gain

gradually decreases toNR/2, which is exactly the same multiplexing gain achieved by the

MIMO AF OWRN. Thus, the MIMO AF MWRNs with pairwise ZF transmission exhibit

diminishing multiplexing gains as the network size grows. Thus, our DMT analysis sug-

gests the performance limits for practical MWRNs with optimal achievable diversity and

multiplexing gains.
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Figure 5.8: The achievable DMT of the non-pairwise ZF transmission strategy.

Fig. 5.8 shows the achievable DMT of the non-pairwise ZF transmission strategy for

two specific system configurations. To this end, a three-way relay network and a two-

way relay network with three specific antenna configurationsas shown in the legend of

Fig. 5.8 are treated. The DMT curves corresponding to three-way and two-way relay

networks with the same antenna configuration at each terminal reveal that the achievable

maximum spatial multiplexing gain does not depend on the number of sources available in

the network. However, it is evident from Fig. 5.8 that the multiplexing gain in fact depends

on the minimum antenna account at the sources. On the contrary, the achievable maximum

diversity gain directly depends on the total number of antennas equipped at the sources for

a fixed relay antenna array size. Our DMT analysis thus provides valuable insights into

practical implementation of MIMO AF MWRNs.

134



5.6 Conclusion

The performance of (i) pairwise ZF transmission and (ii) non-pairwise ZF transmission for

the MIMO AF MWRNs was studied over Rayleigh fading channels.Specifically, the lower

and upper bounds of the overall outage probability were derived in closed-form. In particu-

lar, high SNR outage probability approximations were derived, and thereby, the achievable

DMT, the maximum achievable diversity, and spatial multiplexing gains were quantified to

obtain valuable insights into practical MIMO MWRN system-designing. Interestingly, our

outage probability bounds reduce to exact outage probability for single-antenna relays, and

hence, they serve as benchmarks for practical MIMO AF MWRNs with pairwise ZF trans-

missions. Furthermore, the pairwise ZF transmission strategy requires each source to know

only its channel to the relay and consequently eliminates the requirement of the global CSI

for each source. Our DMT analysis for this case reveals that increasing the number of relay

antennas reduces the diversity gains, however improves themultiplexing gains. Counter in-

tuitively, this multiplexing gain gradually diminishes asthe number of participating sources

linearly grows. Interestingly, the multiplexing gain of MWRNs with non-pairwise ZF trans-

missions does not depend on the number of sources in the network and hence are suitable

for large network deployments despite the inherent higher relay processing complexity. Our

transmission designs for MIMO MWRNs therefore provide flexibility in obtaining the de-

sirable trade-offs among the system performance, implementation complexity, and wireless

resource usage.

∼
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Chapter 6

Conclusion and Future Work

In this chapter, the conclusion and the summary of the contribution of this thesis are first

outlined. Then, the future research directions are described.

6.1 Conclusion and summary of the contribution

This thesis focused on designing and analyzing new wirelesstransmission strategies for

cooperative relay networks. The key design criterion of these physical-layer designs is to

leverage the spatial diversity and/or spatial multiplexing gains available among distributed

single-antenna and/or multiple-antenna wireless terminals through distributed transmission

and efficient signal processing. The main objectives achieved in this thesis can be enumer-

ated as follows:

1. Developed a comprehensive performance analysis framework for multi-hop amplify-

and-forward (AF) relay networks yielding closed-form performance bounds.

2. Designed and analyzed the adaptive multiple relay selection (MRS) schemes for co-

operative multi-relay AF networks and thereby optimizing the trade-offs among the

implementation complexity, wireless resource usage, and overall performance.

3. Designed and analyzed the optimal joint antenna and relayselection strategies for

multiple-input multiple-output (MIMO) AF one-way relay networks (OWRNs) and

MIMO two-way relay networks (TWRNs) by aiming to achieve full diversity and

array gain benefits.

4. Designed and analyzed the joint transmit/receive (Tx/Rx) zero forcing (ZF) beam-

forming strategies for MIMO AF multi-way relay networks (MWRNs) to optimize

the trade-off between the achievable diversity-multiplexing trade-off (DMT) and im-

plementation complexity.
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5. Quantified the detrimental impact of practical transmission impairments such as feed-

back delays and spatially correlated fading on the performance of aforementioned

transmission strategies.

6. Valuable insights and guidelines for practical usage were obtained, and thereby, the

trade-offs among the overall system performance, resourceusage, and implementa-

tion complexity were improved by refining the underlying physical layer transmission

designs.

The contribution of Chapter 2 to Chapter 5 can be further elaborated as follows:

• The main focus of the Chapter 2 was to develop a comprehensiveperformance analy-

sis framework for multi-hop AF relay networks. To this end, anew class of signal-to-

noise ratio (SNR) upper bounds for the multi-hop relay networks were developed. A

mathematically tractable statistical characterization of the SNR bounds was developed

by deriving the cumulative distribution function (CDF), the probability density function

(PDF), and the moment generating function (MGF) in closed-form. The resulting outage

probability and the average symbol error rate bounds were proved to be asymptotically

exact. Consequently, a generalized asymptotic performance analysis framework was de-

veloped. Usefulness of the proposed bounding techniques was illustrated through two

practical examples.

• In Chapter 3, a new class of MRS scheme was designed and analyzed for cooperative re-

lay networks. The key design criterion is to adaptively select a subset from the available

relays to satisfy a preset output threshold SNR. The fundamental relationships among

the basic performance metrics such as the outage probability, average symbol error rate

(SER), and average number of selected relays were characterized to ascertain the practi-

cal viability of the proposed MRS schemes. The proposed adaptive MRS schemes indeed

provide more flexibility in utilizing bandwidth and spatialdiversity in cooperative relay

networks over fading channels.

• Chapter 4 focused on developing joint antenna and relay selection strategies, which are

optimal in the sense of the achievable diversity gains, for MIMO AF OWRNs and MIMO

AF TWRNs. A comprehensive performance analysis framework was first developed for

the optimal transmit antenna selection (TAS) strategy for single-relay MIMO OWRNs.

The insights obtained through this analysis were then employed for designing the the

optimal joint antenna and relay selection strategy for the multi-relay MIMO OWRNs.
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Moreover, the optimal joint Tx/Rx antenna and relay selection strategy was designed

and analyzed for the multi-relay MIMO TWRNs. The performance degradation due to

practical transmission impairments such as the feedback delays and the spatially corre-

lated fading was quantified to ascertain the practical viability of the proposed designs.

Efficient channel prediction strategy to circumvent outdated channel-state information

(CSI) incurred due to feedback delays for antenna selectionwas devised, and thereby,

the proposed antenna and relay selection strategies were fined-tuned. Moreover, the

SNR loss incurred due to correlated fading cases was quantified. Thereby, valuable in-

sights/guidelines, which can be readily incorporated in the design of practical systems

by introducing necessary fade margins in the link budget calculations, were obtained.

• In Chapter 5, two transmission strategies for MIMO AF MWRNs,namely (i) pairwise

ZF transmission and (ii) non-pairwise ZF transmission, were designed and analyzed. The

practical viability of the proposed strategies was ascertained by charactering the funda-

mental trade-offs among the outage probability, achievable diversity order, and spatial

multiplexing gain. The proposed pairwise ZF transmission strategy enjoys lower relay

processing complexity than that of the non-pairwise ZF transmission strategy. However,

the former achieves this benefit at the expense of some loss inachievable spatial mul-

tiplexing gain. Our transmission designs provide flexibility in adapting various antenna

configurations at the sources and the relay, and hence, they may be employed in MIMO

MWRNs with various practical applications.

6.2 Future research directions

Our future research interests are primarily based on (i) system, channel and mobility mod-

eling, (ii) physical layer transmission designing, (iii) interference modeling, and (iv) per-

formance analyzing of next-generation multi-way relay networks (MWRNs). As elaborate

in Chapter 5, the MWRNs are the next evolution of both OWRNs and TWRNs, and hence,

the physical layer transmission designs and analysis have not yet been fully explored. To

be more specific, the practically viable MIMO MWRN network topologies have not been

explored by taking into account the important transmissionimpairments such as the mis-

cellaneous interferences, feedback delays, channel estimation errors, and spatial correlated

fading.

Moreover, the wireless data traffic demand is increasing exponentially mainly due to the

recent proliferation of data-hungry portal wireless devices such as smart phones and net-
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books. As the conventional techniques for increasing data rates, enhancing link-reliability,

and reducing energy consumption are approaching their fundamental limits, new wireless

network architectures are needed to satisfy the future wireless requirements. To this end,

the future research specifically focuses on designing and analyzing novel energy efficient

wireless transmission strategies for MIMO MWRNs.

Objectives: The goals of the future research plan are as follows:

1. To develop new energy-efficient system, channel, and signal models for MWRNs by

considering realistic wireless propagation conditions and by using green radio signal

processing techniques.

2. To design and analyze new physical layer transmission strategies by giving special

emphasis to relay processing techniques, joint antenna andrelay selection strategies,

transmit/receive beamforming strategies, and multi-userscheduling schemes.

3. To develop and analyze distributed network coding strategies and source-grouping

techniques to optimize the achievable diversity order, spatial multiplexing gain, and

implementation complexity.

4. To design novel joint interference and radio resource management techniques for

physical-layer transmissions to optimize the network resource usage and the overall

quality-of-service.

5. To characterize the key relationships among the data rate, coverage, energy efficiency,

and reliability.

Methodology: The aforementioned research objectives will be accomplished by employing

tools from communications theory, probability and stochastic processes, stochastic geome-

try, graph theory, and green-radio signal processing techniques as follows:

• First, mathematical models will be developed to understandhow MWRNs perform

under realistic operating conditions. The joint effects ofradio-wave propagation over

wireless channels, such as time-frequency selectivity, signal fading, signal shadowing

and pathloss will be considered.

• The fundamental design criterion of the transmission designs will be to optimize

the trade-offs among the overall data rate, coverage, reliability and power consump-

tion. Our preliminary results (see Chapter 5) show that the performance of MWRNs
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greatly depends on the cooperative strategies, which include the selection of relay

types and relaying partners, signaling protocols, and relay- processing algorithms

(i.e., deciding when, how, and with whom to cooperate). Moreover, key design ob-

jective of the joint antenna and relay selection strategieswill be to achieve a desirable

trade-off among the system complexity and performance.

• New physical-layer distributed network coding strategieswill be then designed for

MIMO MWRNs to obtain desirable trade-off between the data rate and network re-

source usage. The key idea is that a particular wireless terminal can improve chan-

nel capacity significantly by aggregating additional spatial dimensions facilitated by

other distributed wireless terminals. In this context, novel practical analog network

coding (ANC) and physical layer network coding (PLNC) structures will be designed

for high capacity multicasting from multiple-source groups to multiple-destination

groups by exploiting MIMO multi-way relay channels. In general, these channels

are referred to as the MIMO multiple-access multi-way relayinterference channels

(MA-MWR-IC), and would provide unprecedented challenges for the network de-

signers. One efficient technique to circumvent MIMO MA-MWR-IC is to employ the

concepts of ANC and PLNC to facilitate interference-free signaling between multi-

source groups. To this end, three key design parameters of network codes (i) field

size, (ii) generation size and (iii) block size are optimized to design practically im-

plementable ANCs and PLNCs to achieve (i) lower delay, (ii) higher coding through-

put, (iii) better network performance, and (iv) lower complexity subjected to system

specific trade-offs.

• The inter-cell and intra-cell interferences are the major impediments to the perfor-

mance gains promised by MIMO MWRNs. Physical-layer interference mitigation

techniques will be therefore developed by using (i) coordinated beamforming, (ii)

cooperative signal processing, (iii) adaptive transmit power control, and (iv) interfer-

ence alignment techniques. Moreover, energy-efficient radio resource management

strategies will be developed by using tools from cross-layer optimization and oppor-

tunistic resource-sharing in the time, frequency, and space dimensions. Our prelim-

inary research reveals that the amount of inter-user interference of MWRNs indeed

heavily depends on the source-grouping strategies. Thus, in order to circumvent the

inter-user interferences and hence to improve the multiplexing gains, novel source-

grouping strategies will be designed.
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• The aforementioned transmission designs, networks codingstrategies, and interfer-

ence/resource management techniques will then be integrated into the new MWRN

system models, and thereby, the overall performance will beinvestigated by deriving

important performance metrics such as the outage probability, average probability of

error, data rate, and diversity-multiplexing trade-off. The insights obtained through

the analysis will be then employed to refine the physical layer transmission strategies

and hence to achieve better trade-off between complexity and performance.

Significance:Our future research directions mainly focus on designing and analyzing new

system models and transmission strategies for MIMO MWRNs, which are the next evo-

lution of MIMO OWRNs and MIMO TWRNs. In particular, the MWRNsare of great

practical interest as a potential candidate network topology for the next-generation wire-

less technologies because of their numerous practical applications as elaborated in Chapter

1 and Chapter 5. For example, some of the potential applications include voice-over-IP

(VoIP) calls, video and audio streaming, videoconferencing, gaming, surveillance for pub-

lic safety, connectivity to remote devices, and educational services at little or no incremental

cost to network operators and subscribers. In summary, the research outcomes will poten-

tially allow wireless networks to achieve higher data rateswith improved trade-off between

the link-reliability and extended-coverage. Our future research outcomes therefore could

eventually contribute to the advancement of the fourth generation (4G) broadband wireless

standards, especially in mobile-WiMAX (IEEE 802.16m) and 3GPP LTE-Advanced.

∼
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Appendix A

Proofs for Chapter 2

A.1 The proof of Theorem 2.1

Proof: Let the random variableΓ be

Γ =
Γ1Γ2

Γ1 + Γ2
, (A.1)

whereΓ = γub
e2e, Γ1 = min

n∈{1,··· ,P}
(γn) andΓ2 = min

n∈{P+1,··· ,N}
(γn). The CDF ofΓ can

then be expressed as

FΓ(x) = Pr

(
Γ1Γ2

Γ1 + Γ2
≤ x

)

. (A.2)

Alternatively, the CDF ofΓ can be rewritten in a single-integral form as

FΓ(x) =

∫ ∞

0
Pr

(
Γ1z

Γ1 + z
≤ x

)

fΓ2(z) dz, (A.3)

which follows from the fact thatΓ1 andΓ2 are statistically independent. After some

mathematical manipulations,FΓ(x) can be expanded as [86]

FΓ(x) =

∫ x

0
Pr

(

Γ1 ≥
xz

z−x

)

︸ ︷︷ ︸
.
=1

fΓ2(z) dz +

∫ ∞

x
Pr

(

Γ1 ≤
xz

z−x

)

fΓ2(z) dz. (A.4)

After some further manipulations, (A.4) can be written in anmore tractable form as

follows:

FΓ(x) = 1−
∫ x

0

[

1− FΓ1

(
xz

z − x

)]

fΓ2(z) dz. (A.5)

By using (A.5), the complimentary cumulative distributionfunction (CCDF) ofΓ can

be expressed in a single-integral form as

F̄Γ(x) =

∫ ∞

0
F̄Γ1

(
(z + x)x

z

)

fΓ2(z + x)dz. (A.6)
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The CCDF ofΓ1 for independent and identically distributed (i.i.d.) Nakagami-m fading

with integerm can be derived by using [1, Eqn. (8.352.2)] and [115, Eqn. (44)] as

follows:

F̄Γ1(x) =

P∏

n=1

F̄γn(x) =

[

Γ

(

m,
mx

γ̄

)

/Γ(m)

]P

(A.7)

= exp

(

−mPx
γ̄

) P (m−1)
∑

k=0

βk,P

(
mx

γ̄

)k

, (A.8)

whereβk,P is defined in (2.6b). The PDF ofΓ2 for i.i.d. Nakagami-m fading is given

by

fΓ2(x) =
d

dx

[

1−
(
F̄γn(x)

)N−P
]

= P
[
F̄γn(x)

]N−P−1
fγn(x) (A.9)

=
(N−P )
Γ(m)

(m−1)(N−P−1)
∑

k=0

βk,N−P−1

(
m

γ̄

)m+k

xm+k−1exp

(

−m(N−P )x
γ̄

)

.

By substituting (A.7) and (A.9) into (A.6), and by evaluating the resulting integral by

using [1, Eqn. (3.471.9)], the desired result given in (2.6a) can be derived.

The PDF ofΓ defined in (A.1) can be derived by differentiating (A.4) as follows:

fΓ(x) =
d

dx

[∫ x

0
fΓ2(z) dz

]

+
d

dx

[∫ ∞

x
Pr

(

Γ1 ≤
xz

z − x

)

fΓ2(z) dz

]

. (A.10)

By using the Leibniz integral rule, (A.10) can readily be evaluated as follows:

fΓ(x) = fΓ2(x) − fΓ2(x) limz→x

[

FΓ1

(
xz

z − x

)]

+

∫ ∞

x

(
z

z − x

)2

fΓ1

(
xz

z − x

)

fΓ2(z) dz. (A.11)

By first noticing the fact thatlimx→∞ FX(x) = 1 and then by substituting the dummy

variablet = z − x, the PDF ofΓ can be written in a compact integral form as

fΓ(x) =

∫ ∞

0

(
t+ x

t

)2

fΓ1

(
x(t+ x)

t

)

fΓ2(t+ x) dt (A.12a)

=

3∑

i=1

αi(x)

∫ ∞

0
t1−ifΓ1

(
x(t+ x)

t

)

fΓ2(t+ x) dt, (A.12b)

whereα1(x) = 1, α2(x) = 2x, andα3(x) = x2.

The PDF ofΓ1 can readily be derived as

fΓ1(x) =
d

dx

[

1−
(
F̄γn(x)

)P
]

= P
[
F̄γn(x)

]P−1
fγn(x) (A.13)

=
P

Γ(m)

(m−1)(P−1)
∑

k=0

βk,P−1

(
m

γ̄

)m+k

xm+k−1exp

(

−mPx
γ̄

)

.
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The PDF ofΓ2 has already been derived in (A.9). By first substituting (A.13) and

(A.9) into (A.12b), and then by evaluating the residue integral by employing [1, Eqn.

(3.471.9)], the desired result given in (2.7) can be derived.

The MGF ofΓ can be derived by substituting (2.6a) into

MΓ(s) = EΓ{exp(−sx)} = 1−
∫ ∞

0
sF̄Γ(x)exp(−sx)dx, (A.14)

and by evaluating the resulting integral by using [1, Eqn. (6.621.3)]. �

A.2 The proof of Theorem 2.2

Proof: If the MacLaurin series expansion of the PDF ofγn for n ∈ {1, · · · , N} is

given byfγn(x) =
βn

(Cnγ̄)
dn
xdn−1+ o(xdn−1), then the corresponding MacLaurin series

expansion of the CDF is given by

Fγn(x) =
βn

(Cn)
dn dn

(
x

γ̄

)dn

+ o(xdn). (A.15)

The MacLaurin series expansion of the CDF ofΓ1 = min
n∈{1,··· ,P}

(γn) is derived by first

substituting (A.15) into

FΓ1(x) = 1−
P∏

n=1

(1− Fγn(x)) (A.16)

and by then employing the identity

P∏

n=1

(1− xn) = 1 +

P∑

n=1

(−1)n
P−l+1∑

λ1=1

P−l+2∑

λ2=λ1+1

· · · · · ·
P∑

λn=λn−1

n∏

q=1

xλq (A.17)

as follows:

FΓ1(x) =
∑

l∈{n|dn= min
n∈{1,··· ,P}

(dn)}

βn
dn(Cn)dn

(
x

γ̄

)dmin
1

+ o
(

xd
min
1

)

, (A.18)

wheredmin
1 = min

n∈{1,··· ,P}
(dn). Similarly, the MacLaurin series expansion ofΓ2 =

min
n∈{P+1,··· ,N}

(γn) can be derived as

FΓ2(x) =
∑

n∈{n|dn= min
n∈{P+1,··· ,N}

(dn)}

βn
dn(Cn)dn

(
x

γ̄

)dmin
2

+ o
(

xd
min
2

)

, (A.19)

wheredmin
2 = min

n∈{P+1,··· ,N}
(dn).
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The MacLaurin series expansion of CDF ofΓ = Γ1Γ2/(Γ1 + Γ2) can then be derived

by using (A.4) as follows:

lim
x→0+

FΓ(x)= lim
x→0+

∫ x

0
fΓ2(z) dz + lim

x→0+

∫ ∞

x
Pr

(

Γ1 ≤
xz

z−x

)

fΓ2(z) dz. (A.20)

Next, one observes that iflimx→0+ , thenz/(z − x) → 1 andxz/(z − x) → x . Thus,

the MacLaurin series expansion of CDF ofΓ can further be simplified as

lim
x→0+

FΓ(x) = lim
x→0+

FΓ2(x) + lim
x→0+

Pr(Γ1 ≤ x)

∫ ∞

x
fΓ2(z) dz

= lim
x→0+

FΓ1(x) + lim
x→0+

FΓ2(x)− lim
x→0+

FΓ1(x)FΓ2(x) . (A.21)

By substituting (A.18) and (A.19) into (A.21), the desired result given in (2.15) can

be readily derived. Moreover, the MacLaurin series expansions of the PDF and MGF

of Γ can then be derived by first differentiating (A.21) and then taking the Laplace

transformation of the resulting PDF, respectively.

�
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Appendix B

Proofs for Chapter 3

B.1 Proof of average SER of OT-MRS scheme

The lower bound on the average SER of the output-threshold multiple relay selection (OT-

MRS) scheme can be derived by averaging the conditional error probability (CEP) over the

PDF of the upper-bounded output SNR as follows:

P̄e =

∫ ∞

0
ζQ(

√
ηx)fγc(x)dx

=

∫ γth

0
ζQ(

√
ηx)

(

βsd,Lexp

(

− x

γ̄S,D

)

+
L∑

l=1

βl,L
(l − 1)!

xl−1exp

(
x

γ̄

))

dx

+

∫ ∞

γth

ζQ(
√
ηx)

(

βsd,1exp

(

− x

γ̄S,D

)

+
λ

γ̄
exp

(

−x
γ̄

))

dx

= ζβsd,LI1 + ζ
L∑

l=1

βl,LIl + ζβsd,1I2 +
ζλ

γ̄
I3, (B.1)

whereλ is defined in (3.12a). Moreover, in (B.1), the integralsI1, I2, I3, andIl are defined

as

I1 =

∫ γth

0
Q(

√
ηx)exp

(

− x

γ̄S,D

)

dx, I2 =
∫ ∞

γth

Q(
√
ηx)exp

(

− x

γ̄S,D

)

dx,

I3 =

∫ ∞

γth

Q(
√
ηx)exp

(

−x
γ̄

)

dx, and Il=
∫ γth

0

Q(
√
ηx)

(l − 1)!
xl−1exp

(

−x
γ̄

)

dx.

The integralsI1, I2, andI3 can be evaluated in closed-form by employing techniques

similar to those in [88]. The integralIl can be evaluated by first using the identity [116]

∫ x

0
tl−1exp

(

− t

γ̄

)

dt = (γ̄)l γ

(

l,
x

γ̄

)

(B.2)
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and then integration by parts as follows:

Il =
(γ̄)l

(l − 1)!
Q(

√
ηγth)γ

(

l,
γth
γ̄

)

+ 0.5γ̄l (1− 2Q(
√
ηγth))

+

l−1∑

j=0

2j−1 (γ̄)l−j√
πηj j!

(
ηγ̄

2 + ηγ̄

)j+0.5

γ

(

j+0.5,
γth
2γ̄

(2+ηγ̄)

)

. (B.3)

The desired result (3.19) can be derived by using the identitiesγ
(
1
2 , x
)
=
√
π
(
1−2Q(

√
2x)
)

andΓ(a, x)+γ(a, x)=Γ(x) [116].

B.2 Proof of average number of selected relays

The average number of selected relays (Lc) by the proposed OT-MRS scheme can be de-

rived as follows:

L̄c =
L∑

l=1

l Pr(Lc = l), (B.4)

where Pr(Lc = l) denotes the probability that the selected number of relays equals tol. In

order to derivēLc in closed-form,Pr(Lc = l) is first derived by using the definition ofγout

given in (3.6) as follows:

Pr(Lc= l) =







Pr (γS,D + γR1 ≥ γth) , l = 1

Pr

([

γS,D+

l∑

i=1

γRi
≥ γth

]

∩
[

γS,D+

l−1∑

i=1

γRi
<γth

])

, l∈{2,· · ·,L−1}

Pr

(

γS,D +
L−1∑

i=1

γRi
< γth

)

, l=L.

(B.5)

After some mathematical manipulations, (B.5) can be expressed in a more tractable form as

Pr(Lc = l) =







1− FΓ1(γth), l = 1
∫ γth

0

∫ ∞

γth−Γl−1

fΓl−1,γRl
(Γl−1, γRl

) dγRl
dΓl−1, l ∈ {2, · · · , L− 1}

FΓL−1
(γth), l = L.

(B.6)

By substituting (3.10), (3.11) into (B.5) and after applying some mathematical manipula-

tions, a lower bound forPr(Lc = l) can be derived as

Pr(Lc = l)≥







βsd,1γ̄S,Dexp
(

− γth
γ̄S,D

)

+ β1,1γ̄exp
(

−γth
γ̄

)

, l = 1

βsd,l−1

(
γ̄γ̄S,D
γ̄−γ̄S,D

)

exp
(

−γth
γ̄

)(

1− exp
(

−γth(γ̄−γ̄S,D)
γ̄γ̄S,D

))

+
l−1∑

i=1

βi,l−1 (γth)
i

i!
exp

(

−γth
γ̄

)

, l∈{2, · · · , L−1}

βsd,L−1γ̄S,D

(

1− exp
(

− γth
γ̄S,D

))

+
∑L−1

i=1
βi,L−1(γ̄)

i

(i−1)! γ
(

i, γthγ̄

)

, l = L.

(B.7)
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Next, by substituting (B.7) into (B.4), a lower bound on the average number of selected

relaysL̄c can be then derived as given in (3.21).
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Appendix C

Proofs for Chapter 4

C.1 Proof of the CDF of SNR lower bound of optimal TAS for
OWRNs

In the optimal TAS, the antenna indexesI andK at S andR, respectively, are selected

based the criterion given in (4.6). An upper bound for the CDFof the end-to-end SNR can

be derived as follows:

Fγe2e(x) = Pr

(

max
i∈{1,··· ,NS}

(

γ
(i,K)
e2e

)

≤ x

)

= P

(

max
i∈{1,··· ,NS}

(

γ
(i)
S,D + γ

(i,K)
SRD

)

≤ x

)

≤ Pr

(

max
i∈{1,··· ,NS}

(

γ
(i)
S,D, γ

(i,K)
SRD

)

≤ x

)

, (C.1)

whereγ(i,K)
SRD =

γ
(i)
S,R

γ
(K)
R,D

γ
(i)
S,R

+γ
(K)
R,D

.

The probability measure denoted byPr

(

max
i∈{1,··· ,NS}

(

γ
(i)
S,D, γ

(i,K)
SRD

)

≤ x

)

can be lower

bounded byF
γ
(I)
SD

(x)F
γ
(I,K)
SRD

(x), where the corresponding CDFs are defined asF
γ
(I)
S,D

(x)=

Pr

(

max
i∈{1,··· ,NS}

(

γ
(i)
S,D

)

≤ x

)

andF
γ
(I,K)
SRD

(x) = Pr

(

max
i∈{1,··· ,NS}

(

γ
(i,K)
SRD

)

≤ x

)

. The CDF

of γ(I)S,D is given by

F
γ
(I)
SD

(x) =

[

1− exp

(

− x

β0

)M0−1∑

t=0

1

t!

(
x

β0

)t
]NS

=

NS∑

u=0

u(M0−1)
∑

v=0

(
NS

u

)
(−1)uφv,u,M0

(β0)v
xvexp

(

−ux
β0

)

, (C.2)

whereM0 = moNd andφn,m,M0 is given by (4.14). TheF
γ
(I,K)
SRD

(x) is written as

F
γ
(I,K)
SRD

(x) =

∫ ∞

0
Pr



 max
1≤i≤Ns




γ
(i)
S,R λ

γ
(i)
S,R + λ



 ≤ x



 f
γ
(K)
R,D

(λ) dλ

= F
γ
(K)
R,D

(x) +

∫ ∞

0
F
γ
(I)
S,R

(
x(x+ λ)

λ

)

f
γ
(K)
R,D

(λ) dλ, (C.3)
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where the CDF ofγ(K)
R,D is the derived as

F
γ
(K)
R,D

(x) =

[

1− exp

(

− x

β2

)M2−1∑

t=0

1

t!

(
x

β2

)t
]NR

=

NR∑

p=0

p(M2−1)
∑

q=0

(
NR

p

)
(−1)pφq,p,M2

(β2)q
xqexp

(

−px
β2

)

, (C.4)

and the PDF ofγ(K)
R,D can be obtained by differentiation (C.4) as

f
γ
(K)
R,D

(x) =
d

dx

{

F
γ
(K)
R,D

(x)

}

=

NR−1
∑

p=0

p(M2−1)
∑

q=0

(−1)pNR

(NR−1
p

)
φq,p,M2

Γ(M2)(β2)M2+q

× xM2+q−1exp

(

−(p+ 1)x

β2

)

. (C.5)

In (C.4) and (C.5),M2 = m2ND. The CDF ofγ(I)S,R is next derived as

F
γ
(I)
S,R

(x) =

[

1− exp

(

− x

β1

)M1−1∑

t=0

1

t!

(
x

β1

)t
]NS

=

NS∑

a=0

a(M1−1)
∑

b=0

(
NS

a

)
(−1)aφb,a,M1

(β1)b
xbexp

(

−ax
β1

)

, (C.6)

whereM1 = m2Nd. Next, by substituting (C.4), (C.5), and (C.6) into (C.3), asingle

integral expression, involving
∫∞
0 λM2+q−b−1(x+λ)bexp

(

− (p+1)λ
β2

− ax2

β1λ

)

dλ, for γ(I,K)
SRD

can be obtained. This integral can be evaluated closed-formby first using the binomial

expansion of(x+ λ)b and then using [1, Eqn. (3.471.9)]. Finally, the desired result (4.13a)

can be obtained in closed-form by substitutingγ(I,K)
SRD , and (C.2) into (C.1).

C.2 Proof of the CDF of the SNR of optimal TAS for OWRNs
without direct channel

The end-to-end SNR of the optimal TAS for MIMO OWRNs without the direct channel is

given by

γ
(I,K)
e2e = γ

(I,K)
SRD =

γ
(I)
S,Rγ

(K)
R,D

γ
(I)
S,R + γ

(K)
R,D

, (C.7)

whereI andK are the optimal transmit antenna indices atS andR, respectively. The CDF

of γ(I,K)
SRD can be then derived as follows:

F
γ
(I,K)
SRD

(x) = Pr
(

γ
(I)
S,Rγ

(K)
R,D/(γ

(I)
S,R + γ

(K)
R,D) ≤ x

)

= F
γ
(I)
S,R

(x) +

∫ ∞

x
Pr
(

γ
(K)
R,D ≤ (xy/(y − x)

)

f
γ
(I)
S,R

(y) dy. (C.8)
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By using the variable changez = y − x, Fγe2e(x) is written in a compact form as

F
γ
(I,K)
SRD

(x) = 1−
∫ ∞

0
F̄
γ
(K)
R,D

((x+ y)x/y) f
γ
(I)
S,R

(x+ y) dy, (C.9)

wheref
γ
(I)
S,R

(x) is the PDF ofγ(I)S,R andF̄
γ
(K)
R,D

(x) is the CCDF ofγ(K)
R,D. By employing (C.4),

F̄
γ
(K)
R,D

(x) can be obtained as follows:

F̄
γ
(K)
R,D

(x) = 1−
NR∑

p=0

p(M2−1)
∑

q=0

(
NR

p

)
(−1)pφq,p,M2

(β2)q
xqexp

(

−px
β2

)

, (C.10)

Thef
γ
(I)
S,R

(x) is next derived by differentiating (C.6)

f
γ
(I)
S,R

(x) =

NS−1
∑

a=0

a(M1−1)
∑

b=0

(−1)aNS

(
NS−1
a

)
φb,a,M1

Γ(M1) (β1)M1+b
xM1+b−1exp

(

−(a+1)x

β1

)

. (C.11)

B first substituting (C.10) and (C.11), into (C.9), and then evaluating the residue integral by

employing [1, Eqn. (3.471.9)], the desired result can be derived in closed-form as given in

(4.15a).

C.3 Proof of the asymptotic performance metrics for OWRNs

In this section, the proofs of the asymptotic outage probability and the average SER at high

SNRs are sketched.

The end-to-end SNR of the optimal TAS for MIMO OWRNs is given by

γ
(I,K)
e2e = γ

(I)
S,D +

γ
(I)
S,Rγ

(K)
R,D

γ
(I)
S,R + γ

(K)
R,D

, (C.12)

whereI andK are the optimal transmit antenna indices atS andR, respectively. The first

part and the second part of (C.12) represent the SNRs of the direct channel and relayed-

channel, respectively. For the sake of simplicity, the relayed-channel SNR is denoted as

γ
(I,K)
SRD =

γ
(I)
S,Rγ

(K)
R,D

γ
(I)
S,R + γ

(K)
R,D

. (C.13)

Interestingly,γ(I,K)
SRD also accounts for the exact end-to-end SNR of the optimal TASfor

OWRNs without having the direct channel.

Our first goal is to derive the first order expansion of the CDF of γ(I,K)
SRD , and thereby, to

derive the same for the CDF ofγ(I,K)
e2e . To this end, the first order expansion ofF

γ
(I)
S,R

(x) is

derived as

lim
x→0+

F
γ
(I)
S,D

(x) = ΠSD

(
x

γ̄

)m0NDNS

+ o
(
xm0NDNS

)
, (C.14)
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wherek0 = γ̄S,D/γ̄ andΠSD = (m0/k0)m0NDNS

( (m0ND)! )NS
. The achievable diversity order of the

direct channel is therefore given byGd,SD = m0NDNS.

By employing (C.8), the first order expansion ofγ(I,K)
SRD can be derived as

lim
x→0+

F
γ
(I,K)
SRD

(x) = lim
x→0+

F
γ
(I)
S,R

(x) + lim
x→0+

∫ ∞

x
F
γ
(K)
R,D

(
xy

y − x

)

f
γ
(I)
S,R

(y) dy. (C.15)

One immediately observes that iflimx→0+ , thenx/(y − x) → 0+. By employing this fact,

(C.15) is then simplified as

lim
x→0+

F
γ
(I,K)
SRD

(x) = lim
x→0+

F
γ
(I)
S,R

(x) + lim
x→0+

[

F
γ
(K)
R,D

(x)

(

1− F
γ
(I)
S,R

(x)

)]

. (C.16)

The first order expansion ofF
γ
(I)
S,R

(x) is next derived by using (C.4) as follows:

lim
x→0+

F
γ
(I)
S,R

(x) = Π1

(
x

γ̄

)m1NSNR

+ o
(
xm1NSNR

)
, (C.17)

whereΠ1 = (m1/k1)m1NSNR

( (m1NR)! )NS
. Similarly, the first order expansion ofF

γ
(K)
R,D

(x) is then de-

rived as

lim
x→0+

F
γ
(K)
R,D

(x) = Π2

(
x

γ̄

)m2NRND

+ o
(
xm1NRND

)
, (C.18)

whereΠ2 = (m2/k2)m2NRND

( (m2ND)! )NR
. Besides, in (C.17) and (C.18),k1 = γ̄S,R/γ̄ and k2 =

γ̄R,D/γ̄. By first substituting (C.17) and (C.18) into (C.16), and then taking the single-

term polynomial with the lowest power ofx, the first order expansion ofF
γ
(I,K)
SRD

(x) can be

derived as follows:

lim
x→0+

F
γ
(I,K)
SRD

(x) = ΠSRD

(
x

γ̄

)Gd,SRD

+ o
(
xGd,SRD

)
, (C.19)

whereΠ is defined as

ΠSRD =







Π1, m1NS < m2ND

Π2, m1NS > m2ND

(Π1 +Π2) , m1NS = m2ND = mN.

(C.20)

whereΠ1 andΠ2 are defined in (C.17) and (C.18). Moreover, the diversity orderGd,SRD

is given byGd,SRD = NRmin (m1NS ,m2ND). The asymptotic outage probability of

the optimal TAS for OWRNs without having the direct channel can be then obtained by

evaluating (C.19) at the threshold SNR as given in (4.26).

The first order expansion of the end-to-end SNR of the optimalTAS for OWRNs with

the direct channel is next derived as follows: To this end, the first order expansions of the

MGFs ofγ(I)S,D is derived by substituting (C.14) into (4.16) as follows:

M
γ
(I)
SD

(s) =
ΠSDΓ(Gd,SD + 1)

(γ̄s)Gd,SD
+ o

(
s−Gd,SD

)
. (C.21)
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Similarly, the first order expansion of the MGF ofγ(I,K)
SRD is derived as

M
γ
(I,K)
SRD

(s) =
ΠSRDΓ(Gd,SRD + 1)

(γ̄s)Gd,SRD
+ o

(
s−Gd,SRD

)
. (C.22)

The first order expansion of the CDF ofγ(I,K)
e2e given in (C.12) can be then derived by using

L−1
(
1
sMγ

(I)
SD

(s)M
γ
(I,K)
SRD

(s)
)

, whereL−1(·) denotes the inverse Laplace transform, as

follows:

lim
x→0+

F
γ
(I,K)
e2e

(x) =
ΠSDΠSRDΓ(Gd,SD + 1)Γ(Gd,SRD)

Γ(Gd,SD +Gd,SRD + 1)

(
x

γ̄

)Gd,SD+Gd,SRD

+ o
(
xGd,SD+Gd,SRD

)
. (C.23)

By first substituting the corresponding values ofΠSD, ΠSRD, Gd,SD, andGd,SRD defined

in (C.14) and (C.15) into (C.23), and then evaluating it at the threshold SNR, the desired

asymptotic outage probability at high SNRs can be obtained as in (4.25a).

The asymptotic average SER at high SNRs can the be derived by substituting the first

order expansion of the CDF of the end-to-end SNR into the integral representation of the

average SER̄P∞
e = α

2

√
ϕ
2π

∫∞
0 x−

1
2 e−

ϕx
2 Fγ∞e2e(x) dx.

C.4 Proof of the CDF of effective SNR of optimal Tx/Rx antenna
selection for TWRNs

The proof of the CDF of the effective end-to-end SNR, which isdefined as the end-to-end

SNR of the worst source, is sketched as follows:

FZ(z) = Pr



Z = max
j∈{1,··· ,N1},l∈{1,··· ,N2}

m∈{1,··· ,NR}

(

min
(

γ
(j,l,m)
S1

, γ
(j,l,m)
S2

))

≤ z





= Pr

[

max
m∈{1,··· ,NR}

(

min
(

γ
(J,L,m)
S1

, γ
(J,L,m)
S2

))

≤ z

]

, (C.24)

whereγ(j,l,m)
S1

andγ(j,l,m)
S2

are defined in (4.5). Besides,γ(J,L,m)
S2

andγ(J,L,m)
S2

are the end-

to-end SNR atS1 andS2, respectively, and are given by

γ
(J,L,m)
S1

= max
j∈{1,··· ,N1},l∈{1,··· ,N2}

(

γ
(j,l,m)
S1

)

=
XmYm

αXm + βYm + η
(C.25a)

γ
(J,L,m)
S2

= max
j∈{1,··· ,N1},l∈{1,··· ,N2}

(

γ
(j,l,m)
S2

)

=
XmYm

βXm + αYm + η
, (C.25b)

where the random variablesXm andYm are defined as

Xm =
∣
∣
∣h

(m,J)
S1,R

∣
∣
∣

2
= max

j∈{1,··· ,N1}

(∣
∣
∣h

(m,j)
S1,R

∣
∣
∣

2
)

(C.25c)

Ym =
∣
∣
∣h

(m,L)
S2,R

∣
∣
∣

2
= max

l∈{1,··· ,N2}

(∣
∣
∣h

(m,l)
S2,R

∣
∣
∣

2
)

(C.25d)
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In (C.25c) and (C.25d),α = (γ̄S + γ̄R)/γ̄S γ̄R, β = 1/γ̄R and η = 1/γ̄S γ̄R, where

γ̄S = PS/σ2S andγ̄R = PR/σ2R are the average transmit SNRs at the source nodes and the

relay1.

We then defineZm = min
(

γ
(J,L,m)
S1

, γ
(J,L,m)
S2

)

and simplify it as follows2:

Zm =

{

γ
(J,L,m)
S1

, Ym ≤ Xm

γ
(J,L,m)
S2

, Ym > Xm.
(C.26)

The CDF ofZm can be next derived as

FZm(z) = Pr [Zm ≤ z] = P1(z) + P2(z), (C.27a)

whereP1(z) andP2(z) are given by

P1(z) = Pr
[{

γ
(J,L,m)
S1

≤ z
}

∩ {Ym ≤ Xm}
]

(C.27b)

P2(z) = Pr
[{

γ
(J,L,m)
S2

≤ z
}

∩ {Xm < Ym}
]

. (C.27c)

After some manipulations, the probabilityP1(z) can be expressed in a more mathematically

tractable form as follows:

P1(z) = Pr [{Xm ≤ βz} ∩ {Ym ≤ Xm}]

+ Pr

[{

Ym ≤ z(αXm + η)

Xm − βz

}

∩ {Ym ≤ Xm}
]

, (C.28a)

where the first probability measure of (C.28a) is given by

I1(z) = Pr [{Xm ≤ βz}∩{Ym ≤ Xm}] =
∫ βz

x=0

∫ x

y=0
fXm(x) fYm(y) dydx. (C.28b)

Similarly, the second probability measure of (C.28a) is expanded as

I
′
1(z) = Pr

[{

Ym ≤ z(αXm + η)

Xm − βz

}

∩ {Ym ≤ Xm}
]

=

∫ ∞

t=0
Pr

[

Ym ≤ min

(
z(α(t+βz) + η)

t
, t+βz

)]

fXm(t+βz) dt, (C.28c)

where the termmin (·, ·) in I ′
1(z) can be simplified as

min

(
z(α(t+ βz) + η)

t
, t+ βz

)

=

{

t+ βz, 0 ≤ t ≤ φ(z)
z
t [α(t+ βz) + η] , t ≥ φ(z),

(C.28d)

1Without loss of generality, the transmit powers and the additive white Gaussian noise (AWGN) noise variances
at the bothS1 andS2 are assumed to be identical; i.e.,PS1

= PS2
= PS andσ2

S1
= σ2

S2
= σ2

S .
2It is important to note that the random variablesγ

(J,L,m)
S1

andγ(J,L,m)
S2

are not statistically independent.
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whereφ(z) is derived by first solving the quadratic equation

t2 + (β − α)zt− z(αβz + η) = 0 (C.28e)

and then taking the viable root as

φ(z) = 0.5(α − β)z + 0.5
√

(α− β)2z2 + 4z(αβz + η). (C.28f)

Consequently,I ′
1(z) can be simplified as follows:

I ′
1(z) = I2(z) + I3(z), (C.29a)

where the integralsI2(z) andI3(z) are given by

I2(z) =

∫ φ(z)

t=0
FYm(t+ βz) fXm(t+ βz) dt (C.29b)

I3(z) =

∫ ∞

t=φ(z)
FYm

(
z(α(t+ βz) + η)

t

)

fXm(t+ βz) dt. (C.29c)

Next,P1(z) in (C.27b) is derived as follows:

P1(z) = I1(z) + I2(z) + I3(z). (C.30a)

In (C.28a),FXm(x) andFYm(y) are the CDFs ofXm andYm (C.25a), respectively, and are

given by [138]

FXm(x) =
[

F|h(m,j)|2(x)
]N1

=

N1∑

p=0

(
N1

p

)

(−1)pexp

(
px

ζ1

)

(C.30b)

FYm(y) =
[

F|h(m,l)|2(y)
]N2

=

N2∑

q=0

(
N2

q

)

(−1)qexp

(−qy
ζ2

)

. (C.30c)

Moreover,fXm(x) andfYm(y) are the PDFs ofXm andYm, respectively, and are given by

fXm(x) =

N1−1∑

p=0

N1

(N1−1
p

)
(−1)p

ζ1
exp

(−(p+ 1)x

ζ1

)

(C.30d)

fYm(y) =

N2−1∑

q=0

N2

(N2−1
q

)
(−1)q

ζ2
exp

(−(q + 1)y

ζ2

)

. (C.30e)

By substituting (C.30b) and (C.30d) into (C.28a),I1(z) andI2(z) can be evaluated ex-

actly in closed-form as given in the first and second terms of (4.21). Specifically,I3(z)
is too mathematically intractable to be exactly solved, andthus, two efficient evaluation

techniques are provided as follows:
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C.4.1 Derivation ofI3(z) by using GLQ [116, Eq. (25. 4. 45)]:

The integralI3 is given by

I3(z) =

N1−1∑

p=0

N2∑

q=0

N1

(N1−1
p

)(N2

q

)
(−1)p+q

ζ1
exp

(

−z
(
(p + 1)β

ζ1
+
qα

ζ2

))

×
∫ ∞

φ(z)
exp

(

−
(
(p+ 1)t

ζ1
+
pz(αβz + η)

ζ2t

))

dt, (C.31a)

whereα, β, η, andφ(z) are defined in (4.21). Now, (C.31a) is re-arranged to obtain the

Gauss-Laguerre quadrature (GLQ) integral form as

I3(z) =

N1−1∑

p=0

N2∑

q=0

N1

(N1−1
p

)(N2

q

)
(−1)p+q

p+ 1

× exp

(

−
[

z

(
(p+ 1)β

ζ1
+
qα

ζ2

)

+
(p+ 1)φ(z)

ζ1

])∫ ∞

0
Ψ(x)e−xdx, (C.31b)

whereΨ(x) = exp
(

− qz(p+1)(αβz+η)
ζ2[ζ1x+(p+1)φ(z)]

)

. The integral in (C.31b) can be readily evaluated

by using the GLQ rule as follows:

∫ ∞

0
Ψ(x)e−xdx =

Tg∑

t=1

wtΨ(xt) +RTg , (C.32)

wherext andwt for t ∈ {1, · · · , Tg} are the abscissas and weights of the GLQ, respectively

[116, Eqn. (25.4.45)]. Specifically,xt is the tth root of the Laguerre polynomialLn(x)
[116, Chap. 22], and the correspondingtth weight is given bywt = ( t!)2xt

(t+1)2 [Lt+1(xt)]2
.

Both xt andwt can be efficiently computed by using the classical algorithmproposed in

[117]. Furthermore,Tg is the number of terms used in the GLQ summation, andRTg is the

remainder term, which readily diminishes asTg approaches as small as 10 [117].

C.4.2 Derivation of I3(z)y using the Taylor series expansion

The integral in (C.31a) can be written by applying the Taylorseries toe−
pz(αβz+η)

ζ2t as fol-

lows:

J (z) =

∞∑

i=0

(−1)i

i!
[acz(αβz + η)]iexp (aφ(z))

∫ ∞

aφ(z)

exp (−t)
ti

dt, (C.33a)

whereα, β andφ(z) are defined in (4.21), anda = p+1
ζ1

, c = q
ζ2

, respectively. The integral

in (C.33a) can be evaluated by using [1, Eqn. (3.381.6)] as

J (z) =

∞∑

i=0

(−1)i[acz(αβzη)]iexp
(
aφ(z)

2

)

W−i
2
, 1−i

2
(aφ(z))

(i)![aφ(z)]
i
2

, (C.33b)
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whereWν,µ(z) is the Whittaker function [1, Eqn. (9.220.4)]. Eqn. (C.33b)can be further

simplified by using [139] as

J (z) =

∞∑

i=0

(−1)i

i!
[acz(αβz + η)]iexp (aφ(z)) Γ(1− i, aφ(z)) , (C.33c)

whereΓ(µ, z) is the complementary incomplete gamma function [116, Eqn. (8.350.2)].

Next, we test the convergence of the infinite series expansion in (C.33c) as follows: To

this end, we denote the summand of (C.33c) byAi(z).

lim
i→∞

Ai+1

Ai
= lim

i→∞
−[acz(αβz + η)]

i+ 1

Γ(−i, aφ(z))
Γ(−i+ 1, aφ(z))

→ 0. (C.34)

Eqn. (C.34) follows from the fact thatΓ(−i, z) is monotonically decreasing withi ≥ 0 and

for a givenz, and thus the ratio Γ(−i,aφ(z))
Γ(−i+1,aφ(z)) is bounded asi → ∞. Since lim

i→∞
Ai+1

Ai
< 1,

by using the Ratio test, it can be shown that the infinite series in (C.33c) is convergent.

Now, by following similar steps to those ofP1, the second part of (C.27b) i.e.,P2 can

be evaluated readily. Then the CDF ofZm can be derived asFZm(z) = P1 + P2.

By identifying that theZm for m ∈ {1, · · · , NR} are statistically independent and

identically distributed random variables, the CDF ofZ in (C.24) can be derived readily as

FZ(z) = (FZm(z))NR (4.20).

C.5 Proof of the asymptotic performance metrics for TWRNs

In this section, the proofs of the asymptotic outage probability of the optimal antenna selec-

tion for TWRNs is sketched. In this context, the first order expansion of the CDFs ofXm

andYm in (C.30b) can be derived as3 [61]

F∞
Xm

(x) =
xN1

ζN1
1

+ o
(
xN1

)
and F∞

Ym(y) =
yN2

ζN2
2

+ o
(
yN2
)
. (C.35)

Similarly, the first order expansions of the PDFs ofXm andYm are given by [61]

f∞Xm
(x) =

N1x
N1−1

ζN1
1

+ o
(
xN1−1

)
and f∞Ym(y) =

N2y
N2−1

ζN2
2

+ o
(
yN2−1

)
. (C.36)

We first considerP1(z) in (C.28a). By substituting (C.36) and (C.35) into (C.28b) and

(C.29b), the first order expansion ofI1(z) andI2(z) can be derived as follows:

I
∞
1 (z) =

N1(βz)
N1+N2

(N1 +N2)ζ
N1
1 ζN2

2

+ o
(
zN1+N2+1

)
, (C.37a)

I
∞
2 (z) =

N1(αz)
N1+N2

(N1 +N2)ζ
N1
1 ζN2

2

+ o
(
zN1+N2+1

)
. (C.37b)

3The first order expansion ofFX(x), i.e.,limx→0+ FX(x), is also denoted byF∞
X (x)
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The first order expansion ofI3(z) can be next derived follows: To this end, the Integral

I3(z) in (C.29c) can be re-written by applying a change of variable; t+ βz → t as

I3(z) =

∫ ∞

t=φ(z)+βz
Pr

[

Ym ≤ z(αt+ η)

t− βz

]

fXm(t) dt. (C.38)

We next consider the first order expansion ofI3(z) in (C.38). One observes that iflim
z→0+

,

then z(αt+η)
t−βz → 0+. Thus, I3(z) in (C.38) can be approximated wheneverz → 0+ as

follows:

I
∞
3 (z) = F∞

Ym(αz)

(

lim
z→0+

∫ ∞

t=φ(z)+βz
fXm(t) dt

)

=F∞
Ym(αz)

[
1−F∞

Xm
(φ(z)+βz)

]
. (C.39)

By first substituting (C.35) into (C.39) and then by selecting the lowest powers ofz, the

first order expansion ofI3(z) can be derived as

I
∞
3 (z) =

(αz)N2

ζN2
2

+ o
(
zN2
)
. (C.40)

The first order expansion ofP1(z) is then given byP∞
1 (z) = I

∞
1 (z) + I

∞
2 (z) + I

∞
3 (z). In

particular, the behavior ofP1(z) at the origin is completely governed byI∞3 (z) as it has the

lowest powers ofz, and thusP∞
1 (z) can be simplified as

P∞
1 (z) =

(αz)N2

ζN2
2

+ o
(
zN2
)
. (C.41)

By following similar techniques to those ofP∞
1 (z), the first order expansion pfP2(z) in

(C.27a) can be next derived as

P∞
2 (z) =

(αz)N1

ζN1
1

+ o
(
zN1
)
. (C.42)

The first order expansion of the CDF ofZm can be now derived by using (C.41) and (C.42)

as follows:

F∞
Zm

(z)=P∞
1 (z)+P∞

2 (z)=







1
(ζ1)N1

(
γ̄S+γ̄R
γ̄S γ̄R

)N1

zN1 + o
(
zN1
)
, N1 < N2

1
(ζ2)N2

(
γ̄S+γ̄R
γ̄S γ̄R

)N2

zN2 + o
(
zN2
)
, N1 > N2

(
1

(ζ1)N
+ 1

(ζ2)N

)(
γ̄S+γ̄R
γ̄S γ̄R

)N
zN+o

(
zN
)
, N1=N2=N.

(C.43)

The asymptotic outage probability at high SNRs can be then derived as in (4.30a) by first

obtaining the first order expansion ofZ by substituting (C.43) intoF∞
Z (z) = (F∞

Zm
(z))NR

and then evaluating it atγth.
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C.6 Proof of the CDF of the SNR of optimal TAS for OWRNs
with feedback delays

We first suppose that̃γ(i)S,R denotes the delayed version ofγ(i)S,R by timeτ1. The average fad-

ing power is assumed to remain constant over the time delayτ1. By following the analysis

techniques pertinent to the outdated CSI of [140], the jointPDF of γ̃(i)SR andγ(i)SR can be

written as follows:

f
γ̃
(i)
S,R

,γ
(i)
S,R

(x, y) =
mm1NR+1

1 (xy)
m1NR−1

2

(m1NR − 1)!ρm1NR−1
1

(
1− ρ21

)
(γ̄S,R)m1NR+1

× exp

(

− m1(x+ y)
(
1− ρ21

)
γ̄S,R

)

Im1NR−1

(

2m1ρ1
√
xy

(
1− ρ21

)
γ̄S,R

)

, (C.44)

whereρ21 is the normalized correlation coefficient betweenγ̃(i)S,R andγ(i)S,R. The feedback

delayτ1 can be related toρ1 by following Clarke’s scattering model, asρ1 = J0(2πf1τ1),

wheref1 is the Doppler fading frequency. In fact, (C.44) is the jointPDF of two correlated

Gamma distributed random variables.

The CDF of the end-to-end SNR (γ̃e2e) of the optimal TAS for OWRNs without having

the direct channel can be derived as

Fγe2e(x) = 1−
∫ ∞

0

[

1− F
γ̃
(I)
S,R

(
(z + x)x

z

)]

f
γ̃
(K)
R,D

(z + x) dz. (C.45)

One now needs to obtain the CDF ofγ̃(I)S,R and the PDF of̃γ(K)
R,D. To this end, we start

deriving the CDF of̃γ(I)S,R. In fact, γ̃(I)S,R is the induced order statistic of the original order

statisticγ(I)S,R [138]. The PDF of̃γ(I)S,R can be therefore derived as [138,140]

f
γ̃
(I)
S,R

(x) =

∫ ∞

0
f
γ̃
(I)
S,R

∣

∣

∣
γ
(I)
S,R

(x| y) f
γ
(I)
S,R

(y) dy, (C.46)

wheref
γ̃
(I)
S,R

∣

∣

∣
γ
(I)
S,R

(x| y) =
f
γ̃
(i)
S,R

,γ
(i)
S,R

(x,y)

f
γ
(i)
S,R

(y) is the PDF of̃γ(I)S,R conditioned onγ(I)S,R. The PDF

of γ(I)S,R is given byf
γ
(I)
S,R

(y) = NR

[

F
γ
(i)
S,R

(y)

]NR−1

f
γ
(i)
S,R

(y). By first substituting (C.44)

into (C.46) and then solving the resulting integral by using[141, Eqn. (4.16.20)], the PDF

of γ̃(I)S,R can be derived as follows:

f
γ̃
(I)
S,R

(x) =

NS−1∑

a=0

a(M1−1)
∑

b=0

NS(−1)a
(NS−1

a

)
φb,a,M1Γ(M1 + b)

Γ2(M1)ρ
M1
1 β

M1
2

1

× (1− ρ21)
ξ

(
1 + a(1− ρ21)

)ξ
x

M1−2
2 exp (−Ξx)M−ξ,ϑ(θx), (C.47)
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whereξ = M1+2b
2 , ϑ = M1−1

2 , Ξ =
2+2a(1−ρ21)−ρ21

2β1(1−ρ21)(1+a(1−ρ21))
andθ =

ρ21
β1(1−ρ21)(1+a(1−ρ21))

. By

first using the Confluent Hypergeometric function1F1(·; ·; ·) representation of Whittaker-

M function [1, Eqn. (9.220.2)] and then by expressing1F1(·; ·; ·) as a finite series expansion

[139], a mathematically tractable form for (C.47) can be next derived as follows:

f
γ̃
(I)
S,R

(x) =

NS−1∑

a=0

a(M1−1)
∑

b=0

b∑

k=0

NS(−1)a
(NS−1

a

)(b
k

)
φb,a,M1

Γ(M1)Γ(M1 + k)βM1+k
1

× Γ(M1 + b)ρk1(1− ρ21)
b−k

(
1 + a(1 − ρ21)

)M1+b+k
xM1+k−1exp (−Φx) , (C.48)

whereΦ = (a+1)
β1(1+a(1−ρ21))

. The CDF ofγ̃(I)S,R can be then derived as

F
γ̃
(I)
S,R

(x) = 1−
NS−1
∑

a=0

a(M1−1)
∑

b=0

b∑

k=0

M1+k−1∑

l=0

NS(−1)a
(
NS−1
a

)(
b
k

)

Γ(M1)β
l
1( l!)

× φb,a,M1Γ(M1 + b)ρ2k1 (1− ρ21)
b−k

(a+ 1)M1+k−l
(
1 + a(1− ρ21)

)b+l
xlexp (−Φx) . (C.49)

By using similar techniques to those of used for the derivation off
γ̃
(I)
S,R

(x), the PDF of̃γ(K)
R,D,

f
γ̃
(K)
R,D

(x), can be derived as well. The desired result can be then derived by employing

(C.45) as given in (4.51a).

The proof of the first order expansion ofFγe2e(x) is next sketched. To this end, the first

order expansion ofF
γ̃
(I)
S,R

(x) is derived as follows:

lim
x→0+

F
γ̃
(I)
S,R

(x) = Φ1

(
x

γ̄

)m1NR

+ o
(
xm1NR

)
, (C.50)

whereΦ1 is defined in (4.52b). Similarly, the first order expansion ofF
γ̃
(K)
R,D

(x) is derived

as

lim
x→0+

F
γ̃
(K)
R,D

(x) = Φ2

(
x

γ̄

)m2ND

+ o
(
xm2ND

)
, (C.51)

whereΦ2 is defined in (4.52c). By first substituting (C.50) and (C.51)into (C.16) and then

selecting the single-term with the lowest power ofx, the first order expansion ofFγe2e(x)

is derived as follows:

lim
x→0+

Fγe2e(x) = Φ

(
x

γ̄

)Gd

+ o
(
xGd

)
, (C.52)

whereΦ andGd are defined in (4.55b) and (4.53), respectively. The asymptotic outage

probability can then be derived by evaluating (C.52) at the threshold SNR as given in

(4.52a).
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C.7 Proof of the CDF of the SNR of optimal antenna selection
for TWRNs with feedback delays

Whenever the antennas are selected by using outdated CSI dueto feedback delays,γ(J,L)S1

andγ(J,L)S2
in (C.25a) can be expressed as4

γ
(Ĵ ,L̂)
S1

= max
j∈{1,··· ,N1},l∈{1,··· ,N2}

(

γ
(j,l)
S1

)

=
X̂Ŷ

αX̂ + βŶ + η
and

γ
(Ĵ ,L̂)
S2

= max
j∈{1,··· ,N1},l∈{1,··· ,N2}

(

γ
(j,l)
S2

)

=
X̂Ŷ

βX̂ + αŶ + η
, (C.53)

whereX̂ = max
j∈{1,··· ,N1}

(∣
∣
∣ĥ

(j)
S1,R

∣
∣
∣

2
)

and Ŷ = max
l∈{1,··· ,N2}

(∣
∣
∣ĥ

(l)
S2,R

∣
∣
∣

2
)

. Here, ĥ(j)S1,R
and

ĥ
(l)
S2,R

are thejth andlth elements of the outdated channel vectors defined in (4.57). In fact,

X̂ andŶ are the induced order statistics of original random variablesX andY [138]. Thus,

the CDF and the PDF of̂X can be derived by using techniques similar those used in [119]

as follows:

FX̂(x) = 1−
N1−1∑

p=0

(−1)p
(
N1

p+ 1

)

exp

(

− (p + 1)x

ζ1
(
1 + p

(
1− ρ21

))

)

and

fX̂(x) =

N1−1∑

p=0

(−1)pN1

(N1−1
p

)

ζ1
(
1 + p

(
1− ρ21

))exp

(

− (p+ 1)x

ζ1
(
1 + p

(
1− ρ21

))

)

. (C.54)

Similarly, the CDF and PDF of̂Y can be derived as

FŶ (y) = 1−
N2−1∑

q=0

(−1)q
(
N2

q + 1

)

exp

(

− (q + 1)y

ζ2
(
1 + q

(
1− ρ22

))

)

and

fŶ (y) =

N2−1∑

q=0

(−1)qN2

(N2−1
q

)

ζ2
(
1 + p

(
1− ρ21

))exp

(

− (q + 1)y

ζ2
(
1 + q

(
1− ρ22

))

)

. (C.55)

By substituting (C.54) and (C.55) into (C.28a) and following techniques similar to those in

Appendix C.4, the CDF of̂Z, and thereby, outage probability can be derived as given in

(4.58a).

The first order expansion ofFX̂(x) andfX̂(x) can be derived as

F∞
X̂
(x) =

N1−1∑

p=0

(−1)pN1

(N1−1
p

)

ζ1(1 + p(1− ρ21))
x+ o (x) and

f∞
X̂
(x) =

N1−1∑

p=0

(−1)pN1

(
N1−1
p

)

ζ1(1 + p(1− ρ21))
+ o (1) . (C.56)

4Since the system model is relaxed by considering a single-antenna relay, the dependency of end-to-end SNR
on relay antenna index (m) is ignored.
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Similarly, the first order expansion ofFŶ (y) andfŶ (y) is given by

F∞
Ŷ
(y) =

N2−1∑

q=0

(−1)qN2

(
N2−1
q

)

ζ2(1 + q(1− ρ22))
y + o (y) and

f∞
Ŷ
(y) =

N2−1∑

q=0

(−1)qN2

(N2−1
q

)

ζ2(1 + q(1− ρ22))
+ o (1) . (C.57)

By first substituting (C.56) and (C.57) into (C.37a), (C.37b) and (C.39), and then by fol-

lowing techniques similar to those in Appendix C.5, the asymptotic outage probability of

the optimal antenna selection for TWRNs under feedback delays can be derived as given in

(4.59a).

∼
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Appendix D

Proofs for Chapter 5

D.1 Proof of the end-to-end SNR

To begin with, the signal vector belonging to thenth source, received at themth source in

thejth time-slot of the broadcast (BC) phase is re-written as

y
(j,n)
Sm

= Gjgnxn +Gjn
(j)
R +V(j)

m n(j)
m , (D.1)

whereGj =
√

PR/(g2j + g2j+1 + σ2R), gn =
√

Pn/Tn, Tn = NR/(Nn − NR), j ∈
{1, · · · ,M−1}, m ∈ {1, · · · ,M}, n ∈ {1, · · · ,M}, andm 6= n. The post-processing

end-to-end SNR of thekth data subchannel ofy(j,n)
Sm

can then be derived as follows:

[

γ
S
(j,n)
m

]

k
=

G2
jg

2
n

G2
jσ

2
R + σ2m

[

V
(j)
m

(

V
(j)
m

)H
]

k,k

. (D.2)

By substitutingGj andV(j)
m in (5.7) into (D.2), the end-to-end SNR of the desired data

subchannel can be re-written as
[

γ
S
(j,n)
m

]

k
=

PRg2n

PRσ2R + σ2m(g
2
j + g2j+1 + σ2R)

[((

H
(j)
R,m

)H
H

(j)
R,m

)−1
]

k,k

. (D.3)

Next, by substitutingg2n = Pn/Tn, g2j = Pj/Tj andg2j+1 = Pj+1/Tj+1 into (D.3) and

performing some mathematical manipulations, the desired result can be derived as shown

in (5.11).

D.2 Proof of the outage probability lower bound of pairwise ZF
transmission strategy

In this Appendix, the lower bound of the outage probability of themth source is sketched.

To this end, the maximum diagonal element of the inverse of a Wishart matrix can be lower
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bounded by its arbitraryath diagonal element as

max
k∈{1···NR}





[((

H
(j)
R,m

)H
H

(j)
R,m

)−1
]

k,k



 ≥
[((

H
(j)
R,m

)H
H

(j)
R,m

)−1
]

a,a

, (D.4)

wherea ∈ {1, · · · , NR}. Next, the smallest post-processing subchannel SNR ofSm re-

ceived in thejth time-slot of the BC phase can be upper bounded as

min
k∈{1···NR}

([

γ
S
(j)
m

]

k

)

≤ γ
(j),ub
Sm,min

=
η
(j)
m

ζ
(j)
m +µ

(j)
m

[((

H
(j)
R,m

)H
H

(j)
R,m

)−1
]

a,a

, (D.5)

whereµ(j)m , η(j)m , andζ(j)m are defined in (5.26). By substituting (D.5) into (5.24),Pout,m

can be lower bounded as

Pout,m ≥ P lb
out,m = Pr

(

min
j∈{1,··· ,M−1}

(

γ
(j),ub
Sm,min

)

≤ γth

)

. (D.6)

In order to deriveP lb
out,m in closed-form, the CDF ofγ(j),ubSm,min

is obtained as follows:

F
γ
(j),ub
Sm,min

(x) = 1− Pr

(

X(j)
m ≤ η

(j)
m − ζ

(j)
m x

µ
(j)
m x

)

, (D.7)

whereX(j)
m =

[((

H
(j)
R,m

)H
H

(j)
R,m

)−1
]

a,a

. For x ≥ η
(j)
m /ζ

(j)
m , F

γ
(j),ub
Sm,min

(x) = 1, and for

x < η
(j)
m /ζ

(j)
m , F

γ
(j),ub
Sm,min

(x) becomes

F
γ
(j),ub
Sm,min

(x) = 1−
∫ η

(j)
m −ζ

(j)
m x

µ
(j)
m x

0
f
X

(j)
m
(y) dy, (D.8)

wheref
X

(j)
m
(x) can be obtained by substituting the PDF of1/X

(j)
m , which is given by

f
1/X

(j)
m
(x) = xNm−NRe−x

Γ(Nm−NR+1) [142] into the transformationf
X

(j)
m
(x) = 1

x2 f1/X(j)
m
(1/x) as

follows:

f
X

(j)
m
(x) =

e−1/x

Γ(Nm −NR + 1)xNm−NR+2
. (D.9)

Next, by substituting (D.9) into (D.8), and by applying a change of variable,y = 1/t, (D.8)

can be rearranged as

F
γ
(j),ub
Sm,min

(x) = 1−
∫ ∞

µ
(j)
m x

η
(j)
m −ζ

(j)
m x

tNm−NRe−t

Γ(Nm −NR + 1)
dt. (D.10)

By using [1, Eqn. (8.350.2)], (D.10) can now be evaluated in closed-form as in (5.26). By

substituting (D.10) into the CDF of minimum ofM−1 independent random variables, the

desired results can be derived as in (5.25).
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D.3 Proof of the outage probability upper bound for pairwise
ZF transmission strategy

In this Appendix, the outage upper bound of themth source is derived. To this context, the

maximum diagonal element of the inverse of a Wishart matrix is upper bounded as [134]

max
k∈{1···NR}





[((

H
(j)
R,m

)H
H

(j)
R,m

)−1
]

k,k



 ≤ λ−1
min

((

H
(j)
R,m

)H
H

(j)
R,m

)

. (D.11)

The smallest subchannel SNR ofSm received in thejth time-slot of the BC phase can then

be lower bounded by substituting (D.11) into (5.11) as follows:

min
k∈{1···NR}

([

γ
S
(j)
m

]

k

)

≥ γ
(j),lb
Sm,min

=
η
(j)
m

ζ
(j)
m + µ

(j)
m λ−1

min

((

H
(j)
R,m

)H
H

(j)
R,m

) , (D.12)

whereµ(j)m , η(j)m , andζ(j)m are defined in (5.26). By substituting (D.12) into (5.24),Pout,m

can now be upper bounded for0 < γth < η
(j)
m /ζ

(m)
j as

Pout,m ≤ P ub
out,m = Pr

(

min
j∈{1,··· ,M−1}

(

γ
(j),lb
Sm,min

)

≤ γth

)

= 1−
M−1∏

j=1

(

1− F
λ
(j,m)
min

(

µ
(j)
m γth

η
(j)
m − ζ

(j)
m γth

))

, (D.13)

whereλ(j,m)
min = λmin

((

H
(j)
R,m

)H
H

(j)
R,m

)

and the CDF ofλ(j,m)
min is given by [136, Eqn.

(2.73)]. By using similar steps to those in Appendix D.2, we can show thatPout,m = 1 for

γth ≥ η
(j)
m /ζ

(m)
j .

D.4 Proof of the high SNR outage probability approximation for
pairwise ZF transmission

In this Appendix, the proof of the lower bound for the diversity order is sketched. To begin

with, the PDF ofγ(j),ubSm,min for j ∈ {1, · · · ,M−1} is derived by differentiating (5.25) with

respect to variablex by using the Leibniz integral rule as follows:

f
γ
(j),ub
Sm,min

(x) =
e
− µ

(j)
m x

η
(j)
m −ζ

(j)
m x

Γ(Nm −NR + 1)

(

µ
(j)
m x

η
(j)
m − ζ

(j)
m x

)Nm−NR

d

dx

[

µ
(j)
m x

η
(j)
m −ζ(j)m x

]

,

=
η
(j)
m

(

µ
(j)
m

)Nm−NR+1
xNm−NR e

−µ
(j)
m x

η
(j)
m −ζ

(j)
m x

Γ(Nm−NR+1)
(

η
(j)
m − ζ

(j)
m x

)Nm−NR+2
, (D.14)
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where0 ≤ x < η
(j)
m

ζ
(j)
m

. By substitutingµ(j)m , η(j)m , andζ(j)m , defined in (5.26) into (D.14),

and then by taking the Taylor series expansion aroundx= 0, the first order expansion of

f
γ
(j),ub
Sm,min

(x) whenlimx→0 is derived as

fx→0

γ
(j),ub
Sm,min

(x) =

(

φ
(j)
m

)Nm−NR+1
xNm−NR

(Nm −NR)! (βγ̄SR)
Nm−NR+1

+ o
(
xNm−NR

)
. (D.15)

The first order expansion of the PDF ofγ(j),ubSm,min in (D.15) is indeed the single-term polyno-

mial approximation of the exact PDF ofγ(j),ubSm,min consisting with the lowest power ofx [61].

The first order expansion of the CDF ofγ(j),ubSm,min whenlimx→0 is derived by using (D.15)

as follows [61]:

F x→0

γ
(j),ub
Sm,min

(x) = Ω
(j)
lb,m

(
γth
γ̄S,R

)Glb
d,m

+ o

(

γ̄
−Glb

d,m

S,R

)

, (D.16)

whereGlb
d,m andΩ(j)

lb,m are defined in (5.36) and (5.37). Next, the first order expansion of

the CDF ofYm = min
j∈{1,··· ,M−1}

(

γ
(j),lb
Sm,min

)

can be derived by first substituting (D.16) into

FYm(x) = 1 −∏M−1
j=1

(

1− F
γ
(j),ub
Sm,min

(x)

)

and then by using the well-known identity [1]
∏L
l=1(1−yl) = 1+

∑L
l=1(−1)l

∑L−l+1
λ1=1

∑L−l+2
λ2=λ1+1 · · · · · ·

∑L
λl=λl−1

∏l
n=1 yλn as follows:

FY∞
m
(x)=





M−1∑

j=1

Ω
(j)
lb,m





(
x

γ̄S,R

)G
(j),lb
d,m

+ o

(

xG
(j),lb
d,m

)

. (D.17)

By using a similar technique, the first order expansion of theCDF ofZ = min
j∈{1,··· ,M−1}

(Ym)

can be derived by substituting (D.17) into the expansion ofFZ(x)=1−∏M
m=1

(
1−FY∞

m
(x)
)

to obtain the desired result in (5.38).
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