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Abstract

A voltage source converter (VSC) is a power electronic device used in many 

applications including wind turbine generators, induction motor drives, and 

power transmission and delivery. This thesis develops a high performance 

control for a 3-phase 6-pulsc IGBT-bascd VSC intended for power transmis­

sion and delivery applications. The industrial standard for VSC control is 

a Proportional-Integral (PI) control scheme based on a linear approximate 

system model. Since it is based on a linear approximate model, only local 

performance is ensured. In order to provide performance over a range of oper­

ating conditions this thesis proposes a nonlinear flatness-based control which 

avoids the linearization step. A full experimental validation of the proposed 

control is given. This thesis involves a collaborative effort between the Ap­

plied Nonlinear Control Laboratory (ANCL) and the Real-Time experimental 

LABoratory (RTX-LAB) at the University of Alberta.
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Chapter 1 

Introduction

Power converters have been utilized in various applications over a broad range 

of industry. For example, AC machines such as induction motors and per­

manent magnet synchronous machines (PMSMs) require voltage conversion, 

either a DC-AC conversion or an AC-DC-AC conversion with proper mag­

nitude and frequency in order to  drive the machines in a desired manner. 

Electric power generators such as wind turbines also require converters in or­

der to transform  the generated energy into usable electric power. In power 

transmission and delivery, converters play an im portant role in optimization 

of power flow in AC power transmission systems. Hence, the control of these 

converters has become an im portant issue as well as an active research topic 

in power systems. Many types of converters exist; in this thesis we focus on 

the 3-phase 6-pulse Voltage Source Converter (VSC). The basic function of 

the VSC is an AC-DC bi-directional voltage conversion. However in power 

systems applications, the VSC acts either as a controlled current source or as 

a controlled voltage source (depending on its connection to  the power line) 

and hence, a VSC can function as a power flow controller [12].

The variety of applications of power converters have been made possible 

d u e  to  r e c e n t  d e v e lo p m e n t  a n d  im p ro v e m e n t  in  p o w e r  e le c tro n ic  s e m ic o n d u c to r  

devices th a t are capable of handling high power, faster switching and low 

power loss. These switching devices contained in the VSCs are responsible 

for performing power conversion and therefore, efficient control technique of 

the switches are crucial in obtaining a desired performance. The industry

1
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standard control technique for the VSCs is the conventional Proportional- 

Integral (PI) control. The motivation for this thesis is the development of 

advanced control techniques to investigate whether the performance of the 

VSC can be improved.

This thesis involves a collaborative effort between the Applied Nonlinear 

Control Laboratory (ANCL) and the Real-Time experim ental LABoratory 

(RTX-LAB) at the University of A lberta to  develop a high performance non­

linear control for a 3-phase 6-pulse IGBT-based VSC intended for power trans­

mission system applications. In the following section, we provide specific ex­

amples of power transmission systems which rely on VSCs.

1.1 A pp lications o f V SC  in Pow er Transm is­
sion and D elivery

Power electronic devices such as VSCs can be used to  optimize power transfer 

capability and minimize power loss in AC Transmission lines. A transm is­

sion system where such devices are used to  provide the needed corrections of 

transmission characteristics are known as Flexible AC Transmission Systems 

(FACTS) [7]. In other words, FACTS is a system th a t contains a power flow 

controller in the AC transmission systems in order to optimize power transfer. 

In this section we discuss how VSCs are used to  control power flow in AC trans­

mission systems and also look a t two types of FACTS technologies; a Unified 

Power Flow Controller (UPFC) and a Static Compensator (STATCOM).

1.1.1 P ow er F low  in T ransm ission  Lines

We begin with m athem atical representations of real and reactive power in 

transmission lines. See [i t] for a detailed discussion on power flow and trans­

missions. Figure 1.1 shows a simple AC transmission line with sending-end 

voltage phasor V s =  |U |ej61, receiving-end voltage phasor V r  =  \V \e^d+&\  

and line impedance X .  The line is assumed purely inductive for simplicity. In 

Figure 1.2 the corresponding phasor diagram is shown where the transmission 

angle between the sending-end and the receiving-end is 5 and V x  represents

2
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the voltage drop across the line. The transm itted  real power P  and reactive

V r

Figure 1.1: Simple transmission system

power Q can be expressed by

V 2 V 2
P =  —  sin 5, Q = —r-(1 -  cos 5).

The real and reactive power flow in the transmission line is governed by the 

line impedance X , voltage magnitude |V |, and the angle difference 8 between 

the line ends [7]. Hence, power flow control involves varying V  and 8 in order 

to  adjust P  and Q.

V x

Figure 1.2: Phasor diagram of the sending-end and receiving-end voltages

Now consider Figure 1.3 where a controllable voltage source V pq is con­

nected in series with the line. This source provides a series voltage injection. 

By injecting an AC voltage to the line whose magnitude and phase angle can 

both  be controlled, it regulates bo th  the transm itted  real and reactive power 

flow in the transmission line. This approach to  power flow control is called 

series compensation. The variable V Q denotes the voltage before compensa­

tion and V'0 denotes the voltage after compensation. Figure 1.4 (a) illustrates

3
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th a t the magnitude and the phase angle of V pq can be controlled within the 

circular region. Three specific approaches to  series compensation are discussed 

next.

Figure 1.3: Series compensation of a line

1. Term inal V oltage R egulation: The sending-end terminal voltage regu­

lation can be obtained by keeping the angle of V pq in phase with th a t 

of V Q thereby changing only the magnitude of V Q as shown in Fig­

ure 1.4 (b).

2. Series C apacitive C om pensation: Suppose there exists a capacitive com­

ponent in series with the line impedance. This creates a phase shift and 

change in magnitude in the term inal voltage V Q. This shift of V D is 

in the direction perpendicular to  I. To compensate for this unwanted 

phase and magnitude changes, the power flow controller injects a voltage 

V pq =  — V c, where V c is the voltage phasor caused by the capacitance. 

See Figure 1.4 (c).

3. P h ase A ngle  R egulation: The phase angle control of the term inal volt­

age can be performed by defining Vpq as

V pq =  2V0 s i n | e i ( 5 - t )

This implies th a t the phase angle between V0 and V0 is changed by a  

bu t the magnitude of the voltage remains unchanged as shown in Figure

1.4 (d).

4
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Vo

Vo V.

( a ) (b) (c) (b)

Figure 1.4: Phasor diagram of the series compensation

1.1.2 U nified  P ow er F low  C ontroller (U P F C )

The power flow control discussed in the previous section is implemented in 

practice by a UPFC. Figure 1.5 shows the circuit diagram of the UPFC which 

consists of two 6-pulse VSCs where VSC-1 is connected in shunt with the trans­

mission line through the shunt transformer and VSC-2 is connected to  the line 

through the series transformer. The main function of VSC-2 is the injection of 

the voltage V pq to  the line with controllable m agnitude and phase angle, and 

hence VSC-2 is responsible for series compensation of the transmission line. 

The main function of VSC-1 is to  supply or absorb the real power demanded 

by VSC-2. Since VSC-1 is connected in shunt with the line, the UPFC is also 

able to perform shunt compensation (current injection to the line) and this is 

discussed in the STATCOM section. Since both  converters have a common 

DC link, this topology can effectively function as an AC-DC-AC power con­

version where the real power can flow in both  directions and each converter 

can independently generate or absorb reactive power at the AC terminal.

1.1.3 Static Com pensator (STATCOM )

Another application where VSCs are used in power systems is the distribution- 

static synchronous compensator (D-STATCOM or simply STATCOM) [11]. A 

STATCOM can be considered as the shunt component (VSC-1) of the UPFC 

and its main function is to provide power factor correction in the transmission

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



t r a n s m is s io n  l in e s e r ie s  t r a n s f o r m e r

s h u n t  t r a n s f o r m e r

V S C -1 V S C -2
D C  l in k

A CA C

C o n t r o l l e r / P u l s e  G e n e r a to r
g a te  p u ls e s  2g a te  p u ls e s  1

Figure 1.5: Basic circuit diagram of the UPFC

line by regulating the reactive power; it either draws or supplies reactive cur­

rent which influences the power factor of the line. STATCOM also draws real 

power in order to  charge the DC capacitor, and the energy stored in the capaci­

tor is used to  supply the reactive power to  the line. Therefore in a STATCOM 

setup, controlling the DC capacitor voltage and the reactive current of the 

VSC is the main control objective. Figure 1.6 shows a simple circuit diagram 

of the STATCOM system where vs  is the power source (power distributor) and 

R l  and L l  are the loads added by the power users. Having a large inductive 

load results in poor power factor which leads to  power loss and low efficiency 

of power delivery for the utility company. In order to  compensate for this low 

power factor, a STATCOM is connected in shunt with the distribution line so 

th a t the power factor can be corrected by absorbing or supplying the n e c e s s a ry  

reactive power. Since the VSC contains switching devices, filter inductors Ls 

are inserted in between to  filter out the higher order harmonic components of 

the voltage.

Figure 1.7 shows the simple circuit and the phasor diagram to  illustrate

6
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- v w

AA/V

A/W

■Vdc

V S

Figure 1.6: STATCOM

how power factor correction is performed. Due to  the inductive load X L, 

the current I I  lags the voltage source Vs by 8. I l can be broken down into 

two components: the component th a t is in phase with Vs, i.e I  id  (the real 

component) and the component th a t is lagging by 90°, i.e (the reactive 

component). Suppose th a t no compensation is done, th a t is, I q = 0. This 

means th a t Is  = I l hence, Vs and Is  are out of phase and therefore the power 

factor is cos <5. For maximum efficiency, the desired power factor is cos(<5) =  1. 

Now suppose th a t compensation is available and Iq can be controlled to a 

desired value. In this case, we can set I q — I i qi. This means the compensator 

is supplying all the reactive power demand. Hence, Is  = Ii,d  which implies 

th a t Vs and Is  are now in phase and the power factor is corrected to 1. We 

remark th a t in Figure 1.7, a controllable current source Iq is connected in shunt 

w ith the line and hence this type of compensation is called shunt compensation.

7
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Vs

- V ,

Figure 1.7: Power factor correction by STATCOM

1.2 L iterature R eview

Initial work on the control of the reactive power and the DC voltage of VSCs is 

in [26] where decoupled d-q vector control was implemented using a linearized 

model and PI compensators. This work established a commonly used cascade 

controller structure where AC currents are controlled by two decoupled PI 

control loops. DC voltage is controlled in a PI outer loop feeding a d-axis (real) 

current inner loop. This approach has enjoyed considerable success [4]. For 

example, in [25] vector control is applied to a benchmark STATCOM system. 

Different control objectives are presented including power factor correction, 

AC voltage regulation, and DC voltage/reactive current regulation.

As the averaged model of a VSC is nonlinear, this has led to  the application 

of nonlinear control methods which compensate for system nonlinearity with­

out performing a linear approximation step. By avoiding this approximation, 

nonlinear control offers the potential for higher performance over a wide range 

of operating conditions. Original work on nonlinear control is in [21] where 

input-output linearization is applied with the tracking output taken as a linear 

function of state. More recently a number of authors have reconsidered input- 

output linearization with a simple tracking output: the d-axis current and 

DC voltage, e.g. [15, 17]. The last work also shows th a t choosing the output 

as the d and q-axis currents leads to  zero-dynamics which are asymptotically 

stable. The first application of differential flatness to the VSC is in [9, 10]. 

This work dem onstrates the non-obvious fact th a t choosing the DC voltage

8
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and the stored system energy as the linearizing or flat outputs, we can fully 

linearize the system without zero dynamics. This work suffers from two draw­

backs; it does not derive the flat output and does not experimentally validate 

the nonlinear control. This thesis addresses these two issues and compares the 

flatness-based control with a traditional PI cascade as in [20], This thesis also 

illustrates the well-known benefit of flatness for achieving motion planning in 

order to  steer the system between two operating points while respecting input 

constraints. As well, unlike in [9, 10], which considers the control of DC volt­

age and d-axis current typical for motor drive applications, we focus on the 

D-STATCOM application where no load is present on the DC side (floating 

DC capacitor), and the objective is to  track DC voltage and reactive power 

(i.e., q-axis current).

1.3 T hesis C ontribution

In this thesis we investigate the development and the experimental validation of 

a novel flatness-based control technique for a Pulse W idth M odulated (PWM) 

VSC system for STATCOM application where the DC voltage regulation and 

reactive power control is the main objective. The main contributions of this 

thesis are as follows.

•  A nonlinear control for the averaged VSC model is derived using feed­

back linearization. No previous work has provided the derivation of this 

control.

• The fact th a t the system is locally static state feedback linearizable im­

plies th a t it is also differentially flat. Flat outputs allow for offline tra ­

jectory planning in order to  meet a number of control objectives and 

satisfy system constraints. A numerical optimization method is used to 

solve the motion planning problem.

•  An experimental setup is developed at the Real-Time experim ental LAB- 

oratory (RTX-LAB) at the University of Alberta. This setup validates

9
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the proposed flatness-based nonlinear state feedback control. A sinu­

soidal PW M (sine PWM) is implemented on an FPGA hardware. The 

proposed control is compared with the conventional vector control method

1.4 T hesis O utline

The presentation of this thesis is organized as follows:

•  Chapter 2 gives a basic overview of the VSC in terms of its function and 

operation as well as background knowledge in power systems including 

PWM and reference frame theory.

•  Chapter 3 focuses on the modeling of the 3-phase PWM VSC system in 

the original and synchronously rotating reference frames.

• Chapter 4 discusses nonlinear control including the notions of feedback 

linearization and flatness-based control.

•  In Chapter 5, the proposed nonlinear control technique is tested on the 

experimental setup. This chapter provides a detailed description of the 

setup, the PW M  implementation on the FPGA, and the control imple­

m entation using the real-time simulator. An experimental comparison 

w ith the traditional vector control system is given.

•  A summary of the results, conclusions, and future work is given in Chap­

ter 6.

10
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Chapter 2

Background

This chapter presents a detailed description of the VSC system including its 

functionality and different operating modes. In addition, it is necessary to 

review some im portant principles in power systems th a t will be used in later 

chapters such as sine PW M  and Reference Frame Theory.

2.1 O verview  o f th e  V oltage Source C onverter

2.1.1 6 -p u lse  V S C  C onfiguration

A basic 6-pulse VSC consists of 6 controllable switches and 6 diodes. It is a 

combination of a rectifier and an inverter which allows bi-directional power flow 

between an AC and a DC terminal. Each controllable switch can be turned 

on and off by applying a digital signal called the gating signal to the gate 

terminal of the device. Several commonly used controllable switches include 

bipolar junction transistors (BJTs), gate tu rn  off (GTO) thyristors, insulated 

gate bipolar transistors (IGBTs), and newly developed integrated gate commu­

ta ted  thyristors (IGCTs). GTOs are generally used for high power applications 

whereas IGBTs are used in medium power applications. The Insulated Gate 

Bipolar Transistors (IGBTs) are becoming a popular choice for power switch­

ing devices due to their high performance including high switching speed, low 

conduction loss, high current carrying capability and robustness.

The switches are digitally controlled such th a t when the gate terminal 

voltage of the device is high, the switch turns on and when the gate terminal 

voltage is low, the switch turns off. The gating signals for the switches are

11
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generated by a sinusoidal Pulse W idth M odulation (sine PWM) scheme so 

tha t, with proper filtering of switching harmonics, sinusoidally varying voltages 

appear at the AC terminals of the VSC. In order to  implement sine PWM, 

a modulation index and a phase angle of the PWM control signal must be 

specified. Therefore, from a controls perspective, these two variables are the 

control inputs to  the plant which is composed of an AC voltage supply, filter 

inductors, a DC capacitor, a VSC, and a PWM pulse generator. The outputs 

of the plant can vary depending on the operating mode, but for the STATCOM 

application the AC currents and the DC voltage measurements of the VSC can 

be considered to  be the outputs (3 outputs: 2 currents and 1 voltage). Hence, 

the control objective is to  adjust the modulation index and the phase angle of 

the sine PW M  such th a t the currents and /or the voltage of the VSC can be 

controlled.

Figure 2.1 shows the actual VSC th a t is used for the experimental setup 

and Figure 2.2 is the equivalent circuit diagram of the VSC which consists of 

6 IGBTs and 6 anti-parallel diodes. An IGBT only allows current flow in one 

direction, i.e., the direction of the arrow shown in the diagram, therefore in 

order to allow bi-directional current flow, an anti-parallel diode must be con­

nected. A capacitor is also added on the DC term inal to m aintain a constant 

DC voltage. Values ea, e&, and ec represent the 3-phase voltages at the AC 

terminals and gi, - ■ ■ ,ge are the binary gating signals where a 0 represents the 

open state  of the switch and a 1 represents the closed state.

2.1 .2  M o d es o f O p eration

The VSC can be operated in a number of modes [25].

R eactive  current control m ode

Reactive current control is used mainly for power factor correction purposes, 

where the VSC supplies or absorbs the reactive power demand of the load. 

This results in reactive current control of the VSC.

12
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Figure 2.1: Real VSC system

A C  voltage regu lation  m od e

Figure 2.2: Circuit diagram of VSC

AC line voltages can be regulated by supplying the appropriate amount of 

reactive current into the line. This can be illustrated using Figure 1.6 from 

Chapter 1, where the voltages va, and vc can be influenced by controlling 

the reactive current. Suppose th a t the reactive current flow into the load is 

lL,q and the reactive current flow in the VSC is Iq, then if we denote the rms 

value of vabc to be vrms, we have

v.Js Vrms Iij qLg T IqLs .

Therefore we can set the desired value for vrms which will give the reference 

value for I q and then the reactive current controller can be applied. Using this 

approach, a STATCOM can also be used for voltage flicker compensation.

D C  voltage regu lation  m ode

The DC voltage is controlled by regulating the amount of current entering into 

the capacitor bank. The converter draws a real power and stores it into the 

capacitor, therefore, by controlling the real current flow (the current compo­

nent th a t is in phase with the voltage) of the AC side of the converter, the 

DC voltage can be regulated. We remark th a t power factor correction and 

AC voltage regulation cannot both  be achieved simultaneously. However, it is 

possible to  achieve both power factor correction and DC voltage regulation.

13
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Figure 2.3: Experimental setup

2.1 .3  E xp erim en ta l S etup

In this thesis, we are particularly interested in controlling the reactive current 

and the DC voltage of the VSC. The experimental setup shown in Figure 2.3 

resembles the STATCOM system where the 3-phase AC supply is connected 

to  the AC side of the VSC via the filter inductors and the DC capacitor is 

floating. The voltages are measured using differential probes and the currents 

are measured using current sensors mounted on the VSC. These measurements 

are sent back to  the digital simulator (controller) through the patch panel. A 

thorough description of the experimental setup is given in Chapter 5.

2.2 Sinusoidal P u lse  W id th  M odulation

In this section we discuss the single-phase sine PW M  in detail to illustrate 

how the gating signals are generated [23]. Although the actual system is a 

3-phase converter, studying the single-phase PW M  simplifies the discussion. 

In Chapter 3 we extend this work to  3-phase sine PWM.

The sine PWM pulse generator compares the modulating signal with a 

high frequency triangular carrier wave and outputs a high digital signal if the 

control wave is greater than  the carrier wave and outputs a low digital signal

14
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otherwise. The sinusoidal modulating signal is defined by

Vmod =  m a sin (u t + 5) (2.1)

where m a is the m odulation index and 5 is the phase shift. It is im portant to 

note th a t

0 <  m a < 1, —  <  8 < —_ a _  , 2 _  _  2

If m a becomes greater than  1 the sine PW M  results in a slightly different mod­

ulating technique. This is known as over-modulation. For modeling purposes

we want to  ensure th a t m a does not exceed 1. The amplitude of the carrier 

wave is defined to be 1. We remark th a t By defining vmod this way, the duty 

ratio varies sinusoidally thereby producing a sinusoidal fundamental voltage 

component at the AC terminals.

Figure 2.4 (a) shows the PW M pulse generation scheme for a single-phase 

system where the two signals are being compared to  generate the gating pulses 

in (b). Since Digital Signal Processors (DSPs) or other digital devices (e.g. 

FPGAs) are generally used for PWM generation, vmod in reality is not an 

ideal smooth sine wave but rather a discrete waveform vmodj  as shown in 

Figure 2.4 (c) and (d). Note th a t in Figure 2.4 (c) the time step of vmod<d is 

half the period of the carrier wave vc. It is also possible to  have the time step 

of the modulating signal equal to  the period of vc as in Figure 2.4 (d). The 

typical frequency of the carrier wave f c is 1—4 kHz. The sinusoidal modulation 

signal has the frequency of around 50 — 60 Hz.

For simplicity, a single-phase one-leg inverter is shown in Figure 2.5. Here 

we assume th a t vdc is constant. The two pulses generated by the sine PWM 

are sent to  the upper and the lower switches of the bridge. Note th a t g\ and g2 

are compliments of each other so th a t the pulses will not create a short circuit. 

For hardware implementation, a dead-time or blanking time must be inserted 

to  ensure th a t both  switches are not closed a t any given time to  avoid short- 

circuiting and potentially damaging the system [23]. Figure 2.6 shows the 

dead-time implementation. Signals g \,g 2 are the digital pulses generated by 

the sine PW M  before dead-time is added and g\ , g'2 are the pulses after dead­

time is added. We note th a t only the rising edges of each signal is delayed

15
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Figure 2.4: Sine PW M  pulse generation
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Figure 2.5: Sine PW M  pulses for the single bridge system
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Figure 2.6: Dead-time implementation

by a small time t^. By doing this, the danger of both  switches simultaneously 

closing can be avoided.

From Figure 2.5, when g\ — 1, g? =  0, the output voltage vQ equals Vdc, 

and when g\ — 0, g2 — 1, v0 equals 0. Note th a t in this circuit the ground 

is the negative side of the capacitor. Hence, as shown in Figure 2.8, vQ is a 

fast switching square wave. A typical approach in modeling this waveform is 

to  take the fundamental component of this voltage, or equivalently, taking the 

average of va over each period of the carrier wave vc. To illustrate this consider 

Figure 2.7. The averaged voltage vOJlVfl is obtained by the following.

where the peak voltage of the carrier wave vc is 1. Now we let vm„d have a 

modulation index of m a and have a frequency of uj rad /s  w ith a phase shift of 

5. Assuming th a t the carrier frequency is sufficiently higher than  the frequency

17
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Figure 2.7: Averaging of v0

Figure 2.8: Output voltage v0 and its fundamental component vj

of vmod and th a t vm0fj can be approximated to  be a smooth sine wave, we have

Vmod ~  rna sin (u>t + 8)

Vo,avg ~  rna sin (u t +  5 ) ^

= 7̂ rnavdc sin (cut + S) (2.2)

We remark th a t the average value v0tavg is the same as the fundamental fre­

quency component of v0 which is shown as a dashed line in Figure 2.8. Hence, 

we have shown th a t in a single-bridge inverter system the averaged AC ter­

minal voltage is (2.2). In the next chapter we show th a t this equation is also 

valid for the 3-phase system with 3 bridges.

18
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2.3 R eference Frame T heory

In 3-phase power electronic devices or machines, it is often the case th a t some 

variables such as AC voltages and currents are sinusoidally varying under nor­

mal operations and this creates complexity in modelling. The purpose of the 

Reference Frame Transform ation (RFT) is to  apply a change of variables to 

these signals so tha t, in the new reference frame, the model equations are sim­

plified. In a 6-pulse VSC, it is desirable to  apply this transform ation so tha t 

all the AC signals of the system become constant under steady state opera­

tion. This can be achieved by performing a Synchronously Rotating Reference 

Frame Transformation. There are several different types of reference frame 

transform ations bu t they can all be summarized into one general form. The 

Synchronously R otating R FT is one specific form of this general transform a­

tion. Detailed information on reference frame theory can be found in [14].

2.3 .1  G eneral R eferen ce Fram e T ransform ation

A transform ation of the 3-phase variables f abc from an original reference frame 

(abc components) to an arbitrary  reference frame (dqo components) can be 

expressed as

fdqo K  fabc

where

K  =

f a fd

fabc fb i fdqo fq
f c fo

cos 9 cos (6 1 - f )
2tt 
3

cos (9 2tt\ 
3 >

— sin# — sin (d — ^t) — sin (0 +  ^ )
l

V2

u  =
de
d t

It can be shown th a t the inverse transform ation of K  is

— sin 9
K ~1 =  - K T = 

2

cos 9 
cos ( 9 -  f )

2tt 
3cos (9 +

-  sin (9 -  f )
-  sin (9 + ^ )

i
V 21
V21
V2

(2.3)
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Here, the angular velocity to and the angular displacement 9 are unspeci­

fied, therefore this is the most general form of the RFT. We remark the non­

uniqueness of the transform ation m atrix K .  It is also possible to have

K  = -  
3

sin 9 sin (9 — y ) sin (9 +  y ) 
cos 9 cos (0 — %) C O s((9+y)

x/2 V2 V2
which gives the same transform ation. The im portant thing is th a t the d- 

component is leading the q-component by 90°. Figure 2.9 shows the three

Figure 2.9: A rbitrary reference frame transform ation

stationary components f a, fb, f c th a t are 120° apart from each other, and the 

d-q component fd, f q after the transform ation which is rotating a t an angular 

velocity of u>. The angle between f a and fd  is 9 and f q is 90 degrees out of 

phase from fd, where the subscript d and q represents direct and quadrature, 

respectively.

2.3 .2  S yn ch ron ou sly  R o ta tin g  R eferen ce Fram e

Now we assume th a t f a, fb, f c are a 3-phase balanced set th a t is rotating at an 

angular velocity of u>e. Hence,

' f t '  ̂ f a COS (uJet)
f e —J abc f t = fb COS (u}et -  ?f)

f t _ f c COS (u)et +  y )  .

20
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Then

where

re
J dqo =  K erabc

'  f a ' ' f d '
f e —J abc n t e —i J dqo n

J c  . f eJ O

o cos (cJet) cos (ujet -  f ) COS (u>et +  —)
K e = - — sin (u>et) — sin (uiet — %) — sin (u)et +

3 l 1 l
L 72 C2 72

Therefore, from (2.3), we have made the following substitution.

9 U3et.

In this case, fd, f q are rotating a t an angular velocity of uoe which is the same 

speed at which the original variables /®bc are rotating.

2.4 Sum m ary

In this chapter, we described the 6-pulse VSC system, its modes of operation 

and control objectives. Sine PW M  and reference frame transform ation were 

explained. In the next chapter, we use this background knowledge to  derive 

our model for the VSC.
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Chapter 3

Averaged M odeling of the  
PW M  6-pulse VSC

In this chapter, a dynamic behavior of the 6-pulse VSC is mathem atically 

modeled. Since the PWM introduces high frequency switching harmonics to 

the system, the exact mathem atical modeling of the AC term inal voltages of 

the VSC is difficult [18]. Therefore, an approximate averaged model is derived 

which ignores the high frequency harmonics. The averaged modeling of the 

VSC leads to  4 dynamic equations: 3 equations for the AC side of the VSC, and 

1 equation for the DC side. In an actual system, the 3-phase AC voltages are 

assumed balanced, and this suggests th a t having 3 dynamic equations for the 

AC terminal dynamics is redundant and can be reduced to  2 equations. This 

can be achieved by a synchronously rotating reference frame transform ation 

known as d-q transformation where the d-axis of the d-q frame is in phase with 

the a-axis of the original frame. In addition, in d-q frame the AC components 

are constants under steady state operation.

3.1 M athem atical M odel D erivation

F ig u r e  3 .1  sh o w s  th e  6 -p u ls e  V S C  t h a t  is  u s e d  fo r  m o d e lin g  t h e  d y n a m ic s  o f  

the system. The phase voltages va,Vb,vc are the 3-phase balanced AC voltage 

source, the phase currents are denoted ia, %, %<•, and the AC term inal voltages of 

the VSC are denoted ea, e^, ec. The gating signals g\, • • •, g% are binary values 

of the switches where 1 represents a closed configuration of the switch and 0

22
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Figure 3.1: Circuit diagram of the VSC model

represents an open switch. We note th a t gi and g,+ 3 are compliments of each 

other for i =  1, 2, 3. The line losses and the transform er conduction losses are 

modelled by R s, and the inverter switching losses are modelled by the shunt 

resistance R c [20]. Hence, the switches and diodes are assumed lossless. Filter 

inductors L  are connected between the AC side of the converter and the AC 

supply in order to  filter out switching harmonics of the voltages introduced 

by the PWM. Although it is possible to  achieve negative DC voltage, most 

STATCOM applications require Vdc >  0. The 3-phase balanced AC source is 

modeled as

where u> is an angular frequency of the AC source. Using Kirchoff’s voltage and 

current law, the following equations can be obtained from the circuit diagram.

va — V  sin (cot)

A t  R si c vc ec
at
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or simply
d

^J ~TL^abc "I-  R s ^ a b c  =  v abc &abcat

where
V a i a e a

^ a b c Vb i T'abc k > &abc eb

.  V c . e c

Since the switches and diodes of the VSC are assumed ideal, the instantaneous 

power at the AC terminals of the VSC is equal to  th a t of the DC terminal, 

giving the following power balance equation:

iâ -a T  ib&b T  ^dc^dc

which leads to
„dVdc ^dc t,aGa T  ib^b V t,cBcd̂c = C —— +  —  =  ----------------------

at R c vdc

or
dVdc   ~b ib&b “t” ^dc
dt Cvdc C R c

The actual system in the experimental setup has the param eters given in 

Table 3.1. The 3-phase AC source supplies a line-to-line voltage of 100 Vrms 

which implies vd = V  =  81.65 V.

Param eter Value 
R s 0.23 n
C  0.0033 F
R c 18000 n
vd 81.65 V
L  0.0025 H
ij  1207T rad /s

Table 3.1: Model parameters

3.1 .1  3-phase S ine P W M

Since the sine PWM pulses are controlling the switches at high frequency, 

it can be expected th a t the voltages eabc contain high frequency switching 

harmonics. We want to  model the fundamental component or the averaged 

values of these voltages in term s of the modulation index m a, phase shift 5,
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and the DC voltage. Although there are 6 switches to be controlled, since 

two switches in the same bridge are compliments of each other, only 3 control 

signals for the 3-phase sine PW M  are required. Therefore, we have

Vmod,a =  rna sin (u t  +  5)

Vmod,b = m a sin \ u t  -  

Vmod,c =  vna sin I u>t +

2tt

T
27T
T

+  5 

+  <5'

where subscript mod  stands for modulation. Note th a t the carrier wave vc is 

the same for all 3 phases. Now 

the following law:

(9i ,  9a) =

(92, 9b)  =

(93,96) =

Figure 3.2 shows the waveforms for the 3-phase sine PWM.

Vmod,a Vmod,b Vm od,c

: 6 gating pulses are

(1. 0 ) if Vmod,a ^  Vc

(0 , 1) otherwise

(1. 0 ) if Vmod,b ^  v c

(0 , 1) otherwise

(1, 0 ) if Vm od,c ^  Vc
(0 , 1) otherwise.

Figure 3.2: 3-phase sine PWM

3.1 .2  A veraged  M o d elin g  o f  th e  A C  Term inals

The instantaneous voltages at the AC terminals can be found by considering 

each switch configuration. Only considering the top three switches <71, <72» and

25
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Figure 3.3: Circuit diagram of the VSC when gi = g2 — gq =  1

g3, there are 8 possible switch configurations (23 =  8 ). We look at some of these 

configurations in detail to  see how the voltages are affected by the switches. 

Analyzing all 8 possible configurations is unnecessary and we consider the 3 

unique cases.

case  1. <71 =  1, <72 =  <73 — 1* Since all the top switches are closed (and hence

the bottom  three switches are open), ea, e&, and ec are shorted, i.e.,

6a 6b 6C

And also an assumption th a t the 3 phase AC source is balanced gives

+  6ft +  ec =  0

and therefore,

&a 65 ec 0

Figure 3.3 shows the diagram of the VSC for this switch configuration,

case  2. gx =  1, g2 = 1, g% =  0. See Figure 3.4. In this case

6a 6^

6a 6C Vdc

ea + eb +  ec =  0 
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a

e,'c

Figure 3.4: Circuit diagram of the VSC when <?i =  g2 =  1, g$ =  0 

which leads to,

1 1
e„. = 2 ^dci ^ d e i ?jV(k

case  3. sa =  1, s& =  0, sc =  0. See Figure 3.5. Similarly,

which gives,

65

=  ^dc

ea +  e& +  ec =  0

ec

The same approach can be taken for the remaining switch configurations and 

we obtain Table 3.2. Therefore, we conclude tha t, at any instant, the VSC 

takes on one of these 8 possible switch configurations. We also note th a t the 

possible voltages th a t ea, e&, and ec can take at any instant are in the set

p. . Wc 1 2 Vdc
’ T ’ I T
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Figure 3.5: Circuit diagram of the VSC when g\ =  1, g2 =  <?3 =  0

In the next section, we discuss how the VSC switches between these configu­

rations when driven by a sine PW M  scheme.

As mentioned earlier, if the control sampling frequency f s and the carrier 

wave frequency f c are the same, then the control modulating signal vmo<i is 

piecewise constant over each period of the carrier wave. On the other hand, 

if f s =  2f c then  the vrno(i is constant over a half of the carrier wave period. 

Since both cases result in the same analysis, we will assume th a t f s = f c for 

simplicity although in the real experimental setup f s = 2 /c. In the case of 

a 3-phase system, we have 3 control modulating signals which are all being 

compared to  a single carrier wave. In Figure 3.6 the diagram is partitioned 

into 6 regions where in each region the three control signals do not crossover. 

For example, in Region 1

'Vmod,,a A  Vmod,b A  ^ m o d ,c

and the indices a, b, c indicate this relationship. Next we look a t each region 

to  see how the voltage ea is affected by the three phase modulating signals.

R egion  1. In this region vmod,a >  vmofjjj >  vrnod,c and this leads to Figure 3.7. 

For simplicity, the figure only shows voltage ea. The numbers below indi­

cate the switching configuration of (<?i, #2;£3) for each step, and referring 

to  Table 3.2, the value for ea can be found. Therefore, in Region 1, ea
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{91 , 92 , 93) e b ec

(1,1,1) 0 0 0

(1,1,0) \v d c 1 Vdc -§ W c

(1,0,1) \ v dc ~ \ v dc \ v dc

(1,0,0) §Wc - |W c ~ \ v dc

(0,1,1) ~ \ v d c 3Vdc 3Vdc

(0,1,0) ~ \ v dc l v dc ~ \ v d c

(0,0,1) ~ \ v d c ~ \ v dc \ v dc

(0,0,0) 0 0 0

Table 3.2: The voltages eaj>c for each switch configuration

is a staircase shaped voltage where each step has a height of ^vdc. It 

is difficult to  represent this voltage in a mathem atical equation but we 

can obtain an approximate relation by taking the average value of ea 

over each period of the triangular wave. We remark th a t the average of 

ea over one period and the average of ea over a half of the period are 

the same due to  symmetry. The average value of ea over one period of 

carrier wave is

  Vrriod,c T  1 „  Vmod,b ^ mod,c Vdc Vmod,a 'Umod,b ^Vde
e a,ave -  2 U +  2 3” 2 3“

(<2'Umod,a 'Urnod,b ^mod,c)
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I I I II

Figure 3.6: 3-phase control signals with 6 regions

8 i 1 1 1 0 1 1
8 2 1 1 0 0 0 1
8 3 1 0 0 0 0 0

Figure 3.7: The value of ea when vrnotLa >  vmod}b > v,no<Lc

R egion  2. Figure 3.8 shows the pulses of ea when vrnodJ) > vrnod̂a > vmod<c. 

By taking the similar approach as in Region 1, we obtain the waveform 

of ea shown in the figure. The average voltage of ea in this case is
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mod, a

mod, b

e
mod, c

Si 1 1 1 0 1 1 1

8 2 1 1 0 0 0 1 1

8 3 1 0 0 0 0 0 1

Figure 3.8: The value of ea when vmodfi > vmod,a > vmod,c

  Vmod,c T  1 ri | ^mod, a Vm od,c Vdc | Vmod,b Vmod,a Vdc
ea,avg -  2 u +  2 3“ 2 3~

(2Vm od,a Vm od,b Vm od,c)O

R egion  3. In this region vmod,b A v mod,c T vmod,a and therefore we obtain the 

waveforms shown in Figure 3.9. The average value of ea over one cycle 

of carrier wave is

  Vmod,a T 1 „ Vm od,c Vm od,a 2Vdc Vmod,b Vm od,c Vdc
e a,avg -  U +  2 3 ~  2 3~

i^ V m od,a Vmodb Vm od,cjO

So far, we have analyzed the AC term inal voltage ea for the first three regions 

of Figure 3.6. Although the figure shows 6 separate regions, it turns out th a t 

Regions 1 and 6, 2 and 5, and 3 and 4 have the identical waveforms for ea, e^, ec. 

We also conclude th a t regardless of the region, the average value of eQ over 

one period of the carrier wave is

V-a,avg ~  Vmod,a Vm od,b Vm od,c) (3 -1)
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mod, c

mod, a

- V ,

f t 1 0 0 0 0 0 1

82 1 1 1 0 1 1 1

f t 1 1 0 0 0 1 1

Figure 3.9: The value of ea when vmodtb >  vmod,c > vmod,a 

If we substitute

Vmod,a =  ma sin (ut +  5)

• (  2?r A
v mod,b =  mas m l u t -  — + d  I

■ (  ,  2tt .vmod,c =  m a sm ( ut  +  —  +  5

into (3.1) we have 

Vdcea.ave ^2ma sin (ut +  5) — ma sin (ut — +  5) — ma sin (ut +  —  +  5) j

(  2ir 2tt
2ma sin (ut + 8) — ma I sin (ut +  <5) cos (—-) +  sin (ut +  8) cos ( — )

\ o o

6
_  Vdc 

6

=  [3m a sin (u t  +  5)]

=  \ v dcm a sin (u t  +  5)

Note th a t this equation is identical to  (2.2) for the single phase case as dis­

cussed in Chapter 2. By taking the similar approach for phases b and c, we 

obtain the following averaged model for the 3-phase AC term inal voltages of
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the VSC:
ea,ave =  7jVdcm a sin ( u t  +  S)

1 • (  ,  2?r feb,ave =  - v dcm a sin I u t -  —  + 5

1 ■ f  ,  ,
V-c,ave 2VdcTna S n̂  ( ^  3 "b 0

(3.2)

3.2 d-q Transform ation

In this section, we discuss reference frame transform ation from a stationary 

to  a synchronously rotating reference frame which we call d-q transformation 

which enables the sinusoidal currents and voltages to  be separated into real 

and reactive components, i.e., d and q components. From the previous section 

we have
rt

(3.3)-b , iabc 3“ R-s'iabc Vabc &abcdt

where

Vabc
Va la a
Vb > *abc ib j Vabc eb

.  Vc . v .  ec .

Now we apply the reference frame theory discussed in the previous chapter to 

represent (3.3) in d-q frame. Recall from Chapter 2 th a t the synchronously 

rotating R FT m atrix K e from an abc to  a d-q frame, and its inverse (K e)~l 

are

K e =

(KT =

sin (u t)  sin (u t  — sin (u t  +  ^f)
cos (u t)  cos (u t  — %f) cos (u t  T  %■)

_ L  _L . J _
y/2 V2  V2

sin u t  cos u t
sin ( u t - f )  cos ( u t -  f )  ±
sin (u t  + T  cos (u t  +  T  \3 > V'"-' 1 3 > y/2

T h e n  t h e  d q o  c o m p o n e n ts  o f  t h e  v a r ia b le s  a r e  g iv e n  b y

ia id Va Vd ea ’ ed "

ib =  (K T 1 iq Vb = T T 1 vq > eb =  ( K T 1 e q

i° i° . Vc . .  v° . - ec . . eo .
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The derivative of iat,c in d-q frame is

d _

d t

i a

II 03

i d
i d

i d

ib iq i q

-  l’c  . i ° i o1
o e o

1

i d

( K T 1 u j  0 0 i q

0 0 0 i o

Substituting these into (3.3) gives

0 —uj 0 id
l t t 1 u; 0 0 h +  L ( K e)

0 0 0 iO
d t

= T T 1

Id

Vd

+ RS( K T 1 

- ( K T 1

and therefore

2I
d t

id
r  r .s

L UJ

iq — UJ R s
L

i ° 0 0

0
0
0

id 1 Vd - ed
iq + L Vq ~ eq

. V° ~ e° .

d̂
iq
iO

e<?
en

Since we assumed the AC source to  be balanced, i.e., va + Vb + vc = 0, the third 

component is 0, therefore the variables with a subscript o have been om itted 

to  give
d r 4, i r —As. i r i, "i i r — e ,

(3.4)
d_

d t

i d

.  h  .

- K  uj

- U  —T
i d 1_|---

I<1?1a3
i

. *9 . L Vq -  eq _

Also from the power balance equation, we have

dVdc ia&a T  ib&b T  ic^c
d t Cvdc

Vdc

C R c
(3 .5 )
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Equation (3.5) can be represented in d-q frame in a following way. Since

%c\ erir — &b ec

T  ■
e abci abc

= ((KT 'e< v> ) ( K T  i** 

= e l 0 ( ( K T V) T ( K T ' i ^ o

=  edqo ( K T ' i d r ,

= 4 ,„ 2  K ’ T T ^ o

3 T .
=  2 e dqo1 dqo

2 i^d^d 3" &qiq 3“ ^-o^o) ~^ifid^d 3“ ^-qiq)

we have the power balance equation in d-q frame as

dVdc   3 6d^d 3“ &qiq Vdc
dt 2 Cvdc C R c

Combining (3.4) and (3.6), the final expression for the VSC model in d-q frame

did Rs

(3.6)

IS

dt
dig
dt

dvdc

%d 3 -  OJtq 

Ldid

L
R s .

L lq 
3 &ddd 3“ &qiq 
2

Vd _ 
L  
eq 
L
^dc

ed
L

(3.7)

dt 2 Cvdc C R c 
We remark th a t the inputs to  this system are the modulation index m a and

the phase shift 5 of the sine PWM. The AC term inal voltages and eg can

also be expressed in term s of m a, S, and Vdc• In order to derive the expressions
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for ed and eq, we do the following calculation.

ed 2
eq

“  3e°

sin tut sin (cut—y )  sin (cut +  y )  

costut cos (tu t— y )  cos (cut+ y )
1

y/2
1

72
1

72

e a

e b

.  .

sin tut sin (tut — y  
cos tut cos (tut — y

i
72

) sin (tut +  y )  

) cos (cut +  y )

7S L 2

\ v dcm a sin (tut +  <5) 
|u dcm a sin (tut -  y  +  5) 
\vdCm a sin (tut +  y  +  8)

1 ,
=  o  Vdcm a cos o

- u dcm a sin 5

sin2 tut +  sin2 (tut — y ) +  sin2 (tut +  y ) 
sin cut cos tut +  sin (tut — y )  cos (tut — y )  +  sin (cut +  y )  cos (cut +

0

sin tut coscut +  sin (tut — y )  cos (tut — y )  +  sin (cut +  y )  cos (tut +  
sin2 tut +  sin2 (cut — y ) +  sin2 (cut +  y )

0

1 r=  - v dcm a cos8

- v dcm a sin 5

|(s in2 tu t +  sin (2tut — y )  +  sin (2tut +  y ) )  

0

|  (sin 2cut +  sin (2cut — y ) +  sin (2tut +  y ))
3
2
0

=  2 wdcm a cos 5

3
2
0 +  -^vdcm a sin 8

'  0 ' 1
=  2Vdcma

cos 8
3
2 sin 8
0 0

Therefore, we have

1 A 1 • ced =  - vdcm a cos 8, e9 =  - v dcm a sm d. (3.8)

Substituting (3.8) into (3.7) gives

did R 3 vd 1 „
- T T  =  T~l d +  LOtq +  —  ~  ~ f V dcm a COS 8dt L L 2L
din R s . 

T l« UJld
1

vdcm a sin <5
dt L  2L '

dvdc 3(idm a cos 8 + iqm a sin <5) vdc
dt AC C R r

(3.9)
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3.3 Sum m ary

In this chapter we have derived the model for the 6-pulse VSC with sine PWM 

in d-q reference frame. The nonlinear system has 3 states (id,iq,Vdc) and 2 

inputs (m a,S). In fact, the system possesses a bilinear structure, i.e., the 

system is linear in the states but nonlinear in the control inputs [19], The 

model requires th a t the inputs are bounded as

7T 7T
0 <  m a < 1 ,  <  8 < —

-  a -  ’ 2 — “ 2

The choice of the inputs are non-unique and this fact can be observed in 

previous work. For example, another choice of inputs is

ui =  m a cos S 

U2 = m-a sin 5.
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Chapter 4

Nonlinear Control Design of the
VSC

In the previous chapter, the m athem atical model for the VSC has been de­

rived in d-q reference frame. The traditional approaches to  controlling this 

VSC system often involves linearization of the nonlinear model about a cer­

ta in  operating point and a set of PI compensators are implemented in the 

control system [26]. In this chapter we want to develop a nonlinear model- 

based controller of the VSC. Since this approach will circumvent the lineariza­

tion process of the model, improved performance can be expected from the 

nonlinear controller.

The main objective of this chapter is the development of the flatness-based 

trajectory  tracking control. Flatness allows us to  design a controller th a t will 

drive the system from one equilibrium point to  another while satisfying certain 

control objectives or constraints. For the VSC system, the notion of flatness is 

closely related to  the theory of feedback linearization and hence, both concepts 

are discussed. We also discuss the traditional vector control m ethod which is 

based on a set of PI controllers in order to  compare the two different control 

schemes.

This chapter is organized as follows: The state  space model and the equilib­

rium set are discussed. Then feedback linearization and flatness-based control 

techniques are presented. The next section discusses flatness-based open loop 

motion planning and closed loop static state  feedback control followed by sim­

ulation results. Finally, the decoupled vector control technique is discussed.
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4.1 S ta te  Space M odel

We recall from Chapter 3 th a t (3.9) is the model equation of the VSC and we 

represent it in a state  space control affine form as the following.

where

with

x  = f (x ) +  9i(x )ui +  g2(x)u2,

x  =  (x 1, x 2, x 3)t  =  (i d, i q, v dc)T 

u — (u\, u 2)T = (m a cos 5, m a sin 5)T

(4.1)

f ( x )  =
-&-X! +UJX 2 +

- u x  1 -  ^ x 2
X3

CRc

and

9i(x)

Since m a and 5 are bounded, i.e

_ X3_
2 L 
0

3 x  i 
L 4C J

. 9 2 { x )  =

0
_ ®3. 
,2L
3x?.

L AC .

7T _ 7f
0 <  m a < 1, —  <  5 < —

-  a -  ’ 2 — ~  2

the inputs U\ and u 2 are also bounded by

0 <  u\ < 1, u\ + u \ < 1.

It is also desired to  give boundaries for the three states since currents and 

voltages must be limited to  the ra ted  values. For the experimental setup of 

the VSC we require

- 2 0  A <  X! < 20 A

-2 0  A <  x 2 < 20 A

0 V <  xz <  600 V.

We also note th a t although DC voltage can be negative, most VSC applications

assume x% to  be strictly positive.
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4.2 Equilibrium  Set o f th e  System

Our control objective is to  steer the VSC between constant operating points,

i.e., between points in the equilibrium set. Here we define the equilibrium set 

as the following.

D efin itio n  4 .2 .1  A n equilibrium set of the nonlinear system  (4.1) is a set

[x  G R 3 : f ( x )  + u ig i(x)  +  u 2(72(x) =  0, u\, w2 const.}.

In other words, once the system reaches an equilibrium point, the states will 

remain unchanged as long as the control input is unchanged. Applying this 

definition to  the system, we have

where Xi0, x 2o, x 30 are the equilibrium state  and wio,u2o are constants. Now 

solving (4.2) for the equilibrium state  in term s of the system input gives

Based on the voltage and current ratings of the system, a subset of the equi­

librium values of (4.3) is shown in Figure 4.1 and Figure 4.2. The param eters

experimental setup shown in Table 3.1. Figure 4.2 shows the equilibrium val­

ues of id and iq as a function of 5 with m a =  0.8. Only variation in 5 is shown 

as the currents have little dependence on m a. Figure 4.1 and 4.2 illustrate th a t 

as S increases both iq and vdc decrease. An increase in m a leads to  a noticeable 

decrease in only Vdc while id and iq remain relatively constant.

R s
~L

X \o  +  U IX 2  0 + ^30w10

^30w20 — 0tax 10 (4.2)

3 ( ^ 1 0 ^ 1 0  +  x 2 Q U 2 o )  x 3 0

4 C  C R c 0

Xio =
vd(8 R s + 3Rcul 0)

8 R 2S + 3R sR cu l0 +  3Rcu l0R s +  8 L 2co2
vd(8Lu + 3 R cu w u 2o) (4.3)^20 = 8 R?s + 3RsR cu f0 + 3R sR cu\q + 8L2ui2

6Rcvd(Rsu 10 -  U2qLlo)
x zo = 8 R 2 +  3 R sR cu \ q +  3RsR cu 20 + 8 L 2u 2

used for evaluating the equilibrium are the actual system param eters of the
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0 . 2

Figure 4.1: Equilibrium values of v^c

5 0 150

100

< <
jo _cr

-50

10 -100

-2 0 -1 0 20 -1 0
S(deg)S(deg)

Figure 4.2: Equilibrium values of and iq as a function of 8

4.3 Feedback Linearization

The theory of nonlinear feedback linearization is well documented in [18], [28], 

and in [20]. Here we adopt the notation and procedures of m ulti-input feed­

b a c k  l in e a r iz a t io n  d e s c r ib e d  in  [20]. I n  t h i s  s e c tio n , t h e  o b je c t iv e  is  t o  a p p ly  

feedback linearization technique in order to  test whether the conditions for 

feedback linearizability are satisfied for this particular VSC system under con­

sideration. Loosely speaking, feedback linearization is a technique where the 

nonlinear system can be linearized in a new system with a linearizing state
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feedback. Not all systems are feedback linearizable hence we state  the condi­

tions for feedback linearizability for m ulti-input systems. First, we require the 

definition of controllability indices. Refer to Appendix A for standard notation 

and definitions from differential geometry.

D efin ition  4 .3 .1  For an n-state m-input nonlinear system

m
x =  f { x )  + 9 i ( x ) u i ,  X  6 R ", (4.4)

i=1

the controllability indices {Ay,. . . ,  km} are defined as

ki =  card{m,j > i : j  > ()}, 1 <  i < rn,

where

m0 =  rank Go

m i =  rank Gi — rank Go

m n_i =  rank Gn- i  — rank Gn- 2 -

with

Qi =  span{gh adlf gu  . . . ,  ad)gm}, 0 <  i < n -  1.

Note th a t the cardinality of the set denoted card is the number of elements 

in the set. W ith this definition the  following theorem describes the conditions 

for the Local State FeedBack Linearization (LSFBL).

T heorem  4.3 .1  The nonlinear system (4-4) locally transformable in a neigh­

borhood of an equilibrium point x 0 by a nonsingular state feedback transforma­

tion (which consists of a nonsingular state feedback and a diffeomorphism) into 

a linear controllable system in Brunovsky controller form with controllability 

indices k\ > . . . >  km if, and only if, in a neighborhood of x Q:

1. The distributions Gki-2 , 1 < i < m  are involutive and of constant rank.

2. rank Gki- 1 =  n -
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Now we apply the above theorem to  the system (4.1). To check the above 

conditions, the distributions Go, Gi are first constructed in m atrix format and 

then the controllability indices are determined. The m atrix form of Go, G\ 

denoted G0, G \, respectively, are

0
Gii

_£3 
2 L

U 2 L3xi 3x2
4 C 4 C

Gi —

(L —C R cR s )x3 
2 C L 2R c

X 3 X3UJ
2 L  2 L

3x i 3x2 3(L x1+ C R c(vd—R sx i+ L x2 u ) )
4 C  4 0  4C 2L R c

_£3 o 2 L
0

X3U
2 L

(L —C R cR a)x 3

2C L2R
3 (—Lx24-CRcR sX 2+ C LR cxiu>) 

4 C 2L R c

Since Vdc is assumed to  be positive, x 3 > 0. Therefore,

m0 =  rank Go — 2

In order to  find the rank of G i, we do the following row reduction.

2 L
r i •

r 2 =  r 2 •

r'?) =  r3 -- r ‘

r 'l =  rl

X3
2L

, 3xi
1 ' AC 
, 3X2

' AC

where r i, r 2, r 3 are the rows of Gi as the following.

G\ -

Then the row reduced form of G\ is

n
r<i
r3

r  1 ‘ 1 0 _ i  i Rs
CRc L — LO

G \ tr — = 0 1 U) 1 _ i  R a
C R c L

r "
_  0 0

§ L x \+ 3 C R c (vd—2R sx i ) 3 { L - C R cR s)x 2
3 4 C 2L R c 2 C 2L R c -*

Therefore the rank of G\ is 3 except when either

C R cvd
Xi

2(C RcR s -  L)
and x 2 =  0, or x 3 — 0.
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However, in practice the current x \  is far from any realistic operating condition 

and therefore does not limit the domain on which the rank of G\ is 3. For 

example, substituting param eters from Table 3.1 gives xi  =  177.52 A, and we 

require th a t current amplitude not exceed 20 A. Therefore we conclude th a t

m i — rank G\ — rank Gq =  1

and the controllability indices are

ki =  2, k2 = 1.

So far we have shown th a t Go and G\ are of constant rank and th a t the rank 

of Gi is 3 in the region S which we define as the following for convenience:

S =  { i e l 3 : i i <  x i ; x 3 >  0}. (4.5)

We can also show th a t Go is involutive since the Lie bracket of vector fields g\ 

and g2 gives

adgxg2
3x2 d  3xi d

8L C  dxi 
- 3 x 2

8LC  d x2
3xi 

9i +  7m 92
8  G x 3 8  G x 3

which is a linear combination of g\ and g2.

Therefore, we conclude th a t the conditions described in Theorem 4.3.1 

are satisfied for the nonlinear VSC model (4.1) and hence, it is locally state  

feedback linearizable. Theorem 4.3.1 also guarantees the existence of smooth 

functions 4>k : 1RTI —> R, k — 1 , . . .  ,m,  such th a t the diffeomorphism defined 

as

' km — 1 .

and the linearizing state  feedback defined as

i p . q ' - V i  . . .

1

w = +

.  L/m0 -  .

01

LgiLfkm ~~ 1 .

Ui

llm
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will linearize the system in the neighborhood of some equilibrium point x 0 in 

region S. For the VSC model we have

2l

1---1

22 = L f<t> 1
.  Z3 . <p2

Taking the time derivative of the z ’s gives the dynamics of the system in 

z-coordinates as the following.

21 — ~  Lf4>i +  Lgicj)iUi +  Lg2(f)iU2

22 =  

23 =

or, in m atrix form,

d 
dt

r \ T  J,

1X = L 2f 4>i +  LgiLf(j)iUi +  Lg2LS(pxU2 

X  =  Lf(f>2 +  Lgi4>2Ui +  Lg2(j)2U2
dx

2l Lf(j>i L gi4> i L 92<t>i
22 = L}4>1 + Lgi Lj4>\ Lg2Lf(j) 1

.  Z3 _ Lf(j) 2 Lgi4>2 Lg2 (t)2

U i

U2

Here we choose (pi such th a t (pi £ Qq, i.e., <  d(pi,gk > =  0, k = 1,2. This 

ensures th a t

1 0, Lg2(pl 0

and therefore

d 

dt

2l Lf4> i 0 0
22 = L)<j> 1 + LgiLffii Lg2Lf<f)i

. Z3 . Lf(f> 2 Lgi4>2 Lg2 (f>2

u x
u 2

(4.6)

(4.7)

The only condition for choosing <y>2 is th a t

p  __ ^g iL ffil  Lg2Lf(j>i g.
L gi (j)2 Tg2 (j)2

be nonsingular in a neighborhood of some equilibrium point x a in S. Then it 

follows th a t the m atrix F  is invertible and defining the control inputs as

Ul 1 =  T _1 I” Wl ~
u 2 w2 — Lf<fi2

gives

Z X =  2 2

22 =  Wi

23 =  W2
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where we have chosen fa  such th a t F ~ l exists. Now uq and w2 can be designed 

using linear system techniques such as pole placement or LQR. For example, 

if we choose

wi = - k i z i  -  k2z2 

w2 = - k3z3

with k i>  0, * =  1, 2, 3, then we have

Z l 0 1 O ' Zl
fa =

o

INI1

Z2

z3 iC
O1Oo
1 Z 3

which is a stable system.

4.3 .1  F in d in g  f a  and f a

To simplify the notation, we represent G0 and G\ as

Gn =
G o n 0 G o n 0 G h 3 G h 4

0 G o n > G i  — 0 G o n Gl23 Gl24
_  G W G q32 G q31 G q32 G 133 G 134

From (4.6), fa must satisfy

dfa dfa + d fa  _ 0
“W—91 — Tj troll +  "X ^031 — U
O X  O X \  (JX 3

# 1  501 dfa  _
~zz~9  2 — W tr o l l  +  X tr032 — U.
O X  O X 2 O X 3

Solving the above partial differential equations using Maple’s pdeso lve  we 

obtain the following general solution.

'3  L
<h(x) =  </' ( + x 22) + x l )  + c (4.9)

where V7 is some C1 function, and c is some constant. A physically relevant 

choice for fa is the to ta l energy stored in the inductors ( E l ) and the capacitor

(Ec)

E h

E c

2 H Z  +  i l  +  % )

f a

-ALfad + 1,2)

dc
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and hence, we choose

The only condition on choosing 0 2 is th a t the m atrix F(x)  be nonsingular 

about x 0. A simple choice is 02(.£) = which allows us to track the reactive 

current iq. W ith 0 1 and 0 2 chosen this way, the resulting m atrix F ( x ) is

which is nonsingular in the region S as defined in (4.5).

4.4  F latness-based  C ontrol D esign

The relation between feedback linearization and flatness is well known [22]. 

In this section we make use of both  notions as system (4.1) is locally static 

state  feedback linearizable. Being static state  feedback linearizable allows us 

to  systematically determine a flat output. Flatness is then used to design an 

open-loop control which steers the system between equilibrium points while 

respecting constraints on the input. We remark th a t work in [9, 10] presented 

a similar flat output but om itted its derivation. In the last section, we have 

explicitly computed the PDE and its solution to  determine the linearizing 

coordinate transform ation which is the flat output. The reason th a t the flat 

output can be chosen in this way is because the system is static state  feedback 

linearizable which enables us to  choose the flat output as the lead components 

of the linearizing coordinates i.e., 0i and 0 2. ft is interesting to  remark th a t 

any (m +  l)-dimensional system with m -inputs is flat if, and only if it is 

controllable [5]. Since the VSC is a 3-state 2-input system and is controllable,

i t  is  n e c e s s a r i ly  f la t .

4.4 .1  D ifferentia l F la tn ess

Before proceeding with the flatness-based control design, we give a definition 

of flatness.

F (x)
2,Xi{2Lx\+CRc(vd-^RsX\))

R cL C 2
0

6x 2x 3 ( L - C R cR s)
C 2L R c
_2=a

L
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Definition 4.4.1 The control system

x  =  f ( x ,  u), x  (E R n, u

is said to be differentially flat (or simply flat) i f  there exists smooth maps h, 

A , B such that

where p and r are some positive integers and the components o f y are not 

related by a differential relation of the form

In other words, a system with m  inputs is flat if there exists m  output functions 

f i ) • • - j fm  called fla t outputs th a t can explicitly parameterize the states x  

and inputs u. This implies th a t if the flat output values are known, we can 

determine the values of the states and inputs by a smooth mapping i.e., without 

integration. This is particularly interesting property for open loop trajectory 

planning since by planning the trajectory of the flat outputs, we can determine 

the input trajectory th a t will steer the system from one equilibrium state  to 

another desired equilibrium state.

4.4 .2  F la t O u tp u t and O p en -loop  M otion  P la n n in g

In static state feedback linearizable systems, the flat outputs are the lead 

components of the coordinate transform ation for each input, i.e.,

where y\, y2 denote the components of the flat output. The time derivative of

y — h(x, it, ■ • • , u ^ )

x =  A( y , y , - - -  , y (r)) 

u = B( y , y , - - -  , y {r+1))

P ( y , y , y ,  ■ ■ • , y (r+1)) =  o.

y f lx )  =  f f l x )  =  ^ L ( x \  +  x \ )  +  ~ C x l (4.10)

(4.11)y2(x) = 4>2( x ) =  X2

y i is

y x = Lf<t> i(x)
2>Rc(vdX\ — R s(xf  +  x%)) — 2x% 

2Rc
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From (4.10) and (4.12), we can express the states x \, x 2, x 3 in terms of y i ,y \ ,V 2 - 

3C R cvd -  ip(y,y)
Xi

6(C R cR s — L) 

x 2 =  2/2

V R cC(y>v)  -  L R c(8Rsyx + 4Lyi -  vdip{y))

(4.13)

x 3
2(C R cR s -  L)

where

i i {y,y)  = y ^ C 2R 2cv2d +  12cr(4?/i +  2C R cyx -  3ayl)  

with a = L — C R cR s and

C(y, y) = C R c( - 3 L v j  + 8R%y! + ALRayx).

The inputs « i, u 2 can be expressed in term s of yi, y x, f/x, y2, and y2- From (4.7), 

we have

y  1 =  2/2

Vi '  L}(t>i ' + F Ml
.  .

Lf(j> 2 _ U2 _

with

and solving the above equations for u\  and u 2 gives

yi -  L j fa fa )  
y 2 -  L f 4>2(x)

A C LR r.________________________ A L ( L - C R cR s) x 2

U\
U2

= F ~ \ x )

- Z C R c V d X z —6 L x i X z + f > C R c R s x \ x z  ( 2 L x \ + C R c(v <i —2 R s x i ) ) x 3 

0 2L

yi

X3

3(vd+vd(—3Rsxi+u>Lx2)+2R2(x%+x%)) 2x%
2 L  ~  CR%

y 2 +  UJX-l +  ^ X 2

and replacing the x ’s with their proper expressions in terms of y ’s gives the 

final expressions for u\  and u2 as functions of the flat outputs. This rather 

complicated expressions for x  and u  can be simplified by assuming a lossless 

system with R s =  0 and R c = oc. In this case, the expressions for the state 

and input are much simpler:

22/i
X1 =  —3nd
x 2 = y2

Ts =  \ l~ ^y  i
2 L y\  3 L
3 C vj ~  2C yl
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and

+ 2(vd + ujLy2)
u i  =  — , —

l a ,  _  1 _  3L7/2
V  C ^ 1 3 C ^  2C»2

2 ^ 2  +  % tv i
U 2 — ---------.     - ■

« /  2  ? _  2Ly? _  3L 2
V  C ^ 1 3Cuf 2C^2

We remark th a t the flat outputs are closely related to the variables we want

to  influence i.e., ig and vdc. This is because energy stored in the capacitor is

much larger than  th a t in the inductors. Hence, tracking energy is similar to 

tracking vdc.

Using the above simplified expressions, we proceed with the open loop mo­

tion planning. The desired flat output trajectories are designed to  determine 

an open loop control which steers the system between equilibria at t =  to and 

t  — t\ > to while meeting certain constraints. To illustrate this design we 

choose a specific motion planning problem:

1 . iq(to) = - 1 0  A , i q(ti) = 10  A.

2. vdc(t0) = 200 V,Vdc(ti) =  240 V.

3. Inputs m a and 5 must satisfy

0 < m a(f) <  1 , - |  < S (t)  < t0 < t < h .

4. The currents must satisfy

-2 0  A <  id(t) <  20 A, -  20 A <  iq < 20 A, to < t <

The transition time is chosen to  be 50 ms. We remark th a t the real current id 

is necessarily 0 a t equilibrium points. Also, the transition time A t  — t\ — to 

should be as small as possible. To ensure th a t objectives 3 and 4 are satisfied, 

the flat outputs are parameterized with a polynomial basis and the coefficients 

of this param etrization are optimized. This optimization is performed numer­

ically using MATLAB’s fse m in f. The MATLAB code for this optimization
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process is included in Appendix B. The resulting polynomials are

y l d(t) = 66.188 +  1.4 x 1 0 V  -  1.7 x 1 0 ¥  +  6.7 x 10lo£5 

y2 d(t) =  -1 0  +  48000f2 -  1920000t3

where t0 =  0 and t\  =  50 ms. The subscript d represents the desired trajectory. 

We remark th a t the end points of the polynomials have the following values.

y14(t0) = ]■ (0.0033) (200) 2 +  |(0 .0 0 2 5 )(-1 0 )2 =  66.1875
£ t:
1 3

yi,d(ti) = -  (0.0033) (240)2 +  -(0.0025)(10)2 =  95.2275

2/2 ,d(t0) =  - 1 0

V2,d(tl) = 1 0 -

The graphs shown in Figure 4*3 are the polynomials y \^  and ?/2,d where to =

1 s, and t\  =  1.05 s. Figure 4.4 is the waveform of the corresponding inputs

m a and 8.

100

70

0.95 1.05
Time (s)

■q
cm"> .

-5

-10

0.95 1 1.05 1.11

Figure 4.3: Desired trajectories of y \4 ,y%d

4 .4 .3  F la tn ess-b a sed  C losed -loop  T rajectory  Tracking

In ideal case, the open-loop trajectory control should be able to  drive the 

system from one equilibrium point to  another, but in practice, due to  the 

unknown disturbances and modeling error, open-loop control is not sufficient 

to  steer the system to  the exact desired state. To account for disturbances, 

model error, and initial tracking error, open-loop control is augmented with
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Figure 4.4: Input trajectories m a and S 

state feedback. We define the components of the tracking error as

ei{t) = f  (yi(T) -  y i A r ))dT
Jo

e2(t) =  vi(t) - y i ,d ( t )

u \  dyi u \  dyi’d ■ w  =  i r wdt dt i t )

e4{t) =  /  M r )  -  y 2,d(T) ) d r
Jo

e5(0  =  V2(t) - y 2,d(i)

where y x̂  and y-iM are the desired flat outputs designed in the previous section. 

Then we have

e i  =  e 2 

e2 =  63

6 3  —  j j i  — jji ,d — L 2j 4> 1 +  L g i L f ( j ) i U i  +  L g2Lf ( f ) \U2 — f / i , d

64 =  es

6 5  =  2/2 — 2/2 , d =  Lf t f iz  +  Lg i f i zU l  +  L g24>2U2 — y 2,d-

Hence, taking

Ui
U2 = F ~ \ x )

- k xe 1 -  k2e2 -  k3e3 -  L 2f <fi 1 +  y 14 
—k ^  — k^e3 — L f fa  +  y2,d
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gives linear error dynamics

ej 0 1 0 0 0 e i  ’

eh 0 0 1 0 0 e2
e.3 = - k i - k 2 ~ h 0 0 e3
e4 0 0 0 0 1 e4
e5 _ 0 0 0 — - k 5 _ e 5

The integral of the tracking error is included to  reject the effects of constant 

disturbances. Fig. 4.5 illustrates the block diagram of the flatness-based closed- 

loop control.

vsc
v o l t  m e te r

■WW—

r e f e r e n c e  a n g le  

g e n e r a to r
abc/dq  

t r a n s f o r m a t i o n
g a te  p u ls e s

P W M

g e n e r a to r

t r a j e c t o r y

g e n e r a to r

f e e d b a c k

c o n tr o l le r 5 =  a r c t a n  ( ^ - )  
v ul 'Ai.

Figure 4.5: Flatness-based control scheme

4.5 S im ulation  R esu lts

In this section, a simulation of the flatness-based control technique for a VSC 

system is presented. This simulation is performed on MATLAB/Simulink 

where the plant consists of the model equations for VSC in d-q frame, the 

inputs to the plant are m a, 5 and the outputs from the plant are the three
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states i.e., id)iq)vdc- The trajectory generator sends the parameterized flat 

output which is designed to  meet the control objectives and constraints. The 

transition of states is designed to  occur a t t = 1 s. In order to  verify th a t 

the closed-loop state  feedback control is working properly, the initial state 

of the system is at x2> £3) =  (0,0,200) which is slightly away from the 

desired equilibrium points. The feedback gains used in this simulation are 

h  =  8500 s~3, k2 = 5600 s“2, k3 =  100 s“ \  k4 = 2800 s“2, fc5 =  150 s " 1.

10

< 5 . f t

'd

d.ref

I ........................................................

0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8

10
5
0

-5
-10

q.ref

0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8

240

220

200

Vdc
.............. v J  .dc.ref

0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8
Time (s)

Figure 4.6: Simulation results of id ,iq,VdC.

Figure 4.6 shows the transition of the three states between t = I s  and 

t = 1.05 s and Figure 4.7 shows the corresponding control inputs m a and 5. 

The simulation shows th a t all three states closely follow the desired trajectory. 

We note th a t the expression for the controller is simplified for the case when 

R s =  0 and R c — oo in order to  reduce the complexity of the equation, and 

this may be the reason for the discrepancy between the desired trajectory and 

the actual values of the states.
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Time (s)

Figure 4.7: Simulation results of the control inputs m a, 8.

4.6 D ecoup led  V ector C ontrol Schem e

In order to  evaluate the performance of the flatness-based control, a traditional 

vector control m ethod presented in [26] is briefly reviewed in this section. We 

recall the two current equations in d-q frame from (3.7) which are

did
dt

R s . Vd _  ed 
L  L

diq Rs . 
—

(4.14)
U3%d

(4.15)

dt L

Now we define erj and eq as the following.

ed = vd +  L(uiiq — 

eQ =  L ( -o j id - p 2)

where pi, p2 are the outputs from the  PI compensators of id and ig, respectively. 

Substituting (4.15) into (4.14) gives

Rsdi,
di
di
a  = " T !J +  Pl

q R s  ■

dt ~  ~ T h P2-
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Hence we can independently control both id and i (]1 and there’s no cross­

coupling between them. The PI feedback is

Since the DC voltage in the capacitor is related to  the amount of real current 

entering the VSC, the DC voltage is indirectly controlled by controlling the 

real current i.e., id. Therefore the output of the PI compensator for the DC 

voltage is i*d i.e.,

This control scheme results in cascaded PI compensators for vdc and id where 

the inner feedback loop is the id controller and the outer feedback loop is the 

Vdc controller. This type of control scheme is also known as an inner-outer 

loop control. The iq control has only one PI compensator and is independent 

of id and vdc.

We remark th a t the response time of the inner loop control should be 

much faster than  th a t of the outer loop control in order for the cascaded 

PI loop to  work properly. We also note th a t in the VSC system, the AC 

currents respond almost instantaneously to the step change in inputs (i.e., m a, 

8) whereas the speed at which the DC capacitor bank charges is relatively 

slow. Hence the inner-outer loop control scheme is appropriate for the id and 

vdc control. Figure 4.8 illustrates a block diagram of this controller.

4.7  Sum m ary

In this chapter, we have derived the set of equilibrium and have shown th a t 

the VSC system is static state feedback linearizable. A flatness-based control

or in frequency domain
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Figure 4.8: Block diagram of vector control scheme.

has also been implemented, and the open-loop motion planning is used to  steer 

the system between equilibria while respecting the input and state  constraints. 

This control scheme is implemented in simulation and the results show th a t 

open-loop motion planning combined with closed-loop control ensures robust 

tracking control.
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Chapter 5 

Experim ental Verification

This chapter presents the design and implementation of the VSC control sys­

tem  on an experimental setup to  validate the theory presented in Chapter 4. 

The VSC used in the experiment is the PowerPak IGBT-based 3-phase in­

verter [1], and the control algorithm is implemented in real-time digital sim­

ulator manufactured by Opal-RT Technologies [2]. The simulator contains a 

Xilinx Virtex II Pro FPG A  [3] card which is used to  generate the sine PWM 

gating pulses. The simulator also contains a high speed analog-to-digital and 

digital-to-analog converters as well as digital input and output boards. The 

experiment is performed at a sampling ra te  of 4 kHz with carrier frequency 

of 2 kHz. It is also possible to  have the same sampling frequency as the car­

rier frequency, bu t the m athem atical model of the system does not change 

in either case and it is expected th a t having faster sampling frequency will 

result in better performance. All the experiments are done in the Real-Time 

experim ental LAB (RTX-LAB) a t the University of Alberta.

5.1 E xperim ental Setup

5.1.1 T h e 6 -p u lse  V SC

Figure 5.1 shows a VSC assembled by Powerex rated at 1.5 kVA (model num­

ber: PP75T120). The converter consists of 6 Insulated Gate Bipolar Transis­

tors (IGBTs) m anufactured by Applied Power Systems Inc. The gate drive 

board is mounted on the top of the converter and is responsible for sending 

the 6 digital gating signals as well as for measuring various signals including
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heat sink tem perature, three-phase currents, and DC voltage. The gate drive 

board also contains security features such as over-current detection and 2 fis 

of dead-time.

Figure 5.1: 6-pulse IGBT-based VSC 

5.1 .2  R ea l-tim e D ig ita l S im ulator

For computing the control algorithm the real-time digital simulator manufac­

tured by Opal-RT Technologies is used and it provides an enormous amount 

of computing power which is suitable for calculating advanced control schemes 

or performing hardware-in-the-loop simulation. Figure 5.2 shows the real-time 

simulator manufactured by Opal-RT Technologies Inc. Each tower contains 4 

computing units called nodes and each node houses 2 Intel Xeon processors, 

analog-to-digital and digital-to-analog converters, and digital inpu t/ou tpu t 

cards. In our work only one node is required. The node used for the experi­

ment also houses a Xilinx Virtex II Pro FPGA board which is used for PWM 

generation. A separate PC, also knows as a console, is connected to  the sim­

ulator via eithernet so th a t a user can have access to  the node through the 

communication between the host (console) and the target (node). Through 

the console the user is able to  start and stop the experiment and to  monitor
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various signals being measured.

Figure 5.2: Real-time digital simulator

A D C  and D A C

An analog-to-digital converter (ADC) has 16 channels and each channel per­

forms a conversion of analog voltage into a 16 bit signal. The converted digital 

signal is interpreted as a signed 2’s complement 16 bit fixed value with binary 

point at 10 (denoted Fixl6_10) by the FPGA. Therefore the range of the analog 

input signal to the ADC is ±16 V. Similarly, the digital-to-analog converter 

(DAC) takes the 16 bit signal (Fixl6_10) and outputs an analog voltage within 

the range of ±16 V. The conversion from digital to  analog signal requires min­

imum of 2 //s.
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D igita l O u tpu t Card

The digital output card contains 16 channels of amplifiers which convert a 0 to 

5 V digital output from the FPGA into 0 to  15 V digital signal. This amplifi­

cation is necessary as the IGBTs in the VSC needs a minimum of 13 V in order 

to  turn  on. The digital output card is also equipped with opto-couplers which 

physically separate the digital simulator from the VSC to  prevent damage in 

the case of high current flow into the digital output card.

F P G A  board

The FPGA board which is installed inside one of the nodes in the digital 

simulator is used for generating sine PW M -based gating signals for the IGBTs. 

The Xilinx Virtex-II Pro has 11,088 logic cells and is based on a 100MHz IBM 

PowerPC processor. This leads to  a 10 ns time step for the triangular carrier 

wave resolution. The FPG A  receives the sinusoidal reference signals from 

the simulator, compares them  with the internally generated 2 kHz triangular 

carrier wave, and sends the digital pulses to  the VSC via the sim ulator’s digital 

output card. Since the dead-time is already built in the gate drive board of 

the converter, dead-time implementation is not required on the FPGA circuit. 

Figure 5.3 shows the FPGA board which was custom designed by Opal-RT 

Technologies to  be compatible with the simulator.

5.1 .3  S um m ary o f th e  E xp er im en ta l S etu p

In this section a complete hardware setup for the experiment is illustrated to  

show how each components are interconnected. Figure 5.4 is the complete dia­

gram of the experimental setup. The real-time simulator can be split into four 

major parts in terms of their functionalities: the analog-to-digital converter, 

the processor, the FPG A  b o a r d  and the digital output c a r d .  The m e a s u r e d  

analog signals from the voltmeters and current sensors are first converted into 

digital signals. These signals are then used to  compute the control algorithm 

which gives m a and 5 for PWM. These values are used to generate the 3-phase 

reference m odulating signals umodja, vmo(̂ b, and vmo(j c- These three signals are
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Figure 5.3: Xilinx Virtex-II Pro FPGA board

sent to the FPG A  board so th a t the triangular carrier wave can be compared 

w ith the 3-phase m odulating signals to  generate PWM pulses. The generated 

gating pulses are then sent to  the digital output card which amplifies the pulses 

and sends them  to  the gate drive board on the VSC.

The purpose of having the variac between the AC supply and the filter 

inductors is to be able to  gradually charge the capacitor bank. This avoids the 

capacitors from instantly charging which can create large inrush current in the 

system. A 3-phase transformer is also added for safety reasons. A transformer 

physically separates the system from the 3-phase power supply to  protect the 

system.

The control algorithm is implemented on MATLAB/Simulink using the 

RT-LAB toolbox provided by Opal-RT Technologies Inc. A complete block 

diagram of this implementation can be found in Appendix C (pwm_tune .mdl).

5.2 R eference A ngle G eneration

In order to  generate the reference angle from the 3-phase supply, two differen­

tial voltage probes are connected between phase a and b, and between phase 

b and c (See Figure 5.4). From these two voltages, the reference angle can be
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Figure 5.4: Experimental setup 

computed. The expressions for va, vb, and vc are

va(t) = V  sin (uit)
* 2tt

vb(t) = V  sin (ajt -  — )

Hence,

^ 27T
vc(t) = V  sin (u t  +  — ).

 ̂ a f  27T 2n
v ab( t ) =  V  s in  (cot) — V  ( s in  (cot) co s  (~^~) ~~ co s  (u ;i) s in  ( “3“ )

=  V  sin (ut) — V  |  ^  sin (ut) — cos (ut)

'3
=  V  ( -  sin (ut)  +  cos (ut)
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and

/ \ / 2tt \ / \ * / 2tt \Ubc(t) 3( — ) + cos(cuf)sm ( — )

=  V { —VScos (ut)).

This leads to

V  sin (ut) = i ( 2 vab(t) + vbc(t))

and

Hence, the reference angle is computed by

>/3 (2 vab(t) + vbc(t))

5.3 P W M  Im p lem en tation  w ith  an F P G A

PW M generation using FPG A  technology has been performed in [6]. The 

hardware design of the FPG A  consists of two main parts: a high frequency 

triangular carrier wave generation and pulse generation. Each component is 

explained in detail in the following subsections. The design is specifically 

implemented for the control sampling frequency of 4 kHz with a 2 kHz carrier 

frequency.

5.3 .1  Triangular C arrier W ave Im p lem en ta tion

The triangular carrier wave w ith a period of 500 /rs is generated internally in 

the FPGA using a 16 bit counter. Since the FPG A  has a clock period of 10 ns, 

it is calculated th a t the counter should count up from —12500 to  12500 and 

then count down to  —12500 in 500 /is. In order to  synchronize the counter 

with the reference control signal, the digital simulator also needs to  send a 

synchronizing signal which we call sync to  the FPG A  in addition to  the 3 

modulating signals. The sync signal is a pulse with 50 percent duty ratio with 

a frequency of 2 kH z.
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The counter requires a reset port which resets the output of the counter to 

the initial value of -12500 (on the rising edges of the sync signal), a load port 

which loads either -12500 (for rising edges of sync) or 12500 (for falling edges 

of sync) at the output of the counter, and an up/dow n port (count up when 

sync is high and count down otherwise) which determines the direction of the 

counting. Although the m odulating signals are bounded between —1 and 1 in 

the m athem atical model, these signals are scaled by a factor of 12500 in order 

to  match the carrier signal magnitude. Figure 5.5 shows the logic used to  gen­

erate the carrier wave. The FPGA design is performed in MATLAB/Simulink 

using the Xilinx System Generator toolbox. A complete Simulink block dia­

gram of the PW M  implementation is included in Appendix D (fpga_pwm.mdl).

c o m p a r a to r
’m od ,  a

9 4
c o m p a r a to r

9 2

9 5
c o m p a r a to r

’m . o d , c

9 3
16 b i t  

c o u n te r
9 6s y n c

r is in g  e d g e  
d e te c t o r

r e s e t
lo a d
u p / d o w n

A  > B

A  > B

A  > B

Figure 5.5: PWM generation in FPGA

5.3 .2  P u lse  G en eration

The gate pulses for the three upper switches g i ,g 2 , 9 3  come from the output 

of the comparators in the FPG A  and the lower gate signals g^, g^,g& are the 

inverted signals of their respective upper switches by a not gate. Since 2 gs  of 

dead-time is already built in the gate drive board of the converter, dead-time 

implementation is not required on the FPGA. The Powerex inverter used in 

the experiment requires a minimum dead-time of 1.2 gs  and to  ensure th a t
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switches have enough time to tu rn  on and off, 2 fj,s of dead-time is appropriate.

Figure 5.6 shows typical sine PW M  waveform of the upper switch of the 

VSC. Note th a t the tim e step of the sinusoidal modulating signal is 250 [is 

whereas the period of the carrier wave is 500 jis.

esto p

^  Ch1 J  0 .00  V 

0 -+ ^ |o.ooooo s |

Figure 5.6: Typical sinusoidal PW M  waveforms

5.4 S tead y S ta te  O peration

In this section, we show the typical waveforms of the voltages and currents 

under steady state  i.e., when the system is at equilibrium and is controlled 

in open-loop for fixed values of m a and 8. Figure 5.7 shows a typical line-to- 

neutral voltage ea a t the AC term inal of the VSC. This image was captured 

with m a =  0.8 and 8 =  0 with v,ic — 200 V. The figure demonstrates th a t sine 

PWM scheme is functioning as expected and th a t ea is switching between 5 

levels of voltages i.e., V, ±  ^  V, and 0 V. Figure 5.8 is the line-to-line 

voltage eab w ith the same m a, 8, and v(ic where eab is switching between ±200 V 

and 0 V. Figure 5.9 is the 3-phase currents ia, %, ic with inputs m a =  0.75 and
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Figure 5.7: Typical waveform of the line-to-neutral AC terminal voltage
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Figure 5.8: Typical waveform of the line-to-line AC term inal voltage
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Figure 5.9: Typical waveform of the 3-phase AC currents

5.5 F iltering  o f M easurem ents

The AC voltages v ab, Vbc and the DC voltage v (jc are measured using differential 

voltage probes and the 3-phase AC currents are measured using LEM Hall- 

Effect sensors. Due to  the noise present in the measurements, the noise is 

filtered by taking the average over ten sampled data. Since the sampling 

frequency is 4 k H z  i.e., the sampling period of 250 [is. this filtering causes a 

delay of 10 • 250 /is =  2.5 m s  since 10 samples have to  be collected in order to 

take the average of the data.
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5.6 T rajectory Tracking C ontrol o f i q and Vdc

This section presents the results from the experimental setup of the flatness- 

based controlled PWM VSC. We make use of the open-loop trajectory de­

scribed in Section 4.4.2 for driving the VSC system from v (j,c — 200 V, iq =  

—10 A to  Vdc =  240 V, iq =  10 A while respecting input constraints. Fig­

ure 5.10 shows the results of the tracking control of iq and v (j,c where the 

solid line is the measured signal and the dotted line is the reference. Due 

to  the modeling error and disturbances, the trajectories do not exactly follow 

their references, but the closed-loop dem onstrates good transient performance. 

These results were obtained with controller gains k\ =  1800 s-3 , k2 =  2600 s-2 , 

A?3 =  100 s-1 , =  2800 s“~2, kc, = 150 s-1 . The control signals are shown in

Figure 5.11 with m a and S remaining within their allowed regions.
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Figure 5.10: Experimental results of flatness-based control of iq and v(jc
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Figure 5.11: Flatness-based control inputs m a and S

5.7 C om parison w ith  V ector C ontrol

In this section we show the results for the system under the same setup as 

in the flatness-based control case except the decoupled vector control scheme 

is used to  control the system. Figure 5.12 shows the results for a desired 

transition for iq from —10 A to  10 A and vdc from 200 V to  240 V where the 

solid line is the measured signal and the dotted line is the reference. Unlike 

in the nonlinear control, the reference inputs are discontinuous step functions. 

The corresponding control signal is shown in Figure 5.13. These results were 

obtained with controller gains kfd = 3 V /A , k\d =  65 V/(A- s), k^q — 3 V /A , 

k liq = 65 V/(A-s), k% =  0.54 A /V , k%v =  10.8 A/(V-s) which were determined 

from an extensive tuning procedure [8], [27]. In terms of the settling time, 

both  control methods provide a transition for iq and vdc of less than  200 ms. 

However, transient performance of the vector control is inferior to  th a t of the 

nonlinear control in term s of high frequency oscillations in the controls and 

large overshoot in iq and vdc.
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5.8 Sum m ary

In this chapter we successfully implemented a flatness-based control on an 

actual VSC test stand. The hardware implementation of sine PWM and 

equipments used in the experiment are described in detail. Open-loop mo­

tion planning is used to  steer the system between equilibria while respecting 

input and state constraints. Closed-loop control ensures th a t tracking is robust 

to  model error, initial tracking condition error, and disturbances. Experimen­

ta l results illustrate th a t the nonlinear control provides improved transient 

tracking performance relative to  a traditional vector control method.
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Chapter 6 

Conclusion and Future Work

6.1 Sum m ary o f R esearch and C onclusion

In this thesis we considered the reactive current and DC voltage tracking con­

trol problem for a 3-phase PWM VSC for STATCOM applications. A VSC is 

the main building block of power flow controllers in Flexible AC Transmission 

Systems (FACTS) such as D-STATCOMs and UPFCs. This has led to the de­

velopment of control algorithms for reactive current and DC voltage regulation 

and tracking control.

The conventional control technique for the VSC system is a decoupled vec­

tor control using PI compensators. This technique may be sufficient for indus­

trial applications however, recent development in nonlinear control techniques 

has given the motivation for this thesis work which is focused on the investi­

gation of advanced control algorithm for the VSC. The two main approach we 

took in nonlinear control design are feedback linearization and flatness-based 

motion planning control.

First we applied the feedback linearization technique to  check whether the 

model is feedback linearizable. In Chapter 4 we have shown th a t the system 

under study is locally static state  feedback linearizable and by the virtue of 

this property the system is necessarily flat. The flat outputs are chosen to  be 

the lead components of the coordinate transform ation, and open loop motion 

planning problem has been suggested. For relevant practical application, we 

have chosen the motion planning problem as the transition of iq from —10 A to 

10 A and v^c from 200 V to  240 V in 50 ms. Due to  the constraints in inputs
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and in current ratings of the equipments, the motion planning problem also 

takes these constraints into consideration when designing the desired trajec­

tory of the flat output. Closed-loop feedback control is incorporated into the 

controller to  compensate for modeling error and disturbances.

Then we proceeded to  the implementation and experimental verification 

of the flatness-based control approach to  the actual VSC system. Sine PWM 

implementation is done on the FPGA device as this approach is commonly 

used in industry. Two control techniques are implemented on the same test 

stand: flatness-based control and the traditional decoupled vector control. The 

results for both control algorithm are plotted and are compared. The results 

show the improved transient response of both iq and vjc in term s of settling 

time and over shoot. This dem onstrates th a t flatness-based control technique 

works in practice and out performs the conventional vector control scheme in 

reference transitions of currents and DC voltages.

6.2 Future W ork

Presently, the proposed control performs open-loop motion planning off-line. 

This can be a major drawback of flatness-based open-loop control technique. 

A natural extension to  the work in this thesis would be an on-line trajectory 

planning of the flat output if possible. Another approach to  this problem is to 

construct a look-up table for the reference trajectories of the flat outputs in 

order to  streamline the implementation. O ther areas where this work can be 

extended to  are: the exact modeling of the VSC system including switching 

harmonics, the VSC control system for the unbalanced 3-phase AC supply, flat 

output param etrization using basis functions other than  polynomials such as 

b-spline basis functions.
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A ppendix A  

Differential G eom etry

Basic definitions of differential geometry is reviewed in this appendix since 

the m ajority of the discussions in Chapter 4 assume a basic knowledge of this 

theory. Feedback linearization technique makes use of the notion of differen­

tial geometry and here we briefly review several definitions. For a complete 

introduction to  differential geometry see the text by [16]. The content of this 

appendix can also be found in [21].

D iffeom orphism s

Let p be a point in E n, an n — dimensional Euclidean space, and U, a neighbor­

hood of p. Let (p{p) = (xi(p), ■ ■ • , x n (p) )  : U —> V  C  JRn be a homeomorphism

i.e., one-to-one and onto (a bijection), with p> and continuous. A set ( U , ip) 

is called a coordinate neighborhood or a coordinate chart. If bo th  p  and 

are smooth maps in V,  then p  is called a local diffeomorphism. If bo th  p  and 

tp 1 are smooth maps in K” , then p  is called a global diffeomorphism.

V ector F ields

A  vector field f  o n  a n  o p e n  s u b s e t  U c  K ” is a  fu n c t io n  w h ic h  a s s ig n s  t o  e a c h  

point p £ U a vector f p. For a coordinate chart (U, <p), if X\(p), • • • , x n(p),p  G 

U are local coordinates, a C°° (smooth) vector field /  is expressed as

/  =  f l ( x ) p T ~  +  ‘ +  f n ( x ) -  9
d x  i Ox,-
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with fi  G C°°(p). A vector field may also be expressed as a column vector as

/i(* )
f ( x )

f n ( x )

Lie D erivatives

If /  is a smooth vector field on U and h is a smooth function where h : U C  

Rn —> R, then f ( h ) is a smooth function on U defined by

f{h){p) = Y ^ f i { p )  f ~ )  (p).
i= i  \  * /

The function f ( h )  is called the Lie Derivative of the function h along the vector 

field / .  Lie derivatives are often denoted as L fh  which can conveniently denote 

repeated operations. For example, taking the Lie derivative i times along the 

same vector field /  can be denoted

L )h  = L f ( L y l h)

with

L )h  = L f h , L°f h = h.

The Lie Bracket of two vector fields / ,  g is defined by

[/, 9\{h) = f (g(h) )  -  g ( f ( h )) = L f L gh -  L gL f h

We remark th a t the Lie bracket [/, g] is also a vector field [21]. The Lie bracket 

[f,g] is also denoted by ad j g  which can simplify the notation for iterated Lie 

brackets as

ad j£  =  adf (&dylg), ad^g = adjg,  ad jg  =  g.

If we define /  and g in local coordinates (x\,  ■ ■ ■ , x n) as

71 fi n £1
/  =  E % ?  s = E

i = 1 * j = 1 3

then adjg  can be w ritten in vector notation as

, dg df
adf9  =  T J  ~  - r d i  dx dx
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rdA . . A h '
<y_ =

dx i dxn

dx ^In dfn
-dxi dxn

D istrib u tion s

An r-dimensional distribution V  on W ,  an open connected subset of Rn, is a 

map which assigns to  each point p  G W  an r-dimensional subspace of Rn such 

th a t for each pa € W  there exists a neighborhood U of p0 and r  smooth vector 

fields f i ,  ■ ■ ■ , f r w ith the following properties:

1- ,/i (p). • • ■ ; f  r (p) are linearly independent for every p G U,

2. V(p)  =  span{ f i ( p ) , . . . ,  f r (p)}, Vp G U.

A distribution T> is said to  be involutive if, given any two vector fields /  and g 

belonging to  V ,  their Lie bracket [/, g] also belongs to  V.

80

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Appendix B 

Simulation Program

The MATLAB file fseminLflat.m solves the optimization problem over a semi­

infinite constraints.

B .l  fseminf_flat.ni

*/. Initial condition
xO =[-0.2273 0.7396 1.1664 -0.0029 0.0355 -0.2418 0.7098];
•/. set maximum number of iteration and function evaluation 
options =optimset('MaxFunEvals’,10000,’Maxlter’,500);
[x,fval,exitflag,output]=
fseminf(@myfun, xO, 6, ©constraints, [],[],□,□,□, □  ,options)

B.2 constraints.m

function [c, ceq,K1,K2,K3,K4,K5,K6, s] constraints(x, s) 

global L C Rc Rs w k vd tO tl vdcO vdcl iqO iql dt A1 A2 

if isnan(s(1,1)),
s = [dt/1000 0;dt/1000 0;dt/1000 0;dt/1000 0;dt/1000 0;dt/1000 0] 
end
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% Sample set 
ta = tO:s(l,1):tl; 
tb = tO:s(2,1):tl; 
tc = t0:s(3,l):t1; 
td = t0:s(4,l):t1; 
te = t0:s(5,l):t1; 
tf = t0:s(6,l):t1;

% expressions for al, a2, a3, ...
% Note that yl has 6 constraints and y2 has 4 constraints.

al6 = lelO*x(l); 
al7 = lel0*x(2); 
al8 = lel0*x(3);

a24 = lel0*x(4); 
a25 = lel0*x(5); 
a26 = lel0*x(6); 
a27 = l e l 0 * x ( 7 ) ;

alO = (3*L*power(iqO,2) + 2*C*power(vdc0,2))/4; 
all = 0; 
al2 = 0;
al3 = -(power(dt,-3)*(50400*(3*(iq0 - iql)*(iq0 + iql)*L + 
2*0*(vdcO - vdcl)*(vdcO + vdcl)) +
(28*al6 + 3*dt*(4*al7 + al8*dt))*power(dt,6)))/3360;
al4 = (power(dt,-4)*(151200*(3*(iq0 - iql)*(iqO + iql)*L +
2*C*(vdc0-vdcl)*(vdc0+vdcl))+168*al6*power(dt,6)
+ (64*al7+15*al8*dt)*power(dt,7)))/1680;
al5 = -(power(dt,-5)*(30240*(3*(iq0 - iql)*(iqO + iql)*L + 
2 * 0 (vdcO-vdcl)*(vdcO+vdc1))+84*al6*power(dt,6)
+(24*al7+5*al8*dt)*power(dt,7)))/168;
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a20 = iqO; 
a21 = 0;
a22 = -(power(dt,-2)*(15120*iq0 - 15120*iql - 210*a24* 
power(dt,4)- 84*a25*power(dt,5) - 21*a26*power(dt,6)
-4*a27*power(dt,7)))/2520;
a23 = -(power(dt,-3)*(-10080*iq0 + 10080*iql +420*324* 
power(dt,4)+ 126*a25*power(dt,5) + 28*a26*power(dt,6) +
5*a27 *power(dt,7)))/840;

A1 = [alO, all, al2, al3, al4, al5, al6, al7, al8]j
A2 = [a20, a21, a22, a23, a24, a25, a26, a27] ;

*/. expressions for y, ydot, yddot from mathematica, y has N-4 coeff. 
7. evaluate y(t,x), ydot(t,x), yddot(t,x)

yla = alO + all.*(ta-t0) + al2/Factorial(2).*(ta-t0).~2 + 
al3/Factorial(3).*(ta-t0)."3 + al4/Factorial(4).*(ta-t0).~4 +
al5/Factorial(5).*(ta-t0).~5 + al6/Factorial(6).*(ta-t0).~6 +
al7/Factorial(7).*(ta-t0)."7 + al8/Factorial(8).*(ta-t0).~8;

ylb = alO + all.*(tb-t0) + al2/Factorial(2).*(tb-t0).“2 + 
al3/Factorial(3).*(tb-t0).“3 + al4/Factorial(4).*(tb-t0)."4 +
al5/Factorial(5).*(tb-tO)."5 + al6/Factorial(6).*(tb-tO).“6 +
al7/Factorial(7).*(tb-tO)."7 + al8/Factorial(8).*(tb-tO).~8;

ylc = alO + all.*(tc-tO) + al2/Factorial(2).*(tc-tO).~2 + 
al3/Factorial(3).*(tc-tO)."3 + al4/Factorial(4),*(tc-tO).~4 +
al5/Factorial(5).*(tc-tO)."5 + al6/Factorial(6).*(tc-tO)."6 +
al7/Factorial(7).*(tc-tO).~7 + al8/Factorial(8).*(tc-tO).~8;

yld = alO + all.*(td-tO) + al2/Factorial(2).*(td-tO)."2 +
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al3/Factorial(3).*(td-tO).~3 + al4/Factorial(4).*(td-tO).~4 + 
al5/Factorial(5).*(td-tO).“5 + al6/Factorial(6).*(td-tO).~6 + 
al7/Factorial(7).*(td-tO).~7 + al8/Factorial(8).*(td-tO),~8;

yla_dot = all + al2*(-t0 + ta) + (al3*power(-tO + ta,2))/2. +
(al4*power(-tO + ta,3))/6. + (al5*power(-tO + ta,4))/24. +
(al6*power(-tO + ta,5))/120. + (al7*power(-tO + ta,6))/720. +
(al8*power(—tO + ta,7))/5040;

ylb_dot = all + al2*(-t0 + tb) +
(al3*power(-tO + tb,2))/2. + (al4*power(-tO + tb,3))/6. +
(al5*power(-tO + tb,4))/24. + (al6*power(-tO + tb,5))/120. +
(al7*power(-t0 + tb,6))/720. + (al8*power(-t0 + tb,7))/5040;

ylc_dot = all + al2*(-t0 + tc) + (al3*power(-tO + tc,2))/2. +
(al4*power(-tO + tc,3))/6. + (al5*power(-tO + tc,4))/24. +
(al6*power(-t0 + tc,5))/120. + (al7*power(-tO + tc,6))/720. +
(al8*power(-tO + tc,7))/5040;

yld_dot = all + al2*(-t0 + td) +
(al3*power(-t0 + td,2))/2. + (al4*power(-t0 + td,3))/6. +
(al5*power(-tO + td,4))/24. + (al6*power(-tO + td,5))/120. +
(al7*power(-tO + td,6))/720. + (al8*power(-tO + td,7))/5040;

yla_ddot = al2 + al3*(-t0 + ta) + (al4*power(-tO + ta,2))/2. +
(al5*power(-t0 + ta,3))/6. + (al6*power(-tO + ta,4))/24. +
(al7*power(-tO + ta,5))/120. + (al8*power(-tO + ta,6))/720;

ylb_ddot = al2 + al3*(-t0 + tb) + (al4*power(-tO + tb,2))/2. +
(al5*power(-t0 + tb,3))/6. + (al6*power(-tO + tb,4))/24. +
(al7*power(-tO + tb,5))/120. + (al8*power(-t0 + tb,6))/720;
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ylc_ddot = al2 + a!3*(-t0 + tc) + (al4*power(-tO + tc,2))/2.
(al5*power
(al7*power

yld_ddot = 
(al5*power 
(al7*power

y2a = a20 
(a23*power 
(a25*power 
(a27*power

y2b = a20 
(a23*power 
(a25*power 
(a27*power

y2c = a20 
(a23*power 
(a25*power 
(a27*power

y2d = a20 
(a22*power 
(a24*power 
(a26*power

y2e = a20 
(a23*power 
(a25*power 
(a27*power

-tO + tc,3))/6. + (al6*power(-tO + tc,4))/24. +
-tO + tc,5))/120. + (al8*power(-tO + tc,6))/720;

al2 + al3*(-t0 + td) + (al4*power(-tO + td,2))/2. 
-tO + td,3))/6. + (al6*power(-t0 + td,4))/24. +
-tO + td,5))/120. + (al8*power(-tO + td,6))/720;

a21*(-t0 + ta) + (a22*power(-t0 + ta,2))/2. +
-tO + ta,3))/6. + (a24*power(-tO + ta,4))/24. +
-tO + ta,5))/120. + (a26*power(-tO + ta,6))/720.
-tO + ta,7))/5040;

a21*(-t0 + tb) + (a22*power(-t0 + tb,2))/2. +
-tO + tb,3))/6. + (a24*power(-tO + tb,4))/24. +
-tO + tb,5))/120. + (a26*power(-tO + tb,6))/720.
-tO + tb,7))/5040;

a21*(-t0 + tc) + (a22*power(-t0 + tc,2))/2. +
-tO + tc,3))/6. + (a24*power(-tO + tc,4))/24. +
-tO + tc,5))/120. + (a26*power(~tO + tc,6))/720.
-tO + tc,7))/5040;

a21*(-t0 + td) +
-tO + td,2))/2. + (a23*power(-tO + td,3))/6. +
-tO + td,4))/24. + (a25*power(-tO + td,5))/120.
-tO + td,6))/720. + (a27*power(-tO + td,7))/5040;

a21*(-t0 + te) + (a22*power(-tO + te,2))/2. +
-tO + te,3))/6. + (a24*power(-tO + te,4))/24. +
-tO + te,5))/120. + (a26*power(-tO + te,6))/720.
-tO + te,7))/5040;
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y2f = a20 + a21*(-t0 + tf) + (a22*power(-tO + tf,2))/2. +
(a23*power(-tO + tf,3))/6. + (a24*power(-tO + tf,4))/24. +
(a25*power(-t0 + tf,5))/120. + (a26*power(-tO + tf,6))/720.
(a27*power(-tO + tf,7))/5040;

y2a_dot = a21 + a22*(-t0 + ta) + (a23*power(-tO + ta,2))/2. +
(a24*power(-t0 + ta,3))/6. + (a25*power(-t0 + ta,4))/24. +
(a26*power(-t0 + ta,5))/120. + (a27*power(-t0 + ta,6))/720;

y2b_dot = a21 + a22*(-t0 + tb) + (a23*power(-tO + tb,2))/2. +
(a24*power(-tO + tb,3))/6. + (a25*power(-tO + tb,4))/24. +
(a26*power(-tO + tb,5))/120. + (a27*power(-tO + tb,6))/720;

y2c_dot = a21 + a22*(-t0 + tc) + (a23*power(-tO + tc,2))/2. +
(a24*power(-tO + tc,3))/6. + (a25*power(-tO + tc,4))/24. +
(a26*power(-t0 + tc,5))/120. + (a27*power(-tO + tc,6))/720;

y2d_dot = a21 + a22*(-t0 + td) + (a23*power(-t0 + td,2))/2. +
(a24*power(-t0 + td,3))/6. + (a25*power(-tO + td,4))/24. +
(a26*power(-t0 + td,5))/120. + (a27*power(-tO + td,6))/720;

•/. evaluate expr for u (y,ydot,yddot) 
xla = 2*yla_dot/3/vd; °/0for plotting

arga = 2/C*yla -2*L*(yla.dot.~2)/3/C/(vd~2) -3*L/2/C.*(y2a."2) 
argb = 2/C*ylb -2*L*(ylb_dot.''2)/3/C/(vd~2) -3*L/2/C. *(y2b. "2) 
argc = 2/C*ylc -2*L*(ylc_dot.~2)/3/C/(vd~2) -3*L/2/C.*(y2c.~2) 
argd = 2/C*yld -2*L*(yld_dot.~2)/3/C/(vd~2) -3*L/2/C.*(y2d.~2)

x_3a = sqrt(arga); 
x_3b = sqrt(argb);
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x_3c = sqrt(argc); 
x_3d = sqrt(argd);

xla_real = (-3*C*Rc*vd + sqrt(9*power(C,2)*power(Rc,2)*power(vd,2)+ 
12*(L - C*Rc*Rs)*(4*yla + 2*C*Rc*yla_dot - 3*(L - 
C*Rc*Rs)*power(y2a,2))))/(6.*(L - C*Rc*Rs));

x3a_real = sqrt((Rc*(C*Rc*(-3*L*power(vd,2) + 8*power(Rs,2)*yla + 
4*L*Rs*yla_dot) + L*(-8*Rs*yla - 4*L*yla_dot + 
vd*sqrt(9*power(C,2)*power(Rc,2)*power(vd,2) +
1 2 *(L - C*Rc*Rs)*(4*yla + 2*C*Rc*yla_dot -
3*(L - C*Rc*Rs)*power(y2a,2))))))/power(L - C*Rc*Rs,2))/2;

xlc_real = (-3*C*Rc*vd + sqrt(9*power(C,2)*power(Rc,2)*power(vd,2)+
12*(L - C*Rc*Rs)*(4*ylc + 2*C*Rc*ylc_dot -
3*(L - C*Rc*Rs)*power(y2c,2))))/(6.*(L - C*Rc*Rs));

x3c_real = sqrt((Rc*(C*Rc*(-3*L*power(vd,2) + 8*power(Rs,2)*ylc + 
4*L*Rs*ylc_dot) + L*(-8*Rs*ylc - 4*L*ylc_dot + vd*sqrt(9*power(C,2)* 
power(Rc,2)*power(vd,2) + 12*(L - C*Rc*Rs)*(4*ylc + 2*C*Rc*ylc_dot 
- 3*(L - C*Rc*Rs)*power(y2c,2))))))/power(L - C*Rc*Rs,2))/2;

ula = (-4*L/3/vd*yla_ddot + 2 * (vd+w*L*y2a))./x_3a; 
u2c = -(2*L*y2c_dot + 4*w*L/3/vd*ylc_dot)./x_3c;

ula_real = -(-2.*(6.*L.*Rc.*y2a.*(L.*w.*xla_real + Rs.*y2a) + 
4.*L.*power(x3a_real,2) + C.*power(Rc,2).* (3.*(vd - 
2.*Rs.*xla_real). *(vd - Rs.*xla_real + L.*w.*y2a) -
2.*L.*yla_ddot)) - 12.*L.*Rc.*(L-C.*Rc.*Rs).*y2a.*y2a_dot)./ 
(3.*Rc.*(2.*L.*xla_real + C.*Rc.*(vd -2.*Rs.*xla_real)).* 
x3a_real);
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u2c_real = (-2.*(Rs.*y2c + L.*(w.*xlc_real + y2c_dot)))./x3c_real;

K1 = (4*L/3/vd*yla_ddot - 2*(vd+w*L*y2a))+0.01;
K2 = ((-4*L/3/vd*ylb_ddot + 2*(vd+w*L*y2b))).~2 - argb; 
K3 = (2*L*y2c_dot + 4*w*L/3/vd*ylc_dot).~2 - argc;
K4 = -argd;
K5 = y2e-30;
K6 = -y2f-30;

c = [] ; ceq = [] ;

°/„ Plot a graph of semi-infinite constraints
figure(1)
subplot(321)
plot(ta,ula,,tc,u2c,
title(’ul and u2’)
subplot(322)
plot(ta,x_3a,,ta,y2a , ’ : ’ ) ;  

title(’trajectories of v_dc and i_q’) 
subplot(323)
plot(ta,x3a_real,,ta,x_3a, ’ : ’) ; 
title(’x3_real and x3’) 
subplot(324)
plot(ta,xla_real,,ta,xla,':’); 
title('xl_real and xlJ) 
subplot(325)
plot(ta,ula_real,,ta,ula,’:’); 
title('ul.real and ul’) 
subplot(326)
plot(tc,u2c_real, ,tc,u2c,’:’); 
title(’u2_real and u2’) 
drawnow
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A ppendix C 

RT-LAB M odel

pwm tune.m dl

measurements ten  p cntro'-
m m

h
SC Console SM master

1

Flatness-based control model for RT-LAB 8.0.2 

Ts = 250e -6,
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pw m _tune/SM _m aster/double to uint32 convert

16 bit, signal concatenation to 32 bits

C o n t r o l  1

C o n t r o l  A

d >
C o n t r o l  2 K Z )

C o n t r o l  B

C o n t r o l  3
* < 2 D
C o n t r o l  C

al l  z e r o

101

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A
P4
m
o
4-»

J
A  
3
O 

■o

01
>c o
u

fS
n
+jc■
3 
O4J

J j J

XI 
3 
0

-o
- s1-
01 4-»
m
to
£
I 

2
cfi
- s
01c
3

4-1I 
E 
5
a

CM

r-jro4—*
C-

CM
CO

OOaj o
a  £

CD t
x

CD

> a

102

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A ppendix D  

X ilinx System  Generator m odel

fpga_pwm.mdl

Version

Version

System
Generator

Ini
In1 D ata OUT1

O P5130 AC FPGA
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