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' ABSTRACT

The magnetovar1at1on fields*obaerved by a two d1menszonal

array are separated and th€ 1nternal fields are 1nverted to

[N

the causative current systems., The normal parts of the

-fzelds are esttmated by plane wave expans1on. The analys1s
ke

%f normal taelds also prov1des criteria for choos1ng

sultable frequency components for further analysa-

'wave number domain . analysis of the fleld%ﬂ“7{;if2f}ndv
separates the f1elds into internal and externg &’rts. Thesc&@
two parts are proved to be mutually orthogonal

The fléldS are 1nverted to horlzontal curreént sheetf in
" a strat1f1ed conductlng Earth s model through a matrix
formulatlon. Analytlc boundary condltlons for an arb1trary
conduct1V1ty depth dependence are also derived. - -

The, £1e1ds are also 1nverted ‘to 3-D l1near‘currents and
to coénstant- w1dth current sheets in free space. Th1s
'1nversron_;s regulated by modified LSI (Least Squares with
Inequality constraints).and modified LDP (Least Distance
Programming) techniques. The systematic errors in the data.
are'compensated by a W-stabilization prodedure. The newly
.developed methods in chapters 3-5 areftested with models and
applled tO/the f1e1d data. A conduct1ve struct\re ‘that
crosses the Rocky Mounta1ns<1n the depth range 30-120 km.is -

.t

located The structure ‘is either in the upper mantle or 1n

" the lower crust, and may be related to a seismic’ low

Padd
.v(_'

VElOClty zone. , O



T ' ACKNOWLEDGENENT . ¢
1 a greatly°1n debt teo my supervisor Professor D.1. Gough,
for his gu1dance and great enthu51asm for and 1ngenu1ty in
sc1ence, for the ﬁinanC1al support both at .the Unxvtrs1ty
and during my study-vis1ts to the University of British"
Columbia. I than7 Professor J.c. Samson,:;y cdqgupervi;tr,
.fbr.hﬁs guidanCQiin'general‘and particularly in’the |
méthematiua}-phySics aspects of qhé teéeqrch and the writing
of the thesiéﬁﬁl thank Professor D.W. Oldenburg for his kind “
help and guidénce in the. invergsion parts of the thesis
.durlng my two v1s1ts to Unlver51ty of - Br1t1sh Columbia. 1
warmly thank Dr. D.McA. McK1rdy for his guidance (when
_Professor Gough was on study leave) and for continupus
helpful dis;ussiqn. Mrs. K. Wilson and Mr. Chen shared the
/data acquisitioh procedure and are thanked.

. -1 thank the Killams and the Killam Scholarsh1p |

Committee for the Izaak Walton K1llanuMemor1al Scholarsh1p

which in large measure supportedjmy graduate stud1es for

three'years at the Universit of,Alberté. I thank the

]

department. of physiés for fartial financial support through

a Teaching Assistantship.. _ ' ’ ~

vi



o !l'abic'.‘i’dt‘-c,pntontl
~Chapter - - . . © " page
1. INTRODUCTION,......-............w.-...................1
1 REVIEW OF PREVIOUS»WQRK .........................2
1.? 1‘ DATA REPRESENTATION .....-................2‘
'1.1 2 MODELS AND INVERSION ......o\.............4
1.2 CONTRIBUTIONS OF THIS THESIS ......,,........,...9
2. NORMAL FIELD, ESTIMATION IN MAGNETOVARIATION STUDYES .12
2.1 PLANE WAVE EXPANSION. OF THE NORMRL FIELD ...o...13
2.2 AN ALGORI*HM FOR WAVE PARAMETER ESTIMATION .....16 |
2.3 STATISTICAD ANALYSIS OF NORMAL FIELDS ..........18

2.4 COMPARISON WITH OTHER NORMAL FIELD .
’ REPRESENTATIONS oo.oQoncoocd%-o-oooo.acidonto05029

3. SEPARATION OF FIELDS INTO INTERNAL AND EXTERNAL

PARTS Cl..’...l..........Q..'.l.‘............I.....l.32

3.1 REPRESENTATION OF A POTENTIAL FIELD IN
CARTESIAN Q}ACE AND WAVENUMBER DOMAINS .........33

3.2 SEPARATION OF THE FIELD INTO EXTERNAL AND gp
' INTERNAL pARTS .0....l.'I.....ll.‘....l.-....ll.3

3.3 CURL- FREE ADJUSTMENT OF THE FIELD ..............37
3.4 UNIFIED POTENTIAL AS WEIGHTED AVERAGEAOF |
, POTENTIALS' OF EACH COMPONENT . """"'Z@""""40
3.5 APPLICATIONS TO SYNTHETIC DATA .vevvuivnesncnnn.d2
3.6 :EDGE EFFECTS .;..;;........ff.....;...;......}..51 o
] 3.7  APPLICATION TO FIELD DATA- .;....................52
4, - INVERSION TO A SHEET CURRENT AT A spscx#xc DEPTH cves60
-4 1 BASIC EQUATIONS ......;........................n63

4.2 BOUNDARY 'CONDITION AT A SOURCE-FREE LAYER
INTERFACE .............D...........000000000000066

4.3 BOUNDARY CONDITION AT A CURRENT'SHEET ..........68

e
-3

- -
>

SOLUTION FOR Z IN AN UNIFORM CONDUCTIVE LAYER ..70

vii



-3

LY ~

4.5 SOLUTION POR Z IN PREE_SPAGE +..vvvernssnsnsss.?2
4.6 PLANE LAYERED BARTH MODEL ...l..e.ueesrssssnsssd
4.7 MATRIX REPRESENTATION OF BOUNDARY connxrxons T
4.8 SOLUTION IN V spacny............................77

THE SHIELDING PROPERTY OF A LAYERED EARTH ......79
.10 CURRENT SHEET INVERSION RESULTS ................86

INVERSION OF CHAN&ELLED CURR\ENT 2 0% 00 0008000 n.’-ol-o-96"

-

5.1 THE LINEAR CURRENT MODEL AND OBSERVATION
COORDI"ATE SYSTEM ....'..Q.l.l'l..lllf.l.l'..!?..g7)

5.2 CURRENT COORDINATE SYSTEM AND 0-C .
TRANSFORMATION .'.ll..‘q.‘..O.l...'.'...'...".‘lgg

5.3 FORWARD PROBLEM FOR A LINEAR CURRENT e LA
- 5.4 FORWARD PROBLEM FOR A SHEET?CURRENT OF

CONSTANT WIDTH ¢ evovvvroecnnsnonsnasnnsenenseasl03
5.5 THE DERIVATIVES ...evveisnaennneernnnncecesenss106
5.6 THE INVERSION «rvuvvreeresurersennsnnnensaresal07
5.7 UNIQUENESS AND ERROR CONTROL «..veonreennsessss 110
5.8 W-STABILIZATION OF THE INVERSION PROCESS ......112
5.9 CONSTRAINED LEAST SQUARES PROGRAMMING .........116

5.10 LEAST DISTANCE PROGRAMMING AND ERROR ‘
COMPRESSION ..‘-—‘—"........“....‘.....'.l...I..‘.A11.9

5.11 TEST INVERSION OF SYNTHESIZED DATA R F 7

5.11.1 TEST 1: SINGLE LINE CURRENT MODEL ..:...125
5.11.2 TEST 2: SHEET CURRENT MODEL ....c.......131
5.1J.3 TEST 3: PRISM CURRENT MODEL ,.......T...143

5.12 A TEST FOR CURRENT. CHANNELLING BY MEANS OF THE

KARHUNEN-LOEVE TRANSFOm’ ‘. e .“. ® o 9 00 0 b ... 0 0 ¢ 0 00 150

5.13 INVERSION OF SEPARATED INTERNAL-FIELDS OF THE
SABC ANOMALY .."....'.0‘0...D"."..l...".....O?'..“SB

5.13.1 DATA DESCRIPTION +vueevrvoneeonsensnnnes159
. -

. ' viii



. N ‘ ” ‘ )
5,13.2 INVERSION WITH LOOSE CONSTRAINTS ON.
DEPTH ...‘.............'l......‘.‘.".‘l162

5.13.3 INVERSION”WITH 'CONSTRAINTS IN FAVOUR OF

SHALLOWER MODELS . ....................17Q

5.13.4 INVERSION TO CURRENT $HEET OF CONSTANT
w_IDTH .’...0..0......OO......'\I...I.....178

5.43.5w1g?ERSION WITH OTHER MODELS AND DATA
SET

s.‘...l..l...'l...‘...0...'.......'.‘82

5.14 SUMMARY OF THE GEOMETRY OF THE CURRENT CHANNEL' 185 .

5.15 STRUCTURAL IMPLICATIONS 'OF THE' CURRENT

‘.INVERSION ....'.Ol....'..l.'O.I‘.l.....‘.l.....’BS.
6- CONCLUSIONS l.o:o.ltoooo'o.QO..'ooo(.'.'..dc.u..q.lt.’ge'

BIBLIOGRAPHY OOC'IQCQ.l'...i'V...C.'.O.‘f.'...'\l..'l.....l..zoz
APPENDIX 1: NATURE OF THE INDUCTION MATRIX D ..oeveees...209

APPENDIX 2: ANALYTIC SOLUTION FOR ARBITRARY
DEPTH-DEPENDENCE OF THE CONDUCTIVITY ...cc.cceeeeresss212

#

. APP‘ENDIX 3: w1VECTOR t..’oo.o-o.;'cooonoco-h..t.l.;vpoo:iol.2'16



.

s - ) List of Tebl
_Table

L
{

* élq.

2.1 Division ot magnetovariation spectra into '
5peri°d bandst ...I‘lll...0.!'.'..........0‘0..»‘“!19

2.2 Energy .An plane waves for the 5 period R

- ban s. '..‘..ll.....‘.l.".‘.......!............00.‘..28

3.1 - Correlation coefficients between original
-field components~and those separated with .
. and without data expansxon. ........................52

5.1 Goodness of Fit for Test Model -1 using . ' N
the LDPNL methOdo .0.0...'..0...0...0..00.0...'0.0.125

5.2 Goodness of Fit for Test Model “ using 7
' the LSINL methOd ee.eeeeoeeoeee'ee.e!eeee’eevr'eii_oze_126

5.3 Goodness of Fit for Test Model 2, sheet
: width 70 km, Sheet current inverted to a
"line current using the LDPNL method ............‘..132

5.4 Goodness of Fit for Test Model-2. Sheet . '
currenf inverted to a line current using : j
the LSINL mEthod ...........l..‘.’l.....'l..‘......133 .

5.5 Goodness of Fit for Test Model 2. Sheet S
current inverted to a sheet current using
the LSINL method l.....‘.......“..'.....I....l‘....13‘3

5.6 ° Goodness of Wit for wider (100 km) test
Model 2, Sheet current inverted to a line
current using the LSINL method‘:.:.................139

5.7 Goodness of Fit for wider (100 km) test
Model 2, Sheet current inverted to a S
sheet current using the LSINL method ..............143
5.8 Goodness™ of Fit for Test Model 3. Prism
current inverted to a line current using. :
the LDPNL method C.lOVQOOQUOQOOOOOCOCOOOOOOCl.....'.144

5.9 Goodness of F1t for Test Model 3. Pr1sm

current inverted.to a line current using

the LSINL method I.l...".l.'l...."...l...ll.....l144
5.10 K-L transform resultsS ......eeeeececsaceonscecsess. 154
5.11 Goodness of Fit for the LDPNL.inversion ...........164
5.12 Goodness of Fit for the LSINL inversion ...........169

5.13 Goodness of Fit for the LSINL inversion,
PNZ b1ased data, “weak current constraint. .........176



fiTable

518

- Goodness~of F1t for the LSINL inversion TR
'to a sheet current of B0 km width. ,.........fibg..;Tsz

e

P
Goodness of Flt for the LSINL 1nver51on,,_

22 blaséd_data, veak- current constra1nt. ..g;ﬁ.,;ﬁi77 

;fdbbdness of Fit for "the LSINL inversion ~ . = .
toa: sheet CUrrent of 80 km w1dth ...:.;;;.,;,,.;.178

-~

_  \‘ - ,;‘}~ e

()4?

‘Page




»fﬂ'

 'F#;uré

[

S '¢/List of Figures -

a1

perIOd band ao..-od‘--uo.ouoo..on.-

f
/e , .
| + . " .- .

~ N . ’ v

A21muths of major ‘axes of polar1zat10n
ellipses, and horizontal prOJectlons of

wave vectors for normal fields in five

' period bands: (a)T 2 65.79, (b)37.00 -
54,79, (c)16.45 - 37.00, (d)10.53 -
16.45, (e)T < 10,53 minutes. The. lengths s

of 11nes are proportlonal to (i)averaged
sem1-major ®¥axis of polarization elllpse
for. azimuths of the axis; and =
(ii)magnitude of horlzontal normal f1e1d

“for horizontal projection of wave: ‘
vectdrs. Both are normallzed with1n each -

Im(K ) (km ') versus per1od 102 ‘periods

in total. (a)Results for first term

v‘plane -waves, 66 are internal ‘dominant
- (Im(K,)20) and 36 are external domlna\\\

(Im(K,)<0); (b)Results‘for second ter
plane-wave, 25 ‘are 1nterna1 dominant and

~27 are external domlnant cerea et an s

a)the first and (b)the second plane-wave
terms. Internal- and external dominant -
§ are plotted separatély

vﬂ 2 30/’%or1zonta1 wavelength (km) vs. perlod for

’hor1zonta1 internal line current of 40 kA

“flowing 80 km'below the (X-Y) plane.
/

Page

(see Flgzz) ..,ll.l...QVOOQI..vl'l’l.iQOVUC..Qll/l...'.'.

‘f'(a)Calculated fleld components for a - /// R

~(b)Separated field components for the' v B
e o0 e, /oo.-,o-o».u...44

¥

samg current Unlt' NT. cocvsaconts
‘ ' : : ST s

'*(a)Calculated f1e1d components for a
horizontal external line current. of 90 kA -

. flowing 90 km above the (X-Y) plane. .

(b)Separated field components.for the

. 8 v o 8 0 8 s

Same current Unlt' nT ;.100---000,0

Cxiio



-

IFiqure | : ;; o o f o .- Page’

3.3 (a)Compon%nts of the combined or1glna1

' field of éxternal and internal line
currents (see Figs.3.1 and 3.2). 3 .
(b)Curl-Aree horizontal components of the =
combxned fields. Unit: nT, .............,.,;;..,;tfkfﬁ

[ ! . . -

- T ~
3.4 (a)Calculated fleld,components for a
- three- segment 40 kA internay .line ', ‘
curtrent, horizontal projection of th? ]
jr current” (b)Separated field components L
: for the same curren:. Unit: nT. ...,kf.;.;......;;.t48
3.5 (a)Calculated fleld components for a
.three-segment 90 kA external line
current,.- and horizontal pro;ectlon“of the
kcurrent. (b)sepated field components for- i ST
the same current. UnYt- ‘nT.' ceresisenenss vies e o 49

. ‘- - ,-\‘*

3.6 - (a)Components of” ghe comblned or1g;na

. field of three-sggmert external. and

~ internal line currents (see Figs.3.4 an

3.5). (b)Curl-free horizontal. components

of the. comblned faelds. Unlt. nT ;
: ‘1‘

3.7 Components of the field of the 1nternal” :
L ‘three-segment line currént (see Fig.3.4) " - .

. - separated ‘(a)witlf mirror-imagejexpansion.. : -
~  of the area of known field, (blwithout . " « '~
(\\ ‘expaﬁsion.‘Figs.' and 7a are the same. * . .

Unit:nTo t‘oouou‘_'tc.noco.ooo.' uooo-oo-.oo.o.f.ot.-o-.53

r s . s

- 3.8 Maps of Four1er¢transforms of reah and” . ‘}Eﬁ‘
‘ 1maglnary parts ‘of a variation event at. L8
perlod 23 minutes, recorded by an array
in ‘southwestern Canada. The start of the .
time sequence was chosen to give maximum _ : =
L power in the real part of the ﬁaeld ......;.;.tf,...ss

[

'~3;9‘> Curl-free hot1zontal components of the
‘ : real part of: the ‘magnetovariation event - / \
of Flg38 .'.....'.I'.".l.....l.".'..;QI."..‘..-’VOQ.57

Coxdidic



L]

Figure = : o SR R 'A o Page

;3.10_»Components of the real separated internal
o and external fields observed by the. S P
magnetometer array., Compake Fig.3.8. .viceavtneansa.587
. : Ao ‘ * -
4.1 A cartoon of magnetometer arrays dn-land, S
‘... modified from Fig.! of Banks (1979). Far S e
away” from the external ’ source region, '
induction between the external source. and , ‘
. the local structure is less important ' e
. than in the region directly below the v :
\ o externq& source, ..........r..........;......u......61
4,2 Relation between contours of current
furiction-and direction and density of . =
surface current. T T S S A

.0- '

Layered Earth's T Y AU £

Shielding property of a plane .layered
~ Earth, for a two layer model wit _various ¢
layer 1 conductivities. The o
‘eonductivities are 3.0x10°', 370x10°% and ‘
3.0%10778/My eeviethennniennuseieienionsane®ersas 82

4.5 SLm11ar to: Flg 4.4 but a-!ﬂin surface _
, . ldyer of ‘good conductor is ddded to + L C
s;mulate sea water or wet sediments. .............,.83
4.6 Shleldlng pr/ge& a plarie layered
< Earth, for a Awo la er model with various _
o layer 1 thicknesses. The thilcknesses are :
200 100 and 50 km. .......ﬂ........................84_

+* .

4,7 “Slm1lér ro Fig. 4.6 but a thin surface
"+ layer of good condyctor. See: alsd. A . \
Flg45 .."....l..l...".‘.....“..l.l.ﬂ..l.l..'.......Bs‘




-

Figure' o Co oo . " Page

4.8

:fCurrent sheets 1nverted‘from the fleld of.

. Current sheet inverted from the.field of‘gq’;z LM

The layered Earth models for~current

sheet (Figs.4.10-4.12) inversion. One

model has all conductivties 10 times. o
those in the other. The depths, 45, 55 °

.and 66 km, at which curreat sheet§ are.
1nverted, are marked by horizontal- lines. ..;.....,.88

v

. The separated 1ntgrnal fleld for pe;idd

69 minutes for a vartational event on

ﬂuly 19th 1983. .........-..-o......-.ﬁ-,'..'r.‘..v.;...-‘.’.go

Current sheets inverted from the field of
Fig.4.9, at 45, 55 and 65 km, for the

less conduct1ve model (Fxg 4.8). ........,;.;ﬁ..;..;91

x

Fig.4.9, at 45, 55 and 65 km, for the

‘more conduct1ve model (Flg 4,8). .......ﬁ,..i;,.}...QZ

5. ‘\
f:
VLR

period 23 min, separated in chapter 3,
Fig.4.10, at 55 km depth, for the less

K

conductlve modeﬂ (Flg 4. 8) .,.............;;;..fﬁ.:93 o

(a)Line curi‘ent 1n' observatlon

—coordinates system (OCS), with numbering

(b)The j th current coordinate system

.'(CCS) and its relation to OCS. The y axis

5.2

conventlon of the nodes and segments., a'k 41;5

of CCS is always parallel -to.the XOY

‘plane Of OCS. lco.otoo..l.....'0.0...0.00..0-‘.Qoo.*oyiga

b

' Geometry of sheet current model. (a)3-D:

view of ‘a sheet segment. The two ends of
the seégment are parallel to the y axis of’
the CCS and therefore parallel to XOY

plane of the OCS. (b)a plane view of the

‘connection of two segments. Because of

the change in the.horizontal direction of
the sheet segments, the "inner corneér"
draws more current than the R

outer Corner ......‘O'..O.‘0'.:.0.‘.0"‘.‘..'.'...1104'
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Iteration proceSs fdr ‘the LDPNL 1nver51on
of test model 1 (Fig.5.4). Top to bottom:
Horizontal projection of line current,
only nodes under.the array are shown, and
constraints on the hor1zontal p031t1ons
of nodes are superlmposed

X0z projection of the current X north
and Z down, two horizohtal 11nes show1ng

‘constraznts on depth of nodes.

Misfit of total field H. _Both mai{uum and A
roqt mean- square valuesg are plotted., The ‘
"error. added" is the r.m.s error in total

field resulting from Gaussian error of 10

- nT standard deviations added to each of

the three components of field at all the :
25 data_p01nts. See also Fig.5.4. S X

Test model 1 is a single llne current. v :
The LSINL method used for inversion, with' .
an initiall model which is the best model o
achieved by the LDPNL inversion

" (Fig.5.3). The misfit of ‘the iaverted
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model is with respect to calculated :
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Iteration process for the LSINL inversion
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.Iteration process for the inversion of -
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Using the LDPNL method the fields are

‘1nverted to a llne Current. oonolo.‘ooocnttoo0‘0101000'134 _‘

Test model 2 (70 km wide. sheet) is ; ' T

“inverted to a line current using the

LSINL method. The initial model is ‘'the

‘final model inverted by the LDPNL method
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Iteration process for the LSINL inversion
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v Similar to Fig.5,7 but inverted toa -

’ '~ sheet current with the LSINL method. The.

L} width of the sheet'is: true model, 70 km;"
~initial model qp.km' f1nal model 77 km. eieesensesel37
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ln Flgsg. '..‘I..'......‘......l.........'....‘:..138’
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5, 18 Similar to F1g 5.14 but, with the LSINL .
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‘First two principal components of the
- internal real 2 field of five frequency. -
_components ‘analyzed. Notice that the '

{
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Smoother and Weaker. oolaalo.‘.l'olbvud..-no-.o.o.aa.‘SS

: . \ -
real Z fields from the 5 periods, -
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t¥ansformation (Fig.5.18), and the first L0
incipal component of - these. tessevesesssaseienses 156
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(a)PWZ averaged 1nterna1 f1g§d from 10

‘periods (66.75T<225.5 min.); (b)standard

deviation df,;he‘averaged.data. B I 1
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nodes, For the 6 nodes inside the survey
area, the hofizontal positions are-

' restricted to fall within the 6 str1ps,
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1. INTRODUCTION ~ PR

"In this the31s 1 w111 develop an efficient strategy for Qh
1nterpretation of magnetovar1ation fields, The spec1f1c goal

of th1s interpretation is the- parameterization of regional \

_ geoelectr1ca1 structures in the Earth,

i

4

The physical basis for such interpretation is Faraday's
4

Law of electromagnetic induction (e.g., Jackson, 1975) . The :

]

o
PAs

“Earth's magnetic field interacts with the solar wind and
becomes unstable in t1me. The chang1ng f1e1d flux in turn
1nduces currents in the conductive Earth, The fields of

these induced currents may have large spatial gradients near
a'local good conéuctor which is close to the*surface. By
observing and analyz1ng the non-uniform space t1me behavior
of such fields, 1nformatlop about. the geoelectrlc structure
can be extracted. This approach tc-thellnvestiQatlon of |
electris structure is termed GDS, Geomagnettc Depth

.Sounding.'ht present, simultaneous recdrdiugs ofxthe
magnetouariatiohal'fields with an array of’magnetometers
over a two-dimensional area provide the best data sets.

(Gough and Ingham, 1983). |

_The natural sources of magnetovariation fields have
wide frequency spectra and large encuéh power tc penetrate

the Earth to depths of tens to hundreds of 'kilometers, .

1nduc1ng detectable currents 1n conductive structures. The

drawback of these natural sources is that we have no control

over them and the data inevitably contaIn unwanted

components and var1ous types of. n01se. Consequent&y the
, f )
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first sg%p in an} strategy for the interpretation of the
data includes analyses which use difterent,represéntqtiohs
. of the data. These representations'of the data allow the
researcher'tg determine some o{ the general charaqtqfiétic%
of'the'SOUtces, and whether local induced ar.chpnneileé\
'currents dominate the magnétdva;iation fields. Theﬁ
appropriate models are chosen in order to approximate or
repfesent tpgaccnduCting structures at deptﬁ"These'models
are described by spgcif%c.parameters which are f@ﬁélionq§s‘
of the magnetovariation data. Finally, tgl.modellparameters
are in turn estimated through an inversion scheme. The
overall quality:oéythe wholewstrategy for interpreéatidn'can
, be evaluated by éamparison oflthe results witﬂ ;ther T

geoph§sical and geological data.

1.1 REVIEW OF PREVIOUS WORK .
. ; _ | i
1.1.1 DATA REPRESENTATION )

“The analogue maghetometer records contaih‘three traces
ﬁdr the three field éomponénts, on 35 mm film (Gough and
Reitzel, 1967). These traees are digitized by hand. Selecteq
'disturbancevevenfs are repreéenged as”maghetograms showing
time series of either H) D and Z or X, Y and 2 components,
in géomégnetic or geographic cco:dinates resp?ctivély; The
‘time ser{es can also be represented at each station by a
magnetic hodograph,lwhich_is the temporal trace of the tip

of the horizontal disturbance vector (Woods and Lilley,



1980), This representation reveals the overall.polarizafion_'
(of the horizontal field and should be combined with ’
coherence analyals to reveal the polarized parts of the:
slgnal (Jones, 1979). The polar1zation character is related
to .the' structure and/or ekternal'current oonfiouratlon
(Gough and Ingham, 1983), - - . |

The magnetograms are rour1er transformed and the
Fourier transform amp11tude and phase, or real and 1maginary
parts, are then contoured to reveal the spatial changes of a f
partxcular frequency component of the d1sturbag&e. Jones
(1980) maps "smoothed" Fourier transform estimates whereas
Gough and Ingham (1983) hse "stationary" Fourier contour
maps of components at periods at which the spectra:of thgi
horizontal components have stationary values across the,f
-arrayu L \ -

<Polarizatlon‘analysis (Lilley and Bennett, 1572) ;é
osually,oarried_out for the horizontal components of the
_ field observed at each stationnfor a given spectral |
éomponent.'Jones (1979) discussed the difference between
‘polarization and coherence: Fowler et al (1967) gave, for»
the two dimensional case, fornulae for extracting the
totally‘polarized signal from aJtime sequence.'Their results
' can be generalized torthe.three dimensional case with a
_proper conariance matrix presentation (Means, 1972;-Samson
‘and Olson, 1980). "

Transfer function analy51s is more or less a standard

method employed in GDS data representat1on (Schmucker,\1964
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1970; B&‘rdichgvnky and Zhdanov, 1982, chap. 6). Most

rgsearcherd work in the frqquency‘domain (8c§mﬁcko;, 1970),
but time.domqin analysis has also peen suggested (McMechan -
and Barrodale, 1985). Frequency domgin analysis resulé;‘in a
pair of complex transfer functions Therefbre a pair~of
induction arrows, in-phase and quadrature-phase, tan be
defined‘(Gough and Ingham, 1983), The reversed in-phase
arrow i§ believed to be parallel to' the -Parkinson jfrdw,

*

which generally pointg-towﬁ%ds induced currents in'good

-

conductors (Parkinson and Jones, 1979; Grééori and
Lanzerotti,‘1980} Jones, 1981), The.quadrature arrow has
aroused considerable discusé?on of its meaning and sigz
convention (Lilley and Arora, 1982;‘Chen and Funé, 1985; -
Berdichevsky and Zhdanoz, 1984, P;;t Cc). Generally;.the;e is
a substantial phase difference between normal and anomalous

o

fields. One example of the importance of the quadratyt;_
arrow in the interpretation of data is given by Alabi et jal
(1975); The general implication of differen;'roles of
/in-phase and quédrature-phase'??;ows is-summafized in .
Rokityansky (1982f p.286-288). Other methods of representing
fhe transfer junction>analysis have been suggested (Gough
and Ingham}17§932.;Among these, the hypothetiéal event

A\
analysis method (Bailey et al, 1974) is widely employed.

1.1.2 MODELS AND INVERSION = -, .

Magnetometer artay data are usually used to Jjnterpret

~

16cél conductive éhomal}és, but can also be used in g

—_—
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lﬁone*dimenszonal (1 D) 1nvers1on._The two magnet1c résponse .-“,\gg

7_funct1ons (Schmucker, 1970 Kuckes, 1973, Parklnson; 1983

~chap.5) deflned by, the three components of the f1e1d x Y s

Aﬁ"‘

Jandhiﬁ

d,1ts hor1zontal grad1ent by, - :"7‘_llh

“fglll). c= z/(ék/ax+ay/ay)
. B o o A
(12) cm-Z/H |
. : ¢ 'v / ; .
, e
”_aﬁeﬂrelated’to‘the.magnetotelluric 1mpedance zm, (e g.-
, R T A R W e e
»Rokityansky,ﬁ1982,,Chap:5)35§b.¢/{y
S(1.3) Zv”—lwuoc
(1.4) 2 -(-wuo/v)cm'-c'_ R d
ARRS | s X
f-ﬁhere'v‘isvthe'horizontal-waveénhmber and i the magneticjw

@

permeablllty. Thereforé,,51m11ar technlques for 1-D
\1nver51on 1n magnetotellurlc soundlng (Kaufman and Keller,

/
' 1981) can be modlfled to 1nvert 1 ~D geoelectr1cal profiles

~‘from these electromagnetxc response functlons. In est1mat1ngv,ﬁ?$'
the horlzontal gradlents (see (1 1)) ~the flelds are often | l}_h
fltted to polynom1a1 surfaces (Woods and LllFEy 1979), o

o usually to the second order, and the vanlshlng vertlcalwcgrl

.of the pnlynomlal presentat1on of normal f1elds can be used

to constraln the parameters (Jones, 1980) The resolved

: %
proflles are 1n general agreement w1th the results of global
n ; . . . ) . l y »
geomagnetlc depth soundlng. = S . v
R R R T LS AR R
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. _ A o v
Woods and L:lley (1979) suggested that, 1n pr1nc1p1e,.a Ny

comb1n1ng normal structure prof111ng and the transfer\

functlon technlque by representr&g the vertléal f1e1d as’

‘1'5) ztotal ='Zanomalous+znorm'al L -~‘v 7

—szX+szY+c(ax/'agc+aY/6§) L

,f | |
where T,x and Tzy are transfer functlgns, can separate 5Pe_ﬂf
two effects. Obv1ously, where transfer funct1on analy51s is
approprlate, the normal“ term above would help to depress
‘the contam1nat1on of” normal Z and'at the same tlme tHe
,resolved=c~mlght not, as noted bw the author§) be puﬁph%yé
determ1ned | | | i ‘ y e

As the skln depth of a t1me harmonlé f1eld is-

°proportlona1 to the square root of the per1od T (e.g.

'fJackson,‘1975) the response funct1on Cm for . dlffesfnt

perlod components along a proflle when contoured”agalnst VT /
,,d .

~ as vertlcal scale and statlon p051t10ns as hor1zontal scale,

d‘1nd1cates conduct1v1ty contrast beneath the proflle. Such
wcontour1ng is ‘the Z/H pseudosect1on (Ingham et a1 1983)
equatlon (1. 4) 1nd1cates, to make such pseudoséctlons more'
'meanlngful the wavelength of the f1elds comes into play
Consequently 2 D array data are needed.

_Local studies have found'that near‘surface'structpres
" are seldom.truly.leb, so_thatjinterpretatlon'ﬁUSt;hevbased‘_‘
: oqtzeior 3-D mdaeis; There”isrnotanalytic:solutioq?for;
, . > y .

general 2- or 3-D structures and*numerical solutions are:

S . ) N D -



‘isought w1th var1ous schemes. R ST

In 2- D cases the Maxwell equat1ons are- decoupled fonfE- B

- and/or H- polar1zatlon for wh1ch only E or H have components

-

parallel to the strike of the 2-D structure. For the S
’E polar1zat1on, the governlng equat1ons are, (e g Gough and )

~

 Pngham, 1983), e
(1.6)  VPE=iwiooE

and for H-polarization,
. ey . . . T(

(1.7)  VH=Vo VH/o*jwweoH. . N

Forward numer1ca1 modelllng technlques 1nvolveklarge amounts,;
of computlng Therefore, the 1nver51on SChemes;baseddon such
‘modeling often 1nvolve t;1al-and errorxprocesses. |
‘(Rokltyansk;,-1982, chap.3). For an experienced researcher,v
“howerer; suchﬁtrialeand—error schemes'may-be quite |
ﬁ_eff1c1ent | - Y ‘1.‘ 'v‘ |

| _ The f1n1te dlfference method (Jones and Pascoe,/1971- .
Brewltt faylor and Weaver, 1975)wand thezlntegral equatlon o
hmethod (Tr1pp and- Hohmann, 1984‘ Wannamaker-eE'al"198£5‘are'
wldely used to solve equat1ons for 1OCa1 1nduct10n models.,
vThese methods result 1n a number of 11near equatlons for the
.electromagnetlc f1e1ds. Slnce the number of equat1ons to be_
usolved 1ncreases rap1d1y w1th the model complex1ty, ‘models

LR
so far treated have been 51mp1e. Another approach to.

- i P ‘ “ . . lt",. » ' N ‘
VoA o : s . T T 7



" ‘'models

"

: modell1ng is- based on the th1n sheet approximatlon (Dawson"""'"”

‘and Weaver, 1979- Mcx1rﬂy et al 1985) Thzs is suitable for
a 1ayered lateral 1nhomogene1ty, and 15 eSpec1ally good for
coast efﬁeqt stud1es McK1rdy (1986) developed it 1nto a

th1ck heet approxlmatlon whxch more closely resembles 3-D

The inversion of'conduotiye structure for locai
magneto&ariationistudies is at:aﬁdearly.stagé‘Of'
development, and the Validityfoi 5Uch‘inversions;’in some
cases, is open to diséuasion‘kchaptersg4.aad 5:0f this -
thesisi, 2-D inversions have been attempted.but tﬁe amount
of humericat;caloutation ingnormouS‘CNeumann; 1986).'3~D

inversion is even worse, as can be expectedffrom the

,difficulties encoungered in 3-D forward modell1ng.

| "Contereeiy, CUrrent 1nver51on is less computatzonally
prohibitdve'ahd'has been developed for d1fferent models.
Banks (1979) inverted the anOmalous fleld to a horlzontal f
current sheet 1n;free space to reveal the conflgurat1on Qf“ﬁ
'fconductlve bodles at depth Stinson‘and Oldenburg (1982)
1nvert d l1near array data to its 2-D curreﬁt'source u51ng
lzaear programmlng technlqueﬁ wh1ch proved to be important
1n regulatlng the 1nvers1on proiggf and in reduc1ng the |

o

non- unlqueness of the solutlons.



R cou'rmau'nonsor ‘IS THESIS

A two dimens1onal magnetometer array,‘in'the'region
'112’37'-118 8'W 149°3'-52°2! N us1ng 29 Gough- Re1tze1

. magnetometers (Gough and Re1tzel, 1967) was set up in

southern Alberta and Bratxsh Columb1a 1n the summer of 1983

(hereafter referred to as. the 1983 array), and. cont1nuously

o
‘

rrecorded the three magnetovar1at1on f1e1d components for two
»kmonths. The data collected are used to test the

1nterpretat1on strategy developed in th1s the51s.m

-The magnetovar1at1on f1elds employedw1n local studies

-‘at m1ddle latitudes are’ malnly geomagnetlc substorms ;
(Kam1de, 1982). At the 1983 array locatlon, e observe the
substorm fields .far from the 1on05pher1c sources (Rostoker,
1972). The uniform externalff1e1ds are d1ff1cultwto separate
from the 1nterna1 f1elds (Oldenburg, 1969° Porath et al,
1970; chapter '3 of»thls thesis), and consequently the ~ .raal

\
f1elds cannot be effectlvelyﬂhsolated Local 1nduct1on

studles are therefore less just1f1ed because of th; lack of
proper boundary cond1tlons (the,normal flelds) Mod\ls based
on - current 1nverszon is not SO restrlcted by such "
d1ff1cult1es | |

“To prepare the data for current 1nvers10n, the\v
frequency components of the observed data are processed by )
new. techn1ques developed in chapters 2 and 3. In chapter 2
I estimate’ the normal f1e1ds by plane wave expan51ons of the

‘observed f1elds. Such expans1ons also provzde bases for

ch0051ng‘proper frequency components of the fields for é



”1‘0_
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further analysis. in chapter 3 I separate the fxelds 1nto
51nternal and external parts 1n the wave number doma1n. Such
separatlon prov1des the data base for the current 1nvers1on
in chapters 4 and 5. Aﬁter separat1bn, the current
channe111ng features in. the 1nterna1 fields: becomes more
| ob01ous than 1n the total flelds. , ‘ . I \é ‘
Current 1nver51on is carrled out by two d1fferent |
approaches. In chapter 4 1 1nvert the flelds to a ¢
ﬁfhorxzontal current sheet based on the work by Banks (1979)
but w1th1n a conduct1ng layered Earth model. In chapter 5, I

_1nvert the fields to 3-D llnear or constant-width sheet

currefts in free space.

_Such inversions are euitable for
channelIed‘currents.-To justify such inversion, 1 use the
Karhunen-Loevebtransform to confirm the prebénce of current
channelling in thebobServed f&elde..
| The channelled current 1nver51on is formulated-in the
Ggeneral form of parametrlc inversion. For such inversions, f.
develop programm;ng technlques,-LSINL (Least Squares .with
- Irequality constraints for lingarized Nén—Linear»prcblen)
'and LDPNL (Least Dietancerirogramming;ﬁor‘lineariZed\
Non-Linear problem)bto regulate the unstable‘inversicn
 process based on exlstlng 'LSI and LDP programm1ng
}correspond1ng_method for 11nearkproblems) ‘In recognltlon
of some §ystematiC'errors in the data generated by imperfect

-Separation;i,introduce‘the W-stabilization technique to

'rcompensate for them.



'Phe met?ods developed in- chepters 3 and 5 are tested
with synthes?ﬁed data. The geometry of the 1nverted
con’ductwe structure. is summarized and the- structprel
~implications ‘of' the conductor are "diqcussed in che"pter'Si".

/

11



2  NORMAL FIELD ESTIMATION IN ui\éﬁm'x'ova;z"xwxoﬁ STUDIES
A t1me varying magnetlc field observed by a%magnetometer
array generally contalns a reglonal trendgwhlch varies
smoothly over the array. Such a reglonal f1e1d cannot be
separated into external and 1nternal parfs by usual
techn1ques, and causes problems in 1nterpretat10n. As in
other cases of geophys1cal data proce551ng, the reglonal or
‘normal f1e1d has to be rem03ed to expose the anomalous f1e1d
of Interest. Further, 1n forward mode111ng of 1ndud$d* k

‘currents it may be de51red tolnormallae‘the‘andmalous fleld

. _ 1
Y . ]

in terms of the normal field.
ohé éefinitionﬂoffthg normal field is tre fieid‘whi:ﬂ
would be observed .if the'anoéalous conductive'atructure were
'abseﬁr. It is tha.sumﬁor the fields of externai'currenrs and
thdse of induced currents in the nérmal caﬁdactive=
'str‘crure, ushally takén to be horizontally layeréd. ?gcauaé
of gtual-écdpling between the anomalous body and the normalwz
strudture,ithe.internalvpart of rha\normai field is not the .
_same as‘ﬁhe.fie}ds prodﬁceq byiact ;l induced currents in
the nbrmal\éonductive struature;-lqifollows téat even after
the removal,of'the,hormal fields, defined.as,above, one ,
still has to cbnsiéer'the coﬁtribution'to the ahomalohs'
'fieldg of currents in the normal structare. The definitio?
‘éiveh thus has limited validity, but is a COpveniant |
approximarion far/mahy modelling purposes. | f
‘Many researchars regard thé normal field as,reprﬁsented

by the smoothly changing, regional part of ‘the observed

12
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fiérd. Thisg is Justxfled as long ‘as the distance between the:
external currents and the array 1s much larger than the span
of the magnetometer array, so that the 'external field and .
"the induced normal field are smooth over the array. Over an
array wﬁ1ch,is-too close to external currents,. the normal
f1e1d is no longer smooth. "

 The normal field cas be estimated by fitting first and

P

fsedond order polynomials to "normal" stat1ons‘of.the,arrayv
(Porath et_ai,‘1973; Ingham et al, 1983; Joneé, 1980). Such
polynomial representations’ cause diQergenoe at infinity.
Further} they_tell us nothing about. additions by the methods
themseives to the "normal" fields remoVed. |
'Inﬂthis’chapter 1 represent the normal field as a set
of piane waves with'parameters fitted'to‘the field Values>at
reference etatione‘where'the field is regarded as "riormal".
The wave parameters indicate whether external or 1nterna1
f1e1ds -are dominant 1n the normal fzeld ‘The validity of

*such representatlon is d1scu55ed by Berdichevsky and Zhdanov

(Chap.9, 1984) and in referenees there quoted
S |

2.1 PLANE WAVE EXPANSION. OF THE NORMAL FIELD

Expand the normal fie€ld in terms of plane waves:

(2.1) .'H,(r)=!hexp[¥i1K;f]+’hexp[-IZKrr]+---
f=/-1 |

~in which r is a position vector, K and h are a wave vector
A A : ' '



-and the complex vectbr amplitude of that plane wave

reepeérively. The‘superecribte indicate different wave
terms. In practice the first term in the plane wave
expansionvis much larger than the others; This statement

S will be‘subsrantiated in section 2.3. For the\preeent,

' assuming its correctness, only one .term is taken, and the
superseripts are'aropped; The field represented by (2;1) is
then fitted in the least square. sense to m reference '

_stations at r=r,, r;, '-- r, by minimizing
(2.2) 8 = ;l:|n<r,f)—u"<ir,)|=
where, H(r,) is the observed fleld at r;.

The normal field represented by (2.1) 1s in free space

and should satisfy curl free and divergence- free cond1t10nsx

(2.3)  Kxh'= 0 | ,‘ |

(2.4) K-h =20

-'Equation (2. 3) caﬁ be violated slightly, because eved'in the
,a1r very ‘weak currents flow and contrlbute to the curl of
the magnetlc field (Chapman and Bartels, 1940). A small, but
' nonzero curl of the normalifleld‘1s therefore tolerated
correspodding ro negligible éurrent density. Fields wjth

zero curl and divergence give only the trivial plane-wave

sodutions of uniform fi

»

ds. when ‘displacement current .is

~ neglected.
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On the other hand (2.4) should be strictly satisfied in
the absence of magnetic monopoles. The condition of zero

divergence will be used to retrieve certain parameters of

¥

the wave. : \

3

The real part of the wave‘hﬂhber vector K represents

oscillatory character of the normal field. The horizonya
‘components, K[ and K;, 'of K are assumed to be real. This
‘stabilizes the iteration th'estimating the parameter (next

secfion), and its effect i; to adopt the phase of the .

. .
horlzontal jlelds as referenco for the vertical fléld in -

'each wave term. The correspondlng horlzontal wavelength is

o

*

Ay Y = ZW/V(K?("'K;)

The condjtion (2.4) willekﬂh general, require a non-zerq
imaginary part 6f thévvértical component wave-number Ki.

. This Im(K,) i§ informative of the nature of the normal fieid
plane.wave; With downward Z'pésitive (tﬁe convention ;f‘ \
(2.1)) a'poéitivé Im(Ka) represents a downward intreasing .
.gield and implies a normdllfielq dominated by internal
currents, while negatiQe Im(K,) implies thai external
currents_qré dominant in the normal field. Actdal'normal
fields will include bgth internal and external parfs; sincé

both the external currents and the currents induced in

large-scale regional structures contribute to them.
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JGORITHK FOR WAVE PARAMETER ESTIMATION
O;”A plane Earth, magnetémefer arrays are.alwvays close
to the horizontal plane z=0, and condit§33 (2.4) that the .
.fiéggfhas zero'divergence_leads'to an explicit expression

for Ks:
(2.3a) K;g = ’(K]h\"'xghz)/hg

As noted above, K, and K, are assumed to be real. Settind

20/3h, and 36/3K to zero, from (2.1) and (2.2)

L)

(2.5) h, = {?H.(x,)exp[ix-x,]}/m
(2°6) A31K1+A:2K2 = Bcr s=1r2
]
where
p
s okt omyay o
A= ? Re{H (r,)h}[ ] =

Yix; yi

. - ' X
=z Im{H*(r,)hexp[—iK~rL]}[ l] o
. : Y

&

in which, T denotes Hermitian adjoiﬁt of a vector;‘and X, o
énd y, are components of the.position vector r; in a |
Cartisian COordinate system with x axis pointing north and y
east. Equations-(z.s) and (2.6) are non-linear in K and h

. and are solved iteratively. Initial value;.of K, and K, can

~be taken as zero because Of the smooth nature of the normal
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tiélds, With the initial values of K, and K, known, (2.5)
. can be solved for'hvaneee are substituted in k2.6) to'give
eetimetea of A and 87—eﬂdvbetter“values of K, and K,'are
found. Iteration continues until,stataonary'veiuee are
obta;ned. |

The convergence criterion is that the next 1terat1on
‘changes-alliparameters less than a small ‘fraction, say one

percent, In pract1ce, tens of iterat1ons are needed for the

-

parameters of the first plane wave term in (2.1) to .

‘converge. The resolved K, and K, are of the/order of 0~ 4~
0;’ km- ' and‘sq represent long wayelengths. These require
'eqLivélent current densities of the order of 10-* A/km’ at
‘most wh1ch correspond to the maximum h resolved., Thus the
curl free cond1t1on is, in practlce, well approx1mated by

thls long-wavelength first plane wave term. \

% After ‘removal of the first plane‘wave, the residual
,fieid'can be fitted tb a eecond wave term. In an aﬁplication
of the method te:array»data (séetion,2.45, convergence of -
the'seeondfwave term required considerably more iterations
than the first. The seegnd-term'waves'had gavelengfns
shorter thanvthose of the first-term waves by a factor of
order«WOQ, and lese')han one percent of thelenergy. The f—;
normal fields recerded by'eur array are therefore well
approximated by a singie planetwa;e termv

‘The anomalous field is contained within a well aesiéned

magnetbmeter array, and superxmposes short wavelength

components on. the long wavelength normal field. This normal

.

L
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field is dominant at all recordinq stations if the anomaioul
structure is not too shallow, in vhich case the- rotarenco r
statxons can be the entire array. In the example given this
ig tﬁ\\case. An anomalous fielda such as that of t‘atNortb
Amer1can Central Pla1ns conductor (Alabi et al, 1975) may bé
comparable to/the normal field at some stat1ona. In such
cases the refirence stations would be a subset of the array,‘
excluding those very near the anomaly. AN
The resolved plane wave ampl1tudes represent the
(complex) spectralof the ﬁlelds'at the fesolved (real).
horizontal'wavenumberg, The way thege‘spéctra are obtained
is different from(tradftional'FFT analysis: my métho@
determ1nes both the wavenumber and the spectral amp11tudes

51mu1taneously by least squares, whereas the FFT approgch

fixes the wavenumbers (by fixed data sampling) and.

‘

determines only the spectrum by least squares. -

A0

!

2,3 STATISTICAL -ANAi’..YS,I S OF NORMAL FIELDS
The i983 magnétovariat{on array had 29 madnetbmefers,
but for most of the eQents 27 stations or less pro#ided \
data. The time sequences of three componénts.were Fourier
transformed for }5 selectéa magdetoéariational events ‘and
“aﬁplitddes and,phases‘were noteﬂ'at stabie peéks\and/Or
troughs in the spectra at 1)4 perlods in the range 4.8 to
225 5 mlnutes. These frequency domain data were d1v1ded into
five perlod bands spec1f1ed in Table 2.1, with the §~;
correspond1ng sk1n dep;hs.1n‘a halffspace of conductiv@ty /,



\r‘O.i.S/m;‘:‘

| E
10.53 =
16.45. 7
37.00 -

>

pd

T min:

‘ Table 2.1

65.79

65 79 :

10.53
16.45
37.00

Sk1n depth (0 0. g S/m)

N ..A' “\| ™
coL ,-g e

/

s 40 km
40 - 50

. 50.- 175
75 -100

}100.

". ‘onduct1v1t1es in. the crust of southern Alberta will be

‘ b
generally %pwerﬂthan 0.1 s/m (Gough
v,

1986), and the flelds

E w1fl penetrate deeper than the skln depths llsted in Table

2’1. }z | a

P o

Thétpolarlzat1ons of the f1e1ds (before removal -of

normal f1elds) are summarlzed 1n F1g 2,1, The major and

mlnor ‘half- axes, A and B,

the az1muth ¢ of

from the east,,

o

faqtors"

T T iv'y‘fofm%
S {237) - B} for B
’ (A=+B=)(1 B,

~

A

: ”statlon, and that for ¢ glves greater WEIght to the azrmuths t

-

/A )

S

Y

~in whlch A, and B, are the ma;ef"hd:mfner half axeS‘of'the kv_

,

of the polar1zat10n elllpse and
‘he major ax1s, p051t1ve anti clockw1se

‘ averaged w1th the folldw1ng we1ght1ng '\

for'g .

Cda

%G

R

'L



F1g 2 1 shows~the azlmuthal alstributlon of the major L

pxes of polar1zat1on ell1pses of events,_welghted as in .
‘~(%r7izglrvthe {rve per1od bands. Events in which 1nternal

currents are domlnant are shown separately from those w1th

external currents domlnant As the perlod 1ncreases the" C}/

A
'largest polarlzatlons rotate from the Nw SE quadrant towards/

o N=S§, F1g 2.1 also g1ves the azlmuths of wave vectors 1n the

; same five éeraod bands. It 1s v1nterest1ng to note the L 1‘
& f ) o .
- d1fferences in the a21muths of both polarlzatlon ellzpses

'and wave vectors between 1nternal domlnant and
e«ternal-domlnant normal f1e1ds. The former are presumably
more affected by large scale anlsotropy 1n the geology, the
latter by the/geometrles of current.sys ‘ems in the = o

»‘magnetosphere and 1onosphere. It: shouyld be remembered

e B . 0

"w;however, that. all these normal f1e ds contaln both external

"and 1nterna1 parts, so that ‘too uch should not. be:read into

-the d1fferences between the in ernal—dominant»and

external domlnant groups. ‘ : S S

F1g 2.2 shows Im(K, ) versus perlod for the flrst
‘«hplane wave terms at 102 per1ods, and for the second _
pianefwave‘ternsfat 5 , of the 114 perlods analyzed Those

“"plotted were select_d on three cr1ter1a.

(2.8) "y > Ay | N 5
(2099 TXey > 350 km o .

(2.10) 1000 km > 3A,, > 80 Km
( 1000 km kn



POLRR l ZRTION

lNTERNRL DOMINANT EXTERNAL DOMINANT

N_‘

WA

< ;

: F1gure 2, 'l Azunuths of major ’bs of polanzatlon elllpses, |

(a)

INTERNAL - DOMINANT

21

WAVE VECTOR. I -

EXTERNAL DOMINANT

~ and horizontal proyectxons of ‘wave ¥ectors for normal fields.
~in five period bands. (a)T. 2 o

7 (c)16,45 - 37,00,°(d)10.53 -
The. lengths of lxnes ‘are proport1onal to (1)averaged

65.79,
16.45,

(b)37.00 - 54, 79, .
‘(e)T <£,10,53 minutes.

semlmajor axis’of polar1zatlon ellipse ‘for azimuths of the
axis; and (11)magn1tude of horizontal normal field for :
horizontal projection of wave vectorsf Both are normallzed

el

P

-thhln each perlod band.

‘@,
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| where Ney and ’hxy are the hor1zontal wavelengths of the
fxrst and second plane wave terms, The cr1ter1a are de81gned |

to dzscriminate agalnst noise, US1ng three expected !

properties .0f the magnetovar1at1on s1gnals and cons1dering“‘
the resolv1ng power of the available data set. Cond1t1on

,$2 §) requires the second term to représent a shorter

'=.p velength than the ﬁlrst term° (2. 9) requlres that the
fffirst term has wavelength larger than the array wldth- and
[‘(2@10) that the second term has wavelength less. than' 1000 km
\;Gnd larger than tw1ce the average statlon spacing (40 km) 1nﬂ

“the array. The upper 11m1t is chosen to exclude a second.

viow
@ [N

:wave ‘term of wavelength more than twice the array diagonal,
f.on the grqunds'that;two very long waves cannot be:
~discriminated by"the array.“The lower-limit is hased on the
-cons1derat1on that 51gnals of wavelengths shorter than the
"Nyqu1st wavelength" (e.g. Kanasew1ch 1981) cannot be
”resolved and w1ll ‘be heav1ly contamlnated with n01se.r
Throughout thlS the51s, only frequency components of f1elds
'sat1sfy1ng these criteria are. p0551b1e candldates for any
sfurther ana1y51s. y ‘ f~ C o .,'4

| F1g 2. 2 shows the vert1cal quadrature phase wavenumbers'
'Im(K ) for the f1rst and second plane wave perlods wh1ch
sat1sfy the cr1ter1a (2 8-2. 10) of the 102 f1rst plane wave -
/ per1ods, F1g 2. 2(a) 66 are found to be 1nterna1 dom1nant _

- (1m(K, ) > 0) ‘and 36 are external domlnant (Im(K ) < 0). The'
_ fact that our ‘array recorded almost two 1nternal dom1nant

’ normal f1elds for each external dom1nant one may correct any



notion that the normal f1elds are s1mp1y those of external
h?currents; The 1nduced currents w1th1n the Earth are
presumably weaker thankthose in the magnetosphere and

‘ ionosphere,'but flow_closer to{the%Earth's surface and to
.the array. The magnitude |[Im(K.)| showslvalues widely‘
dispersed at.the shorter periods, but'COncentrated between'l
10-3 and 10-* km" at perlods greater ‘than one hour. Such
'small values of the vertical wavenumber 1nd1cate nearly

\

equal external and ‘internal f1elds, correspondlng to current

concehtratlons in the 1onosphere and upper mantle.

The second plane wave values of Im(k, ), shown in’ .
Fig. 2. 2(b), exh1b1t d1str1but1ons generally similar to those
of the flrst plane wavaes, but w1th concentratlons of the
magn:tudes between 10" and 10° 2 km'?, correspondlng to
nearer currents and shorter wavelengths of f1elds. Of the 52
‘spectral perlods wh1ch sat1sfy the cr1ter1a (8 10), 25 are

. (u.@
1nternal -dominant and 27 external domlnant. The

\;«n

contrlbutlonsggf external and internal currents are more

'-qearly equal tﬁan in the first plane wave terms. s

The horlzontal wavelengths of the first and the second
plane-wave .terms are plotted agalnst per1od 1n F1g 2 3(a, b),

9

'for the set of freguency-domain events selected on, cr1ter1a
-12 8-2.10) whose Im(K ). values are shown 1n Fig.2.2. The
.1nternal domlnant and external dom1nant wavelengths are
separated by means of the 51gn of Im(K ) for each. The ‘
',1nternal domlnant f1rst term plane waves have wavelengths -in

hﬂhe range 2000 - 108 km, with a concentrat1on“1n the range



P -

-8 o L L . “(¢‘z b1 @es)
T e K1a3eiedes pojjord @1e SWIa] JUBUTWOP-TBUIIIAD pUE -[RUIIJUI °SwWId] aaem-auerd
: : puoo3ds ay3j(q) pue 3Isatj 3ayi(e) 103 poriad °sa (uwy) yjzbuayssem TejuoztioH €°z @anbid
~
- T EY : . 4 , v ‘ . @ -
B P . . - ) - Imu L ) B . -.mv.
o . INGNTWOO TUN¥31X3 T~ INENTWOO TUNM¥3LIX3 & -
+ - C + + + w#+++++ ~ . . - o s
U =T | A S
. (NTW) ‘00I¥3d > (NIW) GQOIY¥3d 12 5
- o081 021 09 Q x 081 - 02l 09 . d <
L 1 1 L L It =< i 1 1. 1 1 1 -
] o | T L x
- - . L 3 - . - i .m.u.- 3
- # A+ . R +#M.0.H.+#n.w . ) - v . H+®\
. - # . + + ’ + , . * . M& ..m
- 4 . . + # + + &ﬂ rS
o ) ) i o + + ) .. . +
INUNIWOO TUNY¥3IINI = INUNIHOG “TUNY¥3INT et
; A ] . S . X . ﬁw . ‘ 2 ‘ Tm.U.
- 11 -3AEM 3NBTd 1 3ABM 3NBTd
, v
. [ ]



Al ! sy

:.2000 - 10' km at periods below 60 mznutes. Thxslrepresents
the acale of the internal 1nduced currents, which range from
continental scale to‘the planetary diameter. Once 8981ﬂ‘1t
.must be remembered, however, that exterhel currents ‘
contribute to internal-dominant fields, so that thelfields
of some of:the longer wevelengths mayfbe/increased by
\magnetOSpherlc currents. The external- domlnant fields at
periods less than 30 minutes have wavelengths in the range
2000 ~ 10* km; like the 1nternal dom1nant fields. At perlods ‘
'over 30 m1nutes,»however, the wavelengths are concentrated
* betgeen 10,000 and 80,000km,.suggest;ng current lengths
. and/or'diSténces characteristic of the magnetosphere. 4
The'second tern plane waves have wavelengths in the5 )
range 80 = 800 km in both-int;;n;ls-and ektetnaltdominqntA

sets (Fi§.2.3(b)). g the numbers in these two sets N,

"~and'Né respectively\ U Fatio Ni/Ne is'25/27‘or‘0.93.'A
question of‘some interest is which'pert-of thesezsecond wave
terms‘béléhgs to the normal field and nhich to the anomalous
field. Clearly the second wave terms are not entirely
anomalous., becauseeNi/Ne is close to unzty with N sl1ghtly 47
larger than Ni' and'external fieLdS‘are‘part.of the normal
-ffieid; by'defﬁnition. To ekamine the questionnfurther it is
interesting to consider the energies of the plane waves, not

.i simply N, and/Ne.i , 3 | o
| ‘ The energy E in:a plane weve term increases as the

square of its complex amplitude:



(2.11)  E « |h,|?,

or in terms of the horizontal wave number and potential of

the fields, ¢:

»

(2.12) B « (Ke*+K,?)|@]
Following the ;feathént invchaptet 3, the plane-vave term;

- have been separated iﬁ;o inte;nal‘and external parts of the
potential, &in and'$_ . The energies in the»inie:nalﬂand
-égter@al fields were then estimated from (2,12) for each
wave term. The estimates invariabiy confirm the internal or

/external dom1nance 1nferred from the sign of Im(K )y
prov1d1ng a check of the calculations. Table 2 2 shows the 7

energies, in arbitrary units, for the e»ternal parts of the

magnetovariation f1e1ds, Eex' and the ratlo E /E %! in five



period bands. . v"' .
Table 2.2 L
Period hNo.‘of periods Ein/Eex' Eoy |
- min Wave 1 Wave 2 ' Wave 1 Wave 2 Wave 1 Wave 2
. £10.5 21 8 . 1.11  1.65 676 1
10.5°- 16.4 21 11 1,21 0,69 942 2
16.4 - 37,0 32 17 1,32 0.73° 14700 41
37.0 - 65. 8 17 8 0.89 1.30 - 28000 186
>65.8 11 8 0.48 0.96 63100 ¢ /83
4.8 -225.5 102 52 0.71 1.13 ° 107400 313
(The unit of'energy'is arbitrary) ' I

'an‘The estlmates of E show two things. First, the
natural magnetovar1at1on spectrum prov1des much more energy
at periods greater than- 16 m1nutes than in the shorter
per1od bands .’ Second the second plane wave in each band has(\
less than one percent of the energy in the first. The fxrst
’plane vave te;m thus closely represents the total observed
normal fﬂfld' ' |
.The values ofxfhe ratio E, /E for the firet plane
~wave (Table 2.2) shOW’that in the two longest perlod bands,
~ which contain most of the energy, the external f1e1ds are -
domlnant This is true in the total energy for the complete

H ki (

‘range of perlods, Wthh is controlled by the long period
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ﬁgave-energigs. At periods less thn,B?.minuteg the inté:nal
currents provide more than half of the enérgy in. the porma; |
fiélds, probably because these'induced currents flow higher

~in tbe'Earth and closer to the array as the pefiod
decreases, | | .

‘Theﬂratios ;in/Eex for the second plahé-wa&e terms show

essentially onlyfthat the contriﬁutions of internal and
éxternal cﬁrrents are'comparABIe: The’ energies are too small
for their ratio to have much significance. It is pfobable.‘
that this term includes contributions from the normal and
anomaidus fields. The waveiengﬁhs resolved for these

second- term plane waves (of order 100 km) are within the
resolv1ng power of traditional spectral analysis, wh;ch is
controlled by the array dimensions and station‘spacing.
Théfefore; the genéral;wévgnumher domain analysiS'(nexﬁ.

chapter) can be expected to give reliable results for these
e

<

frequency events. a

2.4 COMPARISON WITH QTHER N’me FIELD Rg:pnmsﬁumwxous

A widel} used éssﬁmption regarding the normal field.is-
that it is un1form. Tﬂls model has the merlt of s1mp11c1ty
and is a useful first approxlmatlon 1n’some respect?('The

currents induced 1n an anomalous conductor 10 or 100 km wide’

-
s

will Be neaviy the same for a n?tmai field of wavelength 10+
km as for iﬂfinite waveleng;h;‘The:contributiéﬁs of internal
and external currents”to_a uriiform field cannot be
distinguished,'and it(ié diffi:ﬁlt‘to éxpress\the.anoﬁalous

\ v
a



field as a fraction of\qhe nofmal field.rThe:eﬁliﬁitgtipnj
severely)restrict quantitative modelling of structures, as
Porath et al. (1970) have shown. wa 
~ Some authors have represented the hormal‘fieid by a

" first order polynomiaL; or plene, fitted by least 'squares to
the fields at stations considered normal (Ingham et al.,
1983). Such representations are divergent at large -
distances,;and the physical meaning of the'constant
gra&ients of the norsial field is not c%@pr. The
dxvergence free éond1t1dﬂ for the normal field can‘be used,
in pr1nc1p1e, to estimate dH,/3z, and to recognize whether
the tilted plane representé an internal- or _ “
exteroal-dominant field, buﬁ to my knowledge‘this has not
been tr1ed H1gher order polynomials have been used toi;
represent the normal field (Jones, 1980), but the phys1cal3
meanings of the coefficients remain unclear and divergence
at great distances remains a problem. | |

Berd1chevsky and Zhdanov (1984, chap.11) have developed
an elaborate procedure for est1matxon of the normal field
which goes beyond 51mple polynomial representat1ons. This
pnocedufe depends on the accurate separation of external and
internal parts of the field, and on the cpoiee of a normal
geoelectfic~sec£ioh forrthe.region. The second reodgrementr
is rather severe, as these authors note, partlcularly for
local‘stud1es; The first is even worse, 1f the array is far
ffomethe external cﬁrreht sou;ce. In;this.case the externél 

. field is nearly uniform over the ar}ay, and is ;heretore
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" . .
’

',~poorly;seperetod (nextucheptor).,mvon ifithﬁwgoooloctric
‘section‘is acourately known the method then fails, If
channelled curpents (Gough and Ingham, l983) are present
they greatly 1ncrease the difficulties of thls approach.

The plane- lee representation of tne normal field
l1mproves on the other methods in four respects. First, it
31scr1m1nates between normal fields dominated by internal
land éxternal currents. Second it offers a gu1de in the
choice of frequency components for further analysxs. Th1rd,
it allows est1mat1on of the normal field magnitude andothe
express1on of the anomalous field as a fractlon of the
normal field. This is a prerequ1s1te for forward modelling
of’ conductzve structures to fit three components of the
magnetovariation fields. Fourth, it should work for both
locally induced and channelled anomalousieurrents.

- P
“
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3. .SEPARATION OoF FIBLDS&IUTO !NTI&NAL4AND“llTIRﬁhb“Phl@l”“.
¢The interpretation of time varying magnetic fields rocbrded
at the Earth's surface involves the problem of separation ofe
the observed field components into parts due to external and
internal'currents, Global data are'uSually expressed in
spher1cal harmonics for thxs purpose (Chapman and Bartela,
1940) but for f1e1ds recorded over a 11m1ted area numerical
integration is very often emplqyed (Vestine, 1941; Price and
Wilkins, ¥963° Weaver, 1964; Porath et al., TS?U%.*SUCh .

numerical calculat1ons are usually carried out in the space

‘doma1n. The.use of the wa umber domain has two nqtable

advantages: computing ti P saved through the fget Fourier
transform (FFT), and the s are ready for app}ication
of tne induction equations in more eaéily soluble form. ™'
Wiese (1965) was the first to separate_rnternal and external
f1elds in the wave number doma1n, using a formulation which
d1ffered from this study:-in two respects. wOrk1ng before the
development of the FFT, Wiese. con51dered only the real part
of the Fourier transform, whéreas the the FFT pr6/1d‘s the
full. complex values; and where the two horlzontal components
;gave different e?timates of parameters he ueed mean values;
This i; an.éd hoc procedure withopt'formal theoretical *
basis. | \ | '

In this chapter I present atUnified technique of
potential field anaiysie in the wavenumber domain. The -
observed field is‘adjosted to be curl-free by calculating an

optimum potEntial and separated into external and internal

32
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“3 1 REPRESEﬂTATION OF A POTENTIAL FIELD IN CARTESIAN SPACE

AND WAVENUMBER DOMAINS

' Con51der a vector fleld H 1n a source free reglon, here:

‘the observed magnetovar1at10n fleld derlvable from a scalar

Lok
Yo

(observatlonw 85(x;y,0), The 2 dlmen51onal Fourler transform

‘ potentlal ¢~ B o :.sn-_“, P

- of the potential is -

o

*

(3.1)  H(X)=-V&(X) | K

'KwhereHQ(X) satisfies Laplace's equafion;(:j

R S : .

(3?2%1* , V‘Q(xéig . . li "

The pos1t1on vector X of a mégnetometer has components x

- (true north) y (east) and z(down) W1th z=0 in ‘the plane oj

!

N

g

.

(3.3),°  #(K,z)=(8(x,y,2)expl iKx+iK,y] dxdy

X3.4) . #(R,z)=B(K)expl-vz]+A(K)explvz]

o« o o : o \‘
A ’ . ot

o

 Equation (3{2) then'hssnthe7501ution

<

1/ .

P
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Cvhere

o

v=y (K2+K3) ‘ o |

/7

1n the wavenumber domaln, and A and B afmgterms representing
1nterna1 and external sources respectlvelys Introducxng

-vectors Fa and‘be “. d" K
d‘ o B
© (3:5). K —exp(vz)[ ] K, =exp(- vz)[ ] N /-
e a b - ‘
_ : ) ~y \ : v L '
e ’ . . ' . ;

the magnetic field vector in K spacgﬁtakes the compact form:

%
/ v

(3.6

‘ L H.(K')éA(K)}a‘_hl?(K_)-Kb |
I . o ‘ -
" Ka

and Kb are 11nearly 1ndependent vectors in a unltary

_,yspace (e. g Samson,/1983) represent1ng 1nternal and externaI/

/

.
° N 4
Ly 4 )

F1eld components satlsfylng (3 6) are necessarily. curl free,

héy are derlvétlves of a scalar potent1al~ equat1on 4
6) is the wave number domain equzvalent of (3.1). Because
of (3 7) armore general conc1u51on about the orthogonallty

of 1nterna1 and external f1elds can be reached'
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(3.72) oy Tom (Ryaxay = 0
| ainee,,in‘kB:?a).H (X) and (x) can be replaced by their-
?qufief expansion, the~cross terms of K in the inner product

vaniin because of the orthoéonaﬁity of Qifferent harmonies,
;}and tne rema1n1ng terms van1sh because of (3.7). A more
'prec1se statement of (3 7a) is: the magnet1c f1elds observed

by a finite array can best (1n a least squares sense) be
’separated into 1nternal and exbernal parts such that ‘the
1nner product of these vanlshea when 1ntegrated over ‘the
array.

3 2 SEPARRTION OF THE FIELD INTO EXTERNAL AND INTERNAL PARTS

|  To separate the fleld 1nto external and 1nterna1 parts
~in the wavenumber domain, the.sum—square error Q is
minimized at z=0: . R .; “ |

. : ‘
o . S e

(3.8) é=z[n(k)-é(x)xl-3(x)x ]T[H(K)-A}x)xa-BKK)Kb]k(

‘Sett1ng aQ/aA (K)= aQ/anwxx) 0 whereitfdenotesﬁcomplex
‘;conjugate, - f X 7'4w ) a . R
A\ - S AR : . o

: e * / Lo @ B :
L9 T[H(K)“A(K)K B(K)n‘g =0

(3.10) 'éiT , -A(K@K -B(K)K 1= 0,

- ‘*\ e R ', R f\f A
“and as'ﬁgfkb=6} we have: |

¢ . E ~ . . ’ . SR NP




(I .)“ ) (K} *H(K) ‘ e e

(3.11) - A(K)= T .

| ‘ Kb*ﬂ(xf
(3.12) - B(K)=—2- i
o R ,‘Kb.xb -

4 v
, p

 Explicitly in termsfof,magnetic“field'Eomponentsf : '

- VAR, HR K B
(3.112) * A(K) == [l X

2u
N
' -1 iK.H, (K) iK Hy(K) o
(3.12a)  B(K)=-—[= -H, (K) ] Y
‘ 2 4 o ”' 14 P ’ .
% The inverse Four1er transforms of A(K) and B(K) glve the R

potentlals in the space doma1n for 1nterna1 and external

flelds respectﬁﬁeﬁy From Parseval s theorem, the potentlal

, spectra deflned above will nge, w1th1n the1r resolut1on,

. ‘
. the curl free magnetlc f1e1d7c105est to ‘theé or1g1na1 data;

We can rewr1te the 1nternal and, external parts of the

,‘fieldg, Hiﬁ and H ,~1n a very elegant way . Normallze K, and

‘=’; . in "1' in-}
G300 e[ ] e[ ]

'itnen by (3.6), (3, 11) and (3 12) we 51mp1y havefﬂ1n and H I

expressed as s:mllanrty transformations of the observatlon'

H(K) by the1r normal1zed basic vectors'

~
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(3.11b)  H/ (K) = A(K)k, = k Tu(k)ga/ S

v . ' ] . ) -’ 1_ ‘o

(3»13@) H,, (K) = B(K)kg -‘kblu(x)kb

‘3.3 CURL*FREE ADJUSTMENT OF THE FIELD . o ' -
If the field is entlrely e;ternal or internal then all.

"the components;canvbe adjusted to mak%-the f;eld curl- tree.
_Thus:xkbr'an'entirely externel fieid only B(K) . is £inite‘in

c(3‘6) and substitution of (3. 12a) and (3.5) 1nto (3 6) will -

adJust observed f1e1d components Hyx (K) etc into Hx etc as:

1 KIH, (x) x K, Hy (K) L '

H,=—I — , + K H, (x)]
T2y v ‘ v :
T 1 KiH,(K) x‘k Hi (x) ' o I
(3.6a) Hy=—I —+ it K H, (x)r B \
. ' . 2y ( v B ""j'::' 5’/'% . '
1 f?‘ “l; .
Hy=—I[- IK H, (x)—?x,ﬂ (K)+vH (K)]
2y _ )
. , v . .
¥ I - L
| &
_ ‘Qf
In (3 6a) all ;hree components are adjusted This is - ¥

p0551ble because of the known source. W1th only external or

only 1nternal currents, SO that either A(K) or- B(K) is
'neglected, (3.4) glves ‘the fleld varlatlon w1th elevatlon.
' ThlS makes p0551ble the pred1ct1on of vert1ca1 derzvatlves
v of the f1e1d components requ1red for complete curl free .ﬁ‘

" < : , a _ o
B ad;ustment.;; : S B

”.- o’

In the presence of both external and 1nternal sources,
substltutlons from (3 11) and (3 12) in- (3. 6) give the-,,

v curl free adjustment equat10ns.



T HieIRE, (x)+x K, u,(r)]/v=_‘

_(3.eb) . =[K=H (K)+RyRaHu (K) /w7 oo

H.sHz g (not adjustable)

Here only the horizontal components,are adjusted because

~with both external and internal sources, the vertical P

not contribute to the adjusted fleld Hx. In pract1ce the .

‘separation

gradient of:the field cannot be predicted beforeﬁseparation.
Curl-free- adjustment of the fleld before separatlon
ensures that the gradlents of the two horlzontal components

are cons1stent w1th one anothkr If the adjusted £1e1d is

highly. correlated with the or'g1na1 data, separatlon can
proceed _ A
' S1ngular1t1es arise in (3. 6a) and (3 6b) for uniform

L

f1e1ds (v=0) In practlce such fields are 1nseparab1e, as

are certaln part1ally un1form components. In the Hy (H,)

field a component un1form in the x (y) dlreEtionAhaving zero

K« (K,) is dropped from the observation_and is neither:

adjustable nor separable. In (3‘6a), for inStance, spectrum "

°components of all three f1eld components hav1ng zero K, do’

b}

11m1tat10n is to fields of spat1a1 wavelengths comparable to

‘the array‘d1men51ons, or less. Similar limitations arise in

En the’space domain (Oldenburgy 1969; Porath et
al., 1870). | ' | |
. A quantltative measure ofythe spat1al s1m11ar1ty of
two- d1mens1onal complex f1elds X and Y. spec1f1ed in -
d1scretepya1nes x(1,3),,y(1!3) at grid p01nts,;1s‘the

correlation coefficient



(3.13) ‘c-X,y/V(k,:i,y)‘”
.where._d‘ I - o %,4(_“ 0
Ney=EELx(3,3) =K1y (5, 3)-v1"
N ORI T PIE TR 1o L
AyyeEELy (i, 5) =110y G, )00

in which X, Y are the averages of the two fields over-the'

N

. area. Correlation coefficients C will be: used to compare

analyt1cally calculated.maps of test fleld componeg‘”

correspond1ng ‘curl-free adjusted maps;. and with separated
components of internal or external currents. It is 1mportant
to note the mean1ng pf a hlgh Value of C, approach1ng un1ty.
C is large tor two mapped varlables X and y if these have-
high spat1al correlation of maxima and minima. However, X
_and y need not be equal Thus C=1.0 1f y—ax+b with a real
~and p051t1ve. C is a su1tab1e measure of the spat1al
s1m11ar1ty between an or1g;nalq known field and a separated
one.,In‘thenanalyses'of.tbe‘data (to follow later) I shall
use thevFourier'coefficients ot tbg‘time series in place'of
% and y in (3.13) and conseq”ently c w1ll be complex. |

Imaginary’ parts of C represent any resemblance of the real

‘part of one field to the 1maglnary part of the other.

4
-

ey



3.4 UNIFIED POTENTIAL AS WEIGHTED AVERAGE OF POTENTIALS OF

EACH COMPONENT ’

‘Here we examlne more closely how the thrée components
of observed fields contr1bute to the potential. ‘ : -
' Suppose‘only external sources contribute to fhe‘
observation from (3.6); one would e%pebt,the'following three

potentials

&, (R)=H, (K)/([Ry) ',«
(3.14) &, (K)=H, (K)/(iKy) e
¢, (K)=H, (K)/»

"to be identical to each -other, but in précticé this is not : -
true due to both the existence of the non potentlal field
and a11a51ng problem-in data proce551ng The B(K) glven in
'(3.12a) can be v1sua11zed'§§‘a unified potent1al averaglng
the three poten;;als In 1. ;4) -

S

(3.12¢)  &(K)=B(K)=R,&,+R,&,+R, &,
with the weighting factors:

:R;;x:/2p=
(3.15) R,=Kj/20?

/“)

R R,=1/2 .

“‘ v g

From (3;J2c)'éhd (3.15) we see that in retrieving the



potential spectrum the two horlzontal components together
take the same weight as the vertxcal component itself, For
the purpose of analyt1c cont1nuat1on of the f1eld (e.g. in
Berdlchevsky and Zhdanov, 1984, chap.8) the unxfied
potent1aL glven by (3.12¢c) is the optimum pbtent1al at the
surface, not ¢.. Alternatlvely, one can use &, and ¢,,,
N : ' : : N

4

(3.14a) $,,=2(R,®,+R,®,),

for combarison. Such comparison was once believed impossible
(Banks, 1979). The gect that fﬁé two‘horizontalicomponents
are eqhivefent to the vertical componentvin#retrieviné the
potential is a useful toolbfor sourceecurrent inversion
(Banks,. 1979) ; 5 _

When both external and ;nternal soburce terms are

present from (3 6) we see that the horizontal and the

vert1cal components are determ1ned by different comb1nat1ons

~ @

'of the two source terms:
Hy (K) =K, #., (K)
(3.6c) H, (K)=iK,®. (K)
ﬁz(K)=V¢-(K)' ‘

where,

(3.16) oi(x1=B(x):A(x).



$. (K) can be derived as a weighted average:
(3.17) ¢, (K) =R, $,+R,,
R,=K§/v’
R, =K2/p?

~¢.(K) is deriQed oﬁly from the vertical component of the
b . ' ‘ .
, fielda: ., - e
(3.18) ¢ (K)=H;(K)/»
Then, from/13 16) we get the potentlal spectrum,of the
1nternal f1eld A(K), and that of the external f1eld B(K),

separated as follows: SR ' <T

(3.19)  a(x)=[®, (:) -¢.(K)1/2 ‘ - | ’
(3.20)  B(K)=[2. (K)+s. (x)]/z

(3.19) and (3.20) are equivalent to (3.11) and (3.12) but
ohe sees more -clearly ﬁowlthe horizontal fields are ébmbined

v - : . ’
to give a unified potential &, (K). -

3.5 APPLICATIONS TO SYNTHETIC DATA

Tests have been made with syqthétic and field data. Two
Syhthetic models that éonsist of line currents above and |
_1below the (x,y) plane of observat1on are employed The

vector A;gnetlc fleld is calculated analytlcally at ﬁ?x15



\ it - T [

grzd po:nts at 20 km spacxng in x and y. The curl free
adjustment is applxed only to the horlzontal field as both
external and 1nterna1 f1elds are present, and the fields are
. separated To reduce distortion near the edges, the data
‘array is expanded symmetr1cally north south and east-~ west ’
before Fourier transformation of the magnetlc field |
components (Kanasewich, 1981 . p.58). As uniform fieids can
not be separated the average value for the expanded array
is subtracted. ‘
iThe first model consists of horizontal line currentsvin

orthogonal azimuths:/one\sf 90 kh s{tuated 90 km above the
(x,y) plane and the other of 40 kA 51tuated 80 km below . it,
The calculated f1elds, with stra1ght contours, are shown 1n
Figs.3.1a and 3. 2a, and the combined original flelds are’
shown in Fig.3.3a. The curl-free horlsontalrﬁlelds are shown
in Fig.3.3br Comparison of EiQ.3.§a and 3.3b indicates that
the curl-free adjustment has not preatly altered, the X and Y
contour patterns, and‘this is confirmed by correlation
'coefficients betweer curl-free and.original fields of 0.857
for X and 0.957 for Y overlthe 225 grid points. As the
j_calculatedafields are durl-free, the minor changes
introduced in the curl-free adjuystment must arise from the
finite area of separation and the.finite grid spacing.

~The separated fields are shown in Figs 3.1b and 3.2b.
The central parts of the maps preserve the parallel stra1ght
‘contours of the or1g1nal f;elds. As expected, egge effects

distort ‘the matgins. The correlat;on coefficients between
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' the calculaﬁpd and separated 1nternal f1elds are 0 826 for

x 0 819 for Y and 0 849 fof’z.,For the external components
these are 0. 854, 0. 888 and 0.984. Thls jmodel, with 1ts
“ tw% d1mensxonal currents apd . flelds, necessar11y contalns; o
large totally and part1ally unlform, and so 1nseparable,

parts._It pﬁov1des a severe test of the method, w1th

satfsfactory results.
,‘)

R

Eor the,second synthetlc model the external and
\{,/ Sy,
1nterna1 flelds are produced by ‘two dine currents, each 1n ‘
d three segments, none hpr1zontal Tﬁeiéxternal currentrls 90
oy kA anp the 1nternal 40 KA. The end segments o: each flow~ _f
from and to 1pf1n1tyf those of the 1nternal current make
angles of 75 and 70 w1th the]%ownward z axls and conneccs v
- ;w1th “the mlddle segmenn at depths z= BQ and 75 km. -The from"
Y“(to) 1nf1n1ty segment of the external current ‘makes angle '
h 110 (120 ) w1th the 2 axis and connect w1th thexmlddle/
segment at z-—BO (- 90) km. These three dlmens1onal currents '
have no large,QTnseparable parts and 1n consequence the,
s\paratlon 1s\much more successful than for the prev1ous
model ‘Flgs 3. 4a and 3.5a show the 1nternal and external
T calculated flelds,lwlth horlzontal prOJectlons of the
) currents, and Flg 3. 6a the total fleld The curl freeo -
horlzontal flelds :' ‘Fig.3.6b closely resemble the '._
calculated“total f1elds,'w1th correlat1on coeff1c1ents 0 886
for x and 0q981 for Y The separated flelds,vshown 1n '

Elgs 3.1b and 3'5b match the model flelds well. correlat1on ’
‘fj coeff1c1ents fo?\the\calculated and separated internal and-
o 3 N\ - v -
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aET SRR o
_external fields awe givenpin Table 3.1,

| Q;‘i‘“" _ it :
L . ) PO
( \
T 3. 6 EDGE EFFECTS |
%p Separatlon of f1elds known over a llmlted area results

%&n repet1t1on of those f1e1ds to 1nf1n1ty along both X and Yy
' axes. If AB represents the “known flelds in the space domaln,

the field separated 1s | o . P ‘:\ .

I

+

.i.+. ABABABABABABAB......

* ' a V-

’ Distoftionsfare prdducgd .specially near‘the’edges of the
area:%f known‘ ld, arls1ng ma1nly from. the large

_dlscontznu1!ﬁes there. These edge effects can be reduced by

'expandrng the known .area to repeat the known fields-‘in

mirrorfﬁmagéz'as ‘
“} ' vii...BAABBAABBAABEA......

[ : . ® : -
TS - . .

~ to remove the edé@fdlscont1nu1t1es (Kanasew1ch 1981). The

f;elds separated in Sectlons 3.5 and 3.7 have been expanded
Q .

‘in thls way. e gf"-f,'

An example of the 1mprovement producég by the

’

mirror- 1mage expanslon 16 p?ov:ded in Fig.3.7, which shows

'the 1nwerna1 parts of the magnet1c f1eld for the second

: separated w1th and w1thout expan51on.
’.;The £1elds separated us1ng expan31on are also shown 1n_

'uFlg 3. 4 together w1th the analyt1cally calculated f1e1ds of‘



' H P ’ , . .

1; the 1nterna1 current.:Con51derable dlstortzons can be %gen o
"1n the 1nternal fie s from the unexpanded separatlon of
E;gzﬁ .7b, notab%y near theanorth and south edges of the X
1component map and the east and west edges of the Y map

Table 3;L shows the correlat1on coeff1c1ents between the. .
’orlglnal ;nd the separated components, from expanded and
unexpanded data. It is reassurlng to note that the central
part.of each map 1s 51m11ar for séparatlon_of ‘expanded and

unexpanded fields. - R

Table 3.1

' Correlation coefficients between
original field )components and those
Separated with and WlthOUt data expan51on

Field Component - Expanded -  Unexpanded
Internal X - 0.929 . 0.833
Y ~ 0.983 - - 0.837
z - " 0.749 ° . 0.620
External X .  0.947 . 0.848 N
Ty 0.988 - 0.960 .,
7 . 0.965°  0.948

3 7 AP@ICATION 'I‘O FIELD DATA ‘

The separation technlque developed here has beenl
applled to a set of maps of Fourler transform coeff1c1ents
fat a period of 23 mrndtes, from a 51ngle magnetovarlatlon
Av event recorded at 27 stateons (F1g'3 8). This frequency,'d;ji
component of the f1e1ds has a plang wave normal fleld

.(chapter 2) of very long wavelength 20 800 km, and has been
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5‘4‘ .

;removed fréﬁ the data. Its se‘lld plane wave term has
wavelength of 12@ km and 50 sat1sf1es the three griteria

' (2 8-2. 10) for prom151ng further analysis, .and has therefore
been chosen for separat1on. The preparat1on and use of suchf
7maps has been descrlbed by Gough and ‘Ingham (1983)., For the
ﬁésen&pﬁgperation, ‘common phase maps must be used, 4showingj.

1maglnary" flhlds relative to an arbltrary zero

"real”
. /o

phasea(Porath et al., 19305 In Fig.3.8 therzero phase has
been”chosen to maxlmizeithe changes in'the real fields; so
as to max1m1ze power in one set of maps (see sect?on 5.13. 1J
for detalls) ~In the,three upper maps of Fig.3.8 the fxelds
of currents flowing NE§$W are 1mmed1ate1y apparent.

~ The Nyguist‘wavelength‘(e.g} KanaSewlch; 1981), the
‘shortest wavelength'resolvable, for this array is around 80
km, tw1cedthe m3n1mum stat1on spac1ng The data can be
1nterpolated on, at the f1nest a 9 by 9 gr1d so that the‘
4equ1valent sampllng 1ntervals are 43 (N-S) and 48 (E- w) km.
'In all wavenumber domaln calculatlons the spectrum should be
truncated when

o -

(3.21) " 2m/v < 80 km,

This truncat1on rule has the de51red c1rcular symmetry
(Lav1n and Devane, 1970), that is that the rotatron of the

'XOY plane will not affect the truncated spectrum. ‘The

”‘~'spectrum 15 dom1nated by 1ong wavelengths. !The al1aS1ng is

"’not serlous and retent1on of wavelengths shorter than the
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Nyquist waveiength‘essentially givesythe same separation’
results. Nevertheless, type: stat1on data are interpolated on

'a 9 by 9 grld .for separati n,,and spectra sat1sfying (3.21)

Yo

i are truncated¢

. "u(;‘ .
Horlzontal real components adjusted to be curl-free are

shown in Flg 3 9. The correlat1on coeff1c1ents over 225 grxd
p01ntsZw1th the values of Flg 3 8 are 0.957+0.044] for the X
and 0. 886-0 033I for‘the Y component For the real maps the

: correlatlon is @ood The smaller 1maglnary parts (not shown)

show less 51gn1?1cant correlatlon and are clearly more s

noise- contam1nated . .
" In Fig.3. 10 the 1nternal f1elds hre larger -and show

- more structure than external parts. Séme co amination of

“the latter with internal fields is snggeste: by features in
the external mapswsimilar to the much larger anomalies in
the internal maps.v£te'limited size of the array and the
edge effetts probably produce some leakage of the lnternal\

fields intg the external maps. o
| The maps of internal fields indicate a current tdrving
from a north-northeast azimuth'at'the southern edge of the
array to ENE at tne eastern lim%t. The separation exercise
supperts the view that théSe enrrents are internal. The ma?s
-0f external parts are contam1nated w1th 1mperfectly , >
Separated 1nternal fields and do not‘properly represent the
£1elds of external currents.

~For modell1ng of conduct1ve structures one needs to

estimate both external andﬂlnternal fields, .and to normalize
: | o ' o~
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the letter in terms of the former. Here ‘the anite“efrey, -
-and the 1nseparab1lity ‘of fields of wavelengths larger than o
‘the array, presents a formidable problem. Any unxform, ék N )
- very long wavelength field cannot be separated. I1f the a | “
external f1e1d is mainly of this k1nd it cannot be |
‘determ1ned and normal1zat10n is 1mp0551b1e. The problem has

been discussed by ‘Oldenburg (1969), Porath at al. (1970) a:é{

by Gough and Ingham (1983).

e
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’

. a method using wave-number domain letering to invert

‘surface observations to a current sheet. We can push hie )

PRR % INVERSTON 70 A‘ﬁnw CURRENTEAT A Sﬁcmc DEPTH

Banks (1979) . suggested that determination of the
)

distr1bubion of aﬂomalops currents should be the first stage

in ag%’modetling of magnetovariation anomalies. He design

angument to an extreme and emphasize the importance of
current inversion. Far away from the source regxon a "shall"
magnetometer array observes only a dimin1shing ta1l of the
external f1eld and a mixture of channelled and: locally
induced our&ehts (Fig.4. 1) Since the extent of a-~~—-—

magnetométer afrgy is usually small compared with both the

M

, amxternal and 1nterna1 current soutces, any modelling of

T

o,
"

u*»Furthermore, the 1ndu01ng ewternél f:elds cannot be properly

the%? magnetometer array data in terms of 1nduct10n is
Vi

o dangenou% in the absence of proper boundary conditions,

A

‘*def1ned (chapt§r13 of th1s theszs) Current inversion is

~ﬁLes§ géstrxoted by tHESe 11m1tetaons. As long as the scale

'ﬁ;0£ the 1nternal struttune under consideration is comparable

i

]

1,“‘

”vchr%emt models doé§ not  then crltlcally depend on the

Twith the ;pan of the aéfay the internal fields can be

UERES

~_, l“l e

reéeonably 1solated (chapter 3 of this thesis). Inversion to
!

;fboundary COndltlonS at the array edges. Current 1nvers1on 1sf

U

'thus more rellable and therefore preferred

Electromagnet1c 1nduat1on in a layered Earth has been:

.}olosely studied by a number of researchers.. Schmuker (1970)

considered the downward continuation of EM fields and gave '

.
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Flgur! 4.1 A cartoon “of magnetometer arrays on land
'~ modifsed* from Fig.1 of ‘Banks (1979). Far away from the
external ‘source*’ egxon,v1nductnbn betwegn. the external '
sourceé ‘and the *Tocal structure is less _important than 1n the
reg1on dlrectly;below the external sourae.

[




~egant recurs1ve formula. Banks (1969) dealt w1th a v#r‘v\\

'K_sp“rlcadly layered Earth and presented a matr1x formulaglon ,f
for the solut1on of EM gields 1n success1ve layers. The work .
:1n th1s chapter is closely parallel to their work w1th new

developments.

.

. An ideal model of the Earth?%‘ould clearly be
. three dlmen51onal but for the "anomalous box" monltored by?
a. small array (Flg 4.1), outside the anomalous body, the’

Earth can be taken as a layered conductor. The surfaceup ! ';’
s :

fields can be downward contlnued analyt1cally (Berdlcheﬁﬂ&y q&
‘and Zhdanov, 1984, 'chap 13) “in such a layered Earth. The'

. 7

separaulon teohnlque developeﬂ in chapter 3 prov1des a ba51s‘
4 N\

‘ffor such cdntrpuatlon that is more su1table than’ other'
k_schemes. On reachrng ‘the anomalous body 'the layered Earth
model is, no longerxvalld and further downward contlnuatlon
o wall become unstable."The effects of the anomalous body on
the flelds at dept? cgnwbe replaﬁed by a, current sheet at orf\
Y 1 ‘Nf@.%f th?

current concentratioﬁ:ln it. I% Segmented anomalous bod1es

-

.A,%o reveal thQ” anomalous

.';‘l1e approxlmately along some depth 1n’fﬁe/normal geologlcal ,
:fzsettlng (a layered structure) the 1nverted current sheet is
g expected to repfesbnt the actual curgent concentratlon in
lw,'these bodles r;gsonably well tind consequently to predlct the
’u;locatlons and shapes of S ch bOdleS. | '. JENE
;,1 - In the 1nver51on of;furﬁace fzelds to a currenthsheet 2};
‘l\the wrlter con51gers the sh1eldrng effect'of the conduct1gg ’

‘

eEarth whereas Banks con51dered a: current sheet 1n free
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* . ) .
- space. The derivation closely follows C.-Y. Fu et al (1978)

yoon

In Append;x % boundary condztxona are. derlved for an'
“\.

o arb1trany conduct1v1ty depth &Uhctlon, which may be useful L

for a wide range of problems in mathemat1ca1 phy51cs.}

’ W; ‘ o ! . | - 1 . H ' ‘C:'." .
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41 BASIC EQUATIONS

ol

.

In SI® unLts the Maxwell equattgps are
"(4.1) - vxH(r,t) = J(r t)+aD(r t /at T
.,(2.2)~‘ w:VxE(;,t) = -udH(r, t)/at
(4.3) 0 veD(r, t) = plr,t) R
w ' 4 ot
(4.4) V!p(n,t) = 0" ";% S SRR
. 3 % l.\ o AR .' 5 } ‘ . ‘, R

where H and B are magnet1c f1eld and 1n§%ct10n, E and D are

*electr1c fleld and 1nductlon, J the volume current dens1ty,
fe
P the volume electric charge den51ty, u 1% the magnetlc

permeablllty (taken at vacuum. value, uo=4ﬂx10" H/m) It is -

sumed that every functlon of space and tlme has exp[iwt]
> o . Y ' :

.

o
1

trme dependence,

f(r t) > f(r)exp[iwt] ' 1‘;5'

With the exp[%wt% factor droppedi and a/dt kephaCed by jw
o LN o
(4 1) - (4.4) become- ”. ' _ _”’ R o
4‘ - e K . . ! ) v o CT .
L R BRI Pk SR
.(4.1a) o vxH(r) = j(r)+ieD(r) IR
(4.2a) VxE(r). & Siewn(r), L BT



‘ | 5 64
(4.33) . VD(r)'=op(r) - o
(4.4a)  V-B(r) =0 e
. . ’(’/ ) . ' , . " Low i"'t"(’, .

In'a'ldyeféd;Earth with all physical prcpeffies'only z

i;pendent, we can choose the electrlc field as tor01da1

(Prlce, 1956/’ AR ; ‘ ‘ '
T } K ‘ s ”» ¢ : s
(4.5) E(r).= —e,wi(r) L
. s ‘ | . _ ‘

\“where ez 1s aunit vectonwalqng the z axis and v {s the
xor01dal amplltude func;1on. Wg then have s o oo
’7< : . N . . oo ‘ ‘ ' e

vd ) . . 3 A . —‘h N P ~'\") . . ) .?”"1“1
: ’ : . » L) VK Y . RS o . 0o o - . ’.‘.
(4.6) ‘E-Vo(z) = 0L PR . , .
. v N v , . ;. r ,'
Equation (4.3a) becomeg *
(4.’ 0 ’ - .
. T-«\\ L ) , i ’1"\

-

‘ 51nce under cona1t10n (4. 6) any prev1ously existing free

qarge P would decay exponentlaliy with’ t1me (C Y. Fu-et al,

1978) ‘For the toro1dal electrlc fleld E, (4 3) is ﬂ
‘ ‘ L .

.vautomat1cally satlsfled..Expre551ng w with separated“ JQI
"”va;;ables: S T ‘

IR R B s |

(4.7) . ¥(r) ='2(z)p(x,y) . . : .
.v ‘>Q<I : '4 m [ o , | ; / . 1- N . " | "‘ ‘ v .
‘wthe electiic field E ic writtep as: . =~ - - ‘ S

- . Yos - ‘\ : B § o '

& i L



A4:52)  E(x) = [op(x,y) /by, “op(¥,y)/ox, 012(z)

@ A
b
- -

'Un_de'r condition ‘(4.§_) and at low frequencies (Price, 1950),
the Maxwell equations lead to the diffusién 'equation of the
electric field;' | | ;
4”.

qa(z)aE(f,t)/at

(4.8)  VIE(r,t)

_or, w1th exp[iwt] tlme dependence, . _ o

. s
/ - . 5
. . . v ' ‘e
v . - ' I
. . . PO . e
Sl . e
N . . L ' . .
B . o .
. v
.

. ” .
[ SO
[+ - 5 o Tt

(4.,*, V?,E(i"’.)‘.e..“rwua(z)E(r)
. o T ;*; - e

. L A o i ' .
Substltut"lng (4 5a) 1nto “if -8a) and separatmg var1ab1es' »

. : f.',,‘ N R . o ) N . '. .‘
- . . Ve . ; "?"?l;‘ < . B ) . " ’0 oo 4 N .
' - r&;‘ e
(4 jb) a’p(x y)/ax’*-%p(x y)/ay‘M’P(x Y) =y 0 o
o ot
(4 c | d’z(z)/dzz = [v’+iwua(z)]Z(9‘) Y
"\ , B S

.in which vt i5 a constant of separation of the variablés. .

”

SubstitﬁE}ng (4.5a) into (4.2a),

4 o e . A |
E ta » - 3 i ' ¢ . *
(4.9). . = i["z,r zp'lk:,x'r‘ Zrlpryr‘ ??Zp]/,(wu) . '/’
. . . ) e ‘ AN - . . . 1

} ™ P
.~

~In (4.9) the t1 e variable. dependence of all the functions
is mopped an ‘ the subscr:.pts ",‘x" RRAN ,z" dre used to

}epresent ‘the der1vat1ves WIth respect to x, y and 2 W1th SR

: - L
- _this notatlon (4 Sa) is rewrltten as T~
- ST SRR
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(4:5b) E(r) = [p:y' “Pix O'JZ ’l . L. ‘ %
| | . . o § L D * . . . ; |
‘ - L - e ' ‘ L ~/. : ‘
Once ﬁunctmns 2 and p are determmed (4 Sb) and (4. 9) !
-glvea the elect&omagnetlc f1elds. - o o S

‘The solution for p is familiar: . —

(4.10). . p“(x,y‘)' = exp[.imxéexp[iny] =
) - S a" . ‘ i : :

-

mi+n? = p?

The solutmn fo? the gunctmn Z depends on’ ivity
dastmbutlo Qt;’he reg;on und L consuierat 111 be
*con51dered in sectlons 4
. »
4.2 BO‘UNDARY conm-rlon A'r‘A . S
In wthe plane layered 'model of the Earth the boundary
cond;t;on_s fqr the magnetlc f1e1d,, at ah interface” free of -
.;'surf'ac"e currents, are . ' e | :
. . . + ; - ut ; - , Y . X . ;\ . . '( N .
¥ ‘ . “\,J S ‘ o “’r s -, f . . ,-_,' (3 .
(4.12) = (}!‘,-H‘_)xe; =0 ¥ R
* ~';y' . >.5 ' *
. ( ‘ . y
, 1‘#”&@%@: superscnpts; = ‘9 and "+" denote the quant1t1es g

aabove and below t,he 1nterface respectzvely A correspondlng

.

boundary condlthn at an 1nterfa’ce bearlng surface current
lw111 be\cons‘ldered 1W5edtlon 4.4, f-”;'- w Z,- - - A ‘

Ty 1

. ,,wa.ll not cons1der ,the case oL a charged mterface. B’or the

.“h/ ) . ‘.‘ v B ; ‘.- -+ - ’ ”::, « N . : N ° ,'. he ‘ Lt 3

Smce the *ee c‘harge denslty 1s everywhere zero we'



l
.

chosen toroidal electr1t fleld the continuity o£ the normal

component %f electrzc alﬁplademgnt D, is iiways"s:.'”

‘even fbr a dtscontxnuzty 1m the d1electr1c constant;e,.81nce
Dz 1s aly%yg 2ero. We have‘to cons1der only the cont1nu1ty

qf the tangent1al electric fleld' : | 5%g}a

s i , .
Y : . B4

!

,(4‘.‘:-'13)_“ (‘E’fE‘“}ix\ei =0, "

For the tor01daloelectr1c f1ei§ (4 5) and t1me

déqgndence exp[lwt] J(4.9) g1ves-'3”

\
i
‘u

- , ,pz
(4¢{)L . H, = —p(m, n)z(v)

Wl

¢ - .
: ,,, ’
Slnce the . d15cuss1on hereaJter is'in t@rms of the soﬂutlons

for p(x,y) and Z{d¥ to: satlsfy equat1ons (4 8b) and"ec)

- M
wh1ch ddbend on the parameters m, n and v, the notatlon of

(4 14) exp11c1tby depends on these pa;ameters”
“,~lt is known that éhe famlly of functlons p(m, n) wrﬁh
-dlfferent m and/or n a{e llnearly 1ndependent. This fa!g 
greatly fac1l1tates the f1tt1ng of boundary condltlons since,
. one has to compare only the elecgﬁpmagnet1c f1eld component

characterlzed by the same element “from the famxly of.

' functlons g(m,n)w not the summatlon of these solut1ons over -
v .

-

A St t'.‘x.b’
& m and n. S e 'u,§;5

N . - g P
[ . L : IR 4 - - '
i B T e - [ A
L ‘ = !
' ’ DR A 67
i . : o .

[T N

On a: current free 1nterface, by (4. 9), (4 12) 1eads t0°

e e e
(4 12) ¥ 23 u0 = 0/ e

2



"W

- The relat1ons (4. 11) and (4 13) are equivalént,‘that

ﬂjis,‘the nt1nu1ty of Eangentxal E requ1res the contxnu1ty

&‘ E
of norma B. By (4. 14) (4.11) requzres L
R ;\IH
. \ B! y o
) : . w jw
o o i
. lV 1 ’V 3 ) O
———p(m n»z (v) =;-——p(m n)z-(v») -
W ] g w 5
. . 1
. N . M "‘ {
o i i
r TR . - v
R 4 Qe -'r,:';. ‘«.r'? " [] l
Lo : K ":' Y J"":“"ﬂ:m“ :
SRR P = 2 (v)
SN N ‘.“"“I . & : . - *
; ‘»»":\.'m_ : . R o ~

.J 3 4," KR N . : .. - . “,rl.
. Again, by (¢.5b), (4.13) requ1res N R W A

H ) .‘ ) e, . ﬁw ¢ . ’ - .a: ]
) | " .t . : " . o =)

m. | ) \ ’ ' N G ’ ' .

‘[p,y@ﬁin)q—p,;(T,n)]-&‘(v) = [p,;(m,n),—p,;(m,n)]-i‘(y)

Ca

(4.11a) Thus contlnurty of normal B and that

which Lﬂ'asl »1

of tangent1a1 E are equ1valent Hence only the boundary
coqdltxons (4.11) and (4.12), or (4,11a) and (4.12a), are
+ cénsidered in what. f811ows.

‘ ® . ; . o
. , [ r‘ o . N " . . .
. 4. 3 BOUNDARY COND ITION AT A CURRENT SHEET ._ s 4' e
- Fof a current sheet (4.12) is mod1fled to: 3
! o | ;
R o | o N
(4.12 O (H*“H-)xez = -J' ” : ’ ) - . .. ' P )
R fa‘n ~ . ' R

E L d =
[ 288

<hlmhe surface current den51ty J can be . expressed in terms of a-s

current functlon ¢(x ¥): ’/‘ o '_’ -
o v . R, oy
/- ’ ) o : - 4 N
i ,,,.., i . ~\. '

e A
o W, e W
i =

1
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(4.15)  kJ(x,g) = e,xVé(x,y). _
‘With ¢(x,y) expanded in harmonics p(m,n)‘(4.10)_giVes:'

%4.16) ¢(x,yL‘= Z ¢(m,n) = Z cmap(m,n).

[ . . '

3(x,y) hasf”fhmbniﬂ cemponents like' [

Yl
o ¢ A

V &
‘?‘ ‘ R

(4-17) OJ'Cmn

xv“‘%* g f“aét ol QN |
~ Then by x4.9)&n 5§ (4.17), (4.12b) leads\to:

(4_]3)m:u_;ibgggifsz;z/u*—iﬁz/u‘ ] L

‘f‘: “Jlll t ry Qh

..

"1

. (:ﬂ;\‘ AR
p‘?*%ft‘i 7:ﬁk’ - ,“ " ' .
11nes of the current functlon are Current

%“"‘1 ., : a . .
R |
‘€t

¥

) . i ’ \‘,“;‘ LY ,‘_"' )
- T\Slné¥ﬁ*r18 a iunctlon of x and y. only, ve have.

N

v

LT, 4$
bo * " .
b ] ’ - r L - o -
wro. 4 PR )
. : e,-V¢(m;n) =0.
e | h - ‘\ . ‘ *
o Therefore V¢(m n) is in the xy plane From (4 15) we’
«have: 7 - : L

-

3(m,n) e, = J(m,n) -Vé(m,n) =

"
&

hl

3

N 4

o

*T gxqu?gent funct1on deflned here has the fellow1ng __,//



. A

l . - ¢
' .

Herce J is in the Xy plane and perpendicular to V¢, that
is, parallel to contours of $. The relation of the
acfuel direction of J with the configuration of contour

{ ' i
lines of the current function ¢ is shown in Fig.4.2,

2. _The amduﬁt of cu:fent flow1ng between two contour l1nes,

1,aﬂd ¢z' is ¢2 ¢1-.

i

#[n Flg 4.2, 1 and 2 are arbitrary p01nt§

‘ ncontours 61 anﬁh, ] is’ an arbltrary curve in the Y

)

horlzthQI plane connectlng 1 and 2, and e, and e, are ‘

un1t vectors normal and tanqent1a1 to the ‘line element

“dl. The amounb’of current flowing from one.51de of 1 to

the other is:

e
“ - s
: s N
1 = JfJ-e,d] = .
' N
B 2o
= f(e,xV¢) end] . -
, “ i . , ‘53 y
T = J(enxe,) Vod]
2’ o o ' .
‘=."!et ‘Ved] A
R 2 7 . ‘ " .
= Jag/01 dl
. 1 ' "
- K =:?2"¢1 : " 'S

. . a v‘
4 4 SOLUTION FOR Z IN AN’UNIFORM CONDUCTIVE LAYER

- For a 1ayer of constant conduct1v1ty 0o, the solut1on

//%o (4 8c) 1s‘

. i ' . - : .
(4.19) z(z) = A-expl[6z]+B-expl-6z] .
s ‘ ' - N . R .

»

RE 4
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F1gure 4,2 Relatlon betweetﬁuntours of current funct1on and
direction and den51ty of surface current. a .o

k-



(4,200 6 = V(fwuooty?) .ﬁ- N

Without losing genera11ty wve can take Re[G] posztxve. A and

B in (4 19) then represent the contrxbutlons of current
below and above the layer.:
The magnetie field infthe‘layer iss ’
(A;exp[Oz]—B-exp[fOz])Op,; t
(4.21) , H=— | (& eXp[Oz] B exp[ Gzl)ep.y ,
o o - (A explez]+B exp[ ez])v P
4.5 SOLUTION FOR Z IN FREE SPACE - : | AR
With 0,=0 in section 4:2;;he solupion for free space g
iss _ . 7 zfe' |
(4.22)2¢- 2(z) = Aoexp[%%}+noei§[~vz] o
" fere égalh with »20, A 4nd B represent the/kontrlbutlons of
1nternal\agd external currents. Suhséatutxng (4“22) 1nto -
., (4 }g and putt1ng u=uo. for free space,’ - _ e
T 1’*0?*91?21',39\3%9[#"l>t,>~x“.\/
(4.23) H = li’, (Aoexﬁ[vz]—Bgexp[4vzl)§,y v B ‘;?‘e'?
“hel (Aoexp[vxitﬁoexp[ vz])vp : 'ﬂf;i R
.Inquee space-the magnet1t 1ndp¢tlon can be derlved fro f f;
potent1a1 @(r) by ;'fﬁ;,mj} ';Jugﬁrﬁ ; o ’j>




Wi"’l'." ?,‘ '.;I:’ RS [ “ ,
AL ' '
. “(1’ [ e

Lot 73 ’\X

S Lo . P ) ' ! ' X0
é ‘ ' R . S 4
<4 m s B(r) = -Vé(r) / RS : e N
. W 'w', ie .

.

with the potential given below:

i . ’ -
~ o
Lo - . : i
. . - . \ Pt
; . Do e . .
. . ] : : .
, H ] LR
. . . . . .
E 0 f -
. { . .
. ’ . e
’ ' e B LS ~ . . '
N N . - * cin N

. (4.25) “ fb(r) '- ‘f"{Aoexp[VZJ‘Boexp[_-vz]}’p(x,y)/@ ,;A

4‘.’(:omparing the form of potential adopted in chapter 3 the !
' source ter‘ms are: v \ ) ’ =
N ‘ -‘ : A ’- ‘«jlvAo‘/m . L e '

- (4.26) : JE , ‘ _ .
R B =  |vBo/w

-, ' ‘. P 2 ) . ‘l .

" Myt ‘ o -~
Or in matrl‘x prm- , , . .

o W jw 1.0 Ma ﬂ/\
(40268) [ » ] - —-——[ . ]-[ ] B l
?, “l _BO ~V 0 —1‘ ) -
.,“:.’. f“‘ . . | - . o . » @‘
\ 4.6 PLANE LAYERED EARTH MODEL '
Conmderﬁ'e model shown in F1g 4, 3 with the surface ;

'_'of the Earth at z= 0,¢z pos1t1ve down, Free space l1es

between z=0 and z=-h where h is the helght of the '

ionosphere, . a conductlve reglon not con51dered in t‘hlS ' . ,
.‘the,swls._ ‘ SRR ' e * o
§ A . - -

‘I‘he free space 1s denoted layeno and the lay'er S

I

"'t,‘ze,;e,,, xlower sug,rface et z,& and .

0)%' -.1 'r' ,’

ubscrnpted ], and’ relat1ve magnetm pertneab111ty is

s -» b

"'idenéxca11y1 o 2

A
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.

The model compr1ses t+1 layers w1th a curEEnt sheet,atyﬁ'
] L
ZEZ underlald by. a un1form conductlve half Space. Thxs

: sheet current can be locatedit a d,epth where an anomalous

.

lcpnductlve structure is expected. - e\trf
' 4 7 MATRIX REPRESENTATION OF BOUNDARY CONDITIONS
; Two typff of boundary cond1t1ons are best repfesented
' “1n matr1x form both for computlng convenlence and er
: further mathematlcal development Thése are boundary,

~ condlt1ons (1)at layer 1nterfaces bequng no current

(2)at the current sheet.
(). At 1nterface z= z,, 3 = 0,_1,'--° t-1, tangential H

: and,E are-contlnuous, subst1tute (4.22) into (4. 12a) and

s ;A 8, (A,exp[ejz,] B,exp[ e,z,]) = i | ;
ﬂ ) : Gjta(A,”exp[G;”z,] B]”exp[ 9],1ZJ]) ]

,exp[O,z,]+B,exp[ Blz,] = . f :

A,,1exp[6,”z,]+B,”exp[ OJ.QZ,] H;@

f‘."

j = ‘1,*\"2, S 1

; , . . e

In -matrix form: ' D

(4.27)  Djv; = Dj..V;.4 B &
G . : v» , SRR - ‘ .
In (4 27) subscrlpt j 1nd1cates quantltles related td layer

Hj; and superscr1pt +/-“Tnd1cates that the z coordlnate 1n



S e V8 xé R T AR : /
the matrix 1s the lower/upper surfece of the layer. In
4447)._“-_ “ | ol T e / |
. nf ‘.;;t;~] J‘J';\“‘\Jf*, ;' : S jﬁ“ . ”
(4.28) ' ’['A’ ] Sy .
0 [ VJ n:I . . . ' ‘. / . .
T BB : I A
e L o - ' -/ ?‘
, ey Lol ‘ o /
R s r 6jexpl6,z;] =6 expl-6,z;] 47
(4.29) . = Dj = [ T R ' . ]/"” ‘
R e,xpleaz,_d expl-6,2,1 4 o

)

‘

Y o S
9,.1exp[0“1z;] —ej.o l'ex,p[_-ej'olzj] ‘
_(4 36) :/')tDJ+1 = [ T o ]
T ) \exp[e_;”zjl : Q_'XP["GJHZJ]

w1th.j j= o0, 1, t-1 }
R / |
At the Earth's surface, i=z¢=0 the boundary condi;ions

/

= correspond to j=0 and 0= i in the aboVe expre551%ns. Here the‘

matrlces simplify: - ]" A e '/
S 3
, 1wt | ; -
. ; J /
I. N ' - » *
» .91& —\7\ // »
AR A /
o ' /
P / .
, . | s . Y
(2) At the current sheet, z=2,, bahgentlal H is \ R
dlscont1nuous, substltpte (4 22) 1nto (4 18) and (4. 11a)
‘jand neglect terms w1th A..,exp[e.‘1z] because of 1t5-’
"szngularlty as z > 4: |
/" —_— !
! . E // RER K ~
R 3 ‘\-. ‘ 9‘(A'?/ﬁp[e‘Z']‘B‘exp[-e‘z‘]) =

-2/‘9'?1Bff15XP['9‘¢12‘]+lwuacA‘
S

7



Lo e
A.expl0,z,1+B.expl-6.z.] = B, vexpl-0¢, 12,0 .0

4
\ Y

In matrlx form-l f" - IR R 2 .o
(4. 31) g/ />D**1Vl41 o L ’ -
"~ where - o B -

I L —- N\ : KR S e

e 5 4 i o S 'c\ o " ."‘l ) L *‘ T - ., : i' .'t- B
(4032) vt; 1 = [ ‘ N ] ' . + ',‘- ‘ . R PR \ o D

. ‘> . ‘B('+‘1 .o - "’ R - f - R ’ !

. : ‘ fwpe =64 +.1ex.P'["'9';o 12 t] ' i
(4.33)  Di., ] - | o ]_,.;4

T : 0 , - expl-6,.z,] :

. : w Tt

4, 8 SOLUTION IN.V SPACE | o |

For any Iayer, once v, is known, the magnetlc fleld can
be calculated from (4 21) for a- conductlng layer or from

(4. 23) for free space. The electr1c f1eld is then obta1ned :

v

‘from (4.5a). The current funct1on,~wh1ch’defines the current
sheet,~can be inverted from'v..,'(see 4 32). The ' vector .
. can thus be con51dered the solutlon in v space for the

electromagnetlc f1e1d Such a solutlon can be constructed as

}

For a partlcular Fourler compOnent,,( w, m, n ), of the'
y ,
,magnet1c field the 1nternal and external frelds can be

Al

A separated to yleld the vector: vo by the method developed 1n

follows.\.

chipter 3 W1th the supplementary transform (4. 26a) For a

layered Earth model descr1bed 1n sectlon 4.6 the matr1ces D,



"be Qritten'in a compact forh:-——

\

: 78"
f\\.

.
solutlon 1n an upper layer the solutlon in the adjacent

A,

lower la&pr can be calculated from (4. 27) 1 : \\»7.
\ \ S o o .

.

(4.27a)v Vaa F;(Ditt)"D]YJ

,Startlng w1th layer zero, the free space (Fig. 4. 3) (4.27a)

’1s applled recurs1ve1y to obta1n

(4.27b) vy, = (Dj. 1) {Dj(Dj)~ '} .- {DT(D7)"'}DEve
. J=01 11‘-'"',t

»

In (4.27b) (Dj)"' is the inverse matrix of Dj, trom (4:30)

) 01 eXb[;sz,:1]/0, : ekp[-O,z,;1] V
(4.30a) . (D-j)'-i‘f -— [ E . " ]

i

—expl @3ZJ-W]/GJ eip[ 0l21-1],

jo= 1,2, -t '
. ‘ T ‘ “f./(wﬂo),"ie';t+1/(wuo) b
(4.33a)  (Di.q)" ' = [~‘, o ]
N a C NN 0~ expletictzt'],\
L e,

(4.27C) . 'VVJ'Q."1 =, (D]q»l)—‘DJ"" D]D;Vo .

I ]

""de£1ned in sect1on 4 7 can’ be calculated Then from a known ,



T " ; | S -
" Here D, is. the /nductlon matrix of ‘thé jth layer:

(4.34)  p; = Dj(Dj)""

.From (4.29), the inductien matrix/fis

. c dh(ejh]) S (9,h,)6, '
(4.35) Dy = [ . o ] |
Tl . Sh(ejhj)/a_j qh(@,h,)

in which h,=z,-zj-1, is.the thiCkness of the'layer.
The nature of the 1nductlon matr1ces is examined in
; Appendlx 1. When the number -of layers approaches 1nf1n1ty,
the boundary condltlons applled to an’ 1nf1n1te number of
layers ‘can be used to solve the problem for any
A
conduct1v1ty d@bth’relatlon. The product of an 1nf1n1te
> number of induction matrlces for layer elements is %erlved

1n Appendix 2. “This treatment may be applreable in other

problems of mathematlcal phy51cs.

4, 9 THE SHIELDING PROPERTY OF A LAYERED EARTH
| The sh1eld1ng property of the layered Earth upon the
, anomalous‘currents is examjped.
bonsider a simple Earth‘model with only two layers and
a, f1eld at the Earth's surface cons1st1ng of 1nternal ‘source
terms only. From sect1on 4. 8 the llnear relat1on ex1st1ng
between current funct1on ampl1tude, Cmns and 1nterna1 sourceiy

term, Ao(m,n) is: T 4



’ - -
2 , . ~ o | . 80 N
“ N v v
; | g |
where“ ot - - R : - fn Ve

(4.37) Ay =-71(8,4826/6,)#5h(64h)+(82+»)*ch(8hy )]/ (wpo)

-

r

-The complex quantlty d,, represents the sh1e1d1ng prop y

, of: the layered Earth. To make 1t)d1mens1onless we cons1der

rthe followlng quantlty.‘, %: ~/ . _” _ o L

b}
'*.
i

(4.38)  b-explis] ';w/(ﬁhn) SR A

when Q1=o§=0,WQ haﬁeé‘ e‘ R . | k ' _’ve' \w;4
(4.39)  bo = b(o=0) = sh(vhy)+ch(rh,) )
. N . . ¢ E 0 )

—_— v &

The quantlty bo represents the geometrlcal spreading’ effect .

of the field of the sheet current source. The followlng

ratlo: - ' ' A \<k§ v

| N N - . o
(4.40)° B =\%{g;0)/b(a 0 | RN
,‘Y}U‘ .

2

-

represents‘induction effects in the'conductingﬁﬁetth ‘and it -

is called the physical attenuatlon factor (leltake, 19€ﬁ\,

glven by' jl i( ’ QM

| | R



. _.

-« &
SRR v |(o *0,v/61)*sh(6 hy )+(o,+v)-ch(e.h ); .
(4.41) ~ B = —
S . 2v[ sh(vh.)+ch(vh,)v] o

}9

The definition of the quantity 6, equationriizo shows
that for f1eld components with very long wave length
(small v) the 1ndUct10n effect is stronger, wh1le for short
. wave length components the conductlve med1um 1s more
"transparént" and the geometr;cal attenuatlonhls domlnant. 3
The physxcal attenuat;on factors B and phase delays ¢ *
3have been calculated for a set of models. A reasonable ‘rst .
approx1mat1on model of the Earth 18 tahen as: hq=50 km, }'
_01—3 0x10-? §/m., 02—1 S/m, W1th fwo of the above three.
parameters fixed the thlrd 1s varled h, 50C 100 200 km or -
1=3 0x10"', 3, 0x1 -2, 3, 0x10‘° S/m. The shleldlng effects
of the models are shown ‘in F1gs 4.4-4. 7 The perlod range
- '_covered is 5-320 m1nutes and the wavelength range 50. to 400
- It is noted that with the models con51dered the
phy51ca1 attenuatlon ;5 1nsen51t1ve “to the varlatlon of h,
and o' but qu1te sen51tIVe to the add1t10n of a hlghly |
s conductlng th1n,surface layer. The other combinations of the -
model parameters do not realistically\répfesent the'Earth's
“ crust and upper mantle we know today o
(Parkinson, 1983, p. 324 328). Figs.4.4-4.7 show that .
phy51c§1 attenuat1on is only hotlceable for £1eld components
w1th~wave1ength 1onger than 100 km, hpt phase delay occursv

for wavelengths above 50.km or so. This sUggestsvthat_with
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[ - . Ias
the\wavelengthe renolveblevttom anlerdinery aegnetometer
‘atrey} vhich spans at nbst e few nundreéVtiloneteti,'th
induction ettecte may be more apparent in the phase data of
a magnetovariarxonAI event Of course if the area under
consideration is derectly above a current channellrb that

local 1nduct1on is hardly detectable the ampl1tude spectrum

rather than phase might pronde e 1n£ormat19n concerning
the structure.

. Within the resolvable wavelength -and ;et1od range the
depth of the gonductive structure (h,)‘end the conductiv;ty.
ofkthe layers (o,) are difficult to.invert} It is even more |
" 80 when a,thinléurfacellayer_of‘a good conductor is present,
| The agove conélusions are drawn from'the layered Earth
model, and haVe to be modified in actual 3-D cases., However
it does g1ve a gualitative gu1del1ne about what we can and
what we cannot 1nvest1gate witH the ava1lable magnetometer

array data in local induction -studies.,

4.10 CURRENT SHEET INVERSION RESULTS

Field data at two pe;iods,‘from the 1983
magnetovariation array in southern Alberta and southern
BritisnAColumbié,dhave been inverted to current snéet
sources. The twohlayer~1;Q'geoe1ectric section chosen for
the inversion hes taken into account the local geological

1n£d¥mat1on and Banks' argument (1979) supportlngrthe *

N

curtent sheet model.
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' ‘It is shown in Fig. 4.8 that one model contains s
conducting surface 1ayar simulating the nodiment} doverlng
"the’ area, mostly ot Mesozoic and Paleozoic ages (wtight.

1984). The thickness of this layer is taken as h.-S-km and
0,=0,05 S/m. Below it is a uniform half space with o=0, 005

aS/m, a very poor conducter which allows the\:u;rent to be

cﬁanaelled through theaundeélying good condUcto;, posaiply
in segmented'pieces, to form the current sheet (Bahks,
1979). In Fig.4.8, another 1-p geoelectr1cal gection, w1th
,all conduct1vit1es 10 txmes larger, is a}so ghown, The
current sheet is also‘1nverted with this more conduttive"
model to assess the effects of the 1ayered Earth on{he

- 1nv§}516n The depth of the current sheet can be taken

Rdround the skin depth, h,, of the field in the first layer:
a

hy=1/v(0.5wuoas)

A stable inversion cen be made to a current sheet at
any depth ehallower’than the depth at which the inverted
current functieh actually diverges. The criterion of
divergence is flexible within certain limits. Near the
divefgence depth the currentefunetion amplitude increases.
dramatically and the shortest wavelength components -
effectively d%§1nate the f1e1ds This change in general
indicates that the assumed depth is approaching the true
depth’ of the current sheet. In this 1llustrat1on it 1s

placed at a depth vhich ‘is reasonable in the light of
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'ex15t1ng knowledge/of the structure and not too far from the‘

skzn depth given a&ove. ‘ ‘ o
| The Nyqu1st %aveleng;h (Kanasew1ch 1981 Chapter 3 of
“th1s the51s) controls the resolut1on of the depth est1mates{
"Because of the sparse stat1on spac1ng the short wavelength

onents of the flerﬂs are not resolvable so that the
N"w . }
[

'1nverted current functlon will d1verge at a depth somewhat
o= «j_i—“g; :

”rvgreater than the ‘true depth of - the anomalous structure.v

The 1nverted 1nverted has a perlod of 69 m1nutes,'

_corriipondlng to a’ skln depth 1n the flrst 1ayer of 145 km.
. This spectral’ component comes from a magnetovarlatlonal
. event of duratﬂon 2.5 hours on July 19th, 1983 from 0 30 to

\’3 00 un1versal t1me. Its: plane wave normal fleld (chapter 2)

|

J has a long wavelength 17, 300 km, and has not been removed
R &

‘from the data. The sfzﬁmd plane wave term has a wavelength

¥ Iof 157 km wh1ch can be ;gasonably well analyzed by the

'larray For thls,perlod the current sheets are placed at
.
‘three dlfferent depths, 45, 55 and 65 km, Flg,4.9 shows the

separated 1nterna1 fleld and F1g 4. 10 the cUrrent:sheets'

/

‘ 1nvefted w1th .the less conduct1ve Earth' s model‘of Fig 4.8. 4//

a
3

The 1n phase component of the current sheet is. about /f'
/

‘four t1mes stronger than the out- of phase component Sance /1’”
the phase spectrum has a larger error, as w1ll be dJSCUSSGd

11n C ter 5, the out of - phase component ‘is. less accurate., 3
‘iThe :n phase component shows a current concentratlon acroSs
che Alberta B. C borded and the, Rocky Mountalns. Thls

,current concentrat1on 1s the clearest in the sheet placed at
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: Flgure 4, 10 Current Sheets inverted from th fxeld of :
" 'Fig.4.9, at 45, 55 and 65 km, for the less onductlve model

(Flg 4. 8)
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F1gure 4, 11 éurrent sheets 1nverted from the field of :
?19 4.9, )at 45 55. and 65 km, for the more conductlve model
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Figure 4.12 Current sheet inverted from the field of period

.23 min. separated in chapter 3, Fig.4.10, at .55 km qepth,

for the less conductive model (Fig.é.B)z'
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45 Km depth The sheeD at 55 km depth has some rough
features show1ng that the short wavelength components are
1»“ stronger and the actual current depth is being approached.k
” In the last gyrrent sheet at 65 km, though the current

' across the Rockies is Stlll seen, the: map 1s domlnated by

-

local current eddies. The actual currents are probably

around 55 km, near the base of the thick crust of’ southern

Alberta (Chandra and’ Cummlng, 1972; Spence,et,al 1977), or
shallower., | | ‘

The the current function contours are concentrated near
the centxe of . tpe array, ‘indicating the dense current
concentratlon there. Between the 120 contours 40 kA of .

urrent flow from,ﬁNE to SSW. Thfs unit of current 1s

X

correspond1ng to the un1t of magnetlc field in- F1g 4,10 as
be1ng nT\‘Thls belt is estimated to define the approx1mate ’

width of the Eurrent channel The current outside‘this strip
. [ 4

contrlbutes less to the surface fields. Some current w111

(14

of course, leak 1nto the surroundlng go ks because the

o JUNE
v . electric flelds are contlnuous.-\ :

* 'ﬂ.,. ~

W1th the 10 times more conductlve Earth s model

:Lﬁfré .
‘ §F1g,4 8) the same fields (F1g 4.9) are 1nverted to current

ZSheets at the same depths, 1n Flg 4.1, Thevfeatures of the ﬁ‘
+ o in=- phase current sheets in F1g 4.11 are eégent1ally the same
' as those noticed (Flg 4. 10) from the 1nver£/on based on the -

Lgss conduct1ve model (F1g 4 8), with the farrent 1nten51ty

. slightly’ 1ncreased The quadrature phase current sheets‘

e

resemble the in- phase sheets because the phase shift
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generated b§ thisxmore conductiJe model is now important
(section 4.9). . ’1” t‘

With the less conductive Earth'S‘model,‘ftelds of
period 23,min.vsepa:ated in chapter 3, Fig.3.10}.are
inverted to a curpent‘sheet'ét 55 km depth, ineFig.4.12.
Thls frequency compon nt has a skin depth shallower than the
prev1ous one, T= 69 min., by a factor of 1.7 (=/[69/23]) 'The
major features of the. current sheet in Flg 4, 12 are still
quite 51m11ar to those of . the sheet ‘at’ the same depth
‘J(F1g 4.10). | 9
The upper : surface of the anomalous conduct1ve structure
. appears to be around 55 km gxth a width of about 60 to 80
km. The depth is probably overestimated because the loss of
short waJ:length components of the flelds, due to large
-statlon spacing, tends to delay the oﬂset of 1nstab111ty of
‘the current funct1on when the sheet is placed at
progressively ;reater depths. The minimum depth of’ the
conductor . wrll be est1mated by means of a d1fferent approach

R4

in the next chapter.

O



conductlng half space, but

it ‘ v

. o ,

S.mINVERSION OF CHANNELLED CURRENT

[

' ElonQated magﬁgtovarlat1on anomal1es, like that presented in
vChapter 3, are often observed, ‘and may be produced by

current in a long conductor of small cross section., An

effort is. made in this capter to. invert such anomalles t,a

&
lxnear current or to a naxro

sheet current of éonstant.
width. It is desirable to blalce such a current in a

-xcept for very 51mple geometr1es

no analyt1c solutxons ex1st. Though numer1ca1 solutlon 15 N

always p0551ble the solut1on of the forwarad problem may be
difficult. As a result, the correspond1ng 1nverse,problem
would require prohibitive computing; e fact that the

normal geoelectrlcal structure is notfﬁell known makes the ‘.

pqss1b111ty qf success {in such effort stxll more remote.
: W

“this chapter the model line or sheet current is placed in

P
free spate’

'A smoothly curved line or sheet current could be
descr1bed by a continuous model with an 1nf1n1te number of

unknowns, but this would be difficult to solve. Therefore,

. the model is parameterlzed to reduce the number of unknowns

and to simplify-the calculation. To solve the forward

problem I introduce two coordinate systems (sections 5.1 and

5.2) to simplify'the formulation. A transformation (section

5. 2) connects the two systems and serVes as the final l1nk

‘to solve the forward problem, summarlzed/ﬁn sect1on 5. 3. The
i Karhunen Loeve’ transformat1on is employed to test for the

'current channellxng phenomenon. Inversion- regulated by

96
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constrained least squares and least distanc%gg;odYamming is

-

develbﬂ%d and used in inversion of an‘enomaibﬂsffield to
,glve est1mates of the depths and shapes of the correspondlng

currents.,

-

5.1 THE LINEAR CURRENT MODEL AND OBSERVATION COORDINATE
'~ SYSTEM.

Ao e

The observatlon coordlnate system, QCS is taken as a
Carteslan coordlnate system w1th 7 axis vertxcally

-downwards, X po1nt1ng north and Y east.

‘The linear cuv?ent consists of N-1 stra1ght segments
connected one to one in seqguence at N nodes, with a ‘bend
allowed at each node. The segments at both ends should o
“extend to infinity but it suffices to make them much longer
than the diameter of the survey area. The cross-sectjon of
éil segments is taken es.zerc, and constant current ;_f16§s
through the whole conductor. Tpe segment between node j and
j+1 is denoted segment j. The geometry of the linear
'conéuctgr and the numbering conventijon is ehown in Fig.5.1a.

For each;segment'j 1 define a positive direction, p/,
‘which is the ‘same as the direction of conventional current.
Thie direction»cancbe defined by two-angles,fg’,.the angle
~be;weenﬁp’ and the Z axis, and B', the angle between the
‘horizontal projection of p’ and the X axis (positiye vhen
measurednin the direccion from tne~x.axis toward the Y
axis).lEor‘segment j these angies can be determined as

follows (Fig.5.1):
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F1§ure 5.1 fa)Line current in observation coordinates system

. (0CSs), w1th numbering convehtion of the nodes and s.egments.
(b)The j th current coordinate system (CCS) and its relation
to OCS. The y axis of CCS is always parallel to t:he[xov
plane of OCS. .



{
- coslal)s(z)* ' -2})/L
sin(al)=1i L
(5.1)  eos(B))=(XI**-X1)/]!
sin(B’)-(Y"'-Y‘g/l‘
Hay[(x!-x1)2e(y)r-v1) )] o
. Lim/[(z)0r-20)24(10)2]

in which'X!.,.2/*' etc are ceordinates 9f the two ends o?'
segment j in oCs. L) is the 1ength of the segment and ]! its
horizontal prOJect1on. We take the coordlnates of the@N
'nodes in OCS and the current I in the linear c-nductor as
model parameters that ere'to be inverted from ‘bserved
fields at the surface.‘
/ ,
" 5.2 CURRENT COORD[NI\\TE SYSTEM AND o-C TRANSFORMATION
.The magnetic field in OCS is'difficult to Lormulate

dlrectly. Therefore, a current coord1nate system CcCs, is
1ntroduced for each current ;egment. For the j th segment
the origin of CCS is taken at the j thknode, F1g~5.1p. The’
z) axis is along p!, the y! axis is parailel to the XOY \
plane'and forms. an angle B'+n/2 with tgg X axes. The x! axis
is then determined by ei=e}xe£. The direction césines

PREERN

Y between the two sets' of axes are,
4 . ) t
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x . y Sz
X. 1,= cos(a)cos(B) m=-8in(B) n,=sin(a)cos(p)
(5.2) ¥ I;= cos(a)sin(B) my= cos(p) n;=sin(a)sin(Ag)

Z “f,-—sin(a) o My= O ny=cos{a)

These can be calculated from (5.1).

The rotation matrix R’ is given by .

p—

Iy 12 1a
(5.3) | Rl= my, ma M,
Ny N2 Na

The relation to determine the coordinates in OCS, x.,'to

thoseﬁbf the same point in the j th CéS,_xJ,'is

(5.4) XJ=§RH(X|"X“

And .the relaﬁion to conneéf'fhe component. of a vector in
.0CS, F,, to those in the j th CCS, i, is

| N
(5.5) ."F.=§R£;f£A

Formulae (5.4) and (5.5) give the transformation between OCS- .

and ccs; the O-C transformation. ?
- To disﬁinguish ﬁhe~two coordinate systems uppercase

‘charaéﬁers are used to represent quantifies inAops and

ﬂ loWerEase in CCS. Superscript j Trefers to quantities related’

to the j th CCS or j th node. Components of position and

field vectors are denoted by subscripts,1, 2 and 3 or x, ¥
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and z. o R

5.3 FORWARD PROBLEM FOR A LINEAR CURRENT .

In order to formulate the inverse problem,ghe
.corresponding forward problem must be solved: one an then
calculate, either analytically or by ffnitﬁ‘%ifte ences, éhe
der1va£1ves'of model fields with respect, to unknown: model
parameters. These der1vat4‘ks are needed to form the

coefficient matrix of the normal equation.to whi:h solutions
are sought to improve the°model (e.g. KQnisewich, 1981),
~ The forward problem is to caléulate the components B,,
B,, B, of the magnetic field at a point with coordinates X,
Y awd Z in OCS This includes the contrlbut1on of all the
N-1 current segments:

| N-1 | V o

(5.6) B.(X;G.I)=)§'Bk(x76’.1) '

’

in which G denotes the model geometry and is the manifold of

,/’E’, the geometrical parameters.of the j th segment,

(5.7~-)~/ Gl=x! ®)*'; §=1,2,...N-1
7
The forward'prOblem (5.3) is solved by the followin§ steps:
1. For each cUrrent SengQQ\j, calculate the three
components of magnetic fiald in the j th CCs in terms of
the coordinates in the same CCS:

EanaN

(5.6a) b({x';G!,1);
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ﬁ.2¢ Express (5 6a) 1n terms of the coordlnates X in OCS’»‘"‘
“.‘ other w0rds, replace xj 1n (5 6a) bY x-'*;Vf‘“‘ |

e3‘5,Rotate the magnetlc fleld 1n J th CCS b(x G’ I) 1nto*fj:>'
| »"the fleld in oCs, B: o

.. e

L ( 5. 6¢ ) ‘v b(_X‘:FTVGl’v., I)- -» “Bv(vx‘;“(‘;l V1 ), :

Loy

4. Take summation of the results in step (3) over current

lSegments like (5 6) ) |
Steps (Zi—and (3) were solved in sectxonfs 2, formulée
(5. 4) and (&.5) Step (4) is tr1v1a1 and step (1) 1s g1ven f
l:below By 51mple 1ntegrat10n, 1t can be shown that
iﬂ"?’-’;\b'»’(:bcf 'V>=~—'yll«F(xl‘:)'7
(5.8) b Yx)16) 1) = x’F(x’)g :
S b, (xJ-GJ 1)=0

v

~ where

-; R L z, P ual
s »/IX‘2+Y’2+z’2] V[x12+y'2+(zl—tl) 1 41er12 y32)

‘.’

(5 8) 1s the actual format of (5 6a) equ1red in step 1 of B
the forward problem for a 11neér current Carry1ng through

the steps (1) to (3) to g1ve -an exp11c1t formula for o



~

f‘B(x GJ I) is tedlous and po1nt1ess for numerlcal

'calculatlonw and 1s om1tted

’5 4 FORWARD PROBLEM FOR A SHEET CURRENT OF CORSTANT WIDTH
o Real current dlSttlbUtlonS in space are always thgfe‘
. d1mens1onal A 11near current model is an extreme case of
'such real current dlstr1but10ns. A'sheet current is, closer'
_‘to reallty. The current sheet model cons1dered 1n%chapter A_k
»,15 51mply hor1zontal The 11near current model can be
:’extended to a sheet of constant w1dth by parallel stra1ght
11near current segments in a plane.‘ - ' - y
Fig-S 2 shows the geometry of a planevcurrent‘sheet‘
segment of Wldth 2w, Such a sheet segment 1s no longer
“horlzontal"'except when the two nodes of its axis are at
~the same depth Such a sheet i's horlzontally wide in the 3
"sense that 1ts w1dth when prOJected onto a horlzontaly,{f

fplane, is unchanged When.the sheet segments change

hor1zontal dlrectlon, the connect1ons between Segments are

.:_not "pe fect"‘ Each sheet segment ends %t a node on a, :
 horizon al. 11ne perpendlcular to. the’ axls of the segment

ES

(Fig.S ). On chang1ng dlrectlon, the 1n51de corner»

therefore draws more current thah the out51de corner. Thls‘
Rls_perhaps de51rable since when a.conductorthends the |
current iSIlihelygtcgmakega’"short'cut"fsogas_to concentrate'
_‘more‘around'the‘"lnside»oornEr" R ,: gt e |
| This current sheet segment - of length L and constant

"w1dth 2w in the yez plane of CCS ~with un1£orm current



. Because of the change in the horizontal direction of the
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Figure 5.2 Geometry of sheet current model. (a)BfD’view of a

sheet segment., The two ends of the Segment are parallel to

" the y axis of the CCS and therefore parallel to XOY 'plane of "
the OCS; (b)a plane view of the connection of two segments.

sheét segments, the "inner corner" draws more current than

the "outer corner". L - e ’
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‘oden51ty fTow1ng along the pos1t1ve z dxrectxon, can be
vformed by moving a l1near current parallel to the z axis

‘from y=-w to y=+w in ‘the yoz plane The’ f1e1ds of 'such a

sheet in CCS are obtalned by 1nte9rat1ng (5 8)

by(x);G Bi= |- (y‘—u)F(x‘,y‘—u 20)du
‘ -w ‘
~ (5.8b) _b (x);61,1)= TRIE(x),y -, z)du
. DWW .

b (x!;G!,1)=0
&

Neglecting superscript'j,-the‘ebove integrations result in:

o

ol ro—z * r1'(Z"'L) U.-.Y+w
bl(X'lGrI“)=_ {ln -1ln ;
16mw  ro+z  r,+(z-L) lusy-w
. ol zu (z-L)u ,uey+w
(5.8c) b,(%,G,I)=—={tan" '—=tan~ '————]}
: .o 8mw 0 XFo . XC1o fyay=w

ro=v/[x*+z*+u*]

-r,z;/[x"+‘(‘z-L)_’,tU"] @ .
»(5 Bc) is equ1valent to (5.8), andftakes the place of (5.6a)
in the steps of the forward problem of the f1e1ds produced
vby a. sheet current con51st1ng of sheet segments (Flg 5.2).
A The Other stepS'for-the,forward problem of the:sheet current-

 model remain unchanged as listed in seotioh?5.3.‘
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-5 5 THE nznx¢arxvns I '°ffv§7‘L7 UINE

From (5.6) and (5.7) one can see that at most two. terms

on the riéht hand 81de of (5.6) contrxbute to a part1cular

éerivative w.r,t. no@al poslt;qns:
» o - o o o ‘ o )
, (5.9) . 3B(X;G,I1)/3x! = an(x;cl,1)/axl+as(x;cl-*,1)/axl; o

The formulae for such derivatives, even with‘phe'o4c

t;ansfbrmation, are still léggfhy:.

. 3B, (X;G,I)" ‘ .
(5.10) ¢ ——r——— = - :

x4
Ly 3bIaL" bl ORI  #Rp, -
£ ZIRp {— — +2*——[Z—*——(Xf'x“) 6£R ml}+

el % T UALMXS Fox) *axm . | T ax)

i,m=1,2,3 + j=1,2, N

_in wbigh 8 is thé'Kronecker delta. Fbr j=1‘(N)'fhe summation
“in (5.10) teduCes to ohly ﬁ—l (ﬁ—i) terms.'In (5.10)
der1vat1ves 11ke ab!/axi_can be readily calculated. from _f
(5.8) (or 5.8¢c for sheet\current) The aR!/axg etc are

rather ted;ous‘(subscplpt j is neglepted;bn_the r.h.s.):

| oy
o milsleTame malslatlame Tansly
(5.11) ’j BR‘/aX‘{— “Iﬂzfﬂk ' ’ mymy 0

Kl N n1]3nk"’ 81!: 4nz’3.n‘|<‘z"36;k ‘lglglk

VIt'is_easy to’prove phét'BR’/aX{vdiﬁfers from bﬁ‘/axé“‘gnly '
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in szgn. ‘The der1vat1ve w.r. t. the‘ourreht is the‘maghetie
field produced by unit current. - .l. S *~

The analytic for ulae for derivaﬁi#es w. rlt. ‘h
7coord1nates of nodes involve many layers of summatlon and
are computatlonally inefficient. Therefore in pract1ce the

central finite difference approximation of each derivative

is employed:

9B, (X;G,1) /2%) =

'[B,(X; G{X‘+A} I) - B,(X;G{X) A} I)]/(2A)

[

The step size 24 is‘takeh'as 3 kmlforvnodes uhder the array\r
.area and 6 km for nodes outside. The deri?arives‘w.r;t.‘rhe
wﬁdthiof the}currenr.sheet are calculated Qith»step size rhe
same as that’ for the'intermediate‘nOdes, but not‘larger thah
one tenth of the sheet Wldth when the w1dth of the sheet is
narrower than 30 ‘km.
5.6 THE INVERSION S . S
Suppose we have 3 components of the magnetic’ f1e1d
51multaneously recorded at M 51tes. They form a 1-D
'observat1on veotor-{Dk} Wwith 3M components,
(5.12)  {Dy}={B},B}, - ,BY}"

3

\

where * stands for matr1x trensform. The model parameters

'form a model vector {P.} w1th 3N+2 components,awhere N is
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- "g’

the number of nodes, = .

(5.13) o {P.}={x1,Y|'f',Zn,I,W}t
I1f the model is sxmply a 11near current, the dimension of
the model vector reduces to 3N+1 components om1tt1ng the

' half w1dth of a sheet, W, W1th the first guess of {P,}, ’
. {P?}, a der)1vatUmatr1x A of the order of 3M by 3N+2 (3N+1

- for a linear current) is formed

9BL/3%' ... 3B}/d2" 3BL/3I 9BL/BwWq
(aBy/3%" ... 3B)/d2" 8B}/31 3B}/dw|
} . © . |aBy/ax! ... 3B1/32" 3B}/dI 3BI70w|
(5.14) A= , |

. v 3B2/3X' ... 3B2/3Z" 3B2/d1 3Bi/dw

I EEEE R I S I I NN IR IR I A A

L3BT/3X" ... 3BT/9Z" 3BT/dI 3BT/3w-
The fields at observation points are calculated with the

initial model ¥{Pt}:

(5.15)  {pg}t={B2',BS", --,BeM} .
E{B;r B;I Ty B?}

7 ' | ‘ {F.’;}v?{P‘?l}

Then the correction to {Pt}, {§P%}:

/FJ

(5.16) {éps}={P,}-{P}}
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‘

can be estimated from = o

(5.17) . 8DE=ZAy 8P R
" ' o L, ¢ &)
~~..in which éD{ is the model misfit, / -
\ A ~ ‘ v [
(5.18) §D{ = D,-D{ = §B}| = B}-BS' T

Ck=3#(i-1)*3 i=1,2, M j=1,2,3

LY

where B| is'j'th‘dcmponent of field at i th data point. On
w501ving the correction to the model parameter.bne gets a

better model and iteration continues until a satisfactory

I El

model is achieved.
Equation (5.17) is often solved by‘singular_value,J -

decomposition of matrix A,

15.19)°  a=urv®

P

_where columns of U and V are eigenvectors of AAY and ata:
. .

U N )

. . . \ S

(5.20) -AAtU=UL" | - (.

(5.21)  atav=vr: o -
and L? is the.diagonal matrix of non-negative eigenvdiues

1+ The Lanczos (1961) inverse, AT, of A is then given by:

G

(5.19a) -Af=vi-'w® | - .
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'in praétice the elements of L™ ', 1/A,, are often replaced by

(5.22) N, /(A1+6%),
6* is kpown as the regression factor or damping factor
(Marquard:?\\963) and has the effect 6f#truncating
unimportant parameters and thus stabijizing the inversion
iteration. "Hard" truncation, throwing away some small

eigenvalues and the corresponding eigenvector$, has also

been suggested (Wiggins, 1972).

5.7 UﬂIQl.I!:“.NESS”AND ERROR CONTROL

?q@;inversion'to conductivity from a continuum“df an
infinite number of data, unique solutions have been shown to
exist in a few special cases. For the 1-D electromagnetic

sounding problem we have the Tikhonov'(1965)-uniqueness

0
theorem for a plane layered Earth and the Bailey (1970)

. unlqueness theorem for a spherically layered Earth both

based on the dlffu51on “equation of the §1e1ds. The pract1ca1
usefulness of- these theorems is 11m1ted for two reasons.
First, the daéhﬁ;equlred are difficult or-zmp0551ble to

ob%ain.'Second, at high frequency the diffusion eqguation is

inapplicable. ThefTikhQnovvtheorem is limited in an

additional way. This theorem assumes vertically- incident
plane wave fields. Such flelds can be approx1mated by fields
of long wavelength wh1ch can only be isolated by

observatlons over an increasingly large area. This will
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eventua}ly makeithe plane Earth assumption invalif.

The inversion of magnetic fieids to retover the
causative currents is non-unique. The non—uniqueness of
inversion of a finite data set to a continuous model 1§
intrinsic to the problem; a finite’data set can be exactly
fitted by an infinite number of solutions involving a much
larger number of parameters. In mathematical terms, the
situation is an underdeter;1ned case. |

_ The non- unlqueness of 11ne current inversion can be
proved by g1v1ng an example4w1th more than one solut1on.
Suppose that near the surface the Earth is plane layered and
that ve have an infinite number o? data poxnts at the
surface. From the discussion in chapter 4 the surface fields
can be'inuerted to current sheets at different depths. Each
of these curreht sheete can be replaeed by a large number of
line.currents.of appropriate intensities. The nqn—uniqueness
of current sheet inversion immediately leads to the same
conclusion for the line current inversion eyven if the data
" set is infinite. ‘b |

‘~ The errors in the parameters of the 1nvers1on are .

related to the errors in the data and to the adequacy of the
- model (Rokityansky, 1982, chap.3). For an underdeterm1ned
case, the better the model resolution, the greater the
errors are mapped into its resolVed parameters, or the
increments of these (Wiggins, 1972;fp,76, Menke, 1984).-Thi§

"universal" trade-off argument 'is not very essential for an

inadequate model inverted from an overdetermined problem
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-

since in this case ox:ie ‘usually cannot fit the data very
well, The line current model 18 a simple one and thus
inadequate., In such overdeterm1ned cases”we do not have to
pay much attention to how\to truncate "unimportant” |
parameters by'throwing away some eigeﬁ#eétoré corresponding
to small eigénvéiﬁes\igfcthn g 6) For the constrained
least square programmlng approach, truncat;on of e1genvalues
is not allowed (section-5.9). For underdetermined cases I.
modify the Least Dlstance Programming qfthod (sectlon 5.10)
to control the error contam1nat10n. |

5.8 W-STABILIZATION OF THE INVERSION PR(‘)CléSS".

Even for the  case in which thbyline&r'bqrrént model
gives a good approximation of the observed field and the
starting model is not too far away from the true model, the
" inversion process tends to‘be'uﬁstabi341f the observations
contain Systemétié error. -—:Q V - |

In induction studies the data are very often of a
relative ﬁétgre, as where a simplified normal field‘has'ﬁeén
subtracted from the observed field (chépter 3; Ingham et |
al., 1983), or where a field has been éeparated into parts
of external and internal origin. In the latter case é tpeﬁq
in the fi}ld,inseparable because offfhevfihite observation

area, educted from the data. set -(chapter 3). Such

missing normal fields contribute to systematic error.
To compensate for this error, I replace the model

misfit vector 8D° with 8D* by introducing a W vector into
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the mistit vector:

ﬂ 4
(5.23) §D* » §D¥

15D° +W
so that either¥§ga'misfit vector or the correction to the

model is minimized:

(5.24a) ¢ _=|8D"|”=minimum

(5.24b)  ¢,=|6P*) | *=ZZ (AT, D) *=minimum *

i; which, §T is the generalized inverse of matrixaA,
subscript r or ] of the objective function ¢ refers to
stébilization from right or left hand side of the'misfit
equation, and the corresponding W Qéctor wi%l be ref;fred\to
as W or Wl.(The W vecto: is taken to simulate the neglected
internalpart of the normal fields, the systematic error
conta{;t;??h the data. The recovery of this normal field has
the effect of improving fhe model fiﬁting,‘and stabilizing
the inversion prodess. I.name this scheme asv
W-stabilization. '

Proper;y éhoosing the type of W is impor;aht; The
numbers: of degreeé‘of freedom inlw, i,e. the number of
independentzparameters forming it, must be less than the
Aimension of the data vector. Otherwise, taking W as -5D°

~would force both (5.24a) and (5.24b) to zero. The normal

ny
£1d at (X,Y) is taken as:
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Box=Bos*ta X .
(5.25) Bny-30y+ayy

an-BOg. ' . -

The reason for this particular form of normal field follows
the property of the separatibn of the fie}d in the wave
number domain (Chapter 3). In all three components the
totally un?fofm field lost after separati;n is represented
by éonStant triplets, {Box, Boy, Bo:}.: In addition, in the X
(Y) ¢component of the figld the partially uniform field Fk
(B,) with zero K, (K,) is lost? To 'a first order S
approximation this can be considered as a linear term in X
(Y). Now the W vector, with.ﬁibe degrees ofifteedom, has the
form: -v

‘ _ ;o o —

(5.26) ~We{--, Bou+a,Xi, Boy*a,¥,, Bos, -}

where X, and Y, are coordinagés)bf the i th daté point. The

objective function for the least squares problem (5.24a) is

o

M

A(5.27) ¢r=|§‘(63,'.+30,+a,x. + 8§By+Bo,+a,¥, + 8B;+Bo,)’

where the summation is carried over M data points. Setting
9¢ /da to zero, @ = Boy,ax; Boy,3y; Bo., We get three sets

of decoupled equations for .the five parameters:
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IR

(5.28) [Z"C'W[a’ ].'b"]
M 4 LBy b,

M:Bo, = b,

‘where, B

Cyx=LX}{ c:-zx.

C,,=LY} C,=LY,

by x=-Z6BX| : s
b;,=-Z8BY, , -

\ b,=-Z8B} j=1,2,3
/\\ J ] ] ,

Once the 5 parameters have been found as solutions of
(5.28), the L vector can be calculated from (5.26). The
above results are readily applicéble to the case of tdfally
uniform normal fields, as‘wiilgbe tested in section 5.11. In
N

.this simplified case W has three degreés of freedom. The

three components-ofﬁthe normal field form the W vector as:
w={" ‘o BOXIIBOY"BO-ZI vl 'l,“"'

The three componenté of the normal ffgiﬁ are determined

1

similarly using the third equatibn‘in (5.28):



T Solv1ng the least squares problem (5. 24b) we. get an
l.alternat1ve W vector, denoted as Wl, referrlng to
;hstab1lzzat1on from the left hand 51de of the mlsflt

,jequatldn The formulae for th1s are lengthy and are glven 1n

Append1x 3. When phy51cal constra1nts are employed to

2

L .
.'reguIaté the“}Zver51on process (d1scussed in the next two
"y

__sections) th orrectzon tor the model 1s not readlly

‘u

'expressed in: ;he form of a generar‘1nversé w1th a mlelt
Jvector as suggested in; (5 24b) It is thus d1ff1cu1t to use

l Further dlscuss1on of Wl is omltted.

“7‘5 9 CONSTRAINED LEAST SQUARES PROGRAMMING

[

*Const¢a1ned least squares and least d1stance =

d;pnogramm1ng are very powerful tools in parametrlc 1nvers1on.;"
'(Lawson and Hanson, 1974‘ Oldenburg, 1984) They are

. )
?_d1scussed in th1s sectlon and the next.

g

‘ One general problem of constralned 1east squares for a

f11near problem 1s to flnd the solutlon to-f"

.
js.zé@i:- |AP-D|?=minimum i’ﬂ ST

(5.30)  FP2h
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1n whlch'-;‘P and D are the coeff1c1ent matrlx, unknown

‘v

‘vector, and free vector of. a . linear system of equat1ons, F

| 1s the constralnt ma&rlx, and h the r.h. s. of 1nequa11ty
=constra1nts. Thls‘can be solved by a standard method known
- as LSI, the Least Squares problem with Inequallty
4.constra1nts (Lawson and Hanson, 1974) It should be noted
that equallty constralnts can be accommodated in the form ofv_
-1nequallty constralntsu:Forv1nstance, x=5, can be presented:
“as x25 and'-x>‘5“ etc.niu ol

Our 11near1zed non11near problem is to solve.
(5.29a)  |AsP-6D|*=minimum .. *

subject to. the l1near 1nequa11ty constra?hts (5 30). The
solutlon to (b 29a) is. the correctlon to unknowns while the
Vconstra1nts are on the unknowns themselVes. To use LSI our
problem must be transformed to f1t the forms of: LSI The
wr1ter found that the 1nequa11ty constra1nts are readlly
transformed 1nto constra1nts on ‘the correctlon of the

unknowns,.and the h vector‘has to be transfonmed thus:

“h » h'=h-Fp, .

' ThlS follows 1f we write P as.'

fs

P=_P o_'tGP.'

L
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then (5.30) can be.w:itienvas,
(5.30a) F6P=h-FPo.

Now (5. 2§a) and (5.30a) have the same forms as 15.29) and’

(5.30) respectlvely, and the algor1thm LSI is readlly |

‘ appl1cable. Th;s mod1f1ed version of LSI will be called

‘eLSINL Least Squares with Inequallty constralnts for

l1near1zed ‘Non- Llnear problems.. e o ,;‘v““
A deta11ed dlSCUSSlon of LSI is g1ven by Lawson and |

‘1Hanson (1974) and is outllned here only for dlscu551on of.

some precaut10ns for use of the. method.

After some transformatlons (Lawson and Hanson, 1974);

«,wF P, h A,D » F P' h"

P4

‘the LSI pfoblem-is traasforhed into LDP; Least Distance

Programming‘(Lawson and Hanaon,'1974) in which: .

,0“’ . o 4' \';_ . o ‘_‘.[

IR | *=minimum

i v . . \v . : " - ) o
subject to constraints: ‘ ‘ : O.Lf
e~ _ | _ ,
v T K ‘ a!§7 .
- F'P'2n' > SERTEE B

-

" The wrlter not1ced that after such transformatxon the

, g ‘
vorlglnal 1nequa11ty constra1nts (5, 30);ame actually replaced

o - S . o
. C- . & &
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by:
_(5.30b) ' FVvEP2h

" where the V matrlx is obscureiv in the singular value
decompos1tlon of matrix A (seé (5 19) in sectlon 5 6) One
recogn;zes that VV is the mode1~resolut1on matrzx
(e;é;, Kanasewich, 1981), -and is a unit matri&‘wheh.hth has
'noveigenvalue equal tO‘zero and no'eigenveotors are_throun
.<éway in forming the'matrii V. Otherwise, vt is‘not aiunit;
'matrxx, and consequently constraints (5. 30b) are not '
-'eQUlvalent.t04(5.30) The constralnts (5 30) will then be
violated. fTherefore whlle u51ng LSI and/or LSINL m&thods,
attentlon should be pa1d to the cond1t1on of the matrix A.
I1f some of the e1genva1ues are very small VV is 11kely to
,dev1ate apprec1ably from a un1t matrlx due to computa‘al
Y

error aloné and constralnts w111 be v1olgted In the

¢ -
a3

v'dOne for this thesis such s1tuatlon hgs nevﬁx happene& after
data and parameters have been properly welghted (next '
sectlon) e o s

. . : e
’5 10 LEAST DISTANCE PROGRAMMING AND ERROR COMPRESSION

' The method. LDP Least Distance Programm1ng (Lawson and
;Hanson, 1974), can also be used to regulate the inversion.
“after eome mod1f1cat1ons This has the advantages of

»accommodatlng error in. the obsereat1ons, and reduc1ng the

amount of computatlon compared to the LSI or LSINL methods
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_because no 81ngular value decompos1t1on is needed ' 1f errors

C e

"are known to exist 1n the observations one usually does not
want to fit the data very well. The model we seek fits the,
data thhln error bars, ‘e, ahd is as close as possible to. an
‘1n1t1a1 reasonable and,smooth que%. In mathgmatlcal u {

language we, want to solve, )

(5.31) LQ[5P|’=minimum'”
. . ' ‘@
subjéct to1ihequality éonstfaints.(S.BQafhand.

7 ,”&’ '~ ASP2 8D-e - , ' ¢
(5.32) : B S
-A§P2-6D-e

The ineqguality constraints on 8P can be w;ittén'toéether:

. ‘ | ‘;‘ : O N

where subscript "e" sq§nds for "expanded"; (5.33) represeﬁts ’

: F h-FP°-
(5.33a) »~[ A]&PZ[_&D-e‘] |
R -A -8D-e 4.

(5.31) and (5 33a) can be solved by standard LDP programm1ng
Aa FORTRAN code given in Lawson and’ Hanson,,1974) The
process’ will be called LDPNL Least Dlstance Programm1ng for:
linearized Non Linear problems. The LDPNL,approach is

‘preferred in underdetermined cases'with more model
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parameters.than»data. Ingsuch cases ityis possihle, but
usuélly’not'justified to fit the data’accdrétely.:lf the
error allowed is not large enough or the modelﬁis too‘far
from the best f1tt1ng one, the constra1nts (5.33a) may be
1nternally 1ncompat1ble. In such a situation the constralnts
may be relaxed to get a sensible answer. .

One flexible way.to deal with this is the method of
ennohlcompression des1gned hy the writer, Parts of’the .
conStraints in (5.33) corresponding to (5.32) are relaxed to
' tolerate the inaccuracy of nodels during iterations. The
error bar to be tolerated is xeset at each 1terat1on. At

~each iteration the mlsflt is calculated using the old model

and the largest misfit,is 51ngled out as the»reference level

of error tolerance. Error bars are then reset as a fraction,?
the"COMWPessionvfactan, of this reference leQel but not less'f
" than a lower limit for each datum. The standard deyiation of
. each dat§§>is taken as this lower limit of error. Iteration
_gontinﬁes by.shrinking thfferror_bars,at each step until.
feither the lower limit.oﬁjerror for erery datum, or the
incompatibility,'is-encoﬁntered. The compression factor is
chosen such that incompatibility is not reached too soon,

n

-w1thout maklng convergence too slow. mhlS factor ihould
always be smaller than unlty or the correct1on to the model‘
becomes zero, To accelerate convergence a smaller
compre551on factor, say 0.7, ~can be used'1n1t1ally. If
1ncompat1b11}ty comes too soon the factor can be floated to

a larger value. The square root of the factor is . used here.
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\

on the other hand if convergence~is too slow the factor can .

be floated to a smaller value, such as the ‘factor squared..

‘In th1s way one can control the speed of convergence. In

practice the initial compressionefactor is set‘between 0.7
and 0.8 and left floating. If the compression factor floats

up to a very'large3value, say- 0.99, and incompatibllity isj

'still’encountered‘ the model fit cann#t be- further improveﬁu

[

Otherwise ths. data can be fltted to a better degree whether

' or not thlS 1s judged as de51rable.

Model parameters and data can be welghted to 1mprove
the resolution of/ the model or to take account of data v‘
quallty. In the present ‘case -one has no preference for any
particular model parameter and different columns 1n the
derivative matrlx are roughly equally 1mportant. Th1s latter
condition is met by expressinc the derlvatives in nT/km (for'

9B/0X’ and aB/aw) and’ nT/(k1lo Ampere) {(for aB/aI), and - the

parameters are not further we1ghted Data we1ght1ng is not

‘quite sen51b1e in an overdetermlned case but is often set by

the rec1procals of- standard dev1at10ns (Oldenburg, 1984)

When' u51ng the LDPNL approach, data weighting is generally’

tr?vial;(e.g., kZO.B is the same as 2x21) and is neglected.

5.11 TEST INVERSION OF SYNTHESIZED DATA'
Three internal'current mcdels are used to test the

algorlthm. Fields are’ calculated on a 15 by 15 gr1d ovet a

- 280, by 280 km plane at Z 0 Data are taken among these grld

p01nts as un1formly as p0551ble. Errors with a unlform

L 4



- {23

distribution'in the, interval +20 nT,. or Gaussian error of 10
nT stahdaré‘deviation, are added to the data. These errorsi'
are Shout 10 per' cent of the calculated fields. A uniform
field is subtracted from the calculated values in order to
, simulate real data wlth a nearly uniform normal f1e1d
”mlss1ng after separat1on.'w ‘ |

Inequa11ty constralnts are applled to the posxt1ons of
current nodes to regulate the 1nver51on Each node is
constralned to be inside, a rectangular - box w1th its faces
parallel to coord1nate planes Such boxes are larger for end
nodes (outside’ the array) because the posxtlons of these are
less accurately determ;ned}by observat1ons" far from them.'
These constraints will he debicted in the.figures to follow.

Thé startlng model can be chosen to be a hor1zonta1

line current approxrmate;y beneath the zero contour of the 2

'component.'The depth anﬁﬁ he initial current magn1tude can

)
Ty

be taken by analogy horizontal straight‘line current.
1f one happens to choose the wrong sequence of nodes, the'
resolved current 1nten51ty w111 be negative. k

The solution is c0051dered to have converged elther if
the model flttlng‘ls.not 1mproyng Srgnlflcantly, or 1@ the
Amodellis not'changing éignificantiy' Certain thresholds are
set in advance for stopplng the iteration. ‘ 1

' The goodness of model fit and the quallty of data are .
examined by using several parameters. These include the root

“mean square of the relative error of the data, for each

‘component:
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(5.34a) R(AB,) = y{ZIAB{/IB1},

o
where, M is the number of data polnts (stations), summation
is over M data po1nts and AB, is the standard deviation of ‘

¢
B,, and for the total field:

(5.34b) . R(AB) = V{Z(AB/B)*/M}
B = v (AB{+AB3+AB3),
The. root mean square of relative misfit of the inverted

field, for each component :
'(5.34c)  R(8B,) = /{ZGB’/ZB\\\

whefe,'bB. is tne misfit in B,, and for the total fiela:

_ : o

(5.34d) R(8B) = V{Z(8B/B)*/M]
| = /(6B3+5B3+8B3).

tIn the above defimition the factors for the total f1eld and
those for each component are different: for the total f1eld
.the summat1on is taken over the ratio, wh11e for the
"components the :atlo is taken after the summation. This form
accommodates po1nts at which a partlcular component is very ..
small. | ' .

~ Other parameters that are. examlned are the ratio of

mxsf1t to error, for the total fleld-

~.
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(5.34e) R(5/0B) = y{L8B*/LAB'}, ' ‘

and for each component:
(5.34£) R(5/8B,) = y{LSB1/IAB}}. g

The correlation coefficients (chapter 3) between the
inv;rted fields and the calculated-(or'obsérved).fields are
also‘calculated‘as a measure of fit. All tﬁese factors are
useful infthe inversibn of real data as well,
5.11.1 TEST 1: SINGLE LINE CURRENT MODEL

Thékfi}st model, Fiéé.5.3f5.5 and Tablesls.l and 5.2,
is'a.37D‘lihe current with 5 ﬁodes. Data ‘are taken as 3
field components ét 25 equally spaced points of a square
grid. We haQe a}togéther 75 data and 36 unknown parameters,

giving an overdetermined case.
_ . .

-, : - Table 5.1

total field ' X R S A
(5B) 0.114 . 0.208 3 0.074 - 0.108
(AR) 0.147" 0,266 ~0.087 0.120
“R( ) 0.846 - 0.884 . - 0.923 0.948
. corre®ation . _ 0.960 - 0.994 0.998
field subtracted R 16.5 : 22,7 ) 16.5
recovered in W. 1207 : 17.0 . 9.8
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_) L3
: Table 5.2
total field X Y 2

R(5B)  0.047  0.096 0.032  0.050

" R(AB) 0.147 0.266 0.087 0.120
R(6/4B) 0.382 0.600 0.604 0.646

‘ correlation 0.996 - 0.998 0.999
field subtracted. 16.5 22.7 | 16.5
recovered in'W,. [ 13.2 21.0 ’ 20.5

Before‘error contamination (see caption of Fig 5.3) a
.unifo:m field is éuﬁfracted from the calculated‘field-to
“make fhe X componernt neéétive,‘thé Y componeﬁt positive, and.
the 2 cdmponeht.with a‘zero average. Such treatment is to
simulate the feature of a horizontal straight line curreht,
i in;erqai to the Eafth and apﬁroximately following the model
current from south-west to north-east. Constraints on nodal
position'a;e imposed and the depth‘:ange and horizontal
projeétion of the constraint "Boxes" for nodes under the
"survey afea _are plotted in the figures (Flgs 5.3 and 5.5
and 51m1lar figures to follow for other tests and f1eld data

inversion).. “

. « . : .

Using the LDPNL methdd, after 14 iterations the
Sélution éonverged (Fig.5.3). The error compression factor,
' was 1n1t1a11y set to'0.7, and was floated up to 0.837

=/0 7) after 7 1teratlo?ﬁ\because 1ncompat1b111ty was
encountered. AIEE? another 7 iterations the model

stab1llzed, w1th changes .in nodal p051t1ons less than 1 km

for 'all nodal coordlnates. The .initial model (Fig.5.3) was

)
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Figure 5.3 Iteration process for the LDPNL inversion of test

model 1 (Fig.5.4). Top to bottom:

Horizontal projection of line‘current; only nodes under the
array are shown, and constraints on the horizontal positions

of nodes are superimposed.

' X0z projection of the current, X north and Z down, two
horizontal lines showing constraints on depth of nodes. -
Misfit of total field H. Both maximum and root-mean-square
values are plotted. The "error added" is the r.m.s error in

total field resulting from Gaussian error of

10 nT standard

"deviations added to each of the three components of field at

‘all the 25 data points, See also Fig.5.4.
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COMPONENT Z r
INTERNRL SOURCE

. COMPONENT X COMPONENT Y . COMPONENT Z
"INTERNAL SOURCE ~ INTERNAL SOURCE INTERNAL SOURCE
INVERTED - " IRVERTED , - INVERTED

COMPDNENT X " CPMPONENT Y COMPONENT 2
INTERNAL SOURCE TERNAL SOURCE INTERNAL SOURCE
MISFIT CMISFIT . MIS

- Figure 5.4 Test model t is a single line current. The LSINL
method used for inversion, with an initial model which is
the best model achieved by the LDPNL inversion (Fig.5.3).

The misfit of the inverted model is with respect to
calculated accurate data. _ - :
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Figure 5.5\ eratioﬂ process for the LSINL inversion in
Fig.5.4. See lso'Fig.5.3, ' ‘ ' ’
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i e'far#from‘the true model, with nodes at corners:of the = .
»

constralnt boxes. The abil1ty mo converge to the true model

L ]

is therefore illustrated The misfit of the 1nverted model

ylf'F1g 5. 3 and Table 5.1, is w1th1n the l1m1ts of the errors

k1ntroduoed The m1sf1ts plotted 1n Flg 5.3 (and s1m11ar

flgures to follow) are&calculated W.r. t the contam1nated ;

‘.'data chosen for the 1nver51on.,The errors llsted 1n

’ fTable 5 R (and s1m11ar tables to follow) are calculated

c.' v‘d
w,r t. the accurate data over the ent1re data gr1d (15 by

‘.15) They g1ve d1fferent measures of the model flttlng.-

£

' égng the best model achleved by the LDPNL inversion and the
. same data,_LSINL 1nversxon (Flgs 5.4 ‘and' 5.5 and Tﬁfle 5.2)
':stab1llzed‘after 9. ﬁterat1ons._The 1nversxon—1s<consrdered

'stab1l1zed whenmthe 1mprovement of r.m.s mlsflt falls to 0.3

percent Whe LSINL 1nver51on somewhat 1mproved the misfit

\t(co\pare Tables 5.1 and’ 5. 2 Flgs 5,3 and 5 5)pbut the

:1mprovement of the model is not 51gn1f1cant.;

L

The resolved l1ne currents closely follow the trend of

t_vifthe true model in horlzontal p051t1ons and depth (Flgs 5.3

Jand 5, 5) The maxlmum offsets of the three nodes under the

"survey area" are 1*18 km hor1zontally and 1~7 km 1n depth

.,-..The pos1tlons of the two end nodes are not marked 1n e “%1

1JF1 gs . 5. 3~ 5.5 and are are poorly resolved but the

‘for1entat10ns of the two end current segments, determlned by'

- pa1rs of nodes at each end a/; Well determlned Th1s 1s

f'shown 1n Flgs 5 3 5 5 by Outward 11ne segments from the

B outmost nodes shown. The end segments resolded by the LSINi:,fi

\. o



‘the’two"vectors is well

T | 1]

inversioh are essentially parallel to those in-the true

model.

N

uwr,lresoiyed during the steb-byfstep stabilization

‘shows the uniform‘fieldlﬁn the‘LSINL.inversion'to be . (13.2,
© 21.05 20.5), which is quite close to the field, (16.5, 22.7,
'16;5),‘which<nas actdallz/éubtracted The dlfference between

low the size of the error added

. ThlS leads one to expect that 1f one has some 1n51ght 1nto

the source f1e1d ‘then it may be poss%ple to resolve its

s

quallty It: follows that a nearly unlform f1eld can also be

unlformvpart provided that the data are. of reasonable

i{solated 1f one has some knowledge of 1ts source.‘
. ! N . ! " !f ) . . ‘ " . N Lo
5.11.2 TEST 2% SHEET CURRENT MODEL },. .. , ‘ .

i,

) The second model 1s a unlform current sheet of constant

dlstr1buted (:350 nT) for all three components of field.

ThlS conf1gurat1on serves to 1llustrate the effect of a

'cuvrent sheetfjf_apprec1ab1e’w1dth on, the 1nverted model

) sheet w1ll smooth the spatlal grad1ents of the’
f1elds at the surface, so. that a s1ngle l1ne current fitted
to ‘those f1e1ds is expected to’ overestlmate the depth

’ The model is first. 1nverted to a line current u51ng tWF

. LDPNL method and an 1n1t1al model Whlch dlffers con31derably
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‘le’true model (Fib 5. é and Table 5‘3) 'Thewconvergence
of the model is. slower than the lrne current model. 'In the
| 22 1terat1ons, the oompre551on factor 1s 0 ‘7 for the flrst 4
1terat10ns, 0.837 for the next 2, 0, 915Jf6f‘the next 3.and
0 956" for the last 13 For the last 1terat10n the r.m, s._,
"misfit, 1mproved only 0.4 percent and the model was
‘con51dered‘to have stablllzed ‘The best 11ne current'model
ach1eved by the LDPNL method is then refined by the LSINL
X method (Flg 5.7 and 5. 8,,and Table 5.4). Taking the best
line current model determlned by the LSINL 1nver51on as thei
in tlel model‘and with an 1n1t1al width of 40 km, the LSINL
_ met‘od is uSedbto-invert‘thelfield tc_a'nniform sheet model
(F gs 5. 9 and 5. 10 and Table 5. 5) The width is.cénstraine@{

to be betwee n 10 and 200 km.

“rable 5.3

total field ~x . - ¥° 7

T=R(8B) - 0.210 0.180 - . 0.199. 0.161
" R(AB) " 0.174 '0.321 .~ 0.104 . 0.144 3
R(8/AB) 1.315 0.750 - 1.386 41,059
. correlation 0.980 . 0.981 - 0.986
field subtracted. ; 15.9 -~ 23.2. .. 16.1
recovered in W_ 23 T L2 1402
— 5%** - PR S :
o ¥
’ ) ) w: W
, : | 3 ’ « O‘ - V
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B Table 5.4
. total field X ' Yy . .z .:
R(6B) . 0.070 0.087 0.061 - ©  0.086
R(AB) ~ 0.174 - 0.321 0,104 . 0.144
R(6/4B) = 0.508  0.522 - 0.768 % 0.772
correlation . 0.993 o ,w995w .. 0,997
_+ field subtracted 15.9 23,2 o161
recovered in W, L 17 3. . 20,0 1201
\ . ALk
, Table 5.5
~ total field X S Ty R
R(&B)- . 0.051  0.086 0.031  0.059
R(AB) 0.174  0.321 0.104 0.144
. R(&#4B) 0.331  -0.518 - .0.551 0.638
- corgelation ~ 0.,992° - 0,999 0.999
' Jubtracted .. -15.9 23.2 , 16.1
inwW_ . . 18.3 20.2 R

gThevuhiformtfield‘subtracted from the data hefore errorh'
tgﬁinatioh.and those recovered by the w ~vector forvthe
three 1nvers:ons are 1lsted 1n Tables 5.3~ 5. 5 The unlform
normal f1eld recovered byéthe LDPNL 1nver51on 1s qu1te far :
from that actually subtracted ma1n1y because the resolved\

: nodal pos1t10ns are still dlstant from those of the truev
ktmodel, eSpec1ally in depth Such f1elds recovered by the two
LSINL 1nver51ons are both very close to that subtracted
.even though one (Table 5.5) assumes a correct ‘model (sheet)
while the other (Table 5. 4) a false one (l1ne)\\@he overall
_fxts of the two LSINL 1nver51ons are equally good over the

iactual data set (5 by. 5 gr1d) used for the 1nver51ons. The
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Fxgure 5. 6 Iteratlon process for the 1nver51on of test model
‘2, a sheet current 70 km wide, - Using the LDPNL method the
fxelds are inverted to a 11ne current.
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COMPONENT X " COMPONENT Y # ‘ 'COMPONENT 2

JNTERNAL SQURCE A INTERNAL SOURCE INTERNAL SOURCE
CALCULATED , CALCULATED s ~ CRLCULATED

A

COMPONENT X ‘ COHPONENT' ‘ ' COMPONENT Z. '’

INTERNAL SOURCE - . INTERNAL SQURCE : INTERNARL SOURCE |
INVERTED ' . *.INVERTED ‘ INVERTED T

COMPONENT X ' COMPONENT Y  COMPONENT 7
_INTERNAL SOURCE  INTERNAL SOURCE | INTERNAL SOURCE.
MISFIT . HISFIT - IR ‘

MISFIT . ’

. ‘Figure 5.7 Test ,mbdel“Z (70 km wide sheet) is inverted to a
‘line current using..the LSINL method. The initial model is
the final model inverted by the LDPNL method (Fig.5.6).
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ITERATION
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;Figﬁfe,5.8 Iteration process for the LSINL f%version in
Fi g-. 5.7. . ot ’ .
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COMPONENT X R COMPONENT Y PONENT 2 |

. coMPO
INTERNAL SOURCE . - "INTERNAL' SOURCE INTERNAL SOURCE
‘ CALCULATED

CALCULATED CALCULATED
//848

-
'

COMPONENT X : COMPONENT Y conponelr 7
INTERNAL SOURCE INTERNAL SOURCE ~ INTERNAL SOURCE
INVERTED - INVERTED y . INVERTED

. . . i ) : [ { -
COMPONENT X% - L . COMPONENT Y / " COMPONENT Z-

INTERNAL SOURCE . INTERNAL SOURCE INTERNAL SOURCE
MISFIT : MISFIT . MISFIT
5D '

. Fiqure 5.9 Similar to Fig.5.7 but inverted to a-shee,al .
- current with the LSINL method. The width of the sheet is:
" true model, 70 km; initial model 40 km; f'mal-model,?? km,

. o
) - .
N . - . ‘ <
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 Figure 5.10 Iteration process for the LSINL iversion in
Fi\g'S‘ogo - . i ] ’ A
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' sheet model inversion fits the data over the entire data

grid (15 bynls) better than the line current model (compare

Tables 5.4 and 5.5). The inverted width of the sheet is 77 .

km, 10 percent wider than that of the true model. These

a

_ results show that such a sheet current, with a width about

v"‘the~same as its depth} will be seen from the surface as not

very dlfferent from a 11ne current,

The same current 1s then widened to 100 km width Wlth a

current sheet is expected to show its sheet current

}
/

- the data and error contamination unchanged. Such a wider

character more distindtelyJin the surface data' Using the

LSINL method, and an: 1n1t1a1 model w1th the horizontal .

/0

"p051t10n of the: nodes sh1fted 20 km in both the X and the Y

intermediate nodes at 40 km, the f1e1ds were tnyerted to a

line current (Pig.5.11 anddTable 5.6).

L

< \ ' :
Table 5.6
total field. X Y -z
R(8B) 0.121  0.148 0.110 0.152
R(AB) 0.175 0.328 - 0.105 0.150
R(56/AB) 0.879 - 0.671 . 1.023 1.009
_correlation 0.984 0.983 0.992
field subtracted ) 15.5 23.7 15.6
recovered in W, . 16.4 18.4 111
\

Taking the result of the line current model and an initial

"~ width of 60 km, the field was inverted to a current Sheet

model by using the LSINL method (Figs.5.12 and ‘5.13 and

w-_ . v ’ 2
Table 5.7). As nd&iced for the qase.qf a narrower s§eet‘(70‘-

4

{dxrectlons (from. the true model) and the depths of the three
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o -8 TRUE MODEL |
o -0 INITIAL % -% FINAL

' 300
o 4 '
' _ X0 PROJECTION . ,
ﬂ . | . |
I'm-¥—é\/ , .
o ° . : MAX
™7 ERM DED : RMS
o . 3 ' 6 9 {

ITERATION

Figure 5. 11 Iteration process for test model 2, a wider (g;%
km) sheet current. Using the LSINL method the fields are .
inverted to a line current. The initial nodes are 20 km off ..
.the horizontal positions of the true nodal .positions and at
40 km depth for the 1ntermed1ate nodes.

*
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Figure 5.12 Test model 2 (100 km wide sheet) is inverted to
a sheet current using the LSINL method. The initial model is
the best model achieved by line current inversion, Fig.5.11.
The initial width is 60 km, finally inverted is 103.7km.
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'

km), the differenceswbetween the twooinve;eionsmare not
eignificant. FPor such a sheet of width 100 km,»almost twice
the data spacing (60 km), the field can s®ill be inverted to |
giQe a line current vhich gives an adequate approximation to
the fields. It is the;efore not surprising that the line
.current analogy is often used to present the neal current
conf{gurationvfor cufrent channelling studies (Jones, 1982
and references there quofed) Nonetheless, the sheet -
inversions 1mptove the model fits over the entire data grid
(15 by 15) for both cases, especxally for the w1der sheet

>
L]

(compare Tables 5.3-5.7).

Table 5.7

~ total field X Y A

R(6B) .- 0.058 . 0,074 ° © 0,042 0.065
R(AB) 0,175 0.328 0.105 0.150
R(6/48) 0.363 0.474 0.633 0.658
correlation 0.994 0.998 0.999

field subtracted 15.5 23.7 . 15.6

recovered in W_ 16.7. . 19.7 . 10,.5

‘ T
: . ]

1ﬁ4§EST 3: PRISM CURRENT MODEL

4.,

~ The last model Figs.5.14-5.17 and Tables 5. 8 and 5.9,

iﬁs a pr1sm Wlth a 60 by 40 km cross section, between

i vert1ca1 planes and planes orlented as the current sheet in

"{ the last model. The f1e1ds genefated by ‘such a current are
approximated by 4 by 4 parallel line*curremts equally spaced
over the 60 by 40 cross section. The connection of two '

segments at a node has features like ehose noted for the
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eheet current model. Qhe central line,or axis of the prlsm L

n-

has‘4 nodes. ‘The’ 1n1ttal model, a line curreqt with 4 nodes,

) ~
has*13 unknowns.

\ SR - R
o B ,.  Table 5.8 .
, total field =~ X . . 4 L. -z
© - R(sB), 0.259 ° 0.247 . 0.230° 0,285
R(AB) '« ~“U.16% 0.121 0.117 0.7
R(6/4B)  "2.164 ~ 1.430.  -1,402.. 10564— .
‘corrélation” ' 0.953 -+ . 0.967 - 0.968 '
tield subtracted . . =63.4 ~ 91.4 Y 35,9,
recovered ;n w.‘u‘,_, '~_—49 4 ' 67 7 ; ,gﬁZ . e
R .. g\.") ’
‘. ’ .... 1 H " ﬂs
i ' fTable 5.9 '
e, . . , } ‘
total'ffeld X v ¥z
. R(8B)  0.053. ..0.051 ' - 0.033 . . 0.066
- R(AB) - 0:169 0.121 . 0.117 0.11A
. R(8/AB)7  0.442 0.651 - °0.528 © . 0.755
. rs'correlation - 0.998 0.998 0.998
field subtracteg -63", 4;<1 91,4 35,9
.recovered .in W : ‘F -64. - 89.6 0 231,0
oot - : e o
‘ o . o e o

O v : )
When compared to the sheet model the‘prism model is

Qoser to the real current dlstrlbutlon. Agaln, the 1nverted

line current is expected to be deeper than the axis of the
prism because of the curreﬂﬂi\;readlng 1n-space as dlscussed
" for. the sheet model However, ince the fleld out51de a

'unlform current in a stralght cyl1nder is the same as that .

lQh of a 11ne of the,same tota& current at the ax1s of the .

”'ecyl1nder, the l1ne currEnt\i::erted for the fields of a o
;pr1sm current is expected to be closer to the ax1s of the L

e e
o T\ P



= ‘

‘ e e
__'COMPONENT X * '# " "¢ " COMPONENT Yy '
INTERNAL 'SOURCE 'INTERNAL SOURCE

CALCULATER, CALCULATED

-"”ﬁégﬁnPONENf'i oL
.. “INTERNAL SOURC ,

s

* CALCULATED

~ GOMPONENT ‘X . COMPONENT Y
_ INTERNAL .SOURCE .. .- - . INTERNAL SOURCE
INVERTED M . INVERTED -

" COMPONENT 27~
INTERNAL SOURC
INVERTED

R

‘ o 3 S . :
COMPONENT X' - COMPONENT Y
INTERNAL' SWCE ' ' INTERNAL SOURCE

MISlF‘IT <0 UMISFIT :

COMPONENT Z =
INTERNAL SOURCE *

. MISFIT .

. X S
. < k‘(-so,;l

-40 ——

el

A\

B S

Figure 5.14 Test model 3 is a prism current, inverted to a

line current usifg the LDPNL method. 4

were used for the inversion.
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: pr1sm."
“"' The data are fltSt taken at a 2 by 2 gr1d (12 data),
_;gsﬁng the LDPNL method tgq give a rough estimate of the model.
‘(F1g 5.44 and 5. 15 ‘and Table 5. 8) Cont1nu1ng with the model
" from the LDPNL method, a 5 by 57grld'(75.data):are'inverted'
Vtofrefine‘the model'using the\LSlNL method,(FiQ. 5.16 and‘

5.17 and Table 5.9). In each ¢ase a uniform field (Tables

5.8 and‘5.9)‘islsubtracted.before error contamination (£20
nT uniform) to give zerotmean‘value‘ot each component over
~the 15 by 15 grid, ' | . g

Because the number of- data polnts is small for the,,///

LDPNL inversion, the 1nverted model is still quxte distant
from the true model (even though thefit to the/data 15 close
to the error 11m1t F1g 5 15) . The un1fo5m/fleld recovered
by the W vector CTable 5. 8) is far from that actually
subtracted, espec1ally in the 2 component. The 1n1t1a1 model
‘J1s at 40 km depth and‘the 1nver51on stabilized béfore:
T'reach:rng the true depth (Figs 5.14 and 5’15)' The.LSINL‘

inversion greatly 1mproved the model. The hor1zonta1
_p051t10ns of the resolved nodes almost coincide w1th those
of the true model (F1gs 5.16 and 5.17) . Overall the
:1nver51on is less accurate than the results from the line
~and sheet models because of)the greater model complex1ty.

The resolved depths for the’ twc 1ntermed1ate nodes are 92
A and 60 km as compared with the true values, 80 and 60 km.
'.The un1form f1eld resolved by the w vectq; (Table 5. 9)

qu1te close to that actually subtracted Thls shows that the

- LT - .aém' ;Jsdﬁh_ S
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.o prlsm current can generally by approx1mated by a line

5
[t

A »current along its axls.‘

'w . g ]

e - . * * R _

r «% 5,12 A TEST FOR CURREN MANNELLING BY MEANS OF THE
. }v‘ . i ", ' ' L

% ' . xanmmnm-tomvn TRANSFORM

;T;ﬁ;””i - ost oT Uﬁe magneto¢ar1at1on events observed by the
LT s .

*-1983 array show 11ne current 51gnatures llke that noted in
Chapter 3 ThlS feature is much clearer in’ the separated
1nternal fields (Chapter 3 F1gs 3.8-3.10). An flrst attemptf'

" has be made to examlne the zmportance of th1s featureVb§
means of. the Karhunen Loeve (K- L) tranSformat1on (Kramer and
Mathews, 1968) . - -

.The K-L transform ts employed to decompose a set of n ,-
;‘signals, here the 2-D X (or Y, Z) component of magnetlc
fields at-frequencies w, i=1,2, --- n, into n bastc

componehts ¢;:
(5.35) . X(w.,x,,y-),=J'Z':1R|‘_,\I/J(x\}')

-The baSic componepts are linear. combinations'of'the orfginal’
o
51gnals w1th the same transformatlon matrix but transposed

"‘"4 R .
(5.36) = w,(x y)— Z R.,x(w.,x,y) S ' o N SRV

To get matrix R &e-f&rstﬁbﬁlculate,the'inner'prodpet matrix -

. ; s . e . . c ey
. - P P s, " v P N .
PR I'o‘ ‘ A v L4 LR . v T e
| R . N 3 . B . ’ -
ST ; : o % . . P L
i S . ! " [ ; . . e .
N “
% . ;
4 ».




| ! " : "0
- (5.37) Fu;"UX(MC)S',Y)X'(NJ'X.Y)d"dy'.,

then_egpress it in the form
' (5.38)  I'=RAR®

, where, A is the ddﬁbonal matrlx w1tb elgenvalues, k 20, on .

the diagonal in descendlng order, agd the columns of R are

¢ the correspond1ng normal1zed elgenvectors. If in €5.35),

1nstead of the full summat1on, one retalns'only the first m, °

m<n, bas1c components, the or191na1 signals cannot be

1w
exactly recovered and one gets &helr approx1mat1ons

xa(w.,r,y). For x(w.,x y), the . error introduced by this

A

truncation ist

¢.=II{Xa(wg,x,y)—x(w.;x,y)]’dxdy‘ 4 f ' .
) = E R.?k)‘k ' .

k=m+ 1 . } . ©

' 'The total truncation error for all n signals is: -

'ff'the_aet'of signals ‘is highly coherent, i.e., the fields
have a consiatent spacial.pattern,‘the rirst,eigenvaiue'wrll
.xbefﬁuch larger thanfthe'othars. In- this case we call the -
‘first baaic component thé first principal componeatQV"
| For the array data, ‘the inner product matrlx is
-

calculated accord1ng to (5. 37) by summ1ng the products over
Sl h g : :

« the data gtld
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'Befqré ihﬁerpolé;ion of station daﬁakonto a griq, the
phazéés. ‘of the spectra at a “ce‘rtia‘in" period are shifted
equally at all stations, to enhance signal in the real (or
' imaginary) componént. Thié can only be achieved for thé‘
fields of a channelled pufrent. Since the sﬁrfacé fields

show a line cufreht‘signature'from north-east curling down
to the south (or reversed)i‘thg‘fields'of'a'channelled
_current with sudh»oriéntation should produce méximﬁm X (most
poéi;ive), minimum Y (most negative) over‘the array, -
eépecially right above the‘CQ;teﬁt'Channel. Let‘B.(j) be the
. spectrum of component i, i=x,y,i, at station j. for périod T:

» B.(j)=an;|e¥p[?0-Jl

‘The average phase in B) is:

S E(8,)=L6, /M

wvhere M is the number of stations. All the phase spectra are

then shifted:
6,; =6, ,-E(8,)

n ) » . .
This should give, for a field of channelled cutrent:

. A
JB,(j) = real(most°positivé) F imag(small) :, -ggfﬂ
(5.39) B, (j) = real(most negative) * imag(small) = %&.
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i

real (most positive) .+ imag(small)
C ' to the north west
By (§) .= :
real(most negatxve) + 1mag(sma11)
A‘ PR to the south- east : .

I
. \ »

The in; itable 1maglnavy parts, represent1ng the AC

\ components ‘when compared with the: real parts, show the

o, )\

e'relat1ve 1mportance of 1nductlon effects. The phase- shlfted

/

i.data are then’ 1;terpolated onto a 9 by 9 grld by a
p'comblnat1on of Lagrange and cub1c spl1ne schemes; The

 separation into 1nternam and. external parts 15 performed

%1 3 .
with the same grld data.. ‘L

- For X, Y and 2 components of the f1e1ds the K-L

' :transforms are performed to exam1ne the coherent signal. The

dataschosen for th1s enalys1s are 5 frequency components
with periods 16, 23, 63, 136, and 225 minutes from different
magnetovariation events. These'freqoencyvcomponenté have the

semi—major‘axes of the averageé polarization ellipses (see.

achapter 2) orlented at dlfferent azimuths: 153. 8 87. 8 81.9

100 5, "and 75. 0 degree (p051t1ve anti- clocszse from the
east). The f1ve events are chosen to represent flelds of .

different penetratlon depths and source geometr1es. The-

resulrs of the K-L transform are.summarized in Table 5.10

and:tne
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Table 5.10 °

A /N2 f A /N
+ Field COnponent - Total 1Internal  Total Internal‘
| real 6.71 (16.76 ~0.78  0.91
* {nag 6.43  .3.43 Q.77  0.62
real " 5.87 32,01 yf 0.79 . 0.95
% imag 1.33  2.58 " 0.42  0.54
real 33.50  44.29 . 0.97  0.96
© g imag C1.240 2,17 0.47° 0.57

)

first and‘second principal components of the internal real
flelds are plotted in Flg 5.18. The 1nternal ‘real 2 f1elds
from the five events, together w1th the corresponding flrst
pr1nc1pa1 component, are g1ven 1n Fig.5. 19. In Table 5. 10
INY2.Y shows the ratio of the energy in- the f1rst pr1nc1pal
‘component as compared to the second, andnk /Z\, shows the -
rat1o of energy 1n the flrst pr1nc1pa1 component as compared
to the total energy The larger these’ rat1os, the better the
f1elds can be represented by the f1rst pr1nc1pal components,
~and the more coherent is the pattern the fields exh1b1t.
These ratios for the real fields are always larger than
those for the imaginary - f1elds, especlally those for the -
1nterna1 f1elds. This -means that the internal f1e1ds ‘have an
1ntr1n51c pattern which is 1nsens1t1ve to both the geometry
(d1fferent polar1zatlons) and phe penetratlon depth

(d1fferent per1ods) of the primary external fields. One



- 1558

.. pue 13yjooms yonuw SI judu

o~

Kouanbaa3 aat3 jo pra213 zZ (E31

?

ININOJWOD THJIININd ONO33S

NIH SSz-9T=1 (1Y3Y) JUNYIINT
| Z IN3NOJHOD

)

FEMTITYS

odwoo 1edioutad puodds 3yl eyl 3dT3ION .mmuwam:m sauauodinod

Teuialjul a3yl jo sjuauodwoo tedroutrad oml 3IS1Td 81°§ aanbtra-

1. NV ¥ .
. ,A\; \ - .‘.. |

DTS
Lt

Ly

IN3INOLHOD qmmquZWzm aNO3J3S -

NIW §62-91=1 (T53¥) TUN¥IINI
AV A IN3NOJHOD

P penay-

IN3INOJKWOD J¢L~u2~zm,nzcumw
NIW S§2-91=1 (TH3Y) TUNNILINI

. X ININOJNOD

~\40

vwlr/ 2P R
et )|
. L

wmwvf\
T D
AN

" 1n3N84am02 WdIINTNL 1SNT4
NIN- §S2-91=1 {83¥) TUNYIINI

Z IN3NOJHOD -

‘X

=
W

[

O~

NI¥d 1S¥I1d

IN3INOJUBD 8dI3
" NIW GS2-91=1 (7153¥) TUN¥IINI
: A

IN3NOJHOID

\4\ g |
MH“WMH\, \\d.%ﬁ e
=ik )
L - L \| wr - +
H“\\,\“\.

—— 3

] . Ed N\ g

. IN3NOJHO0D TH4IININd 1S¥Id

NIW SG2-91=1 (53¥) TUNYIINI
- X IN3NOJNOJ




A

2. s - +3sayy jo juauodwod Tedtoutid 3S1Tj 8yl pue ‘(8l°G°b1d) ‘uorjewiojsueiy
& J-X 943 3I0J udjyel uadq IaeYy YOoTya ‘spotraad g 9y3 woaj spI9lj Z €31 YL 61°G a2anbrg -

N
DN
[
)
|
NV
W
N
D
]
/
:\R

SR

e
N

N\
N
N

]
N ALY

RV
T\~

2V

Ji ST

} Nrl—Af ¢ , . > At
€861 *61 ANC *00:2 -00:1 €861 ‘81 ANr °*S¥:€ -00:1° - €861 ‘62 ANr *0€:S -0€:2
SR " NIWH 0°91 =1 ‘ - NFW 2°€2 =1 NIH 1°€9 =1

Py ({63¥) Z TUNYILINI T . (H3Y) Z TUNY3LNI ’ (T83¥) Z TUNY3LNI

»"1

EZNYZ0NREZ VTN
AN | | A | | A
Vad € a.\M 1,748 =
u‘“. s AN (| n&“\ . Ar..\; {
=" X N\ \ : \\\\\ A \ \ -
7 ANDE || FA AN
YV / _\.\ J I / \ 4 ut ¥
| €861 “62 AINC °00:82-POSE2 €861 ‘62 AONC .co"ﬂmhwa“mu .. ININOJHOD THJIINIYd LS¥IJ
: NIH S°8El=] NIy S-S22=1 NIN SS2-91=1 (53¥) TUNYIINI
(Y3y) 2 qxzerZa . (H3Y) Z TUNY¥3INI . o . Z IN3NOJUHOD

—




et I 's7

!
t

o\ » 3 s . ! '
% o possible explanation of this is the existance of current
,l ‘,Qchannelling phenomenon. As the Eg;th has finite conduotivity
b
ur;‘;ﬁﬂ"ﬂ;rywhere, any magnetovariation fields recorded by an array
—_—

of detectors must contain contributions from currents

induced in conductors benefth the'array and from currents
o .

induced far from the array. If the latter predominate, the -
magnetovariation field can be ascribed to currenmts induced
elsewhere'and channelled under the array in an elongated

ewkcdnductor.
Such channelled currents appear to be dominant in the
Southern Alberta - B.C. (SABC) conductor under the 1983

array. Over a wide p%rlod range, 16-to‘225 minutes, the

A

separated 1nternal fxelds show a persistent l1ne current .

-

feature. Th1s perrod rhnga covers a ratio of 3. '8 to t in the
Wby,

K skxn gepth in.a uo1f6rm cbnductor (=/[225/16]) 1f local
‘1nduc§10h weﬁi domhnant, the observed f1e1dsﬁ espec1a1ly the
separated 1nterna1 flelds, should have shown an obv1ous

”dependence? }esponse on perxod TheiK -L transform analysis

. shbws that th1s 15 hpt éhe case. o ;1;
_ ey : ' “

As mantlonéa dbove, f1e1ds produced by 1oca11y induced

o

currents alwaxp exxst. This can*he shown from the K-L

transform as #ell For the total hor1zontal fields, the

,4

ratlo (nable 5 1b) for real and 1magxnarykcamponents is

rather constant, especially‘for the X f1elds. ‘This means

s

that the t6tal horlzontal components are much less DC- 11ke r

“~

than the 1nternal horlzontal components. However, for the *~ -

total vertlcal field, the much larger ratio for the real

EASO N

.}'
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affcomponent 1s qu1te simllar to that for the 1nternal vertlcal
‘jffleld The coherency 1n the z f1eld§\15 nearly the same in’
.both totel and 1nter§al rlelds. ThlS 15 not surpr151ng,
‘CSane the total hora;ontal f1elds are more "normal" (W1th
1:1nduct1on in a‘laYered Earth) and the z fields are-more\ \;»—”

"_"anomalous and S0 malnly 1nternal Snch character1st1cs of

H

" surface £1e1ds commonly observed are con51steht w1th the

o coherency analy51s by K-L transforms. Y . ol R
SRR S R :

‘\ ,~‘ T .8 ‘,'«_.J:"

5. 13 INVERSION OF SEPARA‘I‘ED INTERNAL FIELDS OF‘ THE SABC
) . . - R | \ \‘_‘. L
\\. ANOMALY' S e . ~

N . Rt < .
“From the Karhunen Loevé“transform analy51s,uthe

L

’non 1nduct1ve character of the SABC anomaly 1s further
conflrmed The 1nvets1on to a horlzontal current sheet in.

e the last chapter 1nd1cated that the currents are : L
.. e C‘ : CT ‘. it

,5concentrated»1n' narrovgand across the Canad1an Rocky

1ead to the conclutlon that the .

l*@Mountalns.,Thes{ featnrfig

&

°ifcurrent produc1ng the SABC anomaly is probably a channelled

“:vcurrent in a. very narrow conductor. Such anomalous>£ng;; g' ..

: -have been 1nverted to 3- D llnear currents ?r constant w1dth

”'qurrent sheets 1@ free space, u51ng both LDPNL and LSINL

O
hmethods The former is more often usea to f1nd a rough model

zﬂ’,

'ﬁh]and then LSINL is. USed to reflne the model iE hi:essary

'VInvers1ons have been carrled out w1th dlfferent onstralnts,

h“data sets and mddels 1n an attempx to explore the model
krjspace anqtigfevaluate the n&n unlqueness Qf the sq;utlons.

o ) . . S
. . . . ) .
e e R ; S < L .
' ’ < :
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5. 13 1 ESCRIPTION. &

Magnetovar1at1on f1elds at 10 perlods greater than 65=H'T
mlnutes were separated and the fﬁternal f1e1ds averaged/to
eglve the data for 1nver51ons. The phase sh1ft1ng before’
1nterpolatfon’was the same as that for the K-L |
transformat1on data‘preparatlon (section 5.12). Thls
QUaranteed that‘thevfields of dlfferent periods to be
. averaged had'the same polarities oVer the 5urvey area°3s
1suggested in (5.39). The data 1nterpolat1on before : l_ﬁﬁ ;{f

separatlon were 51m11ar to that for the K- L transformatlon,

t"except that the data were 1nterpolated on a f1ner gr1d (15

¢

=;by 15) Thls makes the ch01ce of ‘data polnts for 1nver51on~ o
; :k R4 o oy
hmore flexlbf . In separatlon of these 1nterpolated data, the'
round-of f of shorter wavelength components (chapter 4) was
}'

',neglectedffor sgmp;ic1ty. Keeplng such-terms would change

‘the separatlon of flelds at the surface by less than-3
A' . v&'z‘ e s . . ‘l**ﬁ s T )
ppercent R “** : - '
' Before averag1ng, the separated f(elds were. b1ased and

’ \.' i/{" ’
normallzed The follow1ng procedure was used/ﬂvi_/add L s

f'.‘constants to. the components to make X p051t1ve, Y negat1ve

,w”and to glve 7 zero mean value over the array4 (2) normallze'

:.s

3.‘:,

-=the 10 f1e1ds to have the same total @agnetlc f1e1d energy.”
'%JThe baaszng process (1?*has the effect of remov1ng most of

'any constant f1eld of external o}191n Wthh cannot be _
¢ g; .
‘separ&ked from the 1nternal fields. Thls serves &o 1solate

Lo
L8

3the 1nterna1 fleld wh1ch has x p051t1ve, Y negatlve and z

Vaveraged at zero for a- NE SW l1ne current Thls b1a51ng

. Ca
B + ’
L v RN e : o B
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“th

"‘blased data is also given for a few cases.

7‘very large whereas those for the real flelds are much

'smaller.gﬁhls is con51stent w1th the assumpt1on of a

- characterlstlc squared wavenumber of the fleld v’. The *~

‘“?procedure is referred to as PNZ, Pos1t1ve-Negat1ve Zero,

d

:b1as1ngs S1m11ar1y, ‘the data wereralso‘ZZZ b1ased to g1ve

y i

_'different averaged flelds *Because of the W stab1l1z1ng

should not strongly affect the 1nver51on. However the PNZ

’a leﬁlng scheme,gdesp1§ga1ts advantages noted does ampllfy
e

erors to some degree. Most of the 1nver51on is based on

'th z blased average data, but a comparlson w1th the ZZZ

[ 3

Perlods greater than 65 mlnutes correspond to skln

depths gteater than, 100 km in a unlform half space "of

.conductJVJty 0.1 S/m. "The. conduct1v1ty in the.reg1on is

?. iy
11kely to be lower than 0.1 s/m and the skin, deg;h greater

’ ‘than 100 km. The real parts’ of the PNZ averaged f1elds and

thelr standard dev1atlons are shown 1n Fig.5. 20 The

5 -

.standard devratlons for the 1maglnary fields (not shown) are -

. o

‘non 1nduct1ve current h should have no s1gn1f1cant

3

out- of phase components._-“7
L 4

The reason for ch0051ng thlS band of very long per1od

-

1-f1elds is that they will>g1ve negllglble mutual 1nduct1on

F‘ \

‘between the channelled current An the 11ne coniuctor qnd the -
"sunrougdlng medrum. @!bm both chapter 4 and the argument of
"Jones {1986) the. relat1Ve 1mportance of . 1nduct10@ and "‘\g,

ﬂ__channelllng depends on the quantlty uowa and the;

3¢
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induction effect ‘is negligible when

w

(5.40) Hows << v? o~

W

~or . .

(5.40a) o << 300T/A*

ro

°

1n whlch, o (in S/m) 15 the conduct1v1ty of the host medzum,-

v AN

o 'I\ is ‘the period in mlnutes and A (m km) b5 the .
% .

character1stft ';velingth ﬁSr the f1eld cons1dered here,d

. T=65 m;nutes{ 00 kin, "And (5 ﬁ@a)zrequ1re$

[ ] ,
- ’

LI T ’
. : e N R i ‘
0 << 0.217 S/m - : RN T o
N 8 . N - ; v SR R ﬁ
e : , RS T e

whlch is read1ly satlsf1ed in southern Alberta, soutﬁer

Br1tlsh Columbia and 1n most geologxc settlngs.

i

B “
oy \

[

5 134 2 INVERSION WITH LOOSE CONSTRAINTS ON DEPTH

g - ‘
The f1e1df werev1nverted to a 11ne current model w1th 6

&t

iévered by the array and 2 nodes

L

/. nodes" under the area‘

outskde the array on ex s;de ‘The congtralnts on the .

odes are plotted 1n Flg 5 21 For g
Vs
urvey area: thesé are about 30 km by

hor1zonta1 p051tions
the 6 nodes/1n51de the,
100 km strlps perpendlcular to and centered on: the zero ‘

contour of the z f1eid The constra1nts on the depths of\\?

;. \izdes are loOSE° 1ntermed1ateé§odes are confrned 1n the _
,n.‘y_ _ , v : \ , , . ¥ A

ur"

. ~ ) “"A\_ o - . oy o '. B
S ﬁti, BRECITNEE S

<k
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S Flgure 5. 21 Constrazn
‘.. For thq 6 nodes insidé®

¥ . . ) P
. Ao
T Fe

e Suyrvey area,-.
positipns-are’ reStflCtedin fall. w1th1n the 6 str1ps,

.Ffé »apprOf?mately 30 by 100 km.

(¥

»

Oﬂ hor1apnta1‘poslt10ns of nodes.
tpe ‘horizontal

e




N . ) . . e
TS A . B ! . . w T K ek
. ) , 4 o e

168

%} ‘ depth range,zo to 120 km, the two~end nodes in the depth

,,,,,,

§p

km. The constralnts for the 4 nodes outs1de the survey area ’

-are looser in: both horlzontal (Flg 5 21) and vertlcal
. sa"ﬁ”(.
b d1men51ons because of hlgher uncetta1nty of.these

W
ke VI

parameters. The model sought is expected to be smooth ’ f“QQ

therefore the 6 1nsxde nodes, 1n addltlon, are constra1ned
L

Vi ,
%?f cutrent oﬁ 10 nodes,'w1th 31 parameters. The data arj'}rom -if‘m

N the PNZ blased average f1elds, at 3 by 3 data pokhtf -

ﬂl ‘data. ThlS 5&&3“ underdetermlned case and the "LDSNL method |
was used 'The startlng model followed the north-dbsgprn edge .
of the coﬁstra1nt strxps at 90 km depth‘ @;ter 8 1terat10ns -
the solutlon stablllzed (changes to coordlnates of each node

f ,uere less than 3 km) Thqugtlmated depths oﬁtthe m1dd1e ’

‘i nodes a?e in theﬂrange 75 - 113 km. The overall f1t and the
t11t1ng plane normal fléﬁds flnally‘resolved are llsted 1n ;
Table Shj1 , ‘ : ;- ) / BT ‘ . ‘TiQ;<

- ‘L:". R .Table 5.11 {‘;. . o Y
* R(s8) . 0.382 - 0.353~ ° 0.282 0.297
L . R(AB) ... '0.340 = 0.304 0 171 . . 70,285 ' )
4  *R(§/8B) . 1.156 1.075 . . 1.163 7 10021 '
. correlation. +: " 0.837 0887 L A0.955. ™
normal field . '—18 2*0 08X -21.1*0.17Y: .%3:9 }3{ :
A P . s R R

Ee oVeralI m}sf1t (Table 5 11) is larger than the erroregn

L BV : i [ .
o

T T AT SRR "f
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the data. o ' ‘ L
With 5 by 5 dat&wpoints, 75 data,.thd éieldst;rq-*
- inverted fo a 10 node mddel\with the LS?NL method‘iFigé.5:24
and 5.25, and TaSlé 5.12). The starting?modelvis taken as
.the best model échieved‘by.:he»abéve~£DbNL method;‘Af£Er 4
iterations the best model was achieQed. The estimated aepths
of the middle:nodes are between 69 and 120.km. This model
erfits the data; with the R(6/AB},factor.0.777., ’ B
The two models have some common features;,The‘nodes'
. south—west of the Canadian Rockies are‘shalioyer. Crossing
the Rockies, ;ﬁe current piunggs ané‘mhkeé"a sha:p’bend!

towards the east.

~

Table 5.12:m |

¥ * N

¢ ~

o
J "
o . .
: vy
Y R )

v

" total field X A & ' Z
R(§B) 0.246 0.181 0.116 .,  0.245
R(AB) 0.292 0.276 | -0.147 ~ °  0.287
R(6/AB)  0.777 = .0.812 0.889 0.924
‘correlation o 0.952° 0.367 - 0.970.,
normal field '-36.2%¥0.04X -45.9+0.19Y -0.4
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5.ﬂ3 3 INVERSION WITH CONSTRAINTS IN FAVOUR OF SHALLOWER

.

v -nonm.s\

. e
\‘,, . hR

‘ In én &ttempt to bring the model closer to the surface, =
the constra1nts were changed to give shallower depth ranges.
‘ﬁ' Onlylthe results of the 1teratxon process are shown in )
it Fig.5.26. The middle'nodes are confined in the depth range
| 10 to qd km, With 3 by 3 data points, 27 data from the PNZ
biasedﬁfields, an initial model along the north-western edge
of  the constralnt str1ps, and an initial depth of 30 km, |
LDPNL 1nvers1on stabxiized atter 7 1terations. Fig.5. 26
shows that the model gives a popr f1t to.the data and the
root- mean square mlsf1t in the total f1e1d is about three
”At1mes?as large that oi‘the error 'in the data. To ref1ne the.

- model further w1th LS;NL was hopeless and has not been

5 attéﬁpted o : e X \ - g//f\
Sy oL o . . A
e <constralnlng the’curqent in the linear condbctor to be )

weake} than.;ngEurrggt rgealoed in,the best-fitting model
can algo bring the -inverted current to a shallower'depth. 3

With the PNZ biased da a, and'the current constrained to be

66 percent of. the best fitting LSINL inverted model, B by 5
data po1nts were 1nwerted by‘the LSINL method . (Flgs 5. 27 and
5.28, and Table 5. 13)'. The estimated depths-of the m1dd1e
nod §are-47 te 120 km. With 5 bz 5 po1nts of the ZZZ b1ased .
| da:z;SShd cur;ent of 55 per cent, LSINL glVes somewhat . ,
AZgﬂébffexent,model (F1gs 5.29 and 5, 30 ’eqd'Table 5 14) The -

. v‘z."-bé‘)-’,tr. : S e
: .‘.;;8 to 118 kmfﬂ"l‘hese o T

%

. ?i.

&

v
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"large when comparea to the absolute error ih'qhe datg ‘The

»

- -.4R(5/AB) factor ;s 0. 95 for the 1nverszon wzth the PNZ dafa

’ respeozifely, because th

LA ; r 2 ™
T .

04"~~

’

., and 1.17 for the 1nvers1on w1th the ZZZ data. Such measures

. of. fit cannot be evaluatgﬁ@alone. Not1ce that the relat1ve

Jrrors in the ﬁata now become large, 0.476. and 0. 582

“fields to be f1tted are weaker,

The f1

ds’-to be fitted/ are weakened by'a normal field

';resolved by the w vec or- wh;ch we%kens the or1g1nal data tol

——— ~

make a weak current mode& f1tt1ng the data better. The T

current 1nverted at each 1terat10n is at the maximum curwenta
-allowed:b; -the current constralnt, suggestlng that the these

ﬁconstra1nts modlfy ‘the solution to accommodate a model w1th‘

[

‘ less current at shallower depth The models determlned from

Spch relat;vely noisy data must be evaluated w;th great

.

cautlon. . o /

,A
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Table 5.13 o . ]
\ “ ,
total field X Y g
R(6B) 0.423 0.312 - 0.203 0. 298tl
R(AB) ‘~0“m§§ 0.379 0.215 . 0.286
R(G/AB) . 0..908 0.972 1,021
correlatlon 0.909 0.946 . 0.961
- normal. f1e1d -47.4-0.04X 1. 5+0 19Y . 5:5
i . Table 5.14 |
s foﬁukﬂiield e 'S Lz
' ! ) > )
R(68) 0. 624 0.370 0.216 0.308
R(AB) 0.582 \ .308 0.-158 . 0.284
CR(8/AB) . 1.12Q .095 1. 171{-‘ - 1,042
correlatlon L 0.891 0.932 /" 0,955
45.7-0. o7xf-1o7 o+o 16Y -

a4
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5 13.4 INVERSiON TO CURRENT SHEET OF éONSTkNT WIDTH o
A shéet current of constant wxdth is probably a mpre
real1st1c model, The weak current'constra1nt, 55 per cent of

best-model line current, is again imposed. The width of the -

e

sheet is constraine® between 20 and 80 km. A current sheet
: ﬁider‘than 80 km would not be compatible with the horizontal
current’ sheet inversion in chapter 4, and too narrow.a sheet

would be hardlyTany dlfferent from a linear current The

_inversions to a sheet current occasionally‘give (d%{ing

;teretione) widths below 80 km. The :ihal‘ﬁpeet.curreqt

medels almost always EOpvergb on an 80 km widtlh. From the -
test model 2 (section 5. 11»2f, the width of the sheet can be

-reasonably - inverted but sheets of dlfferent w1dths do not
n change the surfaceAf1elds very ‘much,’ Therefore, the
constraln o;\the width are not changed and the estimated

width, 86 km, is‘believed to be a fair estimate of the <

actual width;of'the‘fﬁrrent sheet.

&

. The data are 5 by 5 points from the PNZ biased set, and

the initial model is ‘the best-fltting sheet .model (not

. . T K3
-shown) B
Table 5.15

total field . X ¢ I £
R(6B) ~ 0. 449 0.341 0.304 - 0.309
R(AB) 0.485 - 0.377 . 0.283 = __ 0.287
R(6/AB) 1.021¢ 0.951 : 1.037 . -1.038
correlation ' 0.907 0.927 0.954

normal field . © -51,0~0.03% 27.7+0,20Y -1.5
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Figure 5.32 Iteration process for the sheet current
inversion in Fig.5.31. : ’ .
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.. C e i ' . o

obtained with the LSINL method. Since the current is
“éonstrainqﬂ to be. weaker, the%inverted model 19 expected to

be shallqwer (Figs.5.31 and 5! 32 and Tdble 5.15). The
.'resolved dpptha of the 6 insgide nodes (from south to north)
are 32, 35,\37 60, 87 and 130 km, and are congrgérably
shallower than any of the,results of the above inversions.
The features of the nodal p031t1ons noted in sectlon 5.%3,2
rema1n..the southern nodes are at shallower depqhs, and the
current makes a bend tqwards the east in the,no;th east
guadrant of the sd;ye¥ aréa,

.\‘

v
A\
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5.13.5 iNVFRSION WITH OTHER MODELS AND DATA SETS ,
] Inversion with dxf!er!lt data sets and ditterent me;ela
have been attempted W1th the above PNZ biased average
f1e1da, in the per;od range 65-225 minutes, a 5 nodes model'
is fitted to the data with weak (55 percent of optimum }ine
current) current -constraints. The inverted constant-width

sheet-current model'is presented in Figs.5.33 and 5.34 and

Table 5.16. The overall features of this simpie model

Table 5,16

- total field & oy oz

R(SB) 0.484 0.331 - 0.258 0.325
"R(AB) 0.560 0.423 0.254 0.286
R(5/AB)  0.999 0.885 . 1.009 1.065
correlation 0.913 0.936 0.949

nérmal field - =-32,5-0.15% 21.0+0.18Y 5.2

resemble those noted for the- 10 nodes meée} inverted with
the same constraints on current intensity and'sheet width
(eee Figs.5.31 and 5.32). Of the three intermediate nodes,
the two to the west are at shallower éepths, 32 and 55 km,
and the one to.the‘eaet becomes deeper, 77lkm. The bend,
after crossiﬁg the Rocmies, to the east is stiil an obvious
'feature.. ‘
Some 33 separated internal flelds with~periods h12§$5
range 16 5 to 37. 0 minutes, are averaged (22Z blased) to
form another data set for the inversion. A 5 nodes sheet
«current model (not shown) with weak current constraints . (55

-percent), inverted w1th the LSINL method, closely. resembles
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the model 1nverted wzth théidata averaged over lonq%r perlod
flelds (Flgs 5 33 and 5. 34). All prev1ously noted major

B

features of the current rema1n unchanged The three
“1ntermed1ate nodes are’ at slxghtly greater depths,,39 66 -
~and 94 km,‘compared to 32, 55 and 77 km of the model ,]' ,‘,v"[

l

‘ 1nverted from flelds of: longer per1ods. These greater depths

Y

" show the relat1ve,deepen1ng é?}ects (sect1on 5.13. 1) ‘on the, |

: mbdel 1nverted from shortér perlod flelds.‘The opp051te; \iDF‘
effects, that’ some shallower depths would be 1nverted from o
shorter perlod data, are expected for flelds domlnatéd by '
local 1nduct<;n, beiause currents IndUced by flelds of

\shorter per1 é/are closer to the surface. Therefore thls -

»

: deeper model 1nverted from shorter perlod f1elds aga1n v
?{1 conflrms thatnzhe observed anomaly 1s domlnated by
channeried*cu ents. "'.f' 3 ’:.};.,,»' o } :d |

. - -
Yo

5 14 SUMMARY OF THE GEOHE@RY OF THE CURRENT CHANNEL \
‘ The resolved depth of the 11ne current\%s greater than
‘ the ax1s of the current concentratlon for two reasons. The
s spreadlng of actual current tends to b1as tw& 1nverted |
current to a greater depth Further, the mutual 1nductlon of, d

L3

the current channel and the surroundfng rock shields the ;
fleld of the channelled current.,The effect of the sh1e1d1ng .
1s to smooth out the spatlal gradlent of t‘e fleld of the

the 1nvers1on by -

current, and ahxs effect is compensate‘

plac1ng the edu1valent 11ne current at a greater depth ‘The.

Fl

’ two b1a51ng effects above work 1n the same sense and add /) B



-

| _because ofu//e b1a51ng effects, may be sllghtly shallower.
s

e 7
,the Rocky Mounta1n Ranges. South west of the mounta1ns thevm

rcurrentﬁds shallower, in the depth range 32 tp 90 km, anly

by the constralnts. Relaxlng the depth constraxnts;

N . . 0
¢ » . P

, . . ,.“ 4.""

- together to. overestlmate the depth of the actual c rrent.

;";fFrom the test models 2 and 3 «nn whlch Only the effect of
;spreadlng of currents was examlned this deepen1ng effect 1sy*
‘,not too/bbv1ods. The effect of a conduct1ng Earth on the

' 1nverted depths of the channelled currents is d1ff1cu1t to .

/

"test by means of synthe51zed data. It 1s expected however,'ff

";that such an effect w111 be less 1mportant for f1elds of

1onger¢per10ds (sectlon 5. 13 1) The sl1ghtly deegen1ng

;effect ﬂot the model 1nverted from shorter per1od flelds

"(sectlon 5 13 '57) 1mpl1es ‘that the r0cks surround1ng the

currene channel have very low conduct1v1ty.h;

The 1nverted depths for the mlddle nodes of the (o rrent',

channel (both llne and sheet model) ‘are’in the range

1

“120 km. The best f1tt1ng models of varlous reasonable

1nver81ons are deplcted 1n Flg 5.35. The actual depth

The curren egments are roughly d1v1ded 1nto two groups by

north east of the mountaln deeper and 1n the range 70 t _120%

»km.,The maxlmum depths of nodes 1n some cases are. c;7trolled

ght

]'make the depths of north eastern nodes (already deep) even
'deeper. The m1n1mum depths COnstralned are well beld"the

.actual 1nverted values. Attempts to 1nVert the current at

.'“k;\\ :
E shallower depths (sect1on 5. 13 3) were. not very successful

| ¢

, and 1tl1$ llkely that thf 1nverted\depths set a secure
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Zm1n1mum for the true depths. o,

The current sheet 1nver51ons in chapter 4 g1ve us a
maX1mum depth of the conductlve structure. Before reachlng
the upper surface of the structure the 1nverted current
”sheet shows dominant'short wavelength components.'Placing7
the current sheet loWer makes the solutlon d1vergent. The
vmaxlmum depthrest1mated in. Chapter 4 is around 55 km. This
is’ not 1n contradlctlon w1th the 1nvers1on results in thgs?
chapter. The value, 55 km, is the maxlmum depth of the
\‘shallowest p01ntaof the conductor. The max1mum depth thus
~lnferred is very often overest1mated (sectlon 9.9 1n Qxant

and West‘ 1965) because‘og 1nev1table 1oss of short

wavelengths from the spectra as a result of sparse statlon

| ff ,1ng. Therefore, the shallowest po1nt of the conductor is
“at- less than 55 km.'The depths of the siiiépwest nodes

:1nverted 1?‘Fh15 chapter wlth 1oose.dep. _constraints'(ih,‘
favour of deeper modelS) are around-?O-BO km (section _ |
5.13. 2)f whlch are/supposed to beun#Erestlmates. While those
1nverted‘w1th ¢constraints in favour of shallower models are
‘about 30'gb (sectlon 5. 13 3) Therefore, the 55 km depth
‘~hfrom chapfer 4 1s betgéén thdse llmlts. ,

Thus the two approaches of. current 1nver51on give us a

:depth range w1th1n which the anomalous conductor channels
‘currents. In addztlon the wrdth of this strUCture has been‘
Jestlmated to be 60 80 km (Chapters 4 and section 5, 13 4)
'The‘current 1nver51ons haze thus to.someﬂextent,derlned the
"geometry_of the’structure= .".,” e

L ’ . R - . ~
) . . -
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The current 1nver51ons offered no’ d1rect ev1dence of
the conduct1v1ty of this anomalous body beyond order of
.magn1tude*est1mates. To be effect1ve as a current channel_
the conduct1v1ty of the body has to be at least one order of'
magﬁltude larger than the surround1ng medium, Tak1ng 10-?

' §/m, the.value for dry rock, as the conduct1v1ty of the host

U‘med1um, then the body has at 1east a conductivity 10°* S/m. .

. The absolute values of the magnet1c fields observed at the

]

| surface, the cross sectlon of'the body and p0551ble electric
field 1nten51ty estlmates m1ght in pr1nc1p1e further 11m1t
- the conduct1v1ty value. MT sound1ngs should jn future much
llmprove the estimates of both depth and conduct1v1ty of the

Stl’UCtUI‘E. ..

5. 15 STRUCTURAL IMPLICATIONS OF THE CURRENT INVERSION "‘
~ Wet: sedlments at the’ Earth s surface can sometlmes |
n! expla;n most of an observed‘anomaly,,but thrs is notﬂthe
case for the 1983.array. The strongeSt reason to.discard
such a surface conductor is in the losal geology. -In this
area most'near surface structures have str1kes parallel to
uthe Rocky Mountaln rldge, notably the Rocky Mountain thrust
faultlng system down to. the depth of a few k1lometers
'(Monger and Prlce; 1979;, Wright, 1984).‘Themmagnetovariationl
fields map a current flowing approximately,perpendicuiar to”
the regional strike of-upper crustal structures: This fact.
jimmediately excludes. a near-surface origin of«the internal

fi€lds. o e =
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| The southern end of the current channel mapped by the
. array coincides with the Precambr1an rift valley proposed by
Kanasewich (1968) Fxg 5.36 (from Kanasewich, 1968). The
depth resolved for that rlft is between 30 and 40 km, within

v the depth range for the nodes of the current models in that

-~

alea. The Alberta part of the r1ft was discovered in seismic

| refleotion etudies and was theh“extrapolated‘by grau{ty 1ous
and’magnetic highs co-existing in its Albegka part'down'to
lsouthern Br1tlsh Columbla. Therefore the southern end of the
;r1ft7 where it coinc1des with the current channel is less
certa;n than its Albertaasectlon. Since the current channel'
?uns.sstNNE makingvan'angle‘with the proposed.rift, which

runs WSW-éﬁE, and only coincides with the rift at one end,

'whé?e-the:riﬁt_itself is ieast.securely located, the

conductor found is Unlikely‘to be the same rift strucgbref

<
In southern Alberta and Br1t15h Columbla

magnetotellur1c and geomagnet1c depth sound1ng studles

(Gough 1986, and references there quoted) have-revealed
compllcated conductlve structures.;The CCR Canadlan
Cordilleran Reg1onal conductor (Gough, 1986 Dragert and

Clarke f917; Bingham et~a1,;1985) is at the~§outhfwest

~corner of the array. Gough (1986) shggested that thevf

~north-eastern limit of the CCR conductor lies along the;'

Kootenay Arc.(Fig.5;37). From Fig.5.37 (Fig.2 in Gough,

: ' : : r.. . ; . -
- 1986) and also from the current 1nversron‘of“thre thesis,

the.SABC conductor is not in direct contact with the CCR

-ﬂcoqductorL'Camfield et al (1970) 'in an array, which was in \

o
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Figure 5,36 Fig.2 of Kanasewich (1968). The area of the
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superimposed. ' S ‘
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Fig. 2. Schematic representation of three ;onductive'“st‘%’ucturcs in western Canada:
CCR, Canadian Cordilleran Regional conductor; NR, Northern Rockies conductor; S4BC,
Southern Alberta - British Columbia conductor; PG, Purcell Geanticline; KA, Koolenay
Arc, ‘Teétonic provinces, named in Figure 1, are outlined. -

©

. - Figure 5,37 Eig.z!of Gough (1986). The area of the
° magnetometer -array and the current channel inverted are

superimposed. .

VAl
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Vozoff and Ellis (1966) partly coincided with the 1983

193

the northwestern Unlted States and southwestern Canada,

partly overlapping our array, not1ced current flow1ng to SSW

'1nto washington State. This is the SSW extensidn of the SABC

conductor. Porath.et al (1971) modelled 1t 1n the .depth

- range 40-60 km, whlch is very close to the depths resolved

by the current 1nve;51ons in this the51s with loose

constraints on depths (section 5.13.2). Such extension is.

' likely to connect the SABC conductor- to the massive.CCR

1

conductor. Therefore the CCR conductor is poss1bly servxng

‘as one end ofrthe reservo1r of 1nduced current, wh1ch 1s

channelled though SABC conductor.. \ ]

Cochrane and Hyndman'(1970) calculated transfer

Ifunct1ons along an east-west proflle across our array at

about 49,5°N latitude. _They 1nverted the o ‘.

'Grand Forks- hbr1dge (118.5°W- 112 5°w) reduced data over a

w

“’per1od range of 10-240 m1nutes to gzve a 1-D geoelectr1ca1

model A moderately conduct1ve (0 01 S/m) layer is at about
50 km depth for the eastern portlon, and a better conductor
(01 's/m) at about 25 km depth for the western - port1on.

Caner et al (1969) and Caner (1971)q comb1n1ng GDS and MT :
data, glve 51m11ar 1-D model for the same arefﬁ Tﬁ;s dipping

of the .conductot from west ,to east is cons1stent W1th the

plunglng of the narrow SABC conductor here'reported ‘and the

depths are slaghtly shallower»than those inferred from these

current inversions. .
Magnetotelluric measuremenﬁs in southern Alberta by .

[y
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array. One of the1r statxons (Be1seker) 1
«b‘ﬁta‘_

| the current channel at 51,6°N, Thffzepth of conduct1v1ty

on the track of

increase, from 10°* to 10‘_2 S/m, 1bmat 80 km depth; wh1c£ is
consieten: with the depths of currents (nodes in that 'area)
resolved with yeak current constraints (section 5.#5{3), The
‘depth of the Moho north~east of'the Rockies haa‘a ﬁscal‘?

maximum shown 1n F1g 5.38 (Fig 10 in Kanasew1ch et;al

gently (Fig.5.38).

conductor''is therefore supported by other’geophy51ca19
.results; The;conductor may well be very close to the Moho,
either above orvbelow'it.
| Seismic refractioh studies in the sohthern Rocky
mountain trench from/50°N to 53°N revealed.a low velocity
g\wfghe 8 km beneath the Moho, at 50 km, and approxlmately 7 km
vtthk (Bennett et al, 1975). ‘Wickens (1971) used phase
velocities of Rayleigh and‘Loveﬁgurfaceywaves to study the
lithosphere structure in Canada. He also noticed a profound -
LVZ in western Canada, V as low as 4.20 km/sec. bet;een
50-90 km depths. This LVZ m1ght c01nc1de with a. good |
conductor.;The LVZ is likely to have larger hor1zonta1
extent than the narrow SABC conductor. If the LVZ is lifted
/%1ong the proposed locatlon of the SABC conductor, 1t can
| serve the‘purposg as wellf Actually,fthe model suggested by

Porath et al_(197J) to explain the linear»comductor (the
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extension of SABC conductor), is a local uplifting of a
'highly_conductive‘layer at the propoeed position of the
llineat condtctor. |
This pa:t of the Canadian Cordillera hes been found te

have high geothermal flux (Davis and Lewis, 1984). ‘Hot
material in the upper mantle'necessarily/explains the LVZ
and high qpnductivity (Stacey, 1977, chap.8; Gough, 1986).

' "Even with constraints in favour of a shallower model
the depths of nodes east of the Rockies are always
. coneiderably deeper than the depth of Moho tper’.
Consequently, at least the north-eastern portlon of the SAQ&
.conductor is unlikely to be within the crust ‘The
south-western nodes can be as shallow as in the crust with
some specific constraints imposed during'inversion; A
'conductor connecting the crust and mantle is difficdlt‘to
explain, un&ess an act1ve subduction is involved; say, along
“the plunglng portxon of the conductor, Therefore, the deeper -
mantle models"a;e preferred. Considering that the current
inversion tends to give results of biased (to greater5

.
.depths, a shallower model of crustal origin cannot be

excluded.

The plunging portion of the SABC conductor‘kFigu 5.35)
runs maiﬁly:east;west, This sggment of current preduces
'mainly the Xy(north) component of the fiel?s. The model"
misfit has an obvious gredient near the point where the

current makes a sharp turn to the north (e.g. Fig.5.33).

This shoys the inadequacy of both the line and the
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-constant-width sheet current models. The reality of the
Aplungzng of the SABC conductor is therefcre open to
 quest1on. ‘If the plunging of the conductor is less
emphasxzed, the depths resolved for the south-western
éortion of the conductor are considered to be more reliable.
The sg;ucture, then, may very ﬁeil residé“in the lower
crust. The lower crust cond&;tor could be related to

~conductive mineralization or te saline water (Gough and

Ingham, 1983; Gough, 1986a),



. 6. CONCLUSIONS

The major contributions of this thesis cangbe divided into

two cateéorios, data representation (chapters 2‘énd 3) and
1nvers1on (chapters 4 and 5). .

The normal field estimation by the plane-wave

-representatiofi (chapter 2) is essentially a smoothing

scheme. This smpothing is suitable for tfe ahalysis of
.substormﬁevents observed at middle &nd low latitudes over an -
anomalous conductiQe structure in the lower crust or upper.
mantle, For suﬁh an external-internal gprrent'sourcd
’ configuration; the normal field }s expected to be smooth.
"Two major advantages of'this representation are the aﬁi&ity
to recognize the weights og cqntributions from internal and
external Qources and the.abilitf to use this representatibn‘
as a guide in the choice of frequency somponents for further
analysié. Usiﬁgdﬁhe methods dgveloﬁgavin chapter 3, It may.
be péssible to separate tge longfwavelength~componengp into
external and interna; parts. However, rigorousvtests are’
needed in order to confirm the accuracy of SUCh.separatgong“
since they may not be very reliable for fields4vith spatial
wavelengths much larger than the array dimensions.

/  The separation of fields into internal and external ™
parts in the wave- number domain is computat1onally
efficient. Appixggtlons to both synthe51zed and field data . |
have proved to be §dt1sfactory and easy to use. In addition,

the results of the separation are in a form wh1ch allows °

further analys1s in both space and wave-number domains. Thxs

198 ‘ !



= Maxwell equatlons and is a prerequ151te for the current

¥ sheet 1nver31ons 1n chapter 4. f!i R
o '.fThéiﬂ. 'rs;on of flelds to a horlzontal cu renngﬁZit

4

' and space.
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1n a conductlng medlum 1s su1table for- some co flgurat1ons o

' of both locally 1nduced and channelled currents. For the o

former case the cho1ce of a, normal geoelectrlc sectlon may
* \

" 'be 1mportant espec1a11y for a’ short per1od f1elds. For the
| channelled currents of 1ong per1od flelds, however, any

| model w1th low conduct1v1ty is adequate.‘_p‘

/

The 1nvers1on to 3 D 1¥ne or constant w1dth sheet

current is geometrlcally the most compllcated set of models

g

¥

chosen for current 1nver51on in- thus the51s. It best su1ts T

=T
e T

‘ the 1nver51on of channelled currents and offers no d1rect

'estlmates qf the conduct1v1ty of the anomalous structure.k

The next step 1n soph15t1cat1on for such models 1s to place
the model current 1n “a conductlng medlum to allow the

estlmatlonPof the sh1e1d1ng effects of that med1um The

L 7

”’solut1on of the comblned flelds of local 1nduct10n and

current channelllng 1n general as a olutlon of the Maxwell

»

equatlons would requ1re better data coverage bdth 1n t1me
. *PA’ i

The schemes devgloped in th1s the51s, for regulatlng

g the 1nvers1on 1terat1on process, are appllcable to

parametrlc 1nver51ons in general ‘



| The W- stab111zat10n scheme is a s1mple and pract1cal
Qapp%pach to the control of systematrc errors in the data. An“”‘
:understandlng of the nature of any systemat1c errors is the
key to"the proper formatlon of . swg@ W vectors. A unlform ‘

: ‘systemat1c error is the 51mp1est case and is suggested for
| most 1nver51ons £o compensate for any;basellne ShlftS due to '
relther 1nstrumentat10n or: dlgltlzatloﬂ errqﬁs@

The programmlng technlque LSINL is suitable for
overdetﬁrm1ned problems, and resembles ghe ordlnary 1east
,)squares solutlon when the llnear 1nequal1ty constralnts are
77dropped (ot set very loose) It is p0551b1e to 1mp1ement the

‘concept f damped Ieast squares (e.g. Menke, 1984) into the
LSINL p:ggrammlng to make it more general and flexlbl

The LDPNL - programmlng is appllcable to both over an

.’\_under determlned problems. A model can be 1ﬁverted to fic

‘_the data w1th the de81red accuracy by compre551ng the error
bars to preset.lower 11m1ts only. The error compte551on :
fmethod:prov1de5‘a.flexlble_way.to control the;1terat1on
'.process;.andcan‘be{urther lmproved tohspeed np‘the
rconvergence to a stahle&§3lut1on. ’ _ l _ .

- At present the LSINL and the LDPNL methods cannot
‘dlrectly estlmate the errors in the resolved model
parameters. The ranges 1n of the model parameters can be
obtalned by changlng the constralnts on the model as h
"'1llustrated in chapter 5, It 1s p0551b1e to study the errors,

"’mapped 1nto the model parameters from those 1n the data by '.

fexamlnlng the var1at10n of the estlmates of the parametérs _

o



" -b)ol1

of the model - when the error bars for the ‘LDPNL 1nvers1on are

\

3

changed ;F DR ;l e 'f’”" o |

e The strategy developed in- thlS the51s has proved to be,
successful in the estlmatlon of the 3-D geometry of the SABCr
| onductor espec1ally when the models are compared w1th other
geophy51cal and geolog1ca1 datﬁ ‘for the sa&e ‘area. Wlth ‘some

moglflcat1ons, thls strategy is expected to be appllcable to

1nvest1gat1ng the geometry of the external 1onosphere and

.....

magnetosphere sources of the magnetovar1at1on fields.

»

&1
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APPENDIX 1: NATURE OF THE INDUCTION MATRIX D

¢

For cbmponénts'of fields with'fﬁe Same épace‘?ﬁ,n) and time

((w) dgﬁendence/ layers of a givén,conductivity'are':
characterized by’the'same'parameter 6 as defined in (4.20).
In this section the D matrix of a layer of thickness h will
be denoted D(6,h), and the natufe of\these matrices will be
examined. e |

1. D is a quasi-equal-power matrix:

s
4

(A-]) ’ D(G},h1+hz) = D(G,h,)D(O,hz)
v, ‘ S o
From (4.35), the r.h.s ofv?§.1) becomes

)

D(6,hy) D(6,hs) = ' -~

ch(6h,) sh(eh ¥ ch(6hz) sh(6hz) -6 ]

] [ sh(6h,)/6 ch(h,) ] [ sh(6h;)/8 ch(6hs)
.. : . ‘ ]
As ‘ S , //

sh(a)ch(b)+chla)sh(b)=sh(a+b)
ch(a)ch(b)+sh(a)sh(b)=ch(a+b)

. N
the above product becomes

‘ [ACh[O(h1+hz)]. sh[6(h,+h;)] 6

) : ] = D(01h1+h2)
sh[8(hy+h;)1/8  chl[8(h,+h;)] ’ .

T~ ‘ ‘ : 209
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2. The D matrix'is quasi-Abelian (Cushing, 1975,'p.539):

BMD(6,h,)D(6,hs) = D(O,ha) -D(6,h,)

From (A.1):
&

.
oo

D(9ph1)'D(9'hz) = D(0:h1+h2) L
D(6,ha+hy) = D(6,hs) D(6,h,)

3. A layer of zero thickness and finite éonductivity‘does

not modify the field propagation. This implies that

1

-~

(A.3) lim p(6,h+0) » 1.
Wben

6h.= h-y(jwuo+r®*) » 0, 6*h » 0 and

'Y

ch(eh) = 1+6*h? » 1
sh(6h)/6 = h » 0
sh(6h) -8 = 6°h + 0

Thus in this case (4.35) reduces to: \\u

] 1 62h
(a.8) "D(6,h=0) = [ ] - 1
- | h 1 ;

Equation (A.4) can be extended to show that the

induction matrix of an infinitesimally thin layer is the sum --—



211

of an identical mat and an infinitesimal matrix &D(6,h)

proportional to ht.
(A.5) §D = Q(z2)-h

wvhere Q(z) is a functiOn'of z determined°by the- z dependence
of the conductivity o(z):

-

0 6: ] r 0 Jwpeo(z)+p? ]

(A.6) o(z) = [
1 1 0

Thus the induction'matriﬁ/of such a layer is:

(A.77 " Blz) = 1+0(z) -h



prsnmx 2: ANALYTIC SOLUTION FOR ARBITRARY blnu-ngp DENCE
OF THE .CONDUCTIVITY .

-

In the recursive method of solving for the

¥

electromagnetic field immediately below z=z; the qggerygd'

field v, is transformed by the following matrices of
(4.27¢):

(4.28d) _ (Dj.)°* { D, -+ Dy } D&

For ¢(z) an arbitrary function of z, the Earth can be

considered as an infinite number of infinitesimally thin

layers. The induction matrix correSpOnding to each

infinitesimal layer is: o
. . - N\y

(A.8) - D(z) = 1+Q(2)-dz

The set of Q(z)'s depends on a continuum z and is a
contipuou5'function of it. . -

The product of :an infinite number of induction matrices .

of all the layer_élements'in a layer with uppér surface at

- z=z~ and lover surface at z=z' can be reduced to a sum of

integrations:

+ z

‘D(z) =1+ Zj(x‘éx + éé(x)bx-iQ(y)&yv+

y=z-

(A.9)
N

=11

+ 1Q(x)6x £Q(y) 8y E0(z) 6z +
z- y=z-"  Tzaz-

212 N

[ 4



(6x: 20) =» 1 +e}é(xfdx‘4l}é(x)dxyiQ(y)dy +
*’“ff“"“'j'f"fjf;”4,””f“;Q(x)ax JQ(y)dy-JQ(z)dzﬁ+ ﬂ) e
"~ Rewrite the.above'as{an‘infinite series; o SR

. (A.10) D(ez—},‘,)/ ,ifw (z° )

" in which,

. D R - SRR R . : . 3
. i . a0

;JW'*“ ;i . ' - : .F: Ce
-'“(A.rj)i$2wo(zy)' L

)

m
4

\r,ulx : A DI ," &
1,0 . o :

R ‘ : T Y L . A
- {a.12) \”‘wﬁ(??)fr~19(x)dx e

4

RSEI W(z) ;Q(x) w,-,(x)ax ;35‘;.:} 3,

vAt flrst glance 1t_seems forblddlng to predlct the form of W
= terms of hlgher orders._Because of the spec1al form of

S N W
’»‘matrlx Q, ltllS easy tq_prove that
- s S . ;.ﬁgjj_f‘ >x, SE e
(AL 14) W (z ) detidxzv Idx, Wj(X1,Xz, ‘JeXI)
SR ) X : z.- ; SR

:,;“ﬁere\for,j~eﬁeh, : ‘3tef‘eev]}a”
fun NP T L e e B R R
PR ',[;e(xw)egxa) 8(x,-1) T j'_ 0 L

(A 18] wl = . P ] B
crd el 'J.‘_.__. o - O(Xz)e(xa) FQ"(XJ)

© -while fof j 0dd,



. o0 e(x)8(x;)
v_¢3ﬁ% : e R Ce
TTUB(R2)0(xa) -0 ) .0

* ,jg 3’ 5’7 e . . ; s

o

The.cqmpiex‘p§£e@eter‘9(x) ist

(A-17)' 'G(x) = imuOO(x)+p=§§.

1

It is easy to prove that a series of the type of - (A 9)

or (A. 10) converqes for an N*N matr1x Q if there is a'

&

w._cilef.lnlte upper 11m1t for all the matr1x element Q., between

o the 1ntegrat10n 11m1ts.,'

Suppose we'have, fpr'ell i and s
| 9i;(2) | <M, z'2z22"

Then,

RS

| Dy g(8,ztzT) | S By z ¢ N M Jéx,de,'-!

< Z { N M“(z —z ) /k! 1

k-'o
'yiéveXp[NMtz‘—z‘flv

¢

N =X

1 Qe
Mot

B
St

';NUmerieal3integration‘of (a. 9) is tediouS*and only'fOr&Very

1ong wavelengths and very long perlods does 1t converge

reasonably fast Sem1 analytlcal 1ntegrat10n is. preferred

‘Representmg the conduct1v1ty proflle as a polynom1a1 ﬁ
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function of depth analyticalta‘tegration of (h 9) can be“
performea by a computer to det rm1ne coef£1c1ents of the |
N 1ntegrated polynomlal. The convenlence of th1s type of
| solutlon is that it depends on only a standard ‘school Gr
‘funct1ons,~here the functlon in (4. 7) and one only has to
‘determ1ne the coeff1c1ents of thlS standard functlon through
matrlx 1ntegrat10n 11ke (A 9) Of course the derlved

coeff1C1ents are only 'valid for the. 1mmed1ate nelghborhood

of the depth to which the 1ntegrat10n is carrled from the

.
surface. :
.bv'
LTS '
,
&'.;.,A K
, £
JE
-~ 1 -
, : <
- > o .
- g L
el : - . 0"
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¢ -  APPENDIX 3': Wy 'vn:c'ron

The solut1on of the least square problem (5 24b) 1s denoted v
.estl referrlng to stablllzatlon from the left hand 51de of
the misfit eguat;gn. For 51mp11c1ty,1.take uniform normal

"fieid as

(A.18) By = {BOvaGY’.IB/./Z}
Now the W vector has ﬁhe.form: /
p : )
(A.19) ‘ w={r Box: de.r "BOzr }

P

or,

Box - k=1,8,7 -+ 3M-2
(A.20)  Wy=Boy . k=2,5,8 - - 3M-1

Bo,  k=3,6,9 - 3M - '

| .. ' | o ,;,1,. B 3 3" {
The objectlve functlon for the 1e§§t square problem (5 24b)
.isv. o0 ‘

ol ’ : : ' . LA

‘(A.'.21‘)" e @ =ZZ'[A,T.(’6('D3+W,(_V)].’

’ ‘Subst1tute (A 20) 1nto (A 21) and set a¢ /aa to zerb, a=B°,,

Boy:, BOZ, we get Bo as the solutlon of the follow1ng ‘set of

linear equatlons:

26
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v ‘ 3 . ) ’ . . ‘

iR (A.22) kz‘F“(Bo.("Ml 1‘1.,2,3,
" where,

»‘ Inse,

,
g M,=Z Dklck'

‘ 3n+ 1
23) ‘F|k='z' Dulek

. l"1

-”EAI 3+ 1

2= 0 . T .

[

N a2 AT 5D} |

34  Froma simple test"(not*presehted'here)‘ with-the'wl

+

) vector 1nc1uded in the model . mlsflt vector the norm of &D*,

o

the’modlfxed misfit vecto;, is found to be Smaller than that
_ofi&b?; the anhodifiad‘ohé; Even thoughlthe wl vector is -
7,de$ignated to minimize the mqael correatioh not the misfit
» vector}’Similarlyl-tké'w mbdifiedlmisfit vactor brodﬁces
smaller model cGrrectlon, though it is de51gnated to |
minimize the model misfit vector. This" 1§épﬂ;51cally
| plau51ble;.s1ncc\§maller model mISflt usually requ1res
smaller correctlon to the model and vice versa.

- Mathematically matrix manlpulatlon does not always give such

~~results.



