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ABSTRACT

Multipath propagation in a radio channel causes fluctuations in signal envelope
known as multipath fading, and the spreading of the received signal. Multipath fading
together with intersymbol interference (ISI) resulting from the spreading effect can severely
degrade the performance of digital wireless communication systems. This thesis studies the
use of antenna diversity ané adaptive channel equalization to improve the performance of an
indoor wireless system employing GMSK modulation and time division duplexing by
mitigating multipath fading and ISI, respectively.

For an indoor wireiess system using time division duplexing, the performance gain
due to diversity selection can be achieved for both the forward and reverse links by
implementing diversity antennas at the base station only, provided that the frame duration is
short and the fading rate is low. For radio channel equalization, a non-linear equalizer such
as a decision feedback equalizer (DFE) is required to effectively remove the ISI. The
combined use of dual antenna diversity and decision feedback equalization is investigated in
this study. Four such combined diversity-equali “ation schemes are considered. They are, a)
DFE with diversity selection driven by a received signal strength indication (RSSI)
criterion, b) DFE with diversity selection driven by an error rate indication (ERRI)
criterion, ¢) DFE with diversity selection driven by a mean squared error (MSE) criterion
and d) the integration of diversity combining and decision feedback equalization through
joint-parameter optimization. The performance of these schemes is evaluated through
extensive computer simulation, using the Digital European Cordless Telecommunications
(DECT) system as a reference. The simulation results have shown that these schemes can

greatly enhance the system performance.
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1. INTRODUCTION

1.1. Wireless Personal Communrications

Wireless personal communications, which have gained widespread public
acceptance in recent years, continue to experience rapid growth, with new applications
emerging continuously. The demand for wireless communications has led to the evolution
of application and environment-specific wireless technologizs such as cellular radio
systems for high mcbility vehicular terminals, cordless telephony for portables (including
slow moving handsets), and wireless local area networks for high-speed applications. With
continuous advances in communication theory and in microelectronics technology, the
evolution of wireless systems from analog to digital is also occurring.

One of the old constraints encountered in wireless communications is the limited
frequency spectrum availability. In the 1940s, the cellular concept was proposed as a
means of increasing the number of communication channels through frequency reuse, by
sectoring the coverage area into small cells. Though the concept is old, public cellular
systems are less than 20 years old. Research on analog cellular system design initiated in
the 1970s led to the realization of first-generation cellular systems including Nordic Mobile
Telephone (NMT) in Scandinavian countries, Mobile Communications Systems (MCS-L.1)
in Japan, and Advanced Mobile Phone Service (AMPS) in the United States. These first-
generation cellular systems use analog frequency modulation for speech transmission,
frequency shift keying for signaling and frequency division multiple access (FDMA). The
analog systems soon failed to accommodate the increased number of subscribers and to
support new services such as the transmission of data for fax, e-mail, etc. As a result,
second-generation cellular systems were launched in the late 1980s and early 1990s. They
are the Pan-European digital cellular system known as Global System for Mobile
communications (GSM), the North American Interim Standard-54 (IS-54) and the Japanese
Personal Digital Cellular (PDC). The second-generation cellular systems are based on
digital modulation schemes and a hybrid of time division and frequency division multiple
access (TDMA/FDMA). They offer many advantages over the existing analog systems

including a larger system capacity, compatibility with the evolving digital wireline network,
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flexibility for mixed voice/data communication, encryption for communication privacy, etc.
In contrast to its analog counterparts, GSM also supports intercountry roaming within
Europe. Recently, Digital Cellular System 1800 (DCS 1800) operating near 1800 MHz has
been adopted as a standard for Personal Communication Network (PCN) in Europe [1]; it
is a derivative of GSM and is meant for micro or pico-cellular cordless application. In
North America, the deployment of Interim Standard-95 (IS-95) systems using code
division multiple access (CDMA) as the principle access technique is expected in 1995 [2].

Today, the demand for cordless telephony is also increasing rapidly. Unlike cellular
systems, cordless systems are optimized for high user capacity in quasi-static indoor
environments. Also, the speech quality of cordless telephony is required to be comparable
to that of a wireline telephone, whereas the requirement is less stringent for cellular mobile
systems. Similar to celiular radio, the first-generation cordless systems usé analog
technology. Technological advances stimulated the development of the second-generation
digital cordless systems such as Cordless Telephone 2 (CT2) and Digital European
Cordless Telecommunications (DECT) in Europe and Personal Handy Phone (PHP) in
Japan, respectively [2]. The multiple access duplex operation of these three digital cor:iless
systems 1is achieved through the combination of frequency division and time division
multiple access, and time division duplex (TDD). They are intended not only for home and
office use but also for public access through telepoints. Also, in addition to voice services,
they also support cordless data transmission.

Together with wireless telephony, wireless data communications have created a
new frontier for modern communications. Generally, wireless data communications can be
divided into two categories, namely low-speed wide area access and high-speed local area
access. The former is known as mobile data whereas the latter is usually recognized as
wireless local area networks (WLLANSs) [3]. Mobile radio data serve a variety of short-
message applications such as paging, whereas WLLANS support high-speed applications
such as long file transfers and printing tasks. WLLANs offer many benefits; they include
the flexibility of fast reconfiguration or relocation of portable terminals, and the provision

of valuable services in areas where wiring or re-wiring may be difficult.



In addition to the quest for more sophisticated services such as multi-media
services, and multi-operator and multi-environment operations, there is a desire to establish
a more widely-based standard which may allow manufacturers of proprietary equipment to
address much larger potential markets. As a result, ambitious research on a third-generation
mobile system known as Universal Mobile Telecommunication System (UMTS) has been

launched by the Commission of the European Communities (CEC).

1.2. Project Motivation

Besides exploring a new generation of mobile communication technolugy, there is
also a great interest in exploiting the potential of existing standards such as DECT and
GSM. The goal is to further enhance the existing systems in order to enable them to
support new applications such as wireless video transmission and mobile computing, and
possibly co-exist with the next generation mobile communication systems.

DECT is mainly intended to support voice services in a quasi-static environment.
For wireless speech telephony, the bit error rate (BER) of the system should be maintained
at 10-3 or better. However, a BER of at least 10-4 is desirable for wireless video
transmission due to the high compression video coding algorithm. Without using additional
signal processing techniques, the required BER of 104 can hardly be reached in a
dispersive environment. Furthermore, it has been shown that the performance of a DECT
system degrades significantly as the time dispersion of the channel increases [4], which
may occur in large indoor environments such as warehouses, airport terminals and large
factories. Therefore, it is necessary to investigate and incorperate a suitabie performance
enhancing technique with the current DECT standard such that its range of applications can
be broadened.

The following section presents the DECT standard. The impairments of a radio
channel which cause performance degradation in wireless communications are discussed in
Section 1.4. Section 1.5 introduces some of the techniques that can be used to counteract

the channel impairments. Finally, an overview of the research work undertaken in this

project is presented in Sectioz !.6.



1.3. The DECT Standard

The DECT standard, developed by the European Telecommunications Standards
Institute (ETSI), is the Pan-European standard for cordless access to a telecommunication
network. It is designed as a flexible interface to prinde both voice and data services in
indoor and outdoor environments with high user densities.

DECT operates in the 1880-1900 MHz band with ten radio carriers spaced at 1.728
MHz. The in-slot data rate is 1.152 Mb/s. It uses a hybrid multiple access scheme of
TDMA and FDMA to cope with high user densities, and a time division duplex (TDD)
operation. The TDM/TDD architecture offers several advantages over the traditional
frequency division multiplexing (FDM) and frequency division duplexing (FDD), which
include relatively simple transceiver filter design (as compared to a more complex and
expensive duplexing filter required for FDD) and variable-rate data transmission. The
digitized speech signal or data are modulated onto a carrier using constant envelope and
spectrally efficient Gaussian minimum shift keying (GMSK) with a bandwidth bit interval
product (BT) of 0.5. A radio carrier is divided in the time domain into TDMA frames. Each
TDMA frame with a duration of 10 ms is subdivided into 12 pairs of time-slots. Two
associated time-slots in a frame, separated by S5 ms, are used for the forward link (base
station to portable) and the reverse link (portable to base station) transmissions in an
alternating mode [5]. A DECT time-slot, which has a duration of 480 bit intervals, is
shown in Figure 1.1.

- TDMA/TDD frame (1G ms) — -
'4——— Base-station to Portables —>'<—— Portables to Base-station ——"-

-— Full slot (416.7 us) >
16 1116 { a8 [18] 320 |4 4] l
| I
@dl.word CRC data field Z-field
preamble  control field parity  guard band

Fig. 1.1. The DECT franie and slot structure.
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Each time-slot contains a 32-bit synchronization-field (S-field) for clock and slot
synchronization, a 64-bit A-field which carries signaling and control information together
with a 16-bit cyclic redundancy check (CRC) code for error detection, a 324-bit B-field
with the first 320 bits for user data and the last 4 bits for parity check, a 4-bit Z-field for
detecting sliding collisions (a scenario that occurs when portable terminals lose
synchronization and transmit at the time intervals originally allocated to other portable
terminals), and a guard space of 56 bit intervals [6, 7].

The telephony services use 32 kb/s adaptive differential pulse code modulation
(ADPCM) to provide high-quality speech. DECT uses duplex pairs of time-slots to achieve
a transmission data rate of 32 kb/s for basic telephony applications. However, it has the
capability of providing higher throughputs for integrated services digital network (ISDN)
or local area network (LAN) applications by using multiple time-slots, which may include
both the forward and reverse link slots, for transmission [8]).

With dynamic chann:] allocation (DCA), the need for frequency planning is
obviated in DECT. Based upon availability, a suitable channel is taken from the pool when
needed and returned to the pool after a call has been completed. As a result of this adaptive

channel reuse, DECT can support a high traffic capacity.

1.4. Radio Propagation Channel

The radio propagation channel contributes to many problems and limitations in
wireless communications. One of the main features of a radio channel is multipath
propagation, in which energy travels from the transmitter to the receiver through a medium
that contains several paths with different time delays and attenuations. This give: rise to a
highly complex channel which can severely distort the information it carries. On the other
hand, without multipath propagation, wireless communications may become inefficient, if
not impossible; it maintains the continuity of a transmission link, which would otherwise
be broken, by allowing reflectzd, diffracted and scattered waves to reach a receiver which
is not in a line of sight of the iransmitter. Figure 1.2 illustrates the mechanism for multipath

propagation in urban areas.
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Fig. 1.2. Multipath propagation in urban areas.

The characteristics of a radio channel which have detrimental effects on wireless

communications can generally be classified into the following categories:

* Propagation path loss: Mobile radio signals are subjected to path loss effects inherent in
both atmospheric and terrestrial propagation. Terrestrial losses are affected by the general
topography of the coverage area as well as the height of a mobile antenna. Additional
losses such as building penetration losses are encountered by radio signals traveling into
buildings. Within buildings, attenuation factors for walls, floors and other partitions also
contribute to the losses. In general, an indoor channel exhibits a much greater path loss
than an outdoor channel. Path loss information is essential in determining the link power

budget of a wireless system for a given coverage area.

Delay spread: If the transmission medium contains several paths of different lengths,
radio signals traversing through it arrive at a receiver with different delays. This results in
the spreading or smearing of signals. In digital transmission, this spreading phenomenon
causes each symbol to overlap with adjacent symbols, producing intersymbol interference
(ISI) and thus setting a limit on the transmission rate of this digital radio channel. The
root mean square (rms) delay spread of a channel is environment dependent. Numerous
works quoted in [9] have shown that it may vary from 20 ns in small office buildings to
300 ns in factory environments. For the outdoor mobile radio channel, it is typically in

the range of 10 ps to 30 us. When the rms delay spread of a channel is greater than the



inverse of the signal bandwidth, the channel is said to be time dispersive. In a time
d:spersive channel, different frequency components of a signal experience uncorrelated
attenuation. For this reason, a time dispersive channel is also known as a frequency

selective channel.

Fading: There are two types of fading in a mobile radio environment, namely long term
fading and short term fading. Long term fading is caused by shadowing effects of large
geographical or man-made obstacles located between the transmitting and receiving ends
of a communicatior iink. Generally, it follows a log-normal distribution. Short term
fading is a result of multipath propagation in which the superposition of component
waves leads to either constructive or destructive interference, depending upon the relative
phase shifts of the component waves. When a direct path exists in the propagation
medium, short term fading can be approximated by a Rician distribution. However, in
mobile communications, a line-of-sight path seldom exists and signals normally arrive at
the receiver via indirect paths. When a direct path is absent, short term fading can
generally be characterized by a Rayleigh distribution. Another important parameter is the
rate of short-term fading. It is related to the Doppler effects caused by the motion of the
mobile or portable terminals and of scatterers in the surrounding area. Figure 1.3

illustrates the fading phenomenon of a mobile radio channel. Deep fades of 40 dB below

the mean signal strength are not uncommon in a typical urban environment.
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Fig. 1.3. Variation of received signal envelope in a fading channel.



* Noise: A radio signal in a given channel is susceptible to many sorts of noise. External
noise is the predominant noise source for wireless communications. It includes galactic
noise, automobile ignition noise and noise generated by lightning, electric motors, etc.
Thermal noise in the receiver itself also contributes to the total noise in the system. The
combination of noise from both external and internal sources is generally modeled as
additive white Gaussian noise (AWGN). The ratio of the signal strength to the overall

noise level is called the signal-to-noise ratio (SNR). It is a basic measure of signal

quality.

1.5. Countermeasures to Channel Distortion

Impairments in radio channels can cause severe performance degradation in
wireless systems. However, there are different techniques that can be employed to
effectively counteract the distortion introduced by multipath propagation. Among them are

diversity techniques, channel equalization and error control coding.

1.5.1. Diversity

Diversity is an efficient method for combating fading. To reduce long term fading
due to shadowing, two or more antennas located at different sites are used to transmit the
same signal. This kind of large scale space-diversity is known as macroscopic diversity.
On the other hand, microscopic diversity, which requires two or more antennas or
frequencies at the same antenna site (co-located site), is used to counteract short term or
multipath fading.

There are six microscopic diversity schemes, namely space, frequency, time,
polarization, field component and angle diversity. The basic principle of these schemes is
based on the utilization of redundantly available component signals with low correlation
among their fading. Space diversity employs two or more antennas which are separated
from each other by a certain distance such that each antenna or diversity branch receives an
independently fading signal. In frequency diversity, two different frequency carriers are
used to transmit the same information. The signals fade independently, provided that the

frequency separation between the carriers exceeds the coherence bandwidth by several
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times [10]. The coherence bandwidth is defined as the frequency separation required to
obtain a correlation of 0.5 between the two signals. Similarly, time separation also provides
a form of diversity. Time diversity means transmitting identical messages at different
instants to achieve uncorrelated fading signals at the receiver. However, it can also be
achieved at the receiver end by identifying different multipath components as distinct
echoes of the signal separated in time, provided that a reference time exists. This special
form of receiver is known as the RAKE receiver [11]. Polarization diversity makes use of
the orthogonality of polarized electromagnetic: wave components. These polarized waves,
with either vertical or horizontal electric fields, are transmitted and received by polarized
antennas. Another diversity scheme which exploits the properties of electromagnetic waves
is field-component diversity. This form of diversity can be achieved by employing an
antenna system which is capable of separating and combining electric and magnetic fields
appropriately [12]. In angle diversity, directional antennas can be used to track signal
components with different angles of arrival as a result of multipath propagation.

Signals from diversity branches may be processed by different combining
techniques. The four main diversity combining techniques are selection diversity, switched
diversity, maximum ratio combining and equal-gain combining [12]. In selection diversity,
received signals are continuously monitored and the best signal among the diversity
branches is selected. This method may require a receiver for each diversity branch.
However, only one receiver is needed for switched combining diversity, in which a
diversity signal is selected until it falls below a given threshold. Then the receiver is
switched to another branch regardless of whether its signal level is above or below the
threshold. Both selection diversity and switched diversity do not exploit the full benefit of
diversity because they utilize the signal from only one diversity branch at a time. To gain
the complete advantage, all diversity signals must be combined vectorially after proper
phase and time-delay corrections for multipath distortions. In its simplest form, an equal
gain is applied to all the component signals. This is known as equal-gain combining.
However, the best combining technique is maximum ratio combining [11]. In this scheme,

individual diversity signals are weighted in proportion to their own signal-to-noise ratio



(SNR) and summed to achieve a maximum output SNR.

1.5.2. Channel equalization

The performance of a digital wireless system is often degraded by intersymbol
interference (ISI) resulting from the propagation of a signal through a multipath channel,
and in some cases also from the modulation scheme itself. To optimize the system
performance, a passband or a baseband equalizer may be used at the receiver to mitigate the
effect of ISI.

In general, there are two types of equalization technique: linear equalization and
non-linear equalization. A linear equalizer may simply be implemented as a finite-duration
impulse response (FIR) filter. However, it is not suitable for mobile communications
because it is incapable of compensating for severe channel amplitude distortion without
significant noise enhancement [13]. In this case, robust non-linear equalizers, such as a
decision-feedback equalizer (DFE) can be used to remove the ISL

To equalize an unknown and time-varying channel, the equalizer is required to be
adaptive or self-optimized. Before the transmission of real information data, a sequence of
known training symbols is transmitted and its distorted version is received to acquire the
information of the channel characteristics. The initial equalizer parameters are derived in
this process. After the equalizer is trained, it is required to track the time-varying channel
and to continually update its parameters 1n a decision-directed mode. Several well-known
algorithms, such as the recursive least squares (RLS) algorithm, can be used for equalizer
adaptation. For a given algorithm, it is important to determine the length of the training
sequence so that the equalizer will converge during the training period. However, as it is
also desirable to keep the ratio of training symbols to data symbols low in the TDMA

frame, a fast converging algorithm is normally implemented to train the equalizer.

1.5.3. Error control coding

Shannon's channel coding theorem states that it is in principle possible to
reconstruct transmitted information with an error probability as small as desired, provided
that the data rate over the channel is less than the channel capacity. However, it does not

provide an algorithm to search for the appropriate coding scheme for an information source
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and a channel. Thus, a lot of effort has been devoted in the past four decades to finding
"good codes”.

Error control coding (ECC) may be used to increase the reliability of digital
communication systems by incorporating some form of structured redundancy with the
information sequence to facilitate error detection and correction. Historically, there are two
types of code, namely block codes and convolutional codes.

In block coding, the encoder receives a k-bit message and adds n-k redundant bits
that are algebraically related to the message bits to generate an n-bit code word, where the
ratio of k to n is known as the code rate. This requires the encoder to buffer an entire
message block before producing the associated code word. Some block codes are meant for
both error detection and correction while others are meant solely for error detection.

In convolutional coding, the encoder accepts message bits in a serial manner and
generates a sequence of encoded bits at a higher rate. The encoding operation may be
considered as the discrete time convolution of the input sequence with the impulse response
of the encoder. The encoder consists of a multi-stage shift-register with prescribed
connections to modulo-2 adders, and a multiplexer that takes the outputs of the adders to
produce a serial output.

The addition of redundant bits to data increases the overall transmission bit-rate and
thus increases the bandwidth of the transmitted signal. Bandwidth expansion is undesirable
when coding is applied to a bandwidth constrained channel. However, by combining
coding and modulation as a single function, the performance gain due to coding can be
achieved without expanding the signal bandwidth. This approach is known as coded
modulation in which coding is used to impose certain patterns on the transmitted signal
such that the minimum Euclidean distance between pairs of coded signals is maximized.

In general, coding and coded modulation may improve system performance.
However, the performance gain due to coding may be marginal in a quasi-static indoor

channel where long deep fades can occur unless a suitable bit-interleaving scheme with

sufficient depth is used.
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1.6. Thesis Overview

The objective of this research project is to investigate the application of dual antenna
diversity and adaptive channel equalization techniques to an indoor wireless communication
system employing GMSK modulation and time division duplexing. The performance of
these techniques is evaluated through extensive computer simulations, using DECT as the

reference system. The study is presented in the following order.

e Chapter 2 details the modeling of an indoor radio channel and a GMSK transceiver. It

includes discussion of the channel characteristics, and of the modulation and

demodulation of GMSK signals.

Chapter 3 reviews the principles of channel equalization and diversity combining.

Issues regarding equslizer structure and adaptation, and antenna diversity together with

related combining methods are discussed.

Chapter 4 presents four performance enhancing schemes, which combine dual antenna
diversity and decision feedback equalization. Schemes I, 11, and III use decision
feedback equalizers with diversity selection driven by a received signal strength
indication (RSSI), error rate indication (ERRI) and mean squared error (MSE) criteria,
respectively, whereas Scheme IV integrates diversity combining and decision feedback
equalization into a single unit through joint-parameter optimization. These schemes are

designed so that they are applicable to DECT or DECT-type systems.

* Chapter 5 details the simulation models of the DECT baseline system and those
associated with the different diversity and equalization techniques. Simulation results

are also presented and analyzed in this chapter.

* Finally, Chapter 6 presents conclusions drawn from the results of the research and a

discussion of possible future work.
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2. CHANNEL MODEL AND GMSK TRANSCEIVER

This chapter is concerned with the modeling of an indoor radio channel and a
GMSK transceiver. A general channel model used to emulate a multipath fading channel is
defined. Related to the channel model is a Rayleigh fading simulator. The features of the
fading simulator are discussed and its performance is verified via computer simulation.
Following the description of channel modeling is a discussion of ‘3MSK modulation. A
model of a GMSK modulator is outlined. Finally, a simple one-bit differential detector for

the demodulation of GMSK signal is discussed.

2.i. Indoor Radio Channel

Multipath propagation im a radio channel results in signal spreading and multipath
fading. This distortion severely affects the performance of wireless communication
systems. Hence, it is important to characterize the radio channel in detail for successful

wireless communication system design.

2.1.1. Modeling of the radio channel

Extensive work on the characterization and modeling of indoor radio propagation
channels has been published [1 °. 15, 16]. Numerous other references can also be found in
[9]. A multipath channel can be fully described by its time and space varying impulse
response. However, only the time varying factor is considered here. Thus the channel can

be conveniently modeled by a baseband complex finite impulse response (FIR) filter as

follows:

N
h(t) = a;(t)exp{j6;(1)}6(r - 7;) (2.1)
i=1]

where,

N is the total number of discrete paths in the model

d is the Kronecker delta function,

a{?) is the time-varying real gain of the i-th path,
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T; is the propagation delay of the i-th path, and

641) is the time-varying random phase shift associated with the i-th discrete path.

Each discrete path in (2.1) represents a combination of many time-varying propagation
paths which cannot be further resolved into separate distinct identities. The vectorial
addition of signals from component paths results in a signal with a fluctuating envelope.
This fluctuation can be modeled by the variation of the gain of each discrete path, ar), with
time. In the absence of a direct path, the envelope variation of the signal is normally
characterized as Rayleigh fading. If a direct path exists, it is generally characterized as
Rician fading. The probability density functions (PDFs) of Rayleigh and Rician
distributions are given by (2.2.a) and (2.2.b), respectively:

(r) =L ex —_,._2— r=0 (2.2a)
Pr o2 P\ " 252 B .
2 2
r r’+s rs
=— - I 20 2.2b
pr(r) o2 exP{ 262 } 0(0'2) r ( )

where o2 is the variance of the two independent Gaussian variables associated with the

distributions, s is the non centrality parameter of the Rician distribution and I, is the zero-th
order modified Bessel function of the first kind. Other distributions, such as Nakagami and
Weibull distributions, have also been used in the literature.

Associated with each unresolvable fading path is a random phase shift, 64r). A
Rayleigh fading signal can be expressed in terms of its quadrature coniponents, g,and a,

respectively, which are zero-mean Gaussian random variables. The fading phase of such a

signal is defined as

0 =tan™’ (-a—g) 2.3)
a,
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which is a uniformly distributed random process with a PDF given by

1
8)=—, 0<0<2r 2.4
Po(6) - (2.4)

In a Rician fading path, the fading signal consists of two components: the direct
component, which is an amplitude-scaled version of the transmitted signal, and a diffused
Rayleigh-faded component. Therefore, the quadrature components representing the fading
signal are non-zero mean Gaussian random variables. Consequently, the random phase of

the signal is no longer uniformly distributed and has a PDF defined as [17]

~K) K cosOexp(—K sin? @
e*‘fP2(7r ) + 2‘\[7(? ) (2 - elfc(w/? cos 9)) bl <=

Pe(6)=

(2.5)
where K is the power ratio of the direct component to the diffused Rayleigh-faded

component and erfc(x) is the complementary error function given by

¥/

erfc(x) = —j= ;’: exp(—12 )dt

Other important channel issues include the rms delay spread, mean excess delay and
average power delay profile of a channel.

A radio channel consists of many propagation paths with different time delays
associated with their respective path lengths. This results in a time dispersive channel
which can be characterized in terms of its mean excess delay (75) and rms delay spread
(o2). For a discrete time channel model, the mean excess delay and rms delay spread are

¥%¥ned as

D (z:R)

Ty = Tz— (2.6)
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where P; and 7; are the power and time delay of the i-th discrete path, respectively.

The power delay profile of a channel determines the distribution of average power
among the resolvable paths. For simplicity, a radio channel is often modeled by two
discrete paths having the same average power. However, a channel model consisting of
several discrete paths with an exponentially decaying average power appears to be a more
realistic model for indoor environments. It has also been shdwn that, within the same
impulse response profile, the multipath components are likely to be correlated. The degree
of amplitude correlation between any two paths depends upon their relative time delay.
However, this kind of correlation has not yet been well-characterized quantitatively. Thus it
is also common practice in channel modeling to assume that the discrete multipath
components are uncorrelated. Another related issue which is difficult to characterize is the
distribution of the arrival time sequence. The standard Poisson model, which is used to
postulate the path arrival time, may be inz%equate, since scatterers inside a building causing
multipath dispersion are not purely randomty located [9].

A combination of noise from both internal and external sources is modeled as an
AWGN voltage, n(f). White Gaussian noise is a stochastic process with a flat power

spectral density over the entire frequency range and a probability distribution function

defined as

1 n?
pn(n)= :/——Z-—Eexp{— o z} (2.8)

n

where 0,2 is the variance of the noise. For narrowband systems, it is convenient to

represent the white noise in terms of its quadrature components;

n(?) = n.(t)cos(2nf.t) + ny(t) sin(2nf:t) (2.9)
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where j; is the carrier frequency. This description assumes that an ideal bandpass filter,
which introduces negligibl= distortion to the desired signal, is used at the receiver to
eliminate only the noise frequency components cutside the passband. The noise resulting
from ideal-bandpass filtering is called bandpass white noise; it has the power spectral

density depicted in Figure 2.1.
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Fig. 2.1. Power spectrum of a bandpass white noise.

An N-path Rayleigh fading channel model based on (2.1) is illustrated in Figure
2.2. In computer simulations, the average gain and time delay of the first path can be
arbitrarily set to unity and zero, respectively. Then, the relative time delays and average
gains of the remaining paths are adjusted accordingly for a given power delay profile and
rms delay spread. Subsequently, fading is introduced by a Rayleigh fader to each of the

paths in the profile. Finally, an additive white Gaussian noise is added to the channel

output.
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Fig. 2.2. N-path Rayleigh fading channel model.

The first path in the channel model can also be modeled as a Rician fading path to represent

the existence of a direct path in the communication link.
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2.1.2. Realization of a Rayleigh fader

A Rayleigh fading waveform can be generated by two different approaches. One is
the offset oscillator method, which involves the summation of a number of shifted waves to
produce two independent Gaussian processes. The other is the Gaussian noise filtering
solution in which two independent Gaussian noise generators are required, and the output
of each generator is filtered so as to produce a desired power spectrum. However, for
computer simulations, the offset oscillator approach is apparently easier to implement than
the Gaussian noise filtering method. The realization of the offset oscillator method based on
Jakes' analysis is discussed below [18].

The received signal at a mobile is assumed to consist of M horizontally traveling
plane waves with uniformly distributed angles of arrival. Furthermore, it is also assumed
that the total incoming power is distributed evenly among the M waves and that the
receiving antenna is omni-directional. Setting the total incoming power to unity, the

equivalent lowpass complex envelope of the received signal, r(f), can be expressed as

M

)= —J—Lﬁg;exp{ J(wptcosa; +¢;)} (2.10a)
v .
W, = ZnI, o; = 27:-—;7 (2.10b)

where,
@p is the maximum Doppler shift in radians per second,
a; is the angle of arrival of the i-th wave,
¢; is the uniformly distributed random phase-shift of the i-th wave,
V is the speed of the mobile, and

A is the wavelength ¢f the carrier frequency.

If M is large enough, the Central Limit Theorem can be used to conclude that the envelope
of r(t) is Rayleigh distributed.
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Based upon (2.10) and the above assumptions, Jakes realized a Rayleigh fading
simulator as shown in Figure 2.3 [18]. It consists of M ,+1 offset oscillators, with the first
M,, of which having unity gains and frequencies equal to the Doppler shifts of wpcosa;, for
i=12,..M, and M, = (M/2-1)/2, while the remaining one having a gain and frequency
equal to I/~/2 and w, respectively. Connected to the M, oscillators are amplifiers which
have gains equal to 2cosf; and 2sinf;. The oscillator associated with the frequency of @, is

connected to a pair of amplifiers having gains equal to 2sino and 2coscx.
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Fig.2.3. A Rayleigh fading simulator.
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The outputs of the individual oscillators, after being multiplied by appropriate gain factors,

are summed to produce the in-phase (a,(?)) and quadrature (ag(r)) components defined as

follows:

M()

a,(t)= ZZcosﬁicosaJ,-t+x/_2-cosacosa},,t (2.1D)
i=1
M()

ay(t)= ZZsin B;cosw;t + 2 sincccosw it (2.12)

i=1

The two components are approximately Gaussian distributed random processes when M,
is greater than 8. In this case, the envelope of the composite output signal y(r) approximates
Rayleigh fading. Also, the random phase of y(?) is uniformly distributed from zero to 2x
provided the conditions <a?> = <ay?> and <a,ay> = 0 are satisfied. The notation < >
denotes timec averaging. It can be shown that by choosing & =0 and B; = wi/(M,+1),
<aay> =0, <a?>= M, and <a,2> =M+ are obtained.

Jakes has also suggested that this technique may be extended to provide up to M,
independently fading signals by giving the i-th oscillator an additional phase shitt of ¥;

where j is the index for the independent signals, and %; may have the following value.

i
2|l j—-1+—
_ (’ 2)

i varw s S S AN L (2.13)

However, computer simulation results presented in the next section show that this approach
may provide signals with envelope cross-correlations of varying degrees, depending on the
amount of additional phase shifts introduced. As is demonstrated in the next section, the

simplest way to produce uncorrelated fading signals is to ensure that each fading signal has
a different initial time shift.
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2.1.3. Performance evaluation of a Rayleigh fader

The performance of the Rayleigh fader shown in Figure 2.3 has been evaluated by
computer simulation. A C-program for the Rayleigh simulator has been written. A total of
26 oscillators are used in the fading simulator. In a digital implementation, the oscillators’
time progresses in a discrete manner. In other words, the variable 7 shown in Figure 2.3 is
represented by nTsforn = 1, 2, ... , where T is the sampling interval. The variances of the
two random variables, a(nTs) and ag(nTy), are normalized to unity. The carrier frequency
Je 1s set to zeru for baseband simulations. A maximum Doppler shift of 5 Hz is used. Some
basic characteristics investigated include the cumulative distribution functions (CDFs) of
the envelope and phase of the fading signal y(z), the level crossing rate of the fading
envelope, and the RF power spectrum.

The CDFs of the envelope and phase of the fading signal are examined via
simulation using the C-program. Two key parameters used in this simulation are the
sampling rate and the time duration over which the statistics arc calculated. The envelope of
a Rayleigh fading signal is quite frequently plagued by deep nulls of relatively short
duration. Therefore, the sampling interval should be small enough to ensure that fades of a
certain depth are in fact sampled. The time duration over which the signal samples are taken
should be sufficiently long in order to obtain reliable estimates of typical fading
characteristics. Hence, the sampling rate is set at 104 samples per second and the statistics
of the fading envelope and phase are computed over a duration of 100 seconds. Figures 2.4
and 2.5 show the comparisons between the simulated CDFs and theoretical CDFs of the
phase and envelope of the fading signal, respectively. The simulated results show good
agreement with the expected distributions. The random phase follows a uniform
distribution with the CDF defined in (2.14), whereas the fading envelope is Rayleigh
distributed with the CDF given by (2.15).

F¢(¢)=%¢, 0<¢p<2rm (2.14)
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Fp(r)=1-expy—— (2.15)
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Fig. 2.4. CDF of the phase of a Rayleigh fading signal.
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Fig. 2.5. CDF of the envelope of a Rayleigh fading signal.

The Rayleigh CDF defined in (2.15) is a first order statistic which provides
information such as the overall percentage of time for which the envelope lies below a
specified level. However, it gives no indication of the frequency at which fades of any
depth occur. The level crossing rate (LCR), which is a seccnd order statistic, is used to

describe the expected rate at which the envelope crosses a specified leve’ in a given
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direction. It can be shown that the theoretical LCR of a Rayleigh fading envelope is given

by [19]
A A2
N =1’— expl -2
A o’ fo p{ 20'2}

A is a specified level at which the crossing rate is determined,

(2.16)

where,

202 is the average power of the fading signal with o2 normalized to unity, and

Jois the maximum Doppler shift.

A comparison of the LCR of a simulated Rayleigh fading signal with the theoretical LCR is
shown in Figure 2.6. The sampling rate of the fading simulator, and the duration over
which the simulated LCR is calculated are also set at 104 samples per second and 100

seconds, respectively. The result corresponds to a maximum Doppler shift of 5 Hz.

Theory
+ Simulation

no. of crossing per second

L L L LJ LI L] L] Ld v L3 L] L) ¥ L 4 L] L L L ¥ B Rd
L] 1 s L]

-20 -15 -10 -5 0 5
signal level with respect to its RMS value (dB)

Fig.2.6. LCR of the envelope of a Rayleigh fading signal.

The RF power spectrum can be obtained as the Fourier transform of the
autocorrelation function of the fading signal, expressed in terms of a time delay. In order to
compute the RF spectrum, a complex baseband fading signal is first generated with the
same C-program in which the sampling rate is set at 20 samples per second. This lower

sampling rate allows the generation of a smaller yet sufficient amount of data so as to
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reduce the computational burden in calculating the RF power spectrum of the signal using
MATLAB. The resulting simulated RF power spectrum is shown in Figure 2.7. It
resembles the classical Doppler spectrum obtained with an isotropic antenna, which has a

sharp cut-off at the maximum Doppler shift of 5 Hz.
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Fig. 2.7. RF power spectrum of a simulated fading signal.

The envelope cross-correlations of fading signals generated by the Rayleigh fader
have also been computed. In the study, seven fading signals are generated. The Jj-th fading
signal (j = 1, 2, ..., 7) is generated by the fader having its i-th oscillator given an additional
phase-shift of ¥;, as defined by (2.13). In the first case, each signal is assigned the same
starting time (that is, the time indices of the oscillators for generating these signals are all
initialized to the same value). The envelope cross-correlation coefficients are calculated

according to [12] as follows:

2.17)




where e, and e, are the envelope samples of signals m and n , respectively, and N is the

number of samples over which each cross-correlation coefficient is calculated. In the
computer simulation, the sampling rate and N are set to 100 samples per second and 5x10,
respectively. Also, only the envelope cross-correlations of signals with zero time shift are

considered (i.e. kK = 0). A few of the results generated are shown in Table 2.1, in which

Pmn(0) is denoted as p,,,,.

P12 = 0.9345 Pi1s = 0.2918 P23 = 0.9343 P26 = 0.2908 P3s = 0.7600
p13=0.7611 | p;s = 0.1000 | p>y =0.7606 | pr7 = 0.0992 p3s= 0.5270
Pis = 0.5288 P17= -0.0097 P2s = 0.5278 P34= 0.9341 P37 = 0.2902

Table 2.1.  Envelope cross-correlations of signals with the same starting time.

In the second case, the seven signals are regenerated, with each being assigned a different
starting time. The envelope cross-correlations of these signals, starting at 10 seconds apart

are computed and presented in Table 2.2.

P12 =-0.0134 | p;s = -0.0321 | po3 = -0.0134 | pss = -0.0325 P3s = -0.0047
p13 =-0.0059 | p1s = -0.0126 | po4 = -0.0050 | p>7; = -0.0120 | p3s= 0.0212
P14 =0.0210 | p;7=0.0731 | pas =0.0212 | p34=-0.0132 | p37 = -0.0330

Table 2.2. Envelope cross-correlations of signals with different starting times.

The results presented in Figures 2.4, 2.5 and 2.6 show that the C-program for
Jakes' Rayleigh fading simulatcr is capable of simulating fading signals with the desired
statistics. It has also been demonstrated that fading signals, obtained by introducing
additional phase shifts according to (2.13) to the oscillators with the same starting time,
=)hibit different degree of envelope cross-correlation. The degree of cross-correlation
depends upon the phase-shifts introduced to the oscillators. However, signals with very
low cross-correlations among their envelope fading can always be simulated by assigning

different starting times to their corresponding oscillators.
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2.2 GMSK Modulation

GMSK is a derivative of a special form of constant envelope, binary continuous
phase frequency shift keying (CPFSK) with a modulation index, k, of 0.5 and a frequency

deviation given by

_H-fi_n _ 1
Ja 2 2T 4T (2.18)

where f; and f are the two discrete frequencies of the binary FSK signal representing logic
states "1" and "0", respectively, and T is the bit duration. Binary CPFSK with h = 0.5 is
also known as Minimum Shift Keying (MSK), because it attains the minimum frequency
separation (f? - f;) required to ensure the orthogonality of signals corresponding to "1" and
"0", respectively, over T. The advantages of MSK include its relatively narrow bandwidth
and its constant envelope feature which is necessary to avoid problems related to the
nonlinearity of RF amplifiers. However, MSK does not satisfy the stringent requirements
with respect to the out-of-band radiated power in the adjacent channel, which should be
suppressed 60~80 dB below that in the desired channel. Fortunately, the power spectrum
of MSK can be made more compact without distorting the signal envelope by introducing a
premodulation Gaussian low-pass filter. As a consequence, such a modified MSK is also
known as Gaussian MSK or GMSK. The function of the Gaussian filter is to smooth out
the phase transitions between pulses in the transmitted signal in order to mitigate spectral

broadening. However, by doing so, it inevitably introduces ISI to the digital signal.

2.2.1a. GMSK modulator

The block diagram of a GMSK modulator is given in Figure 2.8.

CPFSK modulator

Data source |———pn! Gausls-;?tt‘; LPF GMSK signal

Mod. Index = 0.5

Fig. 2.8. A GMSK transmitter.
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The data source generates a series of random non-return-to-zero (NRZ) rectangular pulses,

— t—iT
)= a,-.Q( - ) (2.19)

[==—00

where g; = + ] is the data bit, and £X¢/T) is a unit rectangular pulse of duration T centered at
the origin. These rectangular pulses are then shaped by a premodulation pulse-shaping

Gaussian filter which has a transfer function defined by [20]

H(f)= Aexp{— énBzz fz} (2.20)

where B is the 3 dB bandwidth of the filter a:>.- A is a constant. The corresponding impulse

response is obtained by taking the inverse Fourier transform of (2.20) [21]:

2 2n*B? ,
h(t)= A /——B - t 221
(1) n2 &P { In2 } (22D

The 3 dB bandwidth is adjusted to yield a narrow spectrum for the GMSK signal.

However, reducing the value of B to produce a more compact spectrum will simultaneously
increase the spreading effect of the pulse shaping filter and thus result in more severe ISI.
Both the cross-channel interference due to less stringent bandwidth control, and the
reduction in the eye opening of a digital signal caused by ISI can significantly degrade the
performance of a system. Therefore, it is necessary to determine the optimum filter
bandwidth so that the performance penalty arising from the two contradictory effects can be
minimized for a given system.

The constant value A in (2.20) is chosen in such a way that the following condition

is satisfied:

T 1
j g0)dt =2 (2.22)
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where g(?) is the filter response to a unit rectangular pulse of duration 7T, and is defined as

follows:

8(0)=2( £)+n()

1+T/2 2

(2.23)
in2 In2
-T/2
A 2 T 2 T
=2 - = t—— ||+ —_— t+— 1L
2 {e'f( \In 2”8( 2)) e'f(\} znzw( 2 ))}
where the asterisk denotes convolution, and
2 7 2
e =—\)expi—u“idu
() «/E-([ P { } (2.24)

erf(y) =—erf(-y)

After Gaussian shaping, the modulating pulses are used to frequency-modulate a high

frequency sinusoidal wave (carrier). The resulting signal at the output of the CPFSK

modulator is given by
s(t) = Zf"—b cos(2nf 1 + ¢(t)) (2.25)

where E}, is the energy per bit and ¢(?) is the phase that carries the transmitted information,

which is in turn defined as

&(t)=2mh I [ ia,-g(x - iT)}ix (2.26)

f=~—oc0

where A is the modulation index.
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2.2.1b. Simulation model of a GMSK modulator

The Gaussian pulse shaping filter with an impulse response defined by (2.21) can
be implemented as an N-tap FIR filter with the following impulse response:

s N—1 2p2 2

where N is an odd integer and7j is the sampling interval. The filter should be long enough
to ensure that the tails of the impulse response that are truncated have negligible amplitudes.

Figure 2.9 illustrates the block diagram of the simulation model of a CPFSK
modulator. It consists of a discrete modulo integrator and a real-to-complex converter. The

input signal to the modulo integrator is given by

= 3 aglnt, ~i) 2.28)

The resulting output of the integrator is a discrete version of (2.26). Finally, a complex
baseband GMSK signal is generated with an amplitude of \[2E/T = 1.

b { Modulo on jo
n_>| integrator c n

Fig. 2.9. A simulation model of a CPFSK modulator.

The modulo integrator model is based on a numerical integration method using a second
order polynomial approximation. According to Simpson's one-third rule, the area bounded
by a curve f(x) and the x-axis from x = x; > to x = x; , as shown in Figure 2.10, is

approximated by
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(2.29)

A= (f(xi)"' 4f(x;_,)+f(x,-_2))Ax

where Ax = x; - xi.; = xi-1 - x;i.2. As Ax approaches zero, the result becomes exact.

f(x)

f(xi_l) f(x)
f(x;5) !

- X

Xj2 Xj-1 Xj

Fig. 2.10. Simpscn's one-third rule for numerical integration.

However, (2.29) cannot be applied directly to model the integrator. This is because, for
every input sample f{x;), the integrator is required to generate a new output by increasing or
decreasing its previous output accordingly. By using (2.29), the incremental or decremental
value corresponding to the segment bounded by x = x;.> and x = x;; is calculated twice
when the new cumulative output is computed upon the arrival of f{x;). Hence, a modified
version of (2.29), multiplied by a scaling factor of 1/2, is used in modeling the CPFSK

modulator, in which the discrete phase of a GMSK signal at time index n is computed

according to

&, = {¢n_1 + Zﬂ'h(bn + 4bn;l +b,_, )T;}m()dZﬂ' (2.30)
where h is the modulation index. It should be noted that ¢, differs from the actual value,
obtained with the original Simpson's one-third rule using the entire sample sequence, by
half the amount of phase shift from index n-1 to n. This discrepancy will not cause error

accumulation since every phase increment or decrement is calculated twice in the cumulative
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process and thus will be compensated automatically when the next output is computed.
Furthermore, for a relatively small step size (equal to 7 in this case), the difference is

negligible. Figure 2.11 depicts a model of the CPFSK modulator. The scaling factors W,
and W, are equal to 4 and 27hT /6, respectively.

b,

Fig. 2.11. A model of a modulo integrator.

2.2.2a. Demodulator

As described in the previous section, the function of a digital modulator is to map a
digital sequence into waveforms that are suitable for transmission over the radio channel. In
turn, a demodulator performs the reverse mapping operation, transforming the channel-
distorted received waveforms back into the baseband digital signal. There are several
demodulation structures which in general can be classified as either coherent or non-
coherent demodulations. The former require an accurate recovery of the carrier phase,
whereas no such knowledge is required for non-coherent demodulation. Coherent
demodulation is known for its superior performance but carrier phase recovery is a
complicated process, especially under severe fading conditions and for burst mode
transmission in TDMA systems. On the other hand, non-coherent schemes such as limiter-
discriminator demodulation and differential detection are relatively simple and effective for
recovering data from a signal which has been exposed to severe fading. The performance
of a one-bit differential detector is comparable to that of a limiter-discriminator [22]. A two-
bit differential detector is superior to a one-bit differential detector in an AWGN channel

[23]. However, there is no apparent advantage of 73sing a two-bit differential detector in a
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Rayleigh fading channel since its performance gain over a one-bit differential detector is
marginal in such a channel [23]. Therefore, a simple one-bit differential detector has been

selected for a basic DECT receiver considered in this thesis.

2.2.2b. One-bit differential detector

A description of a one-bit differential detector is made according to the analysis
presented in [23]. For simplicity, it is assumed that a GMSK signal given by (2.25)

uverses » flat fading channel and arrives at a receiver shown in Figure 2.12.

Fig. 2.12. One-bit differential detector.

The predetection bandpass filter, which suppresses the broadband noise and cross-channel

interference, is assumed to be of the Gaussian type with the following equivalent lowpass

transfer function:

H,(f) =exp{—- 2;"22 f’-} (2.31)

where B, is the 3 dB bandwidth of the bandpass filter. After bandpass filtering the received
signal is given by

xip(t) = z—ff’a(t)cos(wc(t) +¢(t)+y(t))+n(t), o, =27nf. (2.32)

where a(r) and ‘(¢) are the envelope and phase distortion, respectively, introduced by the

channel and the bandpass filter, and n(?) is the bandpass Gaussian noise. The noise term

can be expressed in its narrow band representation
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n(t)=n.(t) cos(a)c(t) + 43(:)) +n(1) sin(mc (£)+ 43(:)) (2.33)

where @(t) = ¢(t) + 7(t) and n.(r) and n(t) are independent lowpass zero mean Gaussian

processes with variance

T 2 T
o? = N,,_j |H,(f)'df =N,B,, B,= 1/ 55

(2.34)
N,/2 is the two-sided power spectral density of the channel noise and B, is the noise

equivalent bandwidth of the bandpass filter. By substituting (2.33) into (2.32), x;(¢) can

be expressed in its polar form as follows:

X (1) = Re[(,/Z_fba(,) +n()+ jns(r))exp{j(wr )+ é(r))}]

(2.35)
= A(t)cos(@, (1) + (1) + n(t))
where,
2
A(z)=\/((wfz—fha(t)+nc(t>) +ns(r)2]
(2.36)
() = tan™! ns(2)
1E2a()+n(0)

As shown in Figure 2.12, the signal x;(t) is multiplied by a version of itself that is delayed
by one bit duration and phase-shifted by +90°. Consequently, the signal at the output of the

multiplier becomes
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_A(A(@-T) sin(@,.T+(t) = §(1—~T)+ n(r) ~n(t—T ))-

(1) s
2 sin(2w.t — @ T + (1) + ¢(t = T)+ (1) + n(t ~ T)
C c
(2.37)
The second harmonic term is then removed by a lowpass filter, resulting in
z(t) = A—(')—Alg-’—‘f—)sin(wcr + AD(T)) (2.38)

where AD(T) = ¢(r) - §(t - T) +n(t) ~ (2 - T) represents the change over one bit duration
of the sum of distorted signal phase and noise phase contributed by the additive Gaussian
noise. Also, by assuming that the carrier frequency is chosen in such a way that w,.T =

27k, where k is an integer, (2.38) can be simplified to

(1) = A(I)Agt -7)

sin(AD(T)) (2.39)

The signal z(¢) is then sampled at t = iT, i = 0, 1, 2, ..., etc., and fed into a decision device
which decides that a "1" was sent if z(iT) >0, and a "0" otherwise.

The performance sensitivity of a one-bit differential detector to the B,T product of
the receiver Gaussian bandpass filter is also discussed in [23]. It shows that, for one-bit
differential detection of GMSK, an optimum value of receiver B,T product exists for each

BT product of the Gaussian pulse shaping filter at the transmitter. For a BT of 0.5, the

optimum B,T value is 1.1.

2.3. Summary

In this chapter, discussions of an indoor radio channel-modeling and GMSK
modulation were given. The channel was modeled as a tapped delay line, with a fading
signal and an appropriate attenuation being applied to each tap. The statistical characteristics

of the fading simulator have been analyzed via computer simulation. It was demonstrated
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that the fading signal simulated by Jakes' Rayleigh fader exhibited the desired
characteristics. In addition, the envelope cross-correlations of fading signals generated by
the Rayleigh fader have been investigated. It was shown that a simple way to realize
uncorrelated fading signals is to assign different starting times to the corresponding
oscillators used to generate the fading signals. A model of GMSK modulator for computer
simulation was also presented. Finally, simple non-ccherent detection of the GMSK signal
using a one-bit differential detector was discussed. This detection scheme did not require
the recovery of a carrier phase; a current decision on a received signal was made on the
basis of the phase difference between the currently received signal and the one received one
symbol interval earlier.

In the following chapter, performance enhancing schemes involving adaptive

channel equalization and antenna diversity combining will be introduced.
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3. EQUALIZATION AND DIVERSITY COMBINING

Adaptive channel equalization and diversity combining techniques are reviewed in
this chapter. The principles of channel equalization, equalizer structures and recursive
algorithms for equalizer adaptation are discussed in the first part. The second part describes

several diversity techniques and related combining methods.

3.1. Adaptive Equalization

To achieve reliable high-speed data transmission in a band-limited channel, channel
equalization is required in order to reduce intersymbol interference (ISI). Before discussing
adaptive channel equalization, a review of the mechanism that produces ISl is needed. The

following treatment of the topic is based on the presentation in [24].

3.1.1. Intersymbol interference (ISI)

In digital communications, the transmission of symbols over a time dispersive
channel results in the spreading and overlap of the transmitted symbols, producing ISI.
Furthermore, ISI is also inherent in partial response modulation schemes such as GMSK.

The effect of ISI can be readily described for a baseband pulse-amplitude modulation

(PAM) system, as shown in Figure 3.1.

n(t)
.. ;’f [ Yy 2
| )" Chl?(’:;‘el —>@—> . \J

Fig. 3.1. Baseband PAM system rnode:.

In this model, it is convenient to combine the effects of the modulator, the transmitter filter

and the transmission medium into a single 'channel' or system impulse response (7). The
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received signal can then be expressed as the superposition of the impulse responses of the

channel to the individual transmitted symbols plus additive Gaussian noise n(¢):

r(t) =Y x;h(t ~iT)+n(1) (3.1)

where x; is a transmitted symbol and 7 is the signaling interval. An example of h(?) is
shown in Figure 3.2. The received signal r(¢) is then sampled at kT+t,, where t, accounts

for the channel delay and sampler phase. The resulting sampled version of () becomes

r(KT +1,) = xch(t,)+ D x;h(KT +1, —iT) +n(kT +1,) (3.2)

izk

The first term on the right hand side of (3.2) is due to the desired symbol, the second term
represents the ISI from adjacent symbols, and the last term is the additive noise. The ISI

term is zero if and only if h(kT+1,) =0, fork#0 .

h(t)

P % L-T t‘)-'-T/'Tl\ S

N’
to-ZM to \l—/to+2T

Fig. 3.2. Channel impulse response.

If the channel impulse response is zero at instants k7 +1, for k # 0, it is said to satisfy the
criterion for zero ISI known as Nyquist's first criterion [25]. This corresponds to a channel

which has the following folded frequency spectrum after symbol-rate sampling:
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Hf(f)=ZH(f——;_—)=constant, |f|$—2—1§_- (3.3)

where H(f) is the channel frequency response.

3.1.2. Linear equalization

Traditionally, most of the research on the reduction of ISI was motivated by the
desire to transmit high speed data over telephone channels. The main focus was on iinear
filters, either fixed or manually adjustable, to reduce the ISI introduced by the channel.
These linear filters equalize the channel by compensating for amplitude and delay
distortions. Thus, they are also known as equalizers. A fixed linear equalizer is intended to
compensate an average channel characteristic. As a particular channel characteristic may
differ significantly from the average, a fixed equalizer does not provide good performance.
On the other hand, a manually adjustable equalizer may be able to compensate for channel
distortions to an extent limited by the number of degrees of freedom provided by the
available adjustable parameters. However, these filters are not able to cancel time-variable
ISI resuiting from variations in the channel impulse response with time. This problem was
overcome following a major advance in channel equalization in 1964, when an algorithm
for automatically adjusting the parameters of an equalizer was published. Today, several
algorithms with different complexities and performance are available for automatic adaptive
equalization.

The most commonly used linear equalizer for combating ISI is a transversal filter,
shown in Figure 3.3. This is a symbol-spaced (T-spaced) transversal equalizer in which the
current and N-1 past samples of the received signal are multiplied by the equalizer

coefficients ¢;, i = 0, 1, ..N-1, and summed to produce an output:
N=1

Y = ZC,-r(to + kT — iT) (3.4)
i=0
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The number of taps, or the span of the equalizer, depends on the maximum duration of the
ISI, and the delay introduced by the equalizer is determined by the position of its reference
tap. The equalizer coefficients can be optimized using different criteria, such as the zero-

forcing (ZF) and mean-squared error (MSE) criteria.

r(t, + kT)

"yk

Fig. 3.3. A symbol spaced transversal filter equalizer.

In a zero-forcing equalizer with N symbol-spaced taps, the equalizer coefficients are
set so that they will force the composite channel and equalizer impulse response to zero at
all but one of the N symbol-spaced instants. If we assume that the equalizer span is of
infinite length (i.e., it has an infinite number of T-spaced taps), then the combined

frequency response of the channel and the ZF-equalizer would satisfy Nyquist's first

criterion for zero *SI:

CH[ (=1 s (3.5)

where C(f) is the frequency response of the equalizer, which is periodic because of the T
tap-spacing, and H{({) is the folded frequency response of the channel. This shows that a
ZF-equalizer simply inverts the folded frequency response of a channel. A finite length ZF-
equalizer approximates this inverse function. Such an inverse operation may have
undesirable effects. If the folded channel power spectrum has severe attenuation or spectral

nulls, then a ZF-equalizer will inevitably cause excessive noise enhancement at frequencies
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where the attenuation occurs while trying to synthesize a flat overall response by
introducing large gains in the affected regions; this leads to performance degradation. Also,
if the binary eye of the input signal is initially closed, there is no guarantee that a finite
length ZF-equalizer will minimize the distortion [24].

A MSE criterion provides a more robust approach for adjusting the equalizer
coefficients. In contrast to a ZF-equalizer, the coefficients of the least mean-squared
equalizer are optimized in such a way that the mean squared error between the desired
equalizer output and the actaal equalizer output is minimized. In this way, it maximizes the

signal to distortion ratio at its output [24].

3.1.3. Fractionally spaced equalizer

Symbol-rate sampling of an input signal before a T-spaced equalizer causes spectral
overlap, which in turn results in additional band-edge distortion. When the aliasing
components add destructively, severe attenuation or spectral nulls may occur in the band-
edge regions, leading to noise enhancement for the reason mentioned previously. To
circumvent this problem, the spacing between adjacent taps of an equalizer is reduced to a
fraction of the symbol interval. Such an equalizer is known as a fractionally spaced
equalizer (FSE). In a digital implementation, the tap-spacing is set at X7/M, where K and
M are integers and M>K. Figure 3.4 shows an example of a FSE with tap spacing of 37/4.

shift-register

) > < rr r r - r——---
kT/4 + to
Co
_>

>yk

Fig. 3.4. A fractionally spaced transversal equalizer with 37/4 tap-spacing.
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A received signal is sampled and shifted into a FSE shift register at a rate of M/T and the
signal sample in every K-th memory location of the shift-register is multiplied by an
appropriate filter coefficient. The output of a FSE, which is produced every T interval, is

given by

N-I
KT

= | 1, + kT —i— 3.6

Yk Z,C,r(o IM) (3.6)

=0

As a result of the higher sampling rate (since M = 2) before a FSE, no aliasing of the
sampled signal spectrum occurs (assuming that the signal before sampling is bandlimited to
1/T). Consequently, this allows the FSE to manipulate the signal spectrum at the two band-
edge regions independently of one another in such a way that cancellation of aliasing band-
edge components can be avoided in the course of symbol-rate sampling of the equalizer
output [24].

A related property of a fractionally spaced equalizer is its ability to synthesize any
timing delay. As a consequence, its performance becomes insensitive to variation of the
phase of a sampler, which corresponds to a variable delay of the signal path. The effect of
non-optimal timing phase of a sampler on the performance of an equalizer is explained in
the following development.

Let us assume that the front end of a receiver consists of a matched filter with an
impulse response h*(-1), where h(?) is the complex baseband equivalent of the composite
transmitter and channe! impulse response, and the asterisk denotes complex conjugation.
Following the matched filter is a 1/T-rate sampler, and an infinite-length T-spaced
transversal filter with a frequency response C(f). The received signal is defined in (3.1). If
the transmitted data sequence {x;} is uncorrelated and has unit power, then the signal
spectrum at the output of the matched filter is IH(f)I2, where H(f) is the Fourier transform

of A(r). After 1/T-rate sampling, the folded signal spectrum is given by

S(f. n)=§|ﬂ(f—§)|2 exp{—ﬂ%(f-%)fo} 3.7)

41



where 7, is the timing offset from the optimum sampling time. If it is also assumed that

H(f) is equal to zero for Il > I/T, then (3.7) can be simplified to

S(f.7,)= [lﬂ(f)lz +

2
H(f—%} exp{jZﬂ%ﬂ’—}]exP{‘fzﬂTo}' 0'<-f571~'

(3.8)
From (3.8), we observe that when 17, is equal to zero, {H(f-1/T)| adds constructively to

IH(f)l, whereas destructive aliasing takes place when 1, is equal to 7/2. Particularly, if the
power spectrum IH(f)I12 is symmetric about the centre frequency, a spectral null is created in
the band-edge (Ifi = 1/27T) of the sampled signal spectrum when 7, = 7/2. In this case, a 7-
spaced equalizer cannot manipulate the spectral null into a flat spectrum without significant

noise enhancement. On the other hand, when the sampling rate is increased to M/T, (3.7)

becomes

S(f.7,)= ;lH(f - z%)

2
exp{—jZn‘(f - i-A?l}rD} (3.9

Given that M 2 2 and IH(f)l = O for Ifi > I/T, (3.9) can be expressed as

,\
-
2

S'(f.’l'o)=4H(f)|2exp{—j27;fz'o}, OSfS%

Equation (3.10) shows that aliasing is avoided at the input to a FSE. It can be shown that
an infinite-length transversal FSE is capable of synthesizing the composite characteristics of
a matched filter and a infinite-length transversal 7-spaced equalizer [24]. This FSE can also
explicitly compensate for the timing offset of the sampler at its input by formulating a linear
phase adjustment of exp{;j27nft,}. Therefore, the FSE, whose frequency response can be
expressed as C(HH*(exp{j2nft,)} for 0 <f < I/T, can effectively minimize the MSE of its
output after symbol-rate sampling by acting on the pre-aliased signal spectrum and

compensating for any timing offset in the process of equalization.
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However, linear equalizers generally exhibit poor performance on channels with
severe amplitude distortion. Particularly, a linear equalizer is incapable of equalizing a
channel containing spectral nulls without introducing excessive noise enhancetment to the
received signal [13]. Therefore, it is necessary to introduce another class of equalization
techniques known as non-linear equalization. Non-linear equalizers are more robust and are

capable of handling channels with severe amplitude distortion.

3.1.4. Non-linear equalization

Significant advances in the area of non-linear equalization have been made over the
past three decades. They include the development of a symbol-by-symbol detection
algorithm based on the maximum a posteriori probability (MAP) criterion, a sequence
detection algcrithm based on maximum-likelihood sequence estimation (MLSE), and
decision feedback equalization [13].

The MAP and MLSE algorithms are based on probabilistic formulations. The MAP
algorithm is optimum in the sense of minimizing the symbol error rate for symbol-by-
symbol detection. On the other hand, the MLSE technique minimizes the probability of
symbol error based upon the detection of t+= whole signal sequence using the
computationally efficient Viterbi algorithm. Botl: the MAP and MLSE algorithms require a
knowledge of the channel characteristics as well as of the statistical distribution of the
additive noise in order to compute the probabilities for making decisions [13]. The channel
characteristic, which is usually unknown and non-stationary, can be approximated by a
channel estimator. These probabilistic algorithms are able to achieve superior performance.
However, the performance gain is attained at the expense of computational complexity
which grows exponentially with the number of interfering paths or the ISI span.

Among the three non-linear equalization techniques mentioned above, decision
feedback equalization is the least complex. However, it is inferior to the other two
methods. In contrast to the MLSE algorithm which makes use of all the energy in the
discrete channel impulse response to maximize the effective SNR, a decision feedback
equalizer (DFE) cancels all trailing ISI terms [24]. Besides suffering from a reduced

effective SNR, the DFE also suffers from error propagation. Nevertheless, despite its
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shortcomings, decision feedback equalization has been demonstrated to be a very effective
technique for combating ISI in a channel with severe amplitude distortion in its frequency
response. On the basis of its ease of implementation, and simple integration with antenna

diversity, the DFE has been selected for the applications considered in this thesis.

3.1.5. Decision feedback equalizer

The principle of using previous decisions to remove the distortion of received
signals is not new. In the late 1960s, this principle was applied to equalization, which
subsequently led to the development of a robust equalization technique known as decision
feedback equalization.

A conventional decision feedback equalizer (DFE) consists of a feedforward section
and a feedback section, as illustrated in Figure 3.5. The feedforward section is a linear
transversal filter known as a feedforward filter (FFF), whose tap spacing T may either be
equal to a symbol interval or a fraction of a symbol interval. The feedback section is a
symbol spaced (7-spaced) transversal filter, which is referred to as a feedback filter (FBF).
The inputs of the FBF are previously detected symbols. Obviously, the non-linearity of the
equalizer results from the inclusion of a hard-decision device. For generality, the tap

weights (coefficients) of the filters and the tap inputs may be assumed to be complex.

rok) ri(k) rr.1(K)

Decision a(k)
device
bg
- T T = T [*—————
d(k-B) d(k-1)

Fig. 3.5. Decision Feedback Equalizer.
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The complex lowpass equivalent signal is sampled and fed to the feedforward filter
with F tap-coefficients {a;}. The feedback filter, with B tap-coefficients {bj}, generates a
weighted sum of the noise-free past decisions which is then subtracted from the output of
the feedforward filter in order to cancel ISI caused by the past detected symbols in the
present signaling interval. Consequently, the input to the decision device (output of the

equalizer) is given by

F-1 B
k)= ar(k)—> bid(k—i) (3.11)
i=0

i=1

where {ro(k), ri(k), ..., rp.j(k)} are tap inputs of the FFF at time k and {ﬁ(k-l), 3(k-
2)..., d (k-B)} are the previously detected symbols residing at the tap inputs of the FBF.
The filters' coefficients may be jointly optimized in such a way that the mean squared error
(MSE) at the equalizer output is minimized. An optimization algorithm for linear
equalization can be utilized in this case by grouping the coefficients of the filters into one
single vector and the corresponding tap inputs of the filters into another vector as follows

[26]:

w= [ao, a,,...a,.-_,, _bl’ —bz,..., —bB]T

(k) =[ro (k). ry(k)..... rp_ s (K), A = 1), d(le = 2),..., Ak — B)]T

where T denotes matrix transposition. The input to the decision device can now be cast into

a familiar form encountered in linear equalization:

y(k) = wHu(k) (3.12)

where # denotes Hermitian transposition. The vectors w and u(k) are then used by an
adaptation algorithm for the joint optimization of the feedforward and feedback filters'

coefficients. Equalizer adaptation is discussed in Section 3.1.6.
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With the assumption of correct past decisions, it can be shown that the MSE with
decision feedback is always smaller than the MSE of a transversal equalizer [27].
However, realistically, occasional spurious decisions do occur. An erroneous decision
reduces the margin against noise for future decisions and consequently, the probability of
the next decision error is increased. Therefore, there is a concern for severe performance
degradation due to indefinite error propagation. Fortunately, the effect of error propagation
in a DFE is not catastrophic. It has been demonstrated that, for a finite-length feedback
filter with B taps, the actual prcobability of error at a high signal-to-noise ratio is at most a
factor of 28 higher than the error probability obtained with ideal decision feedback [28].

In conventional DFE operation, precursors or leading samples in a channel impulse
response are dealt with strictly by the FFF. whereas postcursors or trailing echoes of the
channel, possibly enhanced slightly by the .’FF, are handled by the FBF. In this case, the
last tap of the FFF is the reference tap of the DFE. However, it has also been proposed to
introduce additional taps to the FFF suct: ‘hat the middle tap of the FFF is used as the
reference tap [29]. Bingham explains that in the presence of additive noise, there exists a
unique MSE solution where the leading taps of such a FFF deal with any precursors while
its trailing taps follow the leading taps in such a way as to minimize the output noise; the
FBF then deals with both the original postcursors as well as those created by the FFF.

Nevertheless, the addition of extra taps to the FFF increases equalizer complexity and also

results in a more slowly converging DFE.

3.1.6. Equalizer Adaptation

In a practical situation, an equalizer needs to be adaptive in order to effectively
equalize a channel having unknown and time varying characteristics. The optimization of an
equalizer can be achieved by using either conventional, recursive adaptation algorithms or
adaptive channel estimates. In the conventional approach, either a stochastic gradient-based
algorithm or a least squares algorithm is implemented to adjust the equalizer coefficients
directly. For adaptation using channel estimates, the equalizer coefficients satisfying a
minimum mean-square-error criterion are computed periodically using the estimated

channel impulse response constructed by a channel estimator. It has been shown that
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equalizer adaptation using channel estimates can be more robust over a moderately rapid
fading channel than that using recursive algorithms [30]. However, conventional recursive
adaptation methods are considerably simpler to implement. For this reason, they are
considered for equalizer adaptation in this thesis.

For an initial adjustment of the equalizer coefficients (tap weights) using a recursive
algorithm, a training sequence is usually transmitted to allow the equalizer to acquire
information about the channel characteristics before data transmission begins. The equalizer
coefficients are adaptively adjusted by making use of the error signal derived from the
known training signal d(k) and the corresponding equalizer output y(k), as shown in
Figure 3.6. During data transmission, the coefficients are continuously updated by using
the decisions at the output of the decision device J(k) to determine the error signal for
adaptation. Occasional incorrect decisions made during this decision-directed mode have a
negligible effect on the performance of a transversal equalizer provided that the average
symbol error rate is below 10-2 [13]. Incorrect decisions, however, may have a more
detrimental effect on the performance of a DFE since, as discussed earlier, the feedback of

spurious decisions will lead to error propagation.

Received A
___s:_gn___»al Equalizer y(&) — l()ke:/iiii:n dek

Updated -
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+
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dk)

Fig. 3.6. An adaptive equalizer.
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3.1.6a. Least mean square algorithm

It can be shown that the mean squared error signal is a quadratic function of the
equalizer coefficients. Thus, it can be visualized as a multi-dimensional paraboloid with a
minimum point. In other words, there exists an optimum set of equalizer coefficients with
which the minimum mean squared error (MMSE) between the actual output and the desired
output of the equalizer is attained. According to the method of steepest descent, each

equalizer coefficient is adjusted in the direction of the gradient of the MSE with respect to

that coefficient, that is

1 3E[|e(k)|2]

where w;i(k) is the value of the i-th coefficient at time instant k, pi is the step size parameter,

E is the operator denoting ensemble averaging, and e(k) is the error signal given by

N-1
e(k)=d(k)= > w; (k)u;(k) (3.14)
=0

with d(k) designates the desired equalizer output (as shown in Figure 3.6, d(k) is replaced
by d (k) after the training period), u;(k) represents the input to the i-th tap of the equalizer at
time instant k, and the asterisk denotes complex conjugation. Provided an appropriate step
size is used, the equalizer coefficients will converge from arbitrary initial values to the final
optimum Wiener solution. However, the computation of the exact gradient of the MSE is
impractical. As a consequence, the gradient must be estimated from the available data. This
leads to the development of an algorithm which uses a noisy estimate instead of the exact
gradient of the MSE. Such an algorithm is known as the stochastic gradient algorithm. A
well known stochastic gradient algorithm is the least-mean-square (LMS) algorithm

introduced originally by Widrow. According to the LMS algorithm, the N equalizer

coefficients are adaptively adjusted as follows:
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_ 1 [ ety N
w,-(k+1)—w,~(k)+2,u( S (1) | i=0.,N—1 (3.15)

Given that the derivative of le(k)I2 with respect to the complex w;(k) is equal to

-2ui(k)e*(k), equation (3.1.5) can be expressed as

wi(k+ 1) = w; (k) + pu;(k)e” (k) (3.16)

Even though the set of directions along which the equalizer coefficients are adjusted from
one iteration to the next is quite random, the algorithm is still capable of achieving good
performance. This is because the recursive nature of the algorithm, in some sense, averages
the estimate during the course of adaptation [31]. The step size parameter controls the rate
of convergence of the algorithm. A large step size provides rapid convergence but it also
results in large fluctuations in the equalizer coefficients during steady-state operation. This
fluctuation can be reduced with a smaller step size, but that will result in a slower
convergence rate.

Since the step size is the only parameter used to control the rate of adaptation and it
is assigned a small value in order to minimize the steady-state mean squared error at the
equalizer output, especially in channels which contain spectral nulls, the LMS algorithm
converges slowly. If it is possible to introduce an additional parameter in such a way that
the step size is first assigned a large value to facilitate a fast convergence and then adjusted
adaptively to a smaller value to acquire a small steady-state mean squared error, the
performance of the algorithm can be improved. However, the adaptive adjustment of the
step size may be difficult if not impractical. The drawbacks of the standard LMS algorithm
render it unsuitable for wireless communications since deep spectral fades are likely to
occur in the channel and the introduction of a long training sequence may not be
practicable. A more quickly converging and more robust least squares algorithm is required

for such applications.
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3.1.6b. Recursive least squares algorithm

The performance index for the method of least squares is expressed in terms of a
time average instead of an ensemble average. According to this method, the best solution is
obtained by minimizing the sum of the squared difference between the estimated results and
the corresponding actual results. It can be extended to develop a recursive algorithm for
equalizer adaptation whereby equalizer coefficients are updated in a symbol-by-symbol
manner. Such an algorithm is known as the recursive least squares (RLS) algorithm.

With the RLS algorithm, the N equalizer coefficients are generated at time k& to
minimize the sum of all errors as if the same coefficisnts were used during the observation

interval 1 <i <k, that is, they minimize the following cost function:

k
2
e(k) =Y |d(i) - w(k)" i) (3.17)
i=1]
where d(i) 1s the desired equalizer output at time instant i, # indicates Hermitian
transposition, u(i) is an equalizer tap-input vector given by

u(i) =[up() s @)ooy, . 1<i<k (3.18)

and w(k) is the coefficient vector given by
w(k)=[wo(k), w;(k)...... wy_; (k)] (3.19)

where 7 denotes the matrix transposition.
In order to allow tracking of a time-varying channel, a weighting factor may be
introduced to ensure that contributions from data in the distant past are diminished. One

such commonly used weighting (or forgetting) factor is the exponential weighting factor.

The resulting cost function for the RLS algorithm can be rewritten as
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k
e(k) =Y A*~|a(e) - w (yui)] (3.20)
i=]

where A is a positive constant close to, but less than, 1.
The desired coefficients for minimizing the cost function are obtained by setting the

derivative of (3.17) with respect to w(k) to zero. Thus we have the following sclution

w(k)= A~/ (k)B(k) (3.21)

where the N-by-N correlation matrix A (k) is given by

k
A(k) =Y ¥ u(i)n’ (i) (3.22)
i=]

and the N-by-/ cross-correlation vector B(k) is 4 %wed as
k . .,
B(k)=Y X u(i)d”(i) (3.23)
i=]

It can be shown that both A (k) and B(k) can be recursively updated [31] as follows:
A(k)= Ak — 1) +u(k)u' (k) (3.24)

B(k)= AB(k — 1)+ u(k)d* (k) (3.25)

Consequently, by making use of the matrix inversion lemma , the following equation for

updating w(k) is obtained from (3.21), (3.24) and (3.25):

w(k) =w(k - 1)+ K(k)o:*(n) (3.26)
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where K{(k) is the Kalman gain vector, defined as

K(k)= A~ (K)u(k) (3.27)
and ofk) is the a priori estimation error given by

ofk) = d(k) —w" (k — Du(k) (3.28)

The Kalman gain vector K(k) and the inverse correlation matrix P(k) = A-1(k) defined

above can be computed recursively according to

3 X' P(k — Du(k)
M) = T 7man (k)P(k — Du(k) (3:29)
and
P(k)=X""P(k ~ I) - X K(k)u" (k)P(k — 1) (3.30)

To apply the above standard RLS algorithm, it is first required to initialize the inverse

correlation matrix P(k). A simple procedure involves the following assignment

P(0)=87"r (3.31)

where I is the identity matrix and & is a small positive constant. The starting values of the
equalizer coefficients can all be arbitrarily initialized to zero. After the initialization,
equalizer adaptation may begin by sequential computations of equations (3.28), (3.29),
(3.30) and (3.26) fos each instant of time, k=1, 2, . .. .

The RLS algorithm typically converges an order of magnitude faster than the simple
LMS algorithm [31]. For a T-spaced transversal equalizer containing N taps or a
fractionally spaced equalizer of the same length, the standard RLS algorithm will converge

in about 2N iterations. Furthermore, its rate of convergence is insensitive to the channel
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characteristics. However, the benefits are achieved at the expense of computational
complexity, which is now on the order of N2, as compared with the LMS algorithm, which
has a complexity on the order of N. The increased computational complexity is due to the
burden involving matrix multiplication in calculating the Kalman gain vector K(k) and in
updating the inverse correlation matrix P(k). In addition, the recursive update procedure for
the matrix P(k) given in (3.30) has poor numerical properties; thus, the algorithm becomes
sensitive to round-off noise when implemented with finite-precision arithmetic. In order to
avoid instability due to the accumulation of round-off errors, binary representations of at
least 16 bits are required [32, 33]. In the past, this has posed a problem to the hardware
implementation of the algorithm. As a result, a related algorithm with better numerical
properties has been derived to avoid the computation of P(k) according to (3.30). The basic
principle of this algorithm lies in the square-root factorization of P(k) as P(k) = S(k)S'(k),
where S(k) is a lower triangular matrix. The resulting algorithm, known as the square-root
RLS algorithm, updates the matrix S(k) directly without computing P(k) explicitly and has
a computational complexity on the order of N2 [34]. Binary word lengths of 10 to 15 bits
are required to ensure the stability of the square-root RLS algorithm (32, 33]. However,
the requirement for intensive computation may render it computationally inefficient for
equalizers with a large number of coefficients. A. Jast RLS algorithm, in which matrix
multiplication involved in computing F(k) and k(k) is avoided, becomes more favored for
such applications. For this algorithm, a minimum binary word length of 10 bits seems to be
necessary [32, 33].

At present, the effects of round-off error accumulation on all RLS algorithms can be
greatly reduced in two different ways. The first direct approach is to implement the
algorithms with higher precision arithmetic; this is feasible since technological advancement
has already made 32-bit DSP chips commercially available. The second method is to allow
periodic reinitialization of the algorithms to avoid the accumulation of round-off error with
time. In fact, this second method is not even necessary for TDMA systems carrying short-

duration time-slots with a training sequence in each time-slot; in this case, complete
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initialization of the algorithm and training of the equalizer are carried out for the reception of
every new tirme-slot.

A RLS algorithm is a favorable choice for equalizer adaptation in wireless
communications because of its fast convergence rate and the insensitivity of its convergence
rate to channel distortion. Since the benefits of off-line processing and double precision
floating point arithmetic are available in computer simulation, the computational complexity
of the algorithm and round-off error accumulation are of lesser concern. Hence, the

standard RLS algorithm was implemented in this project for DFE adaptation.

3.2. Diversity Combining

The application of diversity combining to radio systems is an old idea, with the first
experiment being reported in 1927 [18]. Diversity techniques requirz the availability of two
or more transmission paths (branches) carrying the same message, and their success
depends upon the degree to which signals on these paths are uncorrrelated. However, it has
been shown that diversity branches with a cross-correlation coefficient as high as 0.7 can
still provide a substantial diversity advantage [11, 18]. A proper combination of signals
from these transmission paths having approximately the same average signal strength can
greatly reduce the severity of fading since the probability of having all branches experience
deep fades at the same time is relatively low. Consequently, the reliability of a transmission
link is improved.

Diversity paths can be produced in a number of different ways. One can employ
different times, different frequencies or spatially separated antennas to achieve independent
diversity paths. These techniques are known as frequency, time and space diversity,
respectively. In frequency diversity, the desired signal is transmitted at several different
carrier frequencies. For frequency separations of more than several times the coherence
bandwidth, uncorrelated fading among signals at these frequencies can be achieved. With
this method, diversity advantage is gained at the expense of channel bandwidth and hence it
is not suitable for narrow band channels. Time diversity, in turn, uses several time instants

to transmit the same signal. With successive transmissions separated by a time interval at
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least as large as the reciprocal of the fading bandwidth (1/2fp, where fp is the maximum
Doppler shift), signals at different time instants will undergo uncorrelated fading [18].
Since the required time separation between independent fades is inversely proportional to
the fading bandwidth, this method cannot be applied effectively to slowly fading indoor
channels. Space diversity uses two or more antennas for transmission or reception of
signals trap<«+'vd at the same time and same carrier frequency. The drawback is that the
incorpore. - . -  multiple antennas within small handsets may not be practical. However,
this technique is preferred for the applications considered in this thesis and will be
discussed below. Other diversity techniques, which will not be discussed, include angle

(directional), field component and polarization diversities {10, 11, 12, 18, 35].

3.2.1. Space diversity

Traditionally, diversity paths are realized by using two or more antennas for the
transmission or reception of signals. This is known as space diversity in which the spacing
of the antennas is chosen so that the individual signals are uncorrelated in their fading.
Assuming that incoming waves have a uniform angular distribution at a mobile unit, the
cross-correlation coefficient or the normalized envelope covariance, between the outputs of

two diversity antennas, spaced at a distance L, is given by [35]

ZEL) (3.32)

p(L) = g3 2=

where J,, is the zero-th order Bessel function of the first kind and A is the wavelength of the
carrier. This function is illustrated in Figure 3.7, which shows that the theoretical minimum
space separation at which the two diversity branches are totally independent is 0.38A. In
practice, this separation may be larger, which is probably due to the lack of unifevm
angular distribution of the arrival waves [35]. However, it has also been reported that, for

an antenna separation greater than A/4, an average envelope cross-correlation of less than

0.1 is obtained for indoor wireless systemns operating at about 1.7 GHz [36].
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Fig. 3.7. Correlation coefficient between the outputs of two dipole antennas.

At the base station, a larger space-separation may be required to achieve a low correlation
between the diversity branches. In mobile communications, signals transmitted from a
mobile are scattered mainly near the vicinity of a mobile unit itself, as shown in Figure 3.8.
Consequently, the scattered signals arrive at the base station within a confined angular
sector (beam-width) instead of from all directions. A larger antenna spacing is required
when the beam-width of the incoming signals becomes narrower [35]. In addition, for a
given base station antenna spacing, the envelope cross-correlation between the diversity

branches increases with antenna height. In other words, a larger antenna spacing is

required for higher antennas in order to maintain a low cross-correlation between the

diversity branches.

Fig. 3.8. Model of reverse link propagation.
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3.2.2. Combining methods

In a diversity system, one or all diversity branches may be used for reception of the
transmitted signal. There are basically four types of diversity combining methods:
switching, selection, equal-gain combining and maximum ratio combining. In switching or
selection diversity, only one of the diversity branches is used at any instant of time,

whereas all branches are used in equal-gain and maximum ratio combining.

Diversity switching: This technique can be employed conveniently in a system using two
diversity antennas. It requires only one measurement unit to monitor the signal power from
a diversity branch used for reception. When the signal power from that branch is below a
predetermined threshold, signal reception will be switched to the other diversity branch.
The switch will stay in its new position as long as the signal power from a newly switched
branch is above the threshold. If the new branch is also below the threshold, the switch
may either remain in its new position or return to its previous position. To avoid frequent

switching, a low predetermined threshold is used.

Diversity selection: In this scheme, all diversity branches are monitored simultaneously.
The selection scheme can be driven by one of the two performance measures, namely
received signal strength indication (RSSI) and error rate indication (ERRI). For the RSSI
criterion, signal powers from the respective diversity branches are measured at the
passband (i.e. at the intermediate frequency). The branch with the strongest power is then
selected for demodulation, achieving passband diversity selection. On the other hand,
ERRI-driven diversity selection requires a complete receiver for each diversity branch. It is
a baseband diversity selection based on error checks of the demodulated signals, which can
be achieved by error-detection coding. The performance of the ERRI criterion should be
better than that of the RSSI criterion because signal power from a multipath channel does
not necessarily reflect the overall quality of the link, as a stronger average power may be
due to the existence of stronger trailing echoes, hence more severe ISL. However, the

performance gain is achieved at the expense of receiver complexity.

Equal-gain combining: Instead of utilizing only one diversity branches at a time, a greater

diversity potential can be exploited by combining signals from all the diversity branches.
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Equal gain combining is a simple type of Jinear diversity combining in which signals from
the individual diversity branches are co-phased and summed before detection. However, by
having equal contributions from all the branches, it inevitably adds more noise to the
resulting signal than could otherwise be obtained by ignoring those branches experiencing a
severe fade.

Maximum ratio combining: In maximum ratio combining, individual signals from the
diversity branches are weighted in proportion to their respective signal-to-noise power
ratios, co-phased and summed. Assuming that the mean noise power is the same for each
branch, it can be shown that the resulting output SNR is equal to the sum of individual
branch SNRs.

It can be shown that, in terms of the output SNR, maximum ratio combining is the
best combining scheme for combating Rayleigh fading with a combining gain of /0log,,M,
where M is the number of diversity branches. Under the same conditions, the combining
gains for equal gain combining and diversity selection (RSSI) are 7 Olog,o[l + (M- 1)/4]
and 10log,, :ﬁ';llk’ respectively [11, 18].

3.3. Summary

Adaptive channel equalization and diversity combining techniques were discussed.
It has been explained how the performance of a simple linear transversal equalizer can be
improved by reducing the tap spacing to less than a symbol-interval. Linear equalizers were
seen to be inadequate for channels with severe amplitude distortions in their frequency
response. Non-linear equalizers such as decision feedback egualizers have better
performance for such applications. The coefficients of a DFE can either be calculated
directly from the channel impulse response or adaptively adjusted by using a recursive
algorithm in such a way that the mean squared error between the equalizer output and the
desired output is minimized. For wireless applications, a fast converging recursive least
squares algorithm is desired for equalizer adaptation. In addition, the convergence rate of a
RLS algorithm is insensitive to channel distortion. In addition to ISI, multipath fading also

contributes to severe performance degradation in a wireless system. Antenna space
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diversity is an efficient technique to combat multipath fading. In practice, an antenna
spacing greater than the theoretical minimum of 0.38A4 is generally required to achieve

independent diversity branches.

In the following chapter, schemes involving the integrated usg of DFE and dual

antenna diversity will be introduced.
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4. INTEGRATING DECISION FEEDBACK
EQUALIZATION WITH DUAL ANTENNA DIVERSITY

As described in Chapter 3, decision feedback equalization and antenna space
diversity can effectively counteract intersymbol interference and multipath fading,
respectively, in a radio channel. In this chapter, four performance enhancing schemes
involving the combined use of these two techniques are discussed. The first three schemes
incorporate decision feedback equalization with diversity selection, whereas the fourth

scheme integrates decision feedback equalization with diversity combining through joint-

parameter optimization.

4.1. Decision Feedback Equalization with Diversity Selection

A DFE can significantly improve the performance of a time dispersive radio link by
reducing ISI. However, due to multipath fading, the power of the received signal can be
reduced drastically when a deep fade is encountered, causing the desired signal to be
masked by additive noise. This in turn, renders the DFE useless since it cannot identify the
desired signal. To circumvent the problem, space diversity is used to increase the input
signal-to-noise ratio to the DFE. In this section, three schemes involving dual antenna
diversity selection and DFE, designed to improve DECT or DECT-type links, are

presented. These three schemes differ in terms of the criterion used for antenna selection.

4.1.1. Scheme I: DFE with RSSI-driven diversity selection

Scheme I is the simplest of all the three schemes involving DFE with diversity
selection, and it is well suited for DECT. DECT uses time division duplexing (TDD), with
reverse link and forward link transmissions alternating at 5 ms intervals (half a frame
duration) at the same carrier frequency. Consequently, the slowly fading indoor radio
channel may be considered reciprocal. This allows diversity antennas to be implemented at
a base station to acquire diversity gains for both links through diversity reception and
transmission. The block diagram of a base statior receiver is shown in Figure 4.1. The

implementation of two diversity antennas, wi’» a sufficiently large spacing between them to
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ensure uncorrelated signals from the diversity branches, at the base station is of less
concern since constraints on the size of the base station are less severe. Here, the received
signal strengths from the two independent antennas are monitored simultaneously. The
antenna with the stronger received signal is selected for the forward link transmission,
exploiting the reciprocity of the channel. Since the transmission to a portable occurs about
half a frame duration after the reception of a time-slot from the correspondir 3 portable, a
delay of about half a frame duration is incurred when using the selected antenna for
transmission. We call this delay an antenna switching delay. The antenna with the stronger
received signal is also used to receive the signal from the corresponding portable in the
following frame. Thus, an antenna switching delay of about one frame duration (10 ms) is
encountered in the reverse link transmission. This delay is not likely to cause noticeable
performance degradation since the indoor channel is quasi-stationary. The selected signal is

fed to an adaptive passband DFE.

Rx. filter 1 Rx. filter 2

Y

RSSI
monitoring

*"’C Selection j‘-

T=iT/2

DFE

-

1-bit differential detector
; Data

Fig. 4.1. DFE with RSSI-driven diversity selection.
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The passband DFE, which is similar to the one shown in Figure 3.5, consists of a
T/2-spaced feedforward transversal filter (FFF) and a T-spaced feedback transversal filter,
where T is the bit interval. The last tap of the FFF is the reference tap of the DFE. The
equalizer coefficients are adaptively adjusted using the standard RLS algorithm. Issues
regarding the length of the filters as well as equalizer training will be addressed in Chapter
5. The output of the DFE is then passed to a one-bit differential detector, where the
transmitted data is retrieved.

The portable, benefitting from the diversity transmission at the base station, does
not require diversity antennas for reception of signals from the base station; it requires only

one DFE to achieve a performance comparable to that of the reverse link.

4.1.2. Scheme II: DFE with ERRI-driven diversity selection

In Scheme I, diversity selection is driven solely by signal powers received from the
two diversity branches at the base station. However, the received signal power may not
necessarily reflect the quality of the link because a larger received power may be due to
stronger trailing multipaths, which the DFE tries to cancel. In such a case, the recoverable
signal power will be smaller than that of the interfering paths. A better alternative, which is
used in Scheme II, selects the appropriate diversity branch according to an error rate
indication.

Figure 4.2 shows the block diagram of a base station receiver employing Scheme
I1. In order to determine the link quality using an error rate indication, it requires two
separate receivers, one for each diversity branch, to process and detect the signal at the base
station. Similar to Scheme I, diversity antennas are implemented only at the base station to
achieve diversity reception and transmission. Only one antenna and one DFE are required at
the portable to obtain a comparable performance on the forward link. Also, the DFEs used
in Scheme II are identical to those used in Scheme I. In practice, the 16-bit cyclic
redundancy check (CRC) code in the DECT time-slot is used for error detection and the
selection criterion can then be based on monitoring CRC error checks in both branches. A
cyclic code is very effective for the detection of transmission errors. An I-bit cyclic code is

capable of detecting any error burst of length [ or less, and its probability of detecting error
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bursts of length /+1 or greater is at least 1-2-(-1) [37]. Therefore, the error-detection
probability of a 16-bit CRC code is at least 0.999969. However, the CRC code is not
actually implemented in this work, and error checks for Scheme I are achieved by
comparing the detected bits with the known transmitted bits used in the simulations. In
other words, the error-detection probability is assumed to be 1. For computer simulations,
the selection scheme works in such a way that if there are one or more data-bit errors in one
branch and no errors in the other branch, then the branch with no error is selected; if there
are one or more errors in both branches or there is no error in either branch, then the branch
selected in the previous frame continues to be used. Hence, it is necessary to store a full
time-slot of demodulated data from each diversity branch before branch selection is effected
for each reverse link transmission. As a result, there is 10 antenna switching delay for the
reverse link transmission. The antenna of the selected branch is also used for the forward
link transmission, in which an inherent aritenna switching delay of about half a frame

duration (§ ms) is incurred.

Rx. filter 1 Rx. filter 2

T=iT/2

DFE 1 DFE 2
1-bit diff. detector 1 1-bit diff. detector 2

Y

Error detection/
Branch selection

Fig. 4.2. DFE with ERRI-driven diversity selection.
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4.1.3. Scheme III: DFE with MSE-driven diversity selection

In adaptive decision feedback equalization, the error signal, which is the difference
between the input and the output of the decision device of a DFE, is used by a RLS
algorithm to adjust the equalizer coefficients. The mean square of this error signal, to a
certain extent, reflects the quality of the transmission :ink, and it is used as a parameter for
diversity selection in Scheme I11.

Similar to Schemes I and II, Scheme III requires diversity antennas to be
implemented only at the base station to acquire diversity gains for both forward and reverse

links by exploiting the reciprocity of the channel. Figure 4.3 shows the block diagram of a

base station receiver using Scheme I11.

Rx. filter 1 Rx. filter 2

)ﬁ T=iT/2

DFEIF}‘31 ez{D

Equalized ( MSE ) Equalized
signal 1 monitoring D signal 2

Yy

Storage 1 Storage 2

——V-( Selection J<———

Y

-

1-bit differential detector

* Data

Fig. 4.3. DFE with MSE-driven diversity selection.

A DFE is also required for each diversity branch .t the base station. Unlike Scheme 11, it

requires only one differential detector, and its diversity branch selection is based on
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monitoring the mean squared errors (MSEs) from the two DFEs. For each reverse link
transmission, the equalized signal from each branch is temporarily stored, while error
signals from individual DFEs are averaged over the entire data sequence of each received
time-slot. The equalized signal from the branch with the lower mean squared error is then
selected for detection. Consequently, there is no antenna switching delay for the reverse
link transmission. The antenna of the selected branch is also used for transmission to the

corresponding portable, in which case an antenna switching delay of about half a frame

duration is encountered.

4.2. Decision Feedback Equalization with Diversity Combining

In the previous three diversity/equalization schemes, the transmitted data are
retrieved only from one of the two diversity branches. As mentioned in the previous
chapter, diversity gain can be further increased by combining signals from all the diversity
branches. This section discusses a scheme which integrates decision feedback equalization

with dual antenna diversity combining through joint-parameter optimization.

4.2.1. Scheme IV: Diversity combining and DFE with joint parameter
optimization

The block diagram of a receiver using Scheme IV is shown in Figure 4.4. Unlike
the previous three schemes, Scheme IV requires diversity antennas to be implemented at the
base station as well as at the portable. Equalization is achieved by using two T/2-spaced
feedforward transversal filters (FFFs), one for each diversity branch, and a single T-spaced
feedback transversal filter (FBF). Outputs of the FFFs are added to realize diversity
combining, and the FBF's output is then subtracted from the sum. The coefficients of all
three filters are jointly optimized using a single RLS algorithm by concatenating the
coefficients of the filters into one single vector and the corresponding tap inputs of the

filters into another vector as follows:
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where q;; is the j-th tap coefficient of the FFF of length F in branch i, b; is the j-th tap

coefficient of the FBF of length B, r; j(Kk) is the j-th tap input of the FFF in branch i and
d (k — j) is the j-th tap input of the FBF at time k. The input to the decision device can then

be expressed as

y(k) = wu(k) (4.2)

By jointly optimizing the two feedforward filters, co-phasing of the signals from
the two diversity branches is inherently effected. Presumably, the algorithm can also adjust
the filters' coefficients automatically in such a way that maximum ratio combining is
synthesized by minimizing the contribution from the branch experiencing deep fades.
Theoretically, it is an optimum dual-antenna diversity combining and equalization scheme

[38]. However, the improvement is gained at the expense of increased complexity at the

portable receiver.
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Fig. 44. Diversity Combining and DFE with joint-parameter optimization.
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4.3. Summary

Four schemes involving dual antenna diversity and decision feedback equalization,
which are intended to enhance the performance of DECT or DECT-type systems, have been
discussed in this chapter. Schemes I, 1T and III feature the combination of DFE with
diversity selection, whereas Scheme IV integrates diversity combining and decision
feedback equaiization into a single entity through joint-parameter optimization.

For Schemes I, II and 111, diversity antennas are implemented only at the base
station to obtain diversity gain for both the forward and reverse links, with diversity
selection driven by RSSI, ERRI and MSE criteria, respectively. Scheme I incurs an
antenna switching delay of about one frame duration for the reverse link transmission,
whereas no such delay is encountered by Schemes II and II1. Since branch selection is
determined during the reverse link transmission, and the antenna of the selected branch is
then used for transmission to the corr sponding portable, all three schemes incur an
antenna switching delay of about half a frame duration for the forward link iransmission.

Instead of selecting a signal from the better branch, Scheme IV combines and
equalizes the signals from bs:th diversity branches. Thus, diversity antennas should also be
implemented at the portable. As a result, this schenie may only be suitable for larger mobile
terminals which can accommodaie two diversity antennas.

The performance of thesc four schemes has been evaluated through extensive

computer simulations, and the simulation results are presented in Chapter 5.
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S. SIMULATIONS AND RESULTS

For complex systems such as wireless communication systems, performance
analysis using pure analytical means can be extremely difficult and abstract, if not
impossible. Computer simulation, which is a relatively simple process, has become
indispensable for the development and performance evaluation of communication systems
prior to costly and time consuming hardware implementation. This chapter is concerned
with the performance evaluation by computer simulation of the DECT baseline system and
the related performance enhancing techniques discussed in the previous chapters.

A commonly used performance measure for a digital communication system is its
average bit error rate (BER). In this project, Monte Carlo simulation is used to estimate the
BER, because of its relative simplicity. This method requires no assumptions about the
input processes and analysis of the system [39]. Comparing the output sequence with the
known input sequence at some relative delay allows the BER of the simulated system to be
calculated empirically. The estimated BER, p, is the ratio of the iotal number of bit errors
observed, n, to the total number of bits processed, N. #s N approaches infinity, the
estimator p tends to a normal distribution with mean p and variance p(J -p)/N. 1t has also
been shown [39] that, if one hundred bit errors are counted, this distribution produces a
95% cornfidence interval of about (1.25p , 0.8 p), implying that the esiimated BER is
within 25% of the actual BER 95% of the time. However, the minimum number of bit
errors should not be the only parameter considered to obtain a reliable estimated BER of a
wireless system in the presence of slow fading and AWGN. 1t is also important to run
sufficiently long simulation sequences to ensure that several deep fades are encountered in
the process of estimating tt: average BER.

In this project, the maximum Doppler shift of a Rayleigh fading channel is set at 5
Hz and the channel characteristics are assumed to be constant within one time-slot duration.
Also, only one time-slot in eack DECT frame is considered and a minimum of 25,000
frames are used in each simulation process. This correspords to successive transmissions,

at time intervais of 10 ms (one DECT frame duration), from a portable to a base station (or
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vice versa) over a time duration of 250 seconds in a real situation. The number of time-slots
encountering fades of any level can be found through computer simulation by generating
the Rayleigh fading signal samples (corresponding to the Rayleigh fading carrier) at
intervals of 10 ms. The simulation results for the minimum, maximum and average number
of time-slots encountering fades of various depths for a sequence sf 25,000 time-slots
transmitted, obtained over 2000 consecutive trials of simulation, are summarized in Table

5.1. The fading levels are defined relative to the rms value of the Rayleigh fading envelope.

Fading level, | Min. number of slots | Max. number of slots | Avg. number of slots
R (dB) below R below R below R
-10 2032 2588 2292
-15 585 876 746
-20 175 313 238
-30 9 42 24

Table 5.1. Number of slots in fades of various depths for 25,000 slots transmitted.

Executing such a long sequence in each simulation process using multi-purpose software
packages, such as the Signal Processing Worksystem (SPW™) and Block Oriented System
Simulator (BOSS™), on a DEC-3000 workstation may require excessively long simulation
fun times, due to their large overheads Therefure, customized C programs have been
designed for such purposes in this project.

Section 5.1 details the simulation process for the DECT baseline system, including
various channel models. The simulation of the DECT system employing diversity selection
is given in Section 5.2, whereas that of the system using a DFE only is presented in
Section 5.3. The performance of the four combined diversity-equalization schemes outlined
in Chapter 4 is simulated in Section 5.4. In each of these sections, respective simulation

resuits are discussed and compared. Finally, a summary is presnted in Section 5.5.
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5.1. Simulation and Performance Evaluation of the Baseline
System
It is a common practice to decompose a simulation system model into a number of
functional blocks. Each functional block is coded as a separate C function, which forms the
basic building block for more complicated system models involving different performance

enhancing schemes. The descriptions of different functional blocks are given, followed by

discussions of the simulation results.

5.1.1a. Baseline system

Figure 5.1 shows the complex baseband equivalent baseline simulation model.

- 1 Bitni6 :
Time slot | an | Gaussian |__g{ Modulo ! ci6;
generator 1“1'7/:5\_ H LPF Integrator elimns !
{ GMSK modulator (BT =0.5) i
Delay AWGN Channel
Differential - ol Rx. filt
Y f detector iT e i
1
BER ‘L ——-. Sampling- | 3
counter time recovery

Fig. 5.1. A simulation model of the baseline system.

A time-slot generated at the transmitter resembles the DECT time-slot except that it does not
contain the control-field and the CRC check-bits. The data bits in each time-slot are
generated by a random number generator. The NRZ sequence from the time-slot generator
is then fed to a sampler which oversamples each bit by sixteen times. As discussed in
Chapter 2, this small sampling interval is necessary for the precise and easy modeling of a
GMSK modulator. In addition, it also facilitates flexible adjustment of the rms delay spread
of a channel, which is modeled by a tapped delay line with tap spacings equal to integer
multiples of the sampling interval. The transmission bit rate specified in the DECT standard
is 1.152 Mb/s This corresponds to a bit interval T of 868.05555--- ns. This irrational bit
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interval could be a source of a cumulative truncation error. Hence, it was decided to use a
bit interval of 800 ns so that the sample interval, T,, is exactly 50 ns. A bit interval of
868 ns could also be used, which would result in a sampling interval of 54.25 ns. The
sample sequence is then fed to a GMSK modulator consisting of a Gaussian lowpass filter
with BT of 0.5, a modulo integrator and a real-to-complex converter. A detailed description
of the GMSK modulator model has been presented in Chapter 2. The Gaussian puisc-
shaping filter is modeled as a FIR filter with the impulse response given by equation
(2.27). A total of 51 taps are used in the FIR filter to ensure that the tails of the impulse
response that are truncated have negligible amplitudes. The pulse-shaped sequence of
samples is then applied to the modulo integrator, which is modeled according to a
numerical integration method using a second order polynomial approximation as described
in Chapter 2. A model of the modulo integrator is depicted in Figure 2.11. Output of the
modulo integrator is the information carrying phase. The real-to-complex converter then
transforms this signal phase into a complex baseband equivalent GMSK signal. The signal
is then passed through a channel. The different channel models used in this project will be
discussed later. In the case of a slowly fading channel, the characteristics of the channel are
assumed to be constant within one time-slot interval. Zero-mean additive white Gaussian
noise (AWGN), generated by a Gaussian random number generator, is added to the
channel output. The noise voltage is adjusted to obtain a desired average signal-to-noise
power ratio (SNR) at the output of the receiver filter. In digital communications, the
performance measure in terms of BER is usually evaluated against E,/N, instead of against
the average SNR, where E,, is the energy per bit and N, is the one-sided noise power
spectral density. The average received SNR can be shown to be directly related to E,/N,.
The transmitted GMSK signal, with a constant amplitude of W , has an average
power of E4/T. For the channel with an average gain of unity, the average power of the
distorted GMSK signal at iis output i~ also E,/T. The average SNR at the output of a

receiver filter can then be expressed :

E,/T
BN

o

SINR =
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where By, is the noise equivalent bandwidth of the receiver filter. The receiver filter used in
the simulation js a Gaussian filter with an equivalent lowpass transfer function given by
equation (2.31). Its optimum normalized 3 dB bandwidth, B,T, is 1.1 [23]. Hence, given

that the noise equivalent bandwidth of a Gaussian filter is 1.06B,, the average SNR can be
approximated as

Ep
1.IN

[/

SNR =

For simplicity, the received signal is passed to a bit-rate sampler before feeding it to a one-
bit differential detector, and the optimum sampling time is derived from the noiseless
- channel output. In actual system implementation, bit-rate sampling only occurs after the
one-bit diff.::ntial detector, and the related timing is recovered from the output of the
detector. It is necessary to derive the optimum sampling .me at the beginning of every new
time-slot received because the instantaneous delay of a frequency selective fading channel,
and consequently the optimum sampling phase, varies from slot to slot when the channel is
non-stationary. In the simulation, the samgling time is recovered from the distorted but
noiseless GMSK signal by tracking the phase of the signal associated with the clock-
recovery bit seijuence located at the beginning of every time-slot, as shown in Figure 5.2.
- Once the optimum sampling tirse is obtained, the received signat is sampled at T-intervals.
The transmitted data are retrieved through one-bit differential detection. The retrieved data

are then compared with the known transmitted data to determine the BER of the syster:.

° Flags mark the optimum sampling times
4 1
= .
= 1 1 - time-slot;
=
.20 1
m -
time-slot
-1 1 -1 K
.

Fig. 5.2. Signal phase representing the clock-recovery bit-sequence with shifted
optimum sampling times at different channe} conditions.
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S.1.1b. Channel models

The characteristics of radio channels and the related modeling issues have been

discussed in Chapter 2. Several channel models are considered in this project; they include

i. AWGN channel,
ii. Rayleigh flat-fading channel, and

ii. Frequency selective fading channels.

An AWGN channel model simply consists of a single unity gain, non-fading path to whose
output white Gaussian noise is added. On the other hand, the Rayleigh flat-fading channel
comprises a single Rayleigh-faded path. The fading characteristics are emulated by Jakes'
fading simulator, as shown ir i wre 2.3. As discussed in Chapter 2, a frequency selective
channel can be m= -ieiad by a tapped delay line, with tap spacings (relative delay) equat to
integer multiples . % w:ling interval, T,. For frequency selective fading channels,
soveral models are considered; they are classified as follows, accerding to the number of

“tscrete paths, power delay profiles and fading characteristics of individual paths.

¢ Two-path Rayleigh fading channel: 1t consists of two independently Rayleigh fading
paths (taps) witk equal average powers. Thus, the average rms delay spread (usually
referred as rms delay spread for convenience) is half the relative delay between the two
paths. As described in Chapter 2, an independently fading sig~~l can be obtained by

assigning a different starting time to a Jakes' fader for each path.

° Six-path Rayleigh (Rician) fading channel: 1t is ma2-eled by a tapped delay line with
an equal tap-spacing and an average impulse response having an exponentially decaying
power profile. The tap spacings (relative delays) are adjusted for different rms delay
spreads while the relative average power distribution among the discrete paths remains
unchanged, as outlined in Table 5.2. The first path is either Rician or Rayleigh fading
and the remaining five paths are Rayleigh fading. The K factor (power ratio of the
direct component to the diffused Rayleigh faded component) for the Rician fading path
is chosen to be 1.5. Fading among the six paths is uncorrelated. Hence, the average

power gain of the channel is the sum of average powers of the individual paths, and it

is normalized to unity.
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Taps Ilt 1 2 3 4 5 6
rms delay spread | Rel. power (dB) 0 | -2.881F -7.77 |-11.65]-15.54]-19.42
0.0625T | Rel. delay (T) 0 1 2 3 4 5
0.1250T Rel. delay (T) 0 2 4 6 8 10
0.1875T Rel. delay (T5) 0 3 6 9 12 15
0.2500T Rel. delay (T5) 0 4 8 12 16 20
0.3125T Rel. delay (T5) u 5 10 15 20 | 25
0.3750T Rel. delay (T%) 0 6 12 18 24 30

Table 5.2. Average power distribution and relative delays of a six-path fadin.g channel.

* Seven-path Rayleigh fading channel: It resembles an experimentally derived indoor
channel model provided by The Joint Technical Committee on wireless access [40].
The power distribution among the different discrete paths and their relative delays are
detailes? in Table 5.3. The relative average powers of the discrete paths follow the exact
values suggested by the Committee. However, the relative time delays of some of the
discrete paths are slightly shorter than those recommended. Consequently, the rms

delay spread for this si:w:’ation model is 0.16637T instead of the suggested value of
0.1896T (T = 800G ns).

Taps 1 2 3 4 5 6 7
Rel. delay (T%) 0 ' 1 3 4 '.7:«.::‘ o I 34 ‘
Rel. power (dB) -46 | 0 -4.3 -6.5 -3.0 -i5.2 | -21.7

Tabie 5.3. Average power distribution and relative delays of a seven-path fading
channel.

For this channel model, two cases of Rayleigh fading among th stiscrete paths are
considered. The first case assumes that fading among the seven paths is uncorrelated,
whereas the second case considers correlated fading among the discrete paths. Since
well-established experimental results are not available, it may be assumed that adjacent

paths may have a higher degree of envelope cross-correlation between them than those

74



that are further apart. Various degrees of envelope cross-correlation between discrete
paths can be obtained from Jakes' Rayleigh fading simulator by assigning the
oscillators of faders for different paths with the same starting time and unique phase
shifts according to equation (2.13). With M, in (2.13) equals 25, the following
envelope cross-correlation coefficients between paths m and n, p,,,, are obtained for
the seven-path channel model with correlated fading.

Pi12= P23 = P34 = Pgs5s = Pse = ps7 = 0.93

P13 = P24 = P35 = Py = ps7 = 0.76

P14 = P25 = P36 = Pq7 =0.53 (5.1)

P15 = P26 = p37 = 0.29

P16 = p27 = 0.10
p17 = -0.0097

The average power gain of this channel model is also normalized to unity. It should be
noted that, when the discrete paths are not independent, the average gain of the channel
is no longer equal to the sum of average powers of the individual paths. The actual gain

of such a channel can be evaluated during simulation.

The maximum Doppler shift of the fading channels mentioned above is set at 5 Hz
to reflect a slowly fading indoor channel. For a DECT link, this maximum Doppler shift
corresponds to a portable speed of 0.8 m/s. These channel models are used in computer
simulations to evaluate the performance of the baseline system - s well as the corresponding

system structures involving various performance enhancing techniques.

5.1.2. Simulation results

The performance of the baseline system in the different channels previously
described was simulated.

Figure 5.3 shows the system performance in an AWGN channel. The performance
degradation is only due to the noise added to the system. The simulation result agrees with
the analytical result presented by Simon and Wang for one-bit-differential detection of the

GMSK signz! with BT and B, T equal to 0.5 and 1.1, respectively, [23].
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Fig. 5.3. Performance of the baseline system in an AWGN channel.

Figure 5.4 illustrates the system performance in a Rayleigh flat-fading channel. The

simulation result again shows good agreement with the analytical result presented in [23].

BER

1E+0 -

1E-1

1E-2

S

> =

—&— Simulation

'_ -£— Analytical

20. v

Eb/No (dB)

™7

25 30 35

Fig. 5.4. Performance of the baseline system in a Rayleigh flat-fading channel.



The above results demonstrate that Rayleigh fading can cause severe performance
degradation. As compared with the system performance in the AWGN channel, an
additional 17 dB E,/N, is required to attain a BER of 103, a performance acceptable for
wireless voice telephony, in the Rayleigh flat-fading channel.

The effects of channel dispersion on system performance were investigated using
the various frequency-selective fading channel models. The performance of the system in
the two-path and six-path Rayleigh fading channels is demonstrated in Figure 5.5. Fading
among the discrete paths was assumed to be uncorrelated. Both channel models show good
agreement. The system is seen to require an E,/N,, of about 34 dB to reach the target BER
of 103 at a rms delay spread, o, of 0.0625T (this corresponds to a rms delay spread of 54
ns in a DECT link where T = 868 ns). The irreducible error floor due to ISI increases
rapidly with o;. The system fails to reach the target BER of 10-3 even with an E,/N, of 40
dB when o; reaches 0.12507.
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Fig. 5.5. Performance of the baseline system in two-path and six-path Rayleigh fading
channels.

The prrformance of the system, operating in a certain indoor environment where a

direct propagation path exists, was also simulated. To emulate such a channel, the six-path
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Rician fading channel model, with Rician fading for the first path (K = 1.5) and
uncorrelated Rayleigh fading for the trailing paths, was used. The simulation results, in
comparisan with those obtained with the six-path Rayleigh fading channel, are shown in
Figure 5.6. For the rms delay spreads considered, the results show that the link
performance is better in the presence of a direct path component. In both channel models,
the first path is the dominant path with the strongest average power. For the Rayleigh
fading channel, the first path, just like the other Rayleigh fading paths, may encounter very
deep fades. On the other hand, deep fades of similar magnitudes do not occur in the first
path of the Rician fading channel due to the _resence of a direct component in addition to
the diffused Rayleigh faded component. Consequently, error bursts due to severe deep
fades in the dominant path can be avoided in the Rician fading channel. However, channel
dispersion still has a detrimental effect on the system. With the Rician fading channel, the

system performance also fails to reach a BER of 10-3 at a rms delay spread of 0.12507.
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Fig. 5.6. Performance of the baseline system in a six-path Rayleigh (Rician) fading
channel.

For the simulation results presented above, fading among discrete paths was

assumed to be uncorrelated. However, in reality, certain degrees of envelope cross-
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correlation between resolvable paths exist. This effect was investigated using the seven-
path channel model (with a fixed average 1:as delay spread of 0.16637) previously
described. For this channel model, discrete paths with uncorrelated and correlated Rayleigh
fading, were considered (see (5.1) for envelope cross-correlation coefficients betwecn
correlated fading paths). The simulation results presented in Figure 5.7 show that the
system performs better in the channel with correjated paths. This behavior may he
explained as follows. For the channel with uncorreliied paths, individual paths fade
independently and there may exist instants when a few of the discrete paths acquire
comparable instantaneous powers, which greatly increases the instantaneous rms delay
spread of the channel beyond its ensemble average rms value determined by the given
average power delay profile. This mechanism is less like!v to occur in the channel with
correlated paths since adjacent paths tend to fade together, avoiding a large deviation of the

instantaneous rms delay spread of the channel from its average rms value.
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Fig. 5.7. Performance of the baseline svsicm in @ = ¢ en-path Rayieigh fading chanrel.

The baseline simulation results presentei above Fave shown that ¢ DECT link can

be severely affected by channel fading and dispersion. According to the simulation results

obtained with the two-path and six-path Rayleigh (Rician) fading channels, the system fails
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to reach the required BER even at a rms delay spread of 0.1250T. To enhance the system
performance, the application of diversity selection has been considered, and the related

simulation models and results are y:resented in the - \lowing section.

5.2. Simulation and Performance Fvaluation of the Baseline

System Employing Diversity Selection

The application of two diversity selection techniques to the DECT system, driven
by different selection criteria, was investigated. For the first method, antenna selection is
based on monitoring the received signal strength (RSSI-driven diversity). The second
method uses an error rate indication as its selection criterion (ERRI-driven diversity). They
are similar to Schemes I and Il described in Chapter 4, except that decision feedback
equalization is excluded. The performance of these two diversity schemes was evaluated

through computer simulations of the DECT reverse link.

5.2.1. System with RSSI-driven diversity selection

Figure 5.8 shows the reverse link simulation model of the baseline system

employing RSSI-driven diversity selection.

Time slot | %0 [ >< GMSK modulator |_| Channel
generator iT/16 (BT =0.5) Charnal 3
; RSSI .
Delay AWGN MONItOring faeeeedses
Differential
detcctor | [*[F [ LR filter |4—()-

!

!

— — -{ Sampling- ——

BER time recovery = -
counter

Fig. 5.8. A simulation model of the system employing RSSI-driven diversity selection
(reverse link).
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The output of the GMSK modulator is fed to two independently fading channels
representing the diversity paths in an indoor propagation medium. The channels'
characteristics are assumed to be constant within one time-slot interval; the channel
parameters are updated once a full time-slot is received, reflecting the change of the channel
characteristics over one frame duration between successive transmissions from the same
portable. For simplicity, signal strengths are measured at the channels' outputs; in practice,
the sum of the average signal and noise powers is measured at the output of each of the
receiver filters (one for each diversity branch). The above sim:plified model is based on the
assumption that, for the reception of a fuil time-slot, the average noise powers on both
diversity branches are the same, and thus the difference in the average received powers at
the outputs of the receiver filters is only due to the difference in the actual signal powers. In
the simulation, the branch with the stronger received signal measured in the previous frame
is used for reception of the current time-slot. White Gaussian noise is added to the signal
from the selected branch before filtering. The sampling time is recovered from the noiseless
signal at the beginning of each time-slot. The received and filtered signal is sampled and
passed to a one-bit differential detector. The detected data bits are then compared with the

originally transmitted data to determine the BER of the system.

5.2.2. System with ERRI-driven diversity selection

Th= reverse link simulation model of the baseline system employin ERRI-driven
diversity is shown in Figure 5.9. The functional blocks representing the transmitter and the
channels are identical to those discussed previously. There are two separate receivers, one
for each diversity branch, at the base station. Each receiver branch is identical to the one
described in Section 5.1.1a. Bit-error detection on each diversity branch is effected by
comparing the respective detected data bits with the known transmitted bits. If there is no
bit error in the time-slot received from one of the two branches, then the number of
accumulated bit errors in the BER counter remains unchanged, simulating a situation in
which the branch with no error is selected for retrieving the transmitted information. If

there are bit errors in both branches, then the number of accumulated errors in the BER
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counter is increased by the number of bit errors occurring in the current time-slot received
from the branch selected in the previous frame. This corresponds to the practical situation
of bit errors occuring in both branches, for which the branch selected in the previous frame

continues to be used for retrieving the transmitted information regardless of the actual

number of errors, which is not known.

a S " Channel 1
Time slot n 7\_ ) G K modulator
generator [ | (BT =0.5) I

iT/16 Channel 2

, AWGN
Sampling-

Y

time recovery
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Error- Differential | | AN\ Rx. filter 2
detection detector 2 iT
&
Branch- Differential . <\
selection ] detector 1 iT R.x. filter 1
% _ | Sampling-
| w| BER time recovery
counter

Fig. 5.9. A simulation mode! of the system employing ERRI-driven diversity
selection (reverse link).

5.2.3. Simulation results

The performance improvement of the DECT baseline system as a result of using the
two diversity selection techniques is illustrated in the following simulation results.

Figure 5.10 shows the performance gains of the RSSI and ERRI-driven diversity

selection schemes, respectively, in the two-path Rayleigh fading channel at a rms deiay

spread of 0.12507. The target BER of 10-3 at 6, = 0.12507, which is not achievable

without diversity, can be reached easily with either of the two diversity schemes. As
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expected, ERRI-driven diversity €.hibits a superior performance over RSSI-driven
diversity. This is because the received signal strength does not necessarily reflect the
overall link quality; a stronger received signal measured at any instant may be due to the
presence of the two strong discrete paths in the channel impulse response, which in turn
increases the instantaneous rms delay spread of the link at that instant. The performance of

these two diversity techniques was further evaluated using different channel models.
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Fig. 5.10. Performance of RSSI-driven and ERRI-driven diversity selection in a two-path
Rayleigh fading channel at a rms delay spread of 0.12507.

Figure 5.11 shows the performance of the RSSI-driven diversity scheme in the
two-path and six-path Rayleigh fading channels. The results obtained with the six-path
Rayleigh fading channel are more pessimistic than those obtained with the two-path
channel. In the two-path Rayleigh fading channel, given that the two paths have the same
average power, the largest possible instantaneous rms delay spread of the channel
corresponds to its ensemble average rms delay spread. In other words, the instantaneous
rms delay spread of the selected branch, which has a larger signal power, is at most as

large as its ensemble average value. On the other hand, an instantaneous rms delay spread
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of the six-path Rayleigh fading channel can be larger than the ensemble average rms delay
spread when the instantaneous power delay profile of the channel changes in such a way
that the relative powers of trailing paths are larger than their respective average values
determined by the given exponentially decaying power delay profile. If a stronger diversity
branch is due to the presence of strong trailing paths in that branch, then the instantaneous
rms delay spread of the selected branch consisting of the six-path channel may likely be
larger than that consisting of the two-path channel, which consequently leads to a poor link
performance. Nevertheless, the results obtained using the two channel models consisteutly
show that the system with RSSI-driven diversity fails to achieve the required BER of 10-3
at a rms delay spread of 0.1875T.

0, =0.1250T (2-path) |
6, =0.1875T (2-path)

0, =0.1250T (6-path)

1E-2
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Fig. 5.11. Performance of RSSI-driven diversity selection in two-path and six-path

Rayleigh fading channels.

Figure 5.12 shows that, at a small rms delay spread (0.06267), the performance of
the system using RSSI-driven diversity is better in the six-path Rician fading channel than
that in the sik-path Rayleigh fading channel, and vice-versa at a larger rms delay spread

(0.12507, 0.1875T). A less dispersive channel, just like a flat fading channel, benefits
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from the presence of a Rician fading path. How the presence of a Rician fading path
contributes to worse channel characteristics in the case of a large rms delay spread may be
explained using the following extreme scenario, where the trailing paths have large time
delays relative to the first path. Suppose the first path of the six-path Rayleigh fading
chiannel encounters a very deep fade while the powers of trailing paths increase by a certain
gain factor, then the dominant path simply shifts from the first path to the second path
without significantly affecting the rms delay spread of the channel. When a similar scenario
occurs in the six-path Rician fading channel, the dominant path may not simpiy shift from
the first path to the second path since the first path ﬁas a direct, unfaded component. This

may lead to an increase in the instantaneous rms delay spread of the channel, and

consequently deteriorate the link quality.
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Fig. 5.12. Performance of RSSI-driven diversity selection in a six-path Rayleigh (Rician)
fading channel.

The performance of the ERRI-driven diversity scheme has also been evaluated

using the different channel models. Figure 5.13 shows that the performance simulated with
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the two-path Rayleigh fading channel is optimistic as compared to the one obtained with the
six-path Rayleigh fading channel. A possible reason to account for this discrepancy is that
the diversity branches involving two independent six-path Rayleigh fading channels are
more likely to yield a link with a larger instantaneous rms delay spread than those involving
two independent two-path Rayleigh fading channels. However, in comparison with Figure
5.11, the results obtained with the two channel models are consistent in showing that
ERRI-driven diversity selection is superior to RSSI-driven diversity. This is because
ERRI-driven diversity selection helps to counteract both multipath fading and ISI by

selecting a branch with a better link quality, in terms of signal power and rms delay spread.
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Fig. 5.13. Performance of ERRI-driven diversity selection in six-path and two-path
Rayleigh fading channels.

Next, the maximum rms delay spread tolerated by the system employing ERRI-
driven diversity was investigated. Figure 5.14 shows that, in the two-path Rayleigh fading

channel, the system marages to attain the required BER of 10-3 at rms delay spreads up to

0.33T (about 286 ns for T = 868 ns).
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Fig. 5.14. BER vs. normalized channel rms delay spread of the system using ERRI-
driven diversity in a two-path Rayleigh fading channel for Ep/N, = 40 dB.

However, the simulation results presented in Figure 5.14 contradict those obtained using
the six-path Rayleigh fading channel; as shown in Figure 5.15, the system with ERRI-
driven diversity fails to acquire the required BER in either the six-path Rayleigh or the six-
path Rician fading channel even at a rms delay spread of 0.25007. The differences
occurring in the comparison imply that the simple two-path channel model, which is quite
commonly used in the literature, may not be suitable for evaluating the performance of the
indoor system using diversity selection. Figure 5.15 also shows that the presence of a
direct path (Rician fading) in the fading channel with a large rms delay spread may further
degrade the communication link. This is possibly because, as discussed previously while
evaluating the performance of RSSI-driven diversity, the presence of a direct unfaded

component in the first path of a dispersive fading channel may yield a large instantaneous

rms delay spread.
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Fig. 5.15. Performance of ERRI-driven diversity selection in a six-path Rayieigh
(Rician) fading channel.

Lastly, the performance of the RSSI and ERRI-driven diversity selection schemes
was evaluated using the experimentally derived seven-path Rayleigh fading channel with a
rms delay spread of 0.1663T. The effect of envelope cross-correlation between the discrete
paths of the channel on the performance of the diversity schemes was investigated. In this
study, the diversitv branches were again assumed to be uncorrelated (independent). The
simulation results in Figure 5.16 show that both diversity schemes perform significantly
better in the channel with correlated discrete paths (see (5.1) for envelope cross-correlation
coefficients betweer correlated fading paths). In comparison with Figures 5.12 and 5.15, it
is observed that tne performance of these two schemes in the uncorrelated seven-path
Rayleigh fading channel is still better than that obtained with the six-path Rayleigh fading
channel at a lower rms delay spread of 0.12507. Apparently, the six-path fading channels
with an exponentially decaying average power delay profile are the worst channels among
the different frequency-seiective channel models considered for the baseline system in this

thesis.
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Fig. 5.16. Performance of RSSi-driven and ERRI-driven diversiily sclection in a seven-

path (correlated or uncorrelated) Rayleigh fading channel with independent
diversity branches.

The foregoing investigations have shown that channels with different power delay
profiles may have noticeable effects on the performance of the system using diversity
selection. The diversity branches containing simple two-path channels tend to produce
better link performance, whereas those comprising six-path fading channels with
uncorrelated discrete paths yield the worst link performance. The investigation also shows
that, for the system with or without diversity selection, the channel model consisting of
correlated fading paths represents a better transmission link than that consisting of
uncorrelated fading paths with the same average power delay profile.

Simulation results obtained with the two-path Rayleigh fading channels and six-
path (Rayleigh or Rician) fading channels consistently show that channel dispersion can
severely degrade the system performance. According to the more conservative results
obtained with the six-path (Rayleigh or Rician) fading channel, even the best diversity
selection scheme, driven by an ERRI criterion, fails to acquire the required BER of 10-3 as

the rms delay spread of the channel ircreases to 0.25007 (217 ns for T = 868ns). This
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implies that, in addition to diversity selection, channel equalization is required to further

enhance the system performance.

5.3. Simulation and Performance Evaluation of the Baseline
System Employing Decision Feedback Equalization

It was decided to use a passband decision feedback equalizer (DFE), as depicted in

Figure 3.5, to mitigate ISI occurring in the DECT link.

5.3.1. System with an adaptive decision feedback equalizer

Figure 5.17 shows the model of the baseline system employing a passband DFE.

Time slot | 2, > . GMSK modulator »
generator nﬁ}‘_ (BT =0.5) Chanrnel

Timing Synchronization . |

to the dominant path

T awow

Differential - DFE | _A Rx. filter
F detector

iT/2

BER
counter

Fig. 5.17. A simulation model of the baseline system with a passband DFE.

The functional blocks of the transmitter are the same as those previously described. Some
changes are introduced into the receiver. Instead of recovering the sampling time from the
channel output, the sampler at the receiver is now synchronized to the dominant component
(path) of the average channel impulse response. In this case, contributions from other
discrete paths of the channel may be considered as interferers to be dealt with by the DFE.
The passband DFE consists of a 7/2-spaced feedforward transversal filter (FFF)
and a T-spaced feedback transversal filter (FBF). Two samples of the received signal,

taken at 7/2-intervals apart, are fed to the FFF and an output is generated every T-interval.
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Ideally, the DFE removes all the ISI introduced by both the channecl and the Gaussian pulse
shaping filter ai the transmitter, and the resulting equalizer output corresponds to the ISI-
free MSK signal. To accomplish such an idealistic task, the DFE may be required to have
an infinitely long FFF. However, such a structure cannot be implemented, and thus only
finite length FFF and FBF are considered in practice. It was then decided to determine the
length of the filters based on the amount of dispersion introduced by the communication
link. The constant ISI from GMSK modulation (with BT = 0.5) has a duration of less than
two bit intervals (7 around the main pulse. Since it was also assumed that the excess
delay of the channel impulse response was only up to 27, a DFE with six 7/2-spaced taps
in its FFF and two T-spaced taps in its FBF might be used to achieve acceptable
performance. We call this a (6,2)DFE. The last tap of the FFF is also the reference tap of
the DFE. To train the DFE, a known training sequence is transmitted at the beginning of
every time-slot; however, no sequence specifically dedicated to equalizer training is
included in the standard DECT slot structure, since originally equalization was not
considered necessary for the DECT system to operate within its performance specifications.
Nevertheless, the 16-bit packet synchronization word in the S-field of the DECT time-slot
may be used for training the equalizer. It is defined by [5] as {1, 1, 1,-1,1,-1,-1, 1, 1,
-1,-1,-1, 1, -1, 1, -1} for the forward link transmission, and it is inverted for the reverse
link transmission. For the training of the passband DFE, samples of the MSK signal
corresponding to the states of the training bits are used. Assuming that the signal phase
associated with the first training bit is 7t/2, then the phase sequence of the MSK signal
corresponding to the above training sequence is {n/2, &, 3n/2, &, 3n/2, &, W/2, &, 37/2,
m, W2, 0, n/2, 0, m/2, 0}; i.e., the signal phase changes by +n/2 according to the polarity
of the binary symbol. Consequently, samples of the in-phase and quadrature components
of the MSK signal (cosine and sine of the signal phase, respectively) will either be -1, 0, or
+1, depending on the phase of the signal. After the training, the equalizer is switched to the
decision feedback mode and its coefficients continue to be adaptively adjusted. The
decision device of the DFE has two threshold levels set at + 0.5. The decision on the

equalized signal is made according to the following procedure at every T-interval:
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If a>0.5, then b=1,
if a<-0.5, then b=-1,
else b=0

where a is an in-phase or quadrature component of the equalized signal at the input of the
decision device and b is the corresponding component of the MSK signal at its output.
The standard RLS algorithm is used to jointly update the tap-weights of the FFF

and FBF once every T-interval. The DFE output is fed to a one-bit differential detector.

§5.3.2. Simulation results

Figure 5.18 shows the convergence rate of the (6,2) DFE. The square of the error
signal from the DFE was ensemble averaged over 50 trials, and a random bit sequence was
used to train the equalizer in each trial. The six-path channel, with the channel

characteristics being kept constant at a rms delay spread of 0.31257, was used in the

simulation.
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Fig. 5.18. Learning curves of the RLS algorithm for a (6,2)DFE in a six-path static
channel at a delay spread of 0.31257 and Ep/N, of 40 dB.

The simulation result shows that the (6,2)DFE does not fully converge after sixteen bits of
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training. Therefore, using the 16-bit training sequence previously specified may result in a
performance penalty.

Figure 5.19 compares the performance of the baseline system, with or without
diversity selection, with that ot the system using the (6,2)DFE. The six-path Rayleigh
fading channel with a rms delay spread of 0.12507 was used in the simulation. The 16-bit
packet synchronization word in the DECT slot was used to train the DFE. The results show
that, for the range of E/N, considered, the DFE effectively removes the error floor
resulting from the ISI. It has also been demonstrated that, at a rms delay spread of 0.12507"

(109 ns for T = 868 ns), the DFE has no advantage over ERRI-driven diversity for E,/N,
less than 35 dB.
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Fig. 5.19. Performance of the baseline system (with or without diversity) and a (6,2)DFE

in a six-path Rayleigh fading channel at a rms delay spread of 0.12507 (16-
bit training sequence).

The influences of different average power delay profiles of a channel upon the
performance of the DFE were also investigated. Figure 5.20 shows that, at a rms delay
spread of 0.12507, the DFE performs equally well in both the two-path and six-path
Rayleigh fading channels. However, at a rms delay spread of 0.37507, the result obtained
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with the two-path fading channel is mor. optimistic than that obtained using the six-path
channel: about 2 dB more E,/N, is required to acquire a BER of 103 in the six-path
channel. Apparently, the presence of more interfering (trailing) paths may give rise to a

more adverse channel.
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Fig. 5.20. Performance of a (6,2)DFE in two-path and six-path Rayleigh fading
chanrels (16-bit training sequence).

As indicated in Figure 5.18, the 16-bit training sequence is insufficient to allow for
full convergence of the RLS algorithm used in the (6,2)DFE. To further exploit the DFE, a
longer training sequence was used. Figure 5.21 shows the performance gain of the DFE in
the six-path Rayleigh fading channel when the number of training bit is increased from
sixteen to thirty-two; about 2.5 dB gain is achieved at a BER of 10-3 for a rms delay spread
of 0.3750T. The thirty-two bit training sequence was formed by appending sixteen random
bits to the original 16-bit training sequence. It is illustrated in Figure 5.22 that, for E,/N,,
less than 30 dB, only a marginal gain is achieved by further increasing the number of
training bits to forty-eight. The inconsistent results obtained at E/N, of 35 dB, as shown
in Figure 5.22, are likely due to larger variances of the estimated BERS at this point since

relatively fewer bit errors were counted (350 bit errors were counted at Ex/N, =35 dB as
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compared to more than 2000 bit errors counted at Ep/N, = 30 dB
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Fig. 5.21. Performance of a (6,2)DFE, with 16-bit and 52-bit training sequences, in a
six-path Rayleigh fading channel.
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Fig. 5.22. Performance of a (6,2)DFE, with 32-bit and 48-bit training sequences, in a
six-path Rayleigh fading channel.
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Next, the effect on the system performance due to an increase in the number of taps
in the FFF and FBF of the DFE was investigated using the six-path Rayleigh fading
channel. The performance of the (8,2)DFE (8-tap T/2-spaced FFF and 2-tap T-spaced
FBF) and (8,3)DFE (8-tap 7/2-spaced FFF and 3-tap T-spaced FBF) is compared with that
of the (6,2)DFE in Figure 5.23. A forty-eight bits training sequence was used for equalizer
training. The simulation results indicate that there is no apparent advantage of using the

DFEs with longer filters in the channel with a rms delay spread of 0.12507..

1E-1
E— —8— (6,2)DFE
—©— (8,2)DFE
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e,
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m
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Fig. 5.23. Performance of a (6,2)DFE, (8,2)DFE and (8,3)DFE in a six-path Rayleigh
fading channel at a rms delay spread of 0.12507 (48-bit training sequence).

The performance of the three DFEs was re-evaluated at a larger rms delay spread of
0.3750T using the same six-path Rayleigh fading channel structure. Figure 5.24 shows
that an additional gain of about 1 dB is achieved at a BER of 10-3 by the (8,2)DFE.
Increasing the number of taps in the FBF does not further improve the performance of the
DFE significantly. However, it should be emphasized that all three DFEs were trained by
the same forty-eight bit training sequence, and the (8,3)DFE ha< the slowest rate of

convergence among the three. So, there might be a possibility that the (8,3)DFE did not
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fully converge before equalization began.
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Fig. 5.24. Performance of a (6,2)DFE, (8,2)DFE and (8,3)DFE in a six-path Rayleigh
fading channel at a rms delay spread of 0.37507 (48-bit training sequence).

From the previous simulation results, it is observed that the system with DFE
performs better in a frequency selective fading channel than the system without DFE in a
flat fading channel (compare Figures 5.4 and 5.24). This implies that the DFE is also
capable of exploiting the time-diversity inherent in the frequency selective channel. This
characteristic becomes more obvious in the following study.

The effect of envelope cross-correlation between discrete paths of the channel on
the performance of the (6,2)DFE was investigated using the experimentally derived seven-
path Rayleigh fading channel. A 32-bit training sequence was used for equalizer training.
The simulation results, as given in Figure 5.25, show that the DFE performs better in the
chaanel with independently fading paths. The DFE requires an additional 1.5 dB E/N,, to
acquire a BER of 10-3 in the channel with correlated fading paths. This is because the SrE
is able to make use of the time-diversity inherent in the channel, and the diveisity gain is

maximum when the discrete paths are uncorrelated.
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Fig. 5.25. Performance of a (6,2)DFE in a seven-path Rayleigh fading channel (32-bit
training sequence).

The simulation results presented in this section have shown that the DFE is effective
in counteracting channel dispersion. Provided with sufficient training and an adequate
number of taps, the DFE performs better at a larger rms delay spread. Besides mitigating

IS, it is also capable of exploiting the time diversity inherent in the multipath channel.

5.4. Simulation and Performance Evaluation of Combined
Diversity-Equalization Schemes
The performance of the following four schemes, which have been detailed in

Chapter 4, was simulated for the reverse link of the DECT system.

® Scheme I:  DFE with RSSI-driven diversity selection
* Scheme II: DFE with ERRI-driven diversity selection
® Scheme III: DFE with MSE-driven diversity selection

* Scheme 1V: Integration of diversity combining and DFE through joint-parameter
optimization

The structure and function of the DFE for Schemes I, II, and III have been described and

evaluated in Section 5.3. However, the same DFE is not used in Scheme IV.
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5.4.1. System with combined diversity-equalization schemes

The simulation model of the system employing Scheme I is similar to that depicted
in Figure 5.8 for the system with RSSI-driven diversity, with the exception that a DFE is
introduced at the receiver. In this case, the signal received from the selected diversity
branch is sampled by a 2/T-rate sampler instead of a 1/T-rate sampler, and samples of the
received signal are input to a DFE before passing to a one-bit differential detector. As
described in Section 5.3.1, the 2/7-rate sampler is synchronized to the dominant path of the
average channel impulse response.

For Scheme II, changes similar to those described above are introduced to the
simulation model shown in Figure 5.9 for the system with ERRI-driven diversity. Each of
the receiver filters is now followed by a 2/T-rate sampler synchronizing to the dominant
path of the average channel iinpulse response, and sampled sigirals from the two diversity
branches are input to two separate DFEs. The equalized signals from the two branches are
then detected and error count is effected with the same procedure presented in Section
5.2.2.

The simulation model of the system employing Scheme III closely resembles that
described for Scheme II. However, instead of selecting the appropriate branch based on an
ERRI criterion, Scheme III utilizes mean square error signals from the DFEs in the two
diversity branches for branch selection. In the simulation, the mean square error signals
from the DFEs are determined for each time-slot received, and the number of accumulated
errors in the BER counter is increased by the number of bit errors occurring in the time-slot
received from the branch with a smaller mean square error signal.

Scheme 1V integrates diversity combining and decision feedback equalization into a
single entity. It has two 7/2-spaced FFFs, one for each diversity branch, and one T-spaced
FBF. The simulation model of the system using this scheme is again similar to that using
Scheme I except that the two DFEs in Scheme II are replaced by a single composite
diversity-equalization unit depicted in Figure 4.4. That is, instead of feeding to two
separate DFEs, samples of the received signals from the diversity branches are fed to the

two FFFs of the composite unit. The coefficients of the three filters are jointly optimized by
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the standard RLS algorithm. Equalizer training and the process of making decisions on the
equalized signal follow the exact procedures described for the DFE in Section 5.3.1. The
equalized signal from the composite unit is fed to a one-bit differential detector. The
detected data are then compared with the known transmitted data to determine the BER of

the system.

In all the simulations, diversity branches were assumed to have uncorrelated fading.

5.4.2. Simulation results

The performance gains achieved by the four combined diversity-equalization
schemes are demonstrated in the following simulation results.

Figure 5.26 compares the performance of Scheme I with that of ERRI-driven
diversity selection and a (6,2)DFE in the six-path Rayleigh fading channel with a rms delay
spread of 0.12507. The 16-bit packet synchronization word was used for equalizer
training. The results show that, by simply incorporating a (6,2)DFE with RSSI-driven
diversity selection, Scheme I is able to achieve an additional gain of about 5 dB at a BER of

10-4 over the (6,2)DFE and ERRI-driven diversity selection.

1E-1~

-~—— ERRI-div.
—e— (6,2)DFE
—k— Scheme ]
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l E'S L T L T T T L3 Y ¥ S o L] T T L
15 20 25 30 35
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Fig. 5.26. Performance of ERRI-driven diversity selection, (6,2)DFE and Scheme I in a
six-path Rayleigh fading channel at a rms delay spread of 0.12507T (16-bit
training sequence).
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Figure 5.27 shows the performance of the four schemes in the same six-path
Rayleigh fading channel with a rms delay spread of 0.1250T. Schemes I, II and III used
(6,2)DFEs, whereas Scheme IV used a 2-tap FBF and 4-tap FFFs. Shorter FFFs were
used in Scheme IV because the 16-bit training sequence used for equalizer training in this
case would be far too short for Scheme 1V if it also used 6-tap FFFs. The results show
that, for E,/N, greater than 25 dB, Schemes II and III perform equally well with a gain of

about 4 dB over Scheme I at a BER of 10-4. An additional gain of about 1 dB can be
achieved by Scheme IV.

1) SN Q—
~8— Scheme I
1E-2 v —O— Scheme Il
= = —&— Scheme I
] —o— Scheme IV f
o 1E-3 4=
0 =
;M e e R
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B
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1E-6 v ' r . ' v v . - Y ' —
15 20 25 30
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Fig. 5.27. Performance of Schemes I, II, III and IV, in a six-path Rayleigh fading
channel at a rms delay spread of 0.12507 (16-bit training sequence).

The performance of the four schemes, with the length of their corresponding filters
(FFFs and FBF) remaining unchanged, was also evaluated against different rms delay
spreads of the six-path Rayleigh fading channel. The 16-bit training sequence was used and
an average E,/N, was kept at 25 dB in all cases. The simulation results are shown in
Figure 5.28. The performance of Schemes I, IT and 111 is fairly consistent at the different
rms delay spreads considered. Scheme IV gives the best performance but its performance

gain over Schemes II aud 111 is not significant, particularly at the channel rms delay spread
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of 0.3125T. However, it will be shown later that, provided with sufficient equalizer
training, the performance of these four schemes can be further improved, with Scheme 1V

being far sunerior to the other three schemes.
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Fig. 5.28. Performance of Schemes I, II, Ill and IV in a six-path Rayleigh fading
channel with different rms delay spreads at Ep/N, of 25 dB.

The influences of different average power delay profiles of a channel on the
performance of these schemes were also investigated using the two-path and six-path
Rayleigh fading channel models. The filter structures (length of FFF and FBF) of these
schemes and the training sequence remained the same as before. Figure 5.29 only shows
the simulation results for Schemes I and IV. Similar effects have been observed for
Schemes II and III. The results illustrate that the link performance obtained with the two-
path Rayleigh fading channel is always better than that obtained with the six-path Rayleigh
fading channel at the same rms delay spread of 0.1250T: both Schemes I and IV require an
additional Ep/N,, of more than 1 dB to attain a BER of 104 in the six-path Rayleigh fading
channel. Apparently, the simple two-'path channel structure may tend to provide an over-

optimistic link performaznce. Hence, it was not used in subsequent performance evaluations
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of the four schemes. Unless otherwise specified, the six-path Rayleigh fading channel was

used in the following investigations.
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Fig. 5.29. Performance of Schemes I and IV in two-path and six-path Rayleigh fading
channels with a rms delay spread of 0.1250T (16-bit training sequence).

Figures 5.30 and 5.31 show the performance of the four schemes in a channel with
rms delay spreads of 0.12507 and 0.37507, respectively, when a 32-bit training sequence
was used. As before, Scheme IV had four taps in each of its FFFs and two taps in its FBF
and the other three schemes used (6,2)DFEs. In comparison with Figure 5.27, Figure 5.30
shows noticeable improvements in the performance of the four schemes when the number
of training bits is increased from sixteen to thirty-two, with the largest improvement of
about 3 dB gain acquired for Scheme IV at a BER of 10-4. The comparison of Figure 5.30
with Figure 5.31 reveals that the four schemes, similar to the (6,2)DFE, perform better at a
larger rms delay spread of 0.37507. In both cases, Scheme II tends to perform slightly
better than Scheme III at a higher E,/N,, and vice versa at a lower E,/N,. This is because
at a lower Ep/N,, where bursty errors are more likely to occur in both diversity branches, -
Scheme II cannot recognize the better branch when errors occur in both branches. In this

case, the mean square error signals from the DFEs may give a better assessment of the link
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quality. As E,/N, increases, the chances of having bit errors appear in both branches at the

same time are reduced, which then allows Scheme II to perform better.
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Fig. 5.30. Performance of a (6,2)DFE, Schemes 1, II, III, and IV in a six-path Rayleigh
fading channel at a rms delay spread of 0.12507 (32-bit training sequence).
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Fig. 5.31. Performance of a (6,2)DFE, Schemes I, II, IIl, and 1V in a six-path Rayleigh
fading channel at a rms delay spread of 0.37507 (32-bit training sequence).
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Next, the effect of increasing the number of taps in each FFF of Scheme IV from
four to six was investigated. Figure 5.32 compares the performance of Scheme IV using 4-
tap FFFs and 6-tap FFFs. In both cases, the same 32-bit training sequence was used. It is
observed that, by using six-tap FFFs, Scheme IV is able to achieve an additional gain of
about 1.5 dB at a BER of 104 when the rms delay spread of the channel is 0.37507. Also,
with 6-tap FFFs, Scheme IV has a significant performance gain over the other three
schemes (shown in Figure 5.31) at a rms delay spread of 0.37507 it has about 5 dB gain
over Schemes IT and /Il and a 7 dB gain over Scheme I. However, at a rms delay spread of
0.12507, Scheme 1V suffers a slight performance degradation with 6-tap FFFs. This is
because, for a small rms delay spread, the gain obtained from longer FFFs is relatively

small, and is not enough to offset the penalty of insufficient training provided by the 32-bit

training sequence.

1E-2

—8— G.=0.1250T (4-tap FFFs)
—&— O.=0.3750T (4-tap FFFs)
—_
—r—

G.=0.1250T (6-tap FFFs)
G; = 0.3750T (6-tap FFFs)

I‘fl —~— £
B \\\E\\ |
\
1E-4 ' \Q%\
\\ T Nw
K
1E-5 T rrfrrrrjrrret i
15 16 17 18 19 20 21 22 23

Eb/No (dB)

Fig. 5.32. Performance of Scheme IV with 4-tap and 6-tap FFFs in a six-path Rayleigh
fading channel (32-bit training sequence).

To gain the full advantage of Scheme IV with 6-tap FFFs, a longer training
sequence was used. Figure 5.33 shows the improvement in its performance when the

length of the training sequence is increased from thirty-two to forty-eight bits.
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Fig. 5.33.  Performance of Scheme 1V with 6-tap FFFs, using 32-bit and 48-bit training
sequences, in a six-path Rayleigh fading channel.

The improvement in the performance of Scheme IV with 6-tap FFFs due to an
increase in the number of training bits from thirty-two to forty-eight is not as significant as
the corresponding improvement obtained by increasing the number of training bits from
sixteen to thirty-two (Figures 5.27 and 5.30). It may be inferred that Scheme IV with 6-tap
FFFs is at least close to full convergence after forty-eight bits of training. For Schemes I, I1
and 117, increasing the number of training bits from thirty-two to forty-eight may not result
in noticeable improvement since, as shown in Figure 5.22, the (6,2)DFE used in these
schemes almost converges fully after thirty-two bits of training.

The potential gain of using longer FFFs in all four schemes was also investigated.
For Schemes I, II and 11, (8,2)DFEs (eight T/2-spaced FFF and two T-spaced FBF) were

| used. The number of taps in each FFF of Scheme IV was also increased to eight while the
FBF remained unchanged. In all the simulations, the 48-bit training sequence was used.
Figure 5.34 illustrates the performance of Schemes I and II using (6,2)DFE and (8,2)DFE
at Ep/N, of 25 dB. The simulation results show that Schemes I and II benefit from using
the DFEs with a longer FFF, particularly at a larger rms delay spread. As shown in Figure
5.35, Scheme III also performs better with the (8,2)DFEs. The performance of Scheme IV
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was evaluated at E/N, of 22.5 dB. The inconsistent results for Scheme IV arc likely

attributable to insufficient equalizer training when longer 8-tap FFFs are used.
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—B8— Scheme I (6-tap FFF) —aA— Scheme I (6-tap FFF)
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Fig. 5.34. Performance of Schemes I and I in a six-path Rayleigh fading channel at
EpIN, of 25 dB (48-bit training sequence).
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Fig. 5.35. Performance of Schemes IIl and IV in a six-path Rayleigh fading channel
(48-bit training sequence).
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Figure 5.36 compares the performance of a DFE and the four schemes, with all of
them using 8-tap FFFs and a 2-tap FBF, at a rms delay spread of 0.37507. The 48-bit
training sequence was used. At a BER of 104, Scheme I has a gain of about 5 dB over the
(8,2)DFE, and an additional gain of about 2 dB can be achieved by Schemes 11 and 1il.
Scheme 1V yields the best performance, with a performance gain of about 4 dB over

Schemes II and III at a BER of 104.
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Fig. 5.36. Performance of (8,2)DFE, Schemes I, 11, 111, and 1V with 8-tap FFFs and 2-tap
FBF in a six-path Rayleigh fading channel at a rms delay spread of 0.3750T
(48-bit training sequence).

Lastly, the effect of envelope cross-correlation between discrete paths of the
channel on the performance of the four schemes was investigated by using the
experimentally derived seven-path Rayleigh fading channel model, whose rms delay spread
is 0.1663T (see subsection 5.1.1b). In this study, Schemes I, II and Il used (6,2)DFEs,
whereas Scheme 1V used 4-tap FFFs and 2-tap FBF. The 32-bit training sequence was
used for all four schemes. Again, the diversity branches were assumed to be independent.
The simulation results, as shown in Figures 5.37, 5.38 and 5.39, indicate that the link

performance of these schemes degrades for the case of a channel with correlated fading
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paths. The degradation varies from about 1 dB in Schieme I to 1.7 dB in Scheme IV at a
BER of 104
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—&— Scheme I (Uncorr. 7-path Ch.)

IE'S L) ¥ ¥ j
15 20 25
Eb/No (dB)

Fig. 5.37. Performance of Scheme I in a seven-path Rayleigh fading channel (with
correlated or uncorrelated fading paths).
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Fig. 5.38. Performance of Scheme II in a seven-path Rayleigh fading channel (with
correlated or uncorrelated fading paths).
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Fig. 5.39. Performance of Schemes Il and IV in a seven-path Rayleigh fading channel
(with correlated or uncorrelated fading paths).

The above results show that a high degree of envelope cross-correlation between resolvable
paths of the channel (see (5.1)) has a negative impact on the performance of the four
combined diversity-equal.. ation schemes. This is because the equalizers used in these four
schemes are capable of exploiting the time diversity inherent in the channel, and the gain
provided by this inherent time diversity is rediced when fading among the discrete paths of

the channel is not independent, which in turn leads to poorer system performance.

5.5. Summary

In this chapter, simulation models of the DECT baseline system as well as .those
employing performance enhancing techniques involving dual antenna diversity and decision
feedback equalization were introduced. The simulation results were presented and
discussed.

It has been shown that channel models with different average power delay profiles

may have different effects on the simulated performance of the DECT system, particularly
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when antenna diversity selection and channel equalization are used. In most cases, the
simple two-path Rayleigh fading channel model, with both paths having the same average
power, tends to provide more optimistic results than those obtained with the six-path
Rayleigh (or Rician) fading channels having an exponentially decaying power delay profile.
The presence of a direct unfaded component in the first path of the six-path fading channel
(Rician) improves the performance of the baseline system for a rms delay spread up to
0.12507. However, it tends to degrade the system performance slightly at a large rms delay
spread, as in the case where diversity selection is used. For a given channel power delay
profile, envelope cross-correlation between resolvable (discrete) paths can also affect the
performance of a system. Without equalization, a channel with independently fading paths
may have a more negative impact on the link performance than one with correlated paths. In
contrast, a system using decision feedback equalization performs better in the channel with
independently fading paths. This is because the equalizer is also capable of making use of
the time-diversity inherent in the channel, and the diversity gain is largest when the discrete
paths are independent.

The simulation results obtained with a six-path Rayleigh (uncorrelated) fading
channel have shown that the DECT baseline system fails to attain the target BER of 10-3 at
a rms delay spread as low as 0.12507 (109 ns). Diversity selection introduced at the base
station is the simplest means of improving the system performance. With either RSSI-
driven or ERRI-driven diversity selection, the required BER of 10-3 at a rms delay spread
of 0.1250T can be readily achieved. As expected, ERRI-driven diversity is superior to
RSSI-driven diversity. Nevertheless, the error floor due to ISI persists and the system fails
to achieve the required BER even with ERRI-driven diversity when the rms delay spread of
the six-path fading channel increases beyond 0.25007 (217 ns). A DFE can effectively
remove the error floor and enables the system to reach the required performance at rms
delay spreads up to 0.3750T. The four combined diversity-equalization schemes can
further improve the system performance. Provided with sufficient equalizer training,
significant performance gain can be obtained by the four schemes, with Scheme IV being

superior to the other three. With corresponding filters of the same length (8-tap FFF and 2-
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tap FBF), Scheme I has a gain of about 5 dB over a (8,2)DFE, whereas Schemes II and III
achieve an additional gain of about 2 dB at a BER of 10 in the six-path Rayleigh fading
channel with a rms delay spread of 0.37507 (refer to Figure 5.36). In the same situation,

Scheme 1V yields a performance gain of about 4 dB over Schemes II and III.
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6. SUMMARY AND CONCLUSIONS

Short-term fading and ISI arising from multipath propagation in radio channels can
severely degrade the performance of digital wireless communication systems. Diversity
combining and channel equalization are known to be effective techniques for mitigating
fading and ISI, respectively. The application of dual antenna diversity and adaptive
decision feedback equalization to an indoor wireless system employing GMSK modulation
and time division duplexing was investigated in this thesis. To evaluate the performance of
these techniques, extensive computer simulations were applied. In this study, DECT was
used as the reference system.

In Chapter 2, the theory and modeling of radio channels, and the GMSK modulator
and one-bit differential detector were discussed. They formed the basic components of the
DECT baseline system model for computer simulation. Issues related to channel
equalization, particularly decision feedback equalization and the standard RLS algorithm,
and diversity combining were reviewed in Chapter 3. This was followed by the

introduction of the four combined diversity-equalization schemes in Chapter 4, namely

e Scheme I: DFE with RSS-driven diversity selection
* Scheme II: DFE with ERRI-driven diversity selection
» Scheme III: DFE with MSE-driven diversity selection

* Scheme 1V: Integration of diversity combining and DFE through joint-parameter
optimization

Simulation models and results for the baseline system and those associated with the
different performance enhancing techniques were presented in Chapter 5. Several
frequency selective fading channel models were used in this study. They included a two-
path Rayleigh fading channel with the same average power in each path, a six-path
Rayleigh (or Rician) fading channel with an exponentially decaying average power delay
profile, and a seven-path Rayleigh fading channel with an experimentally derived average

power delay profile having a fixed rms delay spread of 0.1663T. For the two-path and six-
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path channel models, fading among the discrete paths was assumed to be independent,
whereas for the seven-path channel model, two cases involving correlated and uncorrelated

fading among the discrete paths were considered. The maximum Doppler shif: of these

channels was set at 5 Hz.

6.1. Research Results

It has been shown that the DECT baseline system failed to achieve a BER of 103 in
either the two-path or six-path Rayleigh (or Rician) fading channels when the rms delay
spread increased to 0.12507 (109 ns). Better system performance could be achieved when
the fading among discrete paths was correlated, as demonstrated by the results obtained
with the seven-path Rayleigh fading channel. However, even with correlated fading paths,
the system performance was still marginal at E;/N, of 40 dB for a rms delay spread of
0.1663T (144 ns). By exploiting the reciprocity of the channel, antenna diversity selection
implemented at the base station alone is a simple technique for enhancing the system
performance of both the forward and reverse links.

It is necessary to recapitulate the various methods involving diversity selection
before discussing their simulation results. For the forward link transmission, both the
RSSI-driven and ERRI-driven diversity selection methods under investigation encounter an
antenna switching delay of about half a frame duration (the frame duration for DECT is 10
ms). For the reverse link transmission, a switching delay of one frame duration is incurred
in RSSI-driven diversity, whereas no such delay occurs in ERRI-driven diversity. These
two diversity techniques are also incorporated directly with DFE to realize Schemes I and
11. Scheme III, which also combines diversity selection and DFE, is similar to Scheme II
except that the criterion for diversity selection is now driven by mean square errors from
the DFEs in the two diversity branches. Before proceeding with discussions on the
simulation results, it should also be noted that the performance of the two diversity
methods and the related combined diversity-equalization schemes was only simulated for
the reverse link of the DECT system. However, their forward link performance can also be

inferred from the corresponding simulation results of the reverse link. In principle, the
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basic RSSI-driven diversity selection method and Scheme I should perform better on the
forward link than on the reverse one, since the antenna switching delay is longer for the
reverse link. However, this improvement will not be significant in a slowly fading radio
channel, since the time difference in the antenna switching delays for both links is relatively
small. On the other hand, the basic ERRI-driven diversity selection method together with
Schemes II and Il may suffer some degradation in their forward link performance due to
the antenna switching delay of half a frame duration, which does not exist in the reverse
link. Again, as a result of slow fading, the degradation will not be significant. Scheme IV
achieves the same performance on both links since no switching delay is encountered in
either link. Lastly, it should be noted that diversity branches were assumed to be
independent in the simulations.

The simulation results have shown that the system performance could be improved
considerably with either RSSI-driven or ERRI-driven diversity selection. The influence of
an average power delay profile of a channel upon the simulated performance became more
obvious, particularly for ERRI-driven diversity. The six-path Rayleigh fading channel
produced the worst link performance, whereas the two-path Rayleigh fading channel
always yielded more optimistic results. For example, at a rms delay spread of 0.12507, the
simulated BERs of the system employing ERRI-driven diversity in the two-path and six-
path Rayleigh fading channels were 2x10-5 and 8x10-5, respectively, for E,/N, of 40 dB.
Results obtained with the seven-path Rayleigh fading channel have again demonstrated that
a better performance could be expected when fading among the discrete paths of the
channel was correlated. However, according to the more conservative estimates obtained
with the six-path Rayleigh fading channel, RSSI-driven and ERRI-driven diversity failed to
attain a BER of 103 at rms delay spreads of 0.18757 (163 ns) and 0.2500T (217 ns),
respectively. This indicates that channel equalization is required if the system were to
operate in a large indoor environment, such as an airport terminal or a large warehouse
where rms delay spreads up to 300 ns may occur.

It has been shown that a DFE is capable of improving the performance of the DECT

system in a time dispersive channel. The standard RLS algorithm was used for equalizer
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adaptation. By using a DFE (with six 7/2-spaced taps and two T-spaced taps in its FFF and
FBF, respectively) and the 16-bit packet synchronization word in the DECT time-slot as a
training sequence, the DECT sysiem was able to achieve the required BER of 10-3 for a
rms delay spread up to 0.37507. However, the DFE had no advantage over ERRI-driven
diversity selection when the rms delay spread of the channel was small (e.g. 0.1250T or
less). The performance of the DFE had been penalized by insufficient training. In order to
fully exploit the DFE, the number of training bits must be increased to at least thirty-two.
With a 32-bit training sequence, it could achieve an additional gain of 2.5 dB at a BER of
103 in the six-path Rayleigh fading channel with a rms delay spread of 0.3750T. As
before, the two-path Rayleigh fading channel tended to provide more optimistic results. On
the other hand, in contrast to the previous case where the baseline system performed better
in the channel with corrc’ated fading paths, the DFE performed better in the channel with
independently fading paibs. This is because a DFE is also capable of exploiting time
diversity inherent in the multipath channel.

To optimally mitigate both multipath fading and ISI simultaneously, the combined
use of channel equalization and antenna diversity has been investigated. It has been shown
that, by simply combining the DFE mentioned above with RSSI-driven diversity selection,
and using a 16-bit training sequence, Scheme I was able to achieve an additional gain of
about 5 dB at a BER of 10-4 over either ERRI-driven diversity or the DFE in the six-path
Rayleigh fading channel with a rms delay spread of 0.12507. Under the same conditions,
Schemes II and III performed equally well with a gain of about 4 dB over Scheme I. Due to
the short training sequence, the performance of Scheme IV was not much better than
Schemes II and III. When the number of training bits was increased to thirty-two, Scheme
1V was able to attain a BER of 10-4 at an E,/N, of about 3 dB less than needed for
Schemes II and 11, even though it only had four taps in each of its FFFs. With sufficient
equalizer training, the DFE and the four schemes performed better in a channel with a larger
rms delay spread. Increasing the number of taps in the corresponding FFFs could further
improve the performance in such a channel. Table 6.1 summarizes the Ep/N, required by

the DFE and the four schemes, all using an eight-tap FFF and a two-tap FBF, to achieve a
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BER of 104 in the six-path Rayleigh fading channel with a rms delay spread of 0.37507,

when a 48-bit training sequence was used.

(8,2)DFE Scheme I | Scheme Il | Scheme Il | Scheme IV
E,/N, (dB) 29.3 24.5 22.5 22.5 18.3

Table 6.1. E,/N, required by different schemes to attain a BER of 104 at a rms delay
spread of 0.3750T.

Re-evaluating the performance of these four schemes using the seven-path Rayleigh fading
channel demonstrated that they all encountered performance degradation in the channel with
correlated fading paths, in which an additional E,/N, varying from about 1 dB in Scheme I
to 1.7 dB in Scheme IV was required to maintain a BER of 10-4. However, all of the
simulation results were consistent in showing that the four schemes could significantly

improve the system performance, with Scheme IV being superior to the others.

Among the four combined diversity-equalization schemes, Schemes I, II and 1] are
best suited for small handsets since diversity antennas are only implemented nt the base
station to realize diversity gains for both links. The increased complexity of the handsect
receiver due to the introduction of a DFE is of no major concern, as more compact and
power efficient digital signal processing devices continue to emerge. Furthermore, with
these performance enhancing schemes, both the base station and the portable can now
transmit at a lower power and still maintain good link quality. This, in particular, will help
to increase the battery life-span of the portable, and to reduce the electromagnetic radiation
level and potential related health hazards, if any. Lowering transmission power can also
reduce co-channel interference, which in turn will improve system performance or increase
system capacity. Scheme IV, which requires diversity antennas to be implemented at both

ends of the link, is not suitable for small handsets. However, it is suited for larger portable

terminals such as portable computers.
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6.2. Recommendations for Future Work

This research work has demonstrated that the combined use of antenna diversity
and channel equalization is very effective in enhancing the performance of an indoor
wireless system employing GMSK modulation and time division duplexing by combating
slow fading and ISI. The encouraging results of this preliminary investigation provide a
motivation for further studies in order to evaluate the performance of the different schemes
in greater detail.

In this project, the evaluation of the various schemes involving diversity selection is
based on the assumption that the signals from the diversity branches fade independently. In
practice, a certain amount of envelope cross-correlation exits between these signals, i.e.,
they may encounter correlated fading. The reduction of the diversity gain due to an increase
in the cross-correlation between diversity branches will degrade the performance of the four
schemes. Thus, it is desirable to characterize the performance of these schemes against
cross-correlation coefficients between the diversity branches up to, for example, 0.5. Also,
the maximum Doppler shift considered in this study was 5 Hz (corresponds to the portable
speed of 0.8 m/s at carrier frequency of 1.88 GHz). In warehouses or factories where there
is faster moving machinery, the maximum Doppler shift in those snvironments can be
higher. It will then be necessary to again evaluate the performance of Schemes I, II, III and
1V at a higher maximum Doppler shift. Lastly, the study has shown that these schemes
perform better at a higher rms delay spread (normalized to bit interval), and their
performance can be further improved by increasing the number of taps in the feedforward
filter of the equalizer. Therefore, the investigation should also be extended to the

optimization of these schemes in systems with higher transmission bit rates.
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APPENDIX A

C-Programs for the baseline system. They include:

i. baseline.c (the main program)
ii. source.c {time-slot generator)
iii. Gaussian_filter.c {Gaussian pulse shaping filter)

iv. modulator.c. (CPFSK modulator)

V. 6-path_rayleigh_ch.c (six-path Rayleigh fading channel)
vi. clk.c (sampling phase estimator)

vii. rand.c (AWGN generator)

vii} rx_filter.c (receiver filter)

ix detector.c (one-bit differential detector)
I* baseline.c */
/* This is the baseline system with no equalization or diversity. */

#include "spec.h”
#include "random.h”

/* Function prototypes. */

void data_source(int *);

void gaussian_filter(const int, double *);

void fm_mod(const double, cmplx_t *);

void channelf{const cmplx_t, const int, cmplx_t *, int *);
double randn(long *);

void initrandu(FILE *);

void closeru(FILE *);

void clk(const cmplx_t, int *);

void rx_filter(const cmplx_t, cmplx_t *);

void detect(const cmplx_t, int *);

main ()
{
int iter, i, j, nbit,
skip = 176640, /*'skip' = 23 packets x 16 samples per bit x 480 bits per packet. 'skip' is the
amount of ‘time’ that the channel is ‘fast-forward' after each packet is transmitted.
Each actual DECT packet contains 424 data bits (include sync word, control,

CRC code etc) and guard band, which is equivalent to 56-bit interval. */
new_frame = 1,

slot{BIT_PER_SLOT]), /* Data slot */

time_rec = 0, /* counter set for clock recovery mechanism. ¥/

samp_count = 0, /* counter set for a sampler at the receiver. */

flag, /* flag for the clock recovery. */

delay = 2000, /* excess delay introduced by the receiver filter with respect to the instant when
timing is recovered. The initial value of ‘delay’ is set to a large value so as to

inhibit the action of the sampler before the proper clock-phase is recovered. */
X,

detect_bit; /* detected bit. */
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long rseed = 10;

double fii_out, /* pre-modulation filter output. */
ch_nvolt = 4*sqrt(0.5/pow(10,(double)SNR/10.0)), /* Voltage of AWGN before bandpass

filtering. 0.5 is tl»= average signal power. Factor 4 is introduced to give an
appropriate SNR at the receiver filter output; it is squared root of the
oversampling factor, which is 16. */

pow =0, /* average complex signal power at the channel output. */
pow_count =0,

error = 0, /* number of bit errors counted. *f
error_count = 0; /* number of bits processed. */
cmplx_t mod_out, /* modulator output. */
ch_out, /* channel output. *f
rx_fil_out; /* receiver filter output. */

FILE *fp, /* pointer to a data file named rand.dat */
*datf;,

fp = fopen("rand.dat","r+");

initrandu(fp); /* this function is found in the file named rand.c and it must be invoked number generator
called randn, which is meant to to produce zero mean unit variance random number. The

function initrandu() write data from a file called rand.dat. These data are used to generate
random numbers. */

for (iter = 0 iter < MAX; ++iter) {

X = 64; /* the 3th sync bit arrive at the output of the channel is at about x=74. Set the lower

bound to trap the approximate clock phase.*/
time_rec = 0;

samp_count = 0;
delay = 2000001,

i=3; /* start error checking from the 4th bit of every packet. */

data_source(slot);

for (nbit = 0; nbit < BIT_PER_SLOT; ++nbit) { /* Each bit is sampled 16 times. */
for(G=0;j<16; ++)) {
gaussian_filter(slot[nbit], &fil_out);
fm_mod(fil_out, &mod_out);
channel(mod_out, skip, &ch_out, &new_frame);

pow += ch_out.real*ch_out.real + ch_out.imag*ch_out.imag;
++pow_count;

++time_rec;

++samp_count;

if (time_rec > x) {
clk(ch_out, &flag);

if (flag == 1) {

delay = 25; /* this is an excess delay of 25 samples introduced by the receiver filter.
x = 90000, /* inhibit clock_recovery mechanism. */
time_rec = u; /* reset time recovery counter. */

}

*/
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1*

samp_count = 1; /* reset counter for sampler. */

}

ch_outreal += ch_nvolt*randn(&rseed); /*Adding AWGN to the channel output. */
ch_out.imag += ch_nvolt*randn(&rseed):;
rx_filter(ch_out, &rx_fil_out);

/* Sample, equalize and demodulate the received signal. */
if (samp_count == delay) {
detect(rx_fil_out, &detect_bit);
delay += 16;

if (flag > 1) {

if (detect_bit != slot{i])
++error;

++Hi;

++error_count;

}
flag++;

}

if (nbit == 420) {/*inhibit signal processing at the receiver and update error counts and channel
parameters.*/
samp_count = 0;
new_frame = 1;
delay = 20000000;
].
}

datf = fopen("nd_uncorl.d","w"),
fprintf(datf, "%0.0f\t %0.0f\t %f\t Zf\n", error_count, error,

error/error_count, pow/pow_count);

closeru(fp); /* overwrite the data file rand.dat with new values. */
fclose(fp);

fclose(datf);

I1*

end of file

*/

SOUrce.c */

/* The code generates a single time slot. It is not the exact DECT slot format; the actual timing sequence is
not used. However, the same packet-synchronization bit sequence is used.  */

#include "spec.h"

long seed =3;

void

data_source(int slot{])

{
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int i;
static int start = 1;

if(start==1) {
srand48(seed); /* initializing entry point for mrand48(). */
start = 0;

}

/* The S-field of the DECT packet, which consists of 16-bit preamble word
and 16-bit synchronization word, is as follow:
s_field {0,1,0,1, (Note that only 4 preamble bits are used instead of the
original 16 preamble bits used for clock recovery.)
0,0,0,1,0,1,1,0,0,1,1,1,0,1,0,1} */

slot[0)=slot[2]=slot[4]=slot]|S5]=slot[6]=slot[8])=slot[ ] | ]=slot[12]=
slotf16]=slot[18] =-1;

slot[ 1}=slot[3]=slot[ 7]=slot[9]=slot] 10]=slot] 1 3}=slot[ 14]=slot[15]=
slot[17]=slot[19] = 1;

for (i = 20; i < BIT_PER_SLOT; ++1) {
if (mrand48() > 0) {

slot[i] = 1;
else {
slotfi] = -1;
}
}

}
/* end of file */
/* - , Gaussian_{filter.c */
/* Premody+ - - . Pulse Shaping Filter */

/* A low-pas: . .aussian filter is realized with a transversal filter structure. Filter constants, A and B, are
predetermined. For DECT GMSK transmitter, B is determined from BT =0.5, where T is the bit interval,

and A is chosen such that the response of the filter to a rectangle pulse (bit) at its input has an area of 0.5.

*/

#include "spec.h”
#define n_taps 51 /* number of taps of a transversal gaussian filter. */

void

gaussian_filter(const int in_samp, /* input sample. */

{

int

double *filter_out, /* output of the filter. */
const int *new_frame

)

i, taps[n_taps};

static int start = 1;

double sum, A, B;

static double h[n_taps), /* Tap-weights of the FIR Gaussian filter.  */

buffer[n_taps]; /* buffer for storing input samples at various taps. */
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sum = 0.0;

* Initialize the buffer of the FIR filter and define the filter tap-weight. */

if (start == 1) {
A = 1/32.0; /* Gaussian filter constant. */
B =6.25e5; /* 3 dB bandwidth of the filter. */

for (i = 0; 1 < n_taps; ++i) {

tapsf{i] =i - (n_taps-1)/2;

h[i] = A*sqrt(2*Pl/log(2))*B*exp(-2*square(PI1*B*Ts*taps[i])/log(2));
}

start = 0;
}

if (*new_frame == 1) {
for (i = 0; i < n_taps; ++i)
buffer{i] = 0;
/* Shift the contents of the buffer before receiving a new sample. */
for (i = 1; i < n_taps; ++i) {
buffer{n_taps-i] = buffer[n_taps-1-i};
buffer[0] = in_samp; /* input a new sample. */
/* Compute the filter output. */
for (i = 0; i < n_taps; ++i) {

sum += h[i]*buffer[i];
}

*filter_out = sum;

}

I* end of file */

I* modulator.c */
/* FM Modulator */
/* The integrator of the FM modulator is implemented with slightly modified Simpson's one-third rule. The

output of the integrator is bounded by 1 and -1. The output of this function is a complex baseband signal
with transmitted information carried in its phase.  */

#include "spec.h"

void

fm_mod(const double in_samp, /* input pulse sample. */
cmplx_t *signal, /* output complex baseband signal */
const int *new_frame
)
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{
static double samp[3] ,
mod_out ;

/* Reset the condition for every new slot for the purpose of synchronizing the receiver to the transmitter.

*/

if (*new_frame == 1) {
samp{0] = samp[1] = samp[2] = 0.0;

mod_out = 0.0; /* reset initial condition to O for every new frame.

}
samp[2] = samp([1];
samp|[1] = samp[0];
samp[0] = in_samp;
mod_out += (samp{0] + 4*samp[1] + samp[2])*Ts/6;
/* output of the modulo integrator is bounded between +1 and -1.
while (mod_out > 1)
mod_out -=2;

while (mod_out < (-1))
mod_out +=2;

/* Create a complex baseband signal. */

signal->real = cos(mod_out*PI);
signal->imag = sin(mod_out*PI);

}

*/

*/

I* end of file

*

6-path_rayleigh_ch.c

*/

*/

/* A 6-path Rayleigh Fading Channel with uncorrelated paths.

#include "spec.h”
#include <malloc.h>

#define wm 2*PI*5 /* maximum Doppler shift in radian. */
#define N_oscil 26 /* N_oscil = number of oscillators (per fader). */
#define no_path 6 /* number of independent paths (faders). */
#define nr sqrt(N_oscil-1)

#define ni sqrt(N_oscil)

void *malloc(size_t);
double oscil;

/* Rayleigh Fader (Jakes' Model). */
void
rayleigh(int j, /* designate fader for j-th path. */

*/

int skip, /* duration between successive t-ansmissions from the same portable in terms of number
of samples (i.e. the amount of time (in sample unit) the channel is fast forward for each

update). */
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cmplx_t *fade /* complex fading signals. */
)

{

int i, k;

static int start = 1;

double two_pi = 2*PI;

static double gain_re[N_oscil], gain_im[N_oscil-1], phase[no_path]{N_oscil-1], wn{N_oscil-
1},wmt[no_path), phase_inc[N_oscil-1], wmt_inc;

f(start==1) {
for (i =1; 1 <N_oscil; ++i) { -
gain_refi-1] = 2*cos(PI*I/N_oscil);
gain_im[i-1] = 2*sin(PI*i/N_oscil);
wnli-1] = wm*cos(2*PI*i/(4*N_oscil -2));
for (k = 1; k <= no_path; ++k) { -
phase[k-1][i-1] = PI*(i+2*(k~1))/N_oscil+10*wn[i-1]*k;

/* note that this equation is slightly modified such that each fader starts at a different time, i.e.
10*k seconds from reference time of 0. This is to ensure uncorrelated faders. */

}

phase_inc[i-!] = wn[i-1]*skip*Ts;

gain_re[N_oscil-1] = sqrt(2);

for (k = 0; k < no_path; ++k)
wmt[k] = 10*wm*(k+1); /* This is to ensure that each fader start at a different time
instant. */

wmt_inc = skip*Ts*wm;
start = 0;

}

wmt[j-1] += wmt_inc;
while (wmt[j-1] > two_pi)
wmt(j-1] -= two_pi;

fade->real = gain_re[N_oscil-1}*cos(wmt[j-11);
fade->imag = 0.0;

for (i = 1; i < N_oscil; ++i) {
phasefj-1][i-1] += phase_inc[i-1];
while (phase[j-1]{i-1] > two_pi)
phase(j-1][i-1] -= two_pi;
oscil = cos(phase[j-1](i-1]);
fade->real += oscil*gain_re[i-1];
fade->imag += oscil*gain_im(i-1];

}

fade->real = fade->real/nr;

fade->imag = fade->imag/ni;

}

1* */

/* Time Dispersive (frequency selective) Radio Channel.

Indoor radio channel is modelled by a tapped delay line. It consists of 6 independent Rayleigh fading paths.
The average impulse response of the channel has an exponentially decaying power profile. */
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void
channel(const cmplx_t signal_in, /* input complex baseband signal. */
const int skip, /* update parameter. */

cmplx_t *signal_out, /* output complex baseband signal. */
int *update /* flag for updating channel parameters. */
)

{

int i

static int start = 1, N,
nfad[no_path] = {1,2,3,4,5.6}./*designate Rayleigh faders for each discrete path. ¥/
delay[no_path];
static double *reg_res!l. /* pointer to a buffer for holding tap-inputs (in-phase component). */
*reg_imag, /* pointer to a buffer for holding tap-inputs (quadratare component). */
ch_gain, /* approximated channel gain. */
attn{no_path], /* Attenuations of the multipaths.  */
fad_re[no_path], /* fad_re[] and fad_im[] are real and imaginary components  */
fad_im[no_path]; /* of fader's output for each of the six independent paths. */

cmplx_t fader, attn_sig;
if (start == 1) {

/* Each path (ray) is independent of the other (from empirical calculations, it was found that the absolute
value of the envelope cross-correlation coefficient is less than 0.05. So, it is justifiable to say that the
power gain of the channel is the sum of the averaged powers of all paths in the channel. Since each

Gaussian random generator modelied by Jakes' fader has a variance of 1, the mean power of the Rayleigh
generator is 2. ¥/

ch_gain =0,

/* Choose appropriate parameter values for a given rms delay spread. */
switch (spread) {

/* delay = relative delay normalized to Ts. */
case 50:
delay[0] = 0; delay[1] =1; delay[2] = 2;
delay[3]) = 3; delay(4] =4; delay[5] =5;
N = 6;
for (i = 0; i < 6; ++i) {
attn[i] = sqrt(2*exp(-delay[i]*Ts*1e9/55.9));
/* the constant 2 in the above expression is arbitrary. */

ch_gain += 2*exp(-delay[i]*Ts*1e9/55.9);
}

ch_gain = sqrt(2*ch_gain); /* the constant 2 is to take into account the power of the Rayleigh
fader. */
break;

case 100:
delay[0] = 0; delay[i] =2; delay[2] =4;
delay[3] = 6; delay[4] =8; delay[5] = 10:
N=11;
for (i = 0; i < 6; ++i) {
attn[i] = sqrt(2*exp(-delay[i]*Ts*1e9/111.8));
ch_gain += 2*exp(-delay[i]*Ts*1¢9/111.8) ;
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}

ch_gain = sqrt(2*ch_gain);
break;

case 150:

delay[0] =0; delay{1]=3; delay[2] =6;
delay[3] =9; delay[4] = 12; delay[5]=15;
N = 16;

for (i = 0; i < 6; ++i) {

attn[i] = sqrt(2*exp(-delay[i]*Ts*1e9/167.7));
ch_gain += 2*exp(-delay[i]*Ts*1e9/167.7) ;
}

ch_gain = sqrt(2*ch_gain);
break;

case 200:
delay[0] =O: delay[1] =4;: delay[2] =8:
delay[3] = 12; delay[4] = 16; delay[5] = 20;
N =21;
for (i=0; i < 6; ++i) {

attn[i] = sqrt(2*exp(-delay[i]*Ts*1e9/223.6));
ch_gain += 2*exp(-delay[i]*Ts*1e9/223.6);
}

ch_gain = sqrt(2*ch_gain);
break;

case 250:
delay[0] = 0; delay[1]=35; delay[2]=10;
delay[3] = 15; delay[4] = 20; delay[5] = 25;
N = 26;
for (i=0; i < 6; ++i) {

attn[i] = sqrt(2*exp(-delay(i]*Ts*1e9/279.5));
ch_gain += 2*exp(-delay[i]*Ts*1e9/279.5);
}

ch_gain = sqrt(2*ch_gain);
break;

case 300:
delay[0] = 0; delay[1] =6; delay[2] =12;
delay[3] = 18; delay[4] = 24; delay[5] = 30;
N =31;
for (i = 0; i < 6; ++3) {
attn[i] = sqrt(2*exp(-delay[i}*Ts*1e9/335.4));
ch_gain += 2*exp(-delay{i]*Ts*1e9/335.4);
}
ch_gain = sqrt(2*ch_gain);

break;

case 350:

delay[0] = 0; delay[1] =6; delay[2] = 12;
delay[3] = 18; delay[4] = 24; delay[5] = 30;
N =131;

for (i = 0; i < 6; ++i) {

attnfi] = sqrt(2*exp(-delay[i]*Ts*1e9/417.9)):
ch_gain += 2*exp(-delay[i]*Ts*1e9/417.9);
)

ch_gain = sqrt(2*ch_gain);
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break;

default:

printf(" invalid value: choose 50, 100, 150, 200, 250, 300 or

350 ns for rms delay spread.\n");
}

7* Allocate sufficient memory to buffers. */
reg_real = (double *)malloc(N*sizeof(double));
reg_imag = (double *)malloc(N*sizeof(double));

/* Initialize buffers for proper tap-inputs */
for (i=0;1i<N;++i) {
reg_real[i] = 0.0;
reg_imagl[i] = 0.0;
}

start = 0;

}

for(i=1:i<N; ++i) {

reg_real[N-i] =reg_real[N-1-i]; /* shiftirg contents. */

reg_imag[N-i] = reg_imag[N-1-i};

reg_real[0] = signal_in.real;
reg_imag[0] = signal_in.imag;

if (*update == 1) {
for (i = 0; i < no_path; ++i) {
rayleigh(nfadl[i], skip, &fader);
fad_re[i] = fader.real;
fad_im{i] = fader.imag;
}
*update = 0;

}

signal_out->real = 0.0;
signal_out->imag = 0.0;

/* Calculate the channel output and normalized it to the channel gain.

for (i = 0; i < no_path; ++i) {
attn_sig.real = reg_real[delay[i]}*attn{i];
attn_sig.imag = reg_imag[delay[i]]*attn[i};
signal_out->real += attn_sig.real*fad_re{i] - attn_sig.imag*

fad_im[i];

signal_out->imag += attn_sig.real*fad_im[i] + attn_sig.imag*
fad_reli];

}

signal_out->real /= ch_gain;
signal_out->imag /= ch_gain;

}

1*

end of file

*/
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/* dk.c */
/* This is used to estimate the optimum clock phase at the channel output. It is based on tracking the 3rd
preamble bit. The preamble word starts with -1, 1, -1,1,1, ...... . . Assuming that the initial phase of the
signal is zero. In tracking the 3rd bit of the preamble word. we just need to irack the the second minimum
phase value. The first minimum phase of-course corresponds to the first bit. Note that the phase respond is
bounded by -pi and +pi and the phase transition between 2 adjacent symbols is less than 0.5 pi.  */

#include "spec.h"

void
clk(const cmplx_t ch_out,

int *flag /* flag = 1 indicates the optimum clock phase is obtained. */
)

{

static int start = 1, upper = 0;
double new, diff;

static double old;

*flag = 0;
++upper;
new = atan2(ch_out.imag, ch_out.real);

if ( start == 3) {
diff = new - old;

if ((diff > 0 && diff < PDIl diff < -PI) {
start = 0;
*flag = 1;
upper =0,

else
old = new;

}

else if (start == 2) {
diff = new - old;
if (( diff < 0 && diff > -PDI diff > PI)

start = 3;
old = new;
}
else {
old = new;
start = 2;
upper = 0;

if (upper ==25) {

*flag = 1;
start = 0;
upper = 0;
}
1%

end of file *
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/* random.h */
/* Functions for generating random number are found in the c-file named rand.c. NOTE THAT the
function initrandu must be invoked prior to calling the random number generating functions (randu or
randn).

randu - returns a non-negative and double-precision value uniformly distributed over the range of y values
such that 0.0 <=y < 1.0.

randn - returns a normally distributed double-precision value with unit variance and zero mean.
initrandu - read a table of coefficients from the data file named rcoeffs.dat.

closeru - overwrites the table in rcoeffs.dat after each call to the random number generators.

*/

/* These files were obtained from Anthony Soong and Peng Mok. */

#include<stdio.h>
#include<math.h>

extern double randn(long *);
extern double randu(long *);
extern void closeru(FILE *);
extern void initrandu(FILE *);

/* end of file *f

I* rand.c */
/* The following files used to generate Gaussian distributed RV written by Anthony Soong and Peng Mok.
*/

#include "random.h"
long rcff{ 100]);

/* closeru -- overwrites coeffs.dat */

void closeru( FILE *fp )

{

int i; /* write out rcff[1]...rcff[98] */

rewind( fp );
for(i = 0; i < 98; i++)

fprintf(fp,” %ld\n" rcff{i+1]);
fprintf(fp,"\n");

}

/* */

double randu(long *j) /* generate uniform random no's */
/* long *j; requires external long rcff[1]...[100] */

{ /* Note: initrand() must be called first */
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int p, q, k;

long n;
p=98; q=27; /* polynomial parameters */
n = 2147483647. /* n =2%*3] - |, sets bits ='I" */
¥ =%+ |
if (*j>p)
*j=1;
k=*j+q;
if (k > p)
k= k-p;

rcff{*j] = rcffl*j] » refilk];
return(( (float) rcff{*j] ) / ( (float) n ));

}

I* *

/* FUNCTION RANDN - generates random normal deviates by the method of Kinderman and Ramage.
Described in W.J. Kennedy & J.E. Gentle, "Statistical Computing" pp. 205-207. */

double randn(long *pj)

{

stalic double a =2.216035867166471;

static double asq = 4.91081476211548; /* a*a */
static double cst = 0.398942291736603; /* 1/sqrt(2 * pi) */

double ul, u2, u3, min, max. tempval, (;

double randu(long *);
double log{double);
double exp(double);
double sqrt(double);
double _fabs(double);

ul = randu(pj);

if (ul < 0.884070402298758) {
u2 = randu(pj);
return( a * (1.13113163544180 *ul +u2- 1.0));

else
if (ul <0.973310954173898)
if (ul < 0.958720824790463)
if (ul <0.911312780288703)
{
do
{
u2 = randu(pj);
u3 = randu(pj);
min = u2;
max = u3;
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if (U3 < u2)
{
min = u3;
max = u2;
}
} while (max > 0.805577924423817);
t = 0.47972740422241 -
0.595507138015940 * min;
if (u2 < u3)
return(t);
else
return(-t);
}
else
{
do
{
u2 = randu(pj);
u3 = randu(pj));
min = u2;
max = u3;
if (u3 <u?)
{
min = u3;
max = u2;
}
t = 0.479727404222441 + 1.105473661022070 * min;
} while ( (max > 0.872834976671790) & &
((0.049264496373128 * fabs(u2 - u3)) >
(cst *exp(-0.5 *t *¢) -
0.180025191068583 * ( a - fabs(1)))) );
if (u2 <u3)
return(t);
else
return(-t);
}

else

{
do

{
u2 = randu(pj);
u3 = randu(pj);
min = u2;
max = u3;
if (U3 <u2)
{
min = u3;
max = u2;

}
t= a - 0.630834801921960 * min;
} while ( (max > 0.755591531667601) &&
((0.034240503750111 * fabs(u2 - u3)) >
(cst *exp(-0.5 *t*t)-
0.180025191068563 * (a - fabs(t)))) );
if (U2 <u3)
return(t);
else
return(-t);
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else
do

{
u2 = randu(pj));
u3 = randu(pj);
tempval = asq - 2.0 * log(u3);
} while ( (U2 *u2)>=(asq *
1.0 / tempval) );
if (ul < 0.986655477086949)
return(sqrt(tempval));
else
return(-sqri(tempval) );

I* end of file */
I* rand.dat */
/* These are the data used by rand.c to generate random Gaussian variable. Read in the data column-wise. */
1327272865 1881161636 1745095944 1673561186 1673561186
53675950 1167716718 27665504 802041206 802041206
247022513 1495355194 1652510585 663347946 663347946
1699311560 2103363402 1698011084 72636422 72636422
1231082430 1814346850 106991299 1172903330 1172903330
1771860397 2129578319 1446446012 1802904343 1802904343
385689608 1047444040 239315414 1692341095 1692341095
1946258148 1896574377 2055163764 11799787 11799787
889248243 1133611041 1837385924 793872728 793872728
525067715 1127125120 1926001396 4263(r3383 426305383
1341700781 1250300693 470759001 519179293 519179293
310408603 1301374977 452893118 1601120191 1601120191
709545553 1662784463 1949920392 1577582331 1577582331
625343442 1402014885 | 238825068 1491950165 1491950165
1688247805 1640948365 2133527825 2016705741 2016705741
1091585658 672281885 1608031693 1027028368 1027028368
494575369 2612803 551940275 84789720 84789720
2058861524 1329344259 477472265 202178719 202178719
1076256944 409203979 449464566 1941036745 1941036745
349083705 104738258 862404973 1158594586 1158594586
I* = end of file */
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I* rx_filter.c */
/* Receiver Filter For 1-bit differential Detection of GMSK. */

/* The filter is modelled with the assumption that the gaussian band-pass filter causes negligible phase-
distortion. */

#include "spec.h"
#define n_taps 51 /* number of taps of a transversal gaussian filter. */

double Br = 1.375e6; /* 3 dB bandwidth of the receiver filter. Br is determined from the equation Br*T =
1.1, where T is the bit duration, which is 800ns in this case. */

int taps[n_taps];

void .

rx_filter(const cmplx_t in_samp, /* input sample. */
cmplx_t *filter_out /* output of the filter. */

)

{

int i;

static int start = 1;
double fil_re, fil_im;

static double  h[n_taps], /* Tap-weights of the FIR Gaussian filter. */
buf_re[n_taps], /* buffer for storing input samples at varions taps.  */
buf_im[n_taps];

fil_re = 0.0;
fil_im = 0.0;

/* Initialize the buffer of the FIR filter and define the filter tap-weight.*/

if (start == 1) {
for (i = 0; i < n_taps; ++i) {
buf_refi] = 0;
buf_im[i] =0;
taps(i] =1 - (n_taps-1)/2;
h{i} = exp(-2*square(PI*Br/2*Ts*taps{i])/log(2));

start = Q;

}
/* Shift the contents of the buffer when receive a new sample. */
for (i = 1:i < n_taps; ++i) {
buf_re[n_taps-i] = buf_re[n_taps-1-i];
buf_im[n_taps-i] = buf_im{[n_taps-1-i];
}

buf_re{0] = in_samp.real;
buf_im{0] = in_samp.imag;

/* Compute the filter output. */
for (i = 0; i < n_taps; ++i) {

fil_re += h[i)*buf_re[i);
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fil_im 4= h[i]*buf_iml[i]:
}

filter_out->real = fil_re;
filter_out->imag = fil_im:

}

I* end of file */
I* detector.c */
/* 1-bit Differential Detector. */

/* The decision rule is based on testing the value of sine of a phase difference of a complex signal over 1-bit
interval duration against a fixed threshold of zero. If the sine of a phase difference is greater than the

threshold value then, a "1" bit is detected else, "-1" bit is detected. */

#include "spec.h"

void

detect(const cmplx_t sig_in, /* output of a receiver filter. */
int *detect_bit /* detected bit. */
)

{
double ph_new,

delta_ph; /*phase difference between sample signals which are one-bit interval apart.
_p p p

static double ph_old = 0;

ph_new = atan2(sig_in.imag, sig_in.real);

/* atan2() returns the arc tangent of y/x in the range [-pi, +pi] radians. It uses the sign. Gi -
determine the quadrant of the return value. */

delta_ph = ph_new - ph_old;

*detect_bit = sin(delta_ph)>07?1:-1;

sh_old = ph_new;

}

*/

v and x to

/* end of file */
* spec.h */
/* Header file for basic system specification. */

#include<stdio.h>

#include<stdlib.h>

#include<math.h>
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#define spread 300 /* rms delay spread of the multipath channel in ns. Choose 100, 150, 200, 250

or 300 */
#define SNR 30.0 /* signal to noise ratio in dB */
#idefine MAX 40000 /* number of frames used in the simulation. */

#define BIT_PER_SLOT 438 /* 424 data bits + 14 “artificial guard bits".

#define SAMP_PER_BIT 16 /* oversampling factor */

#define Ts 50e-9 /* sampling interval (800e-9 is the bit interval). */
#define PI 3.141592653589793

#define square(x) (x)*(x)

typedef struct cmplx_s {
double real, imag;
} cmplx_t;

I* end of file

*/
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APPENDIX B

C-programs for Schemes I, 11, I1l and IV. Only functions which are not included in
Appendix A are presented. They include:

i.
ii.
iv

v
vi

vii

viii

1*

Schemel.c (the main program for the system employing Scheme I)
Schemell.c (the main program for the system employing Scheme II)
Schemelll.c (the main program for the system employing Scheme IIT)
SchemelV.c (the main program for the system employing Scheme IV)
source2.c (slot-generator; unlike source.c in Appendix, it also generates
training sequence of MSX signal)

7-path_ch.c (7-path Rayleigh fading channel with correlated paths)
sync.c (function for synchronizing receiver to the dominant path)
(6,2)DFE.c (DFE for Schemes I, II and IIT)

comb_div_dfe.c (combined diversity-equalizer function for Scheme 1V)
two-branch_detect.c (one-bit differential detector for Schemes II and II1.
Schemes I and IV use detector.c presented in Appendix A.)
two-branch_rx_filter.c (receiver filter for Schemes II, III and IV. Scheme I
uses rx_filter.c given in Appendix A.)

Schemel.c */

/* This is the system implemented with Scheme I. The selection diversity scheme works in such a way that
the branch with a stronger signal measured in the preceeding time slot (frame) is selected for reception in
the current time slot. The receiver is synchronized to the transmitter through the dominant path of a

multipat channel.

#inciude “spec.h"

*/

#include "random.h”

/* FUNCTION PROTOTYPES */

void data_source(int*, cmplx_t*);

void gaussian_filter(const int, double*,const int*);
void fm_mod(const double, cmplx_t*, const int*);
void channel(const cmplx_t, const int, cmplx_t*, cmplx_t*, int*);
void sync(const cmplx_t, int*);

void rx_filter(const cmplx_t, cmplx_t*);

void dfe(cmplx_t*, cmplx_t*, int*, cmplx_t*);
void detect(const cmplx_t, int*);

void initrandu(FILE*);

double randn(long*);

void closeru(FILE*);

main ()

{

int iter, i, j, d, nbit,
slot[BIT_PER_SLOT], /* Data slot */
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skip = 176640, /*'skip’ = 23 packets x 16 samples per bit x 480 bits per packet. 'skip’ is the
amount of 'time’ that the channel is *fast-forward' after each packet is transmitted.
Each actual DECT packet contains 424 data bits (include sync word, control, CRC
code etc) and guard band, which is equivalent to 56-bit interval. */

time_rec = 0. /* counter set for synchronization mechanism. */
samp_count = 0, /* counter set for the sampler at the receiver. */
flag,

select, /* indicator for the branch selection. */

delay = 2000, /* excess delay introduced by the receiver filter with respect to the instant when
timing is recovered. The initial value of 'delay’ is set to a large value so as to
inhibit the action of the sampler before the proper clock-phase is recovered. */

new_frame,

X,

detect_bit; /* detected bit. */

long rseed = 10;

double fil_out, /* pre-modulation filter output. */
ch_nvolt = 4*sqrt(0.5/pow(10,(double)SNR/10.0)), /* Voltage of AWGN before bandpass
filtering. 0.5 is the average signal power. Factor 4 is introduced to give an
appropriate SNR at the receiver filter output; it is squared root of the
oversampling factor, which is 16. */
pow = 0. /* long term average complex signal power at one of the branches.*/
pow_count = 0,

powl = 1, /* short term average signal power at Branch#1. */
pow2 =0, /* short term average signal power at Branch#2. */
error = 0, /* number of bit errors. */

error_count = 0; /* number of bits processed. */

cmplx_t mod_out, /* modulator output. */
ch_out[2}, /* channel output. */
sync_path, /* undistorted signal from the channel used for synchronizing the receiver to the
transmitter. */
branch_sel, /* selected branch. */
rx_out, /* receiver filter output. */
samples|2]./* signal samples fed into the DFE (2 samples per bit). */
train_seq[16], /* training sequence for DFE (MSK signal). */
dfe_out; /* output of DFE. */

FILE *fp, /* pointer to a data file named rand.dat */
*datf;
fp = fopen(“rand.dat

'l’llr+l');
initrandu(fp); /* this function is found in the file named rand.c and it must be invoked number generator
called rardn, which is meant to to produce zero mean unit variance random number. The

function initrandu() write data from a file called rand.dat. These data are used to generate
random numbers. */

for (iter = O; iter < MAX; ++iter) {

x=835; /* instant when synchronization starts. */

time_rec =0,

new_frame = 1;

i =29 /* start checking from the 30th bit of every packet. Skip the preamble word (12 bits in
this case), the 16-bit synchronization word which is used to train the DFE and the
first data bit. */

samp_count = 0;

delay = 20000000; /* inhibit rx-sampler till clock phase is recovered. */
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/* Diversity scheme based on choosing the branch with a larger average power measured in a previous

time slot. */
if (powl > pow?2)

select = 1;

else
select = 2;

powl = pow?2 = 0;

data_source(slot, train_seq);
for (nbit = 0; nbit < BIT_PER_SLOT; ++nbit) { /* Each bit is sampled 16 times. */
for =0;j < 16; ++j) {
gaussian_filter(slot[nbit], &fil_out, &new_frame);

fm_mod(fil_out, &mod_out, &new_frame);
channel(mod_out, skip, ch_out, &sync_path, &new_frame);
pow +=ch_out{1].real*ch_out[1].real + ch_out[1].imag*ch_out[1].imag:

++pow_count;
if (nbit > 300 && nbit < 410) {

powl += ch_out[0].real*ch_ou:0].real + ch_out{0}.imag*ch_out{0].imag;
pow?2 += ch_out[1].real*ch_out| 1].real + ch_out[1].imag*ch_out[1].imag;

}

++time_rec;
++samp_count;

if (time_rec > x) {
sync(sync_path, &flag);

if (flag==1) {
delay = 165; /* this includes an excess delay of 25 samples introduced by the receiver
filter and also the skipping of the rest of the preamble bits for synchronization.
*/
x =9000000; /* inhibit clock_recovery mechanism. */
time_rec = 0; /* reset time recovery counter. */
d=0;

}
*/

samp_count = 1; /* reset counter for sampler.

}

/* Antenna selection.
switch (select) {
case 1:

branch_sel.real = ch_out[0].real + ch_nvolt*randn(&rseed);
branch_sel.imag = ch_out[0}.imag + ch_nvolt*randn(&rseed);

break;

*/

case 2:

branch_sel.real = ch_out[1].real + ch_nvolt*randn(&rseed);
branch_sel.imag = ch_out{1].imag + ch_nvolt*randn(&rseed);

break;

default:

143



fprintf(datf,"error occurs in selection scheme");
break;

}
rx_filter( branch_sel, &rx_out);

/* Sample, equalize and demodulate the received signal. Samples are
taken at T/2 interval. */
if (samp_count == delay) {
samples[d].real = rx_out.real;
samples[d].imag = rx_out.imag;
delay += 8;
++d;

if (d==2) {
d=0;
dfe(samples, train_seq, &flag, &dfe_out);
detect(dfe_out, &detect_bit);

/* Note that 'flag’ is incremented by 1 before exiting 'dfe()'. So, start detecting the second data bit
at 'flag' = 21, instead of at 'flag’ = 20. That is, the 2nd data bit starts with flag = 2-bit delay (by
DFE) + 16 training bits + 2 data bits + one extra increment at the dfe output. */

if (flag > 20) {
if (detect_bit != slot[i])
++error;
++i;
++error_count;

datf = fopen("sd_corr.d","w");

fprintf(datf, "%d\t %0.0f\t %0.0f\t %\t %f\n", select,
error_count, error, error/error_count, pow/pow_count);

closeru(fp);  /* overwrite the data file rand.dat with new values. */

fclose(fp);

fclose(datf);

)

I* end of file */
/* Schemell.c *f

/* This is the system implemented with Scheme I1. The selection scheme is driven by ERRI criterion.
Practically, CRC code is used to check for errors in the receiving slot. In the simulation, CRC code is not
implemented hut the occurence of errors can still be detected since transmitted bits are known. The selection
scheme worky ‘i such a way that when there are errors in both branches, or when there is no error in either
branche, the branch selected in the previous frame continues to be used; when there is 1 or more errors in
one branch and no error in the other branch, the branch with no error is selected. */
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#include "spec.h”
#include "random.h”

/* FUNCTION PROTOTYPES */

void data_source(int*, cmplx_t*);

void gaussian_filter(const int, double*,const int*);
void fm_mod(const double, cmplx_t*, const int*);
void channel(const cmplx_t, const int, cmplx_t*, cmplx_t*, int*);
void sync(const cmplx_t, int*);

void two_rx_filter(const cmplx_t*, cmplx_t*);

void dfe(cmplx_t*, cmplx_t*, int*, cmplx_t*);

void dfel(cmplx_t*, cmplx_t*, const int*, cmplx_t*);
void detect(const cmplx_t*, int*);

void initrandu(FILE*);

double randn(long*);

void closeru(FILE¥*);

main ()

int iter, i, j, d, nbit,
slot[BIT_PER_SLOT], /* Data slot */
skip = 176640, /*'skip’ = 23 packets x 16 samples per bit x 480 bits per packet. 'skip' is the
amount of ‘time’ that the channel is 'fast-forward' after each packet is transmitted.
Each actual DECT packet contains 424 data bits (include sync word, control, CRC
code etc) and guard band, which is equivalent to 56-bit interval. */

time_rec =0, /* counter set for synchronization mechanism. */
samp_count = 0, /* counter set for the sampler at the receiver. */
flag,

select,  /* indicator for the branch selection. */

delay = 2000, /* excess delay introduced by the receiver filter with respect to the instant when
timing is recovered. The initial value of ‘delay’ is set to a large value so as to

inhibit the action of the sampler before the proper clock-phase is recovered. */
new_frame,

X,
detect_bit{2], /* detected bit. */
erril =0, erri2 = 1,/* ervor rate indicators for Branch#1 and Branch#2.*/

er_p_sltl = 0, er_p_slt2 = 0; /* number of errors per slot. */
long rseed = 10;
double fil_out, /* pre-modulation filter output. */

ch_nvolt = 4*sqrt(0.5/pow(10,(double)SNR/10.0)), /* Voltage of AWGN before bandpass
filtering. 0.5 is the average signal power. Factor 4 is introduced to give an
appropriate SNR at the receiver filter output; it is squared root of the
oversampling factor, which is 16. */

pow =0, /* long term average complex signal power at one of the branches. */

pow_count =0,

error = 0, /* number of bit error detected in the system. */

error_count = 0; /* number of bits processed. */

cmplx_t mod_out, /* modulator output. */
ch_out{2], /* channel output. */
sync_path, /* undistorted signal from the channel used for synchronizing the receiver to the
transmitter. */
rx_out{2], /* receiver filter output (2 branches). */

samples1[2], /* signal samples fed into DFE#1 (2 samples per bit). */
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samples2|2], /* signal samples fed into DFE#2 (2 samples per bit). */
train_seq[16}], /* training sequence for DFE (MSK signal). */
dfe_out[2]; /* outputs of DFEs. */

FILE *{p, /* pointer to a data file named rand.dat */
*datf;
fp = fopen("rand.dat”,"r+");

initrandu(fp); /* this function is found in the file named rand.c and it must be invoked number generator
called randn, which is meant to to produce zero mean unit variance random number. The
function initrandu() write data from a file called rand.dat. These data are used to generate
random numbers. */

for (iter = 0; iter < MAX; ++iter) {

x=85; /* instant when synchronization starts. */

time_rec = 0;

new_frame = I;

i =29 /*start checking from the 30th bit of every packet. Skip the preamble word (12 bits in
this case), the 16-bit synchronization word which is used to train the DFE and the first
data bit. */

samp_count = Q;

delay = 20000000; /* inhibit rx-samplers till respective clock phases are recovered. */

/* Selection diversity based on ERRI criterion. */
if(erril == 0 && erri2 == 1)
select = 1;

else if (erri] == 1 && erri2 == 0)
select =2;

if (select == 1) {
error +=er_p_sltl;
}

clse {
error +=er_p_slt2;

erril =erri2 =er_p_sltl =er_p_sht2 = 0;
data_source(slot, train_seq);

for (nbit = 0; nbit < BIT_PER_SLOT; ++nbit) { /* Each bit is sampled 16 times.*/
for j =0; j < 16; ++j) {
gaussian_filter(slot[nbit], &fil_out, &new_frame);
fm_mod(fil_out, &mod_out, &new_frame);
channel(mod_out, skip, ch_out, &sync_path, &new_frame);
pow += ch_out[1}].real*ch_out[1].real + ch_out[1].imag*ch_out[1].imag;
++pow_count;

++time_rec;
++samp_count;

if (time_rec > x) {
sync(sync_path, &flag);

if (flag == 1) {
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delay = 165; /* this includes an excess delay of 25 samples introduced by the receiver
filter and also the skipping of the rest of the preambile bits used to for

synchronization. */
x = 9000000; /* inhibit clock_recovery mechanism. */
time_rec = 0; /* reset time recovery counter. */
d=0;

}

samp_count = 1; /* reset counter for sampler.

}

*/

/* Add white Gaussian noise to each branch. */
ch_out[0].real += ch_nvolt*randn(&rseed);
ch_out[0].imag += ch_nvolt*randn(&rseed);
ch_out[1].real += ch_nvolt*randn(&rseed);
ch_out[1].imag += ch_nvolt*randn(&rseed);

two_rx_filter(ch_out, rx_out);

/* Sample, equalize and demodulate the rectived signal. Samples are
taken at T/2 interval.
if (samp_count == delay) {
samples1[d].real = rx_out[0].real;
samples1[d].imag = rx_out{0).imag;
samples2[d].real = rx_out[1].real;

samples2[d].imag = rx_out{1].imag;
delay += §;
++d;

if(d==2){
dfel(samplesl, train_seq, &flag, &dfe_out[0]); /*DFE for Brauch#1 */

dfe(samples2, train_seq, &flag, &dfe_out|1]); /*DFE for Branch#2 */
detect(dfe_out, detect_bit);

/* Note that 'flag’ is incremented by 1 before exiting ‘dfe()". So, start detecting the second data bit

at 'flag' = 21, instead of at 'flag' = 20. That is, the 2nd data bit starts with flag = 2-bit delay

(by DFE) + 16 training bits + 2 data bits + one extra increment at the dfe output.
*/

if (flag > 20) {
if (detect_bit[0] != slot[i]) {
++er_p_sltl;

if (flag < 409) /* error checking in Branch 1. */
erril = 1;

}

if (detect_bit[1] != slot[iD) {
++er_p_sit2;

if (flag < 409) /* error checking in Branch II. */
erri2 = 1;

}

++error_count;
++i;
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}

if (erril == 0 && erri2 == 1)

elect=1;
else if (erril == | && emri2 ==0)
select = 2;

if (select == 1)
error +=er_p_sltl:

else
error += er_p_slt2;

datf = fopen(“ers_uncorr.d”,"w");

fprintf(datf, " %0.0N\t %0.0M\t %\t %f\n",
error_count, error, error/error_count, pow/pow_count);

closeru(fp).  /* overwrite the data file rand.dat with new values. */
felose(fp):

fclos (datf),

}

r* . -~ g of file */

1* Schemelll.c */
/* This is the system implemented with Scheme IIL. This file is very similar to Schemell.c. Repeated
documentation may be avoided. */

#include “spec.h”
#include "random.h"

/* FUNCTION PROTOTYPES */

void data_source(int*, cmplx_t*);

void gaussian_filter(const int, double*,const int*);

void fm_mod(const double, cmplx_t*, const int*);

void channel(const cmplx_t, const int, cmplx_t*, cmplx_t*, int*);
void sync(const cmplx_t, int*);

void two_rx_filter(const cmplx_t*, cmplx_t*);

void dfe(cmplx_t*, cmplx_t*, int*, cmplx_t*, double*);

void dfel(cmplx_t*, cmplx_t*, const int*, cmplx_t*, double*);
void detect(const cmplx_t*, int*);

void initrandu(FILE*);

double randn(long*);

void closeru(FILE*);

main ()
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{

int iter, i, j, d, nbit,
slot{BIT_PER_SLOT],
skip = 176640,
time_rec =0,
samp_count = 0,

flag,

select,

delay = 2000,

new_frame,

X,

detect_bit[2], /* detected bit. */

er_p_sltl =0, er_p_slt2 = 0; /* number of errors per slot. */

long rseed = 10;

double fil_out, /* pre-modulation filter output. */
ch_nvolt = 4*sqrt(0.5/pow(10,(double)SNR/10.0)),
pow =0,
pow_count =0,
error = 0, /* number of bit error detected in the system. */
dfe_er[2] = {0,0},
er_powl = |, er_pow2 = (, /* square of error signals from the DFEs. */
error_count = 0; /* number of bits processed. */

cmplx_t mod_out, /* modulator output. */
ch_out[2], /* channel output. */

sync_path, /* undistorted signal from the channel used for synchronizing the receiver to the

transmitter. */
rx_out{2], /* receiver filter output (2 branches). */
samples][2], /* signal samples fed into DFE#1 (2 samples per bit). */
samples2(2], /* signal samples fed into DFE#2 (2 samples per bit). */
train_seqg| 16}, /* training sequence for DFE (MSK signati). */
dfe_out[2]; /* outputs of DFEs. */

FILE *fp, /* pointer to a data file named rand.dat */
*datf;
fp = fopen("rand.dat","r+");

initrandu(fp);

for (iter = 0; iter < MAX; +-+iter) {
x=85; /* instant when synchronization starts. */
time_rec = 0;
new_frame = 1;
i=29;
samp_count = 0;

delay = 200{)0000; /* inhibit rx-samplers till respective clock phases are recovered.

/* Selection diversity based on MSE criterion. */
if (er_pow > er_pow?2)
select = 2;

else
select = 1;

er_powl =er_pow2 =0.0;
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if (select == 1) {
error += er_p_sltl;

}

else {
error += er_p_slt2;

}
er_p_sltl =er_p_slt2 =0;
data_source(slot, train_seq);

for (nbit = 0; nbit < BIT_PER_SLOT: ++nbit) {
for (j =0;j < 16; ++j) {
gaussian_filter(slot{nbit], &fil_out, &new_frame);
fm_mod(fil_out, &mod_out, &new_frame);
chaanel(mod_out, skip, ch_out, &sync_path, &new_frame);
pow += ch_out{1]).real*ch_out[1].real + ch_out[1].imag*ch_out{1 l.imag;
++pow_count;

++time_rec;
++samp_count;

if (time_rec > x) {
sync(sync_path, &flag);

if (flag == 1) {
delay = 165;
x =9000000; /* inhibit clock_recovery mechanism. */
time_rec = O; /* reset time recovery counter. */
d=0;

}

samp_count = I, /* reset counter for sampler. */

}

/* Add white Gaussian noise to each branch. */
ch_out[O}.real += ch_nvolt*randn(&rseed);
ch_out{0].imag += ch_nvolt*randn(&rseed);
ch_out[1].real += ch_nvolt*randn(&rseed);
ch_out{1].imag += ch_nvolt*randn(&rseed);

two_rx_filter(ch_out, rx_out);

/* Sample, equalize and demodulate the received signal. Samples are
taken at T/2 interval. */
if (samp_count == delay) {

samples 1{d].real = rx_out[0].real;

samples1[d].imag = rx_out[0].imag:

samples2([d].real = 1x_out{1].real;

samples2[d].imag = rx_out[1].imag;

delay += 8;

++d;

if (d==2) {
d =0,

dfel(samplesl, train_seq, &flag, &dfe_cut[0], &dfe_er[0]); /*DFE for Branch#1 */
dfe(samples2, train_seq, &flag, &dfe_out{1], &dfe_er[1]); /*DFE for Branch#2 */
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detect(dfe_out, detect_bit);
er_powl += dfe_er[0];
er_pow?2 += dfe_er[1];

if (flag > 20) {
if (detect_bit[0] != slot{i]) {
++er_p_sitl;

}

if (detect_bit{1] '= slot[i]) {
++er_p_slt2;

}

++error_count;
++i;

}

if {er_pow1 > er_pow?2)
select =2;

else
select =1;

if (select == 1)
error += er_p_sltl;

else
error += er_p_slt2;

datf = fopen("dfesel25.d","w");
fprintf(datf, * %0.0f\t %-0.0f\t %f\t %f\n",
error_count, error, ervor/error_count, pow/pow_count);

*/

closeru(fp);  /* overwrite the data file rand.dat with new values. */
fclose(fp):

fclose(datf),

}

I* end of file

r* SchemelV.c

/* This is the system implemented with Scheme IV. */

#include "spec.h”
#include "random.h"

/* FUNCTION PROTOTYPES */
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void data_source(int*, cmp.x_t*);

void gaussian_filter(const int, double*, const int*);

void fm_mod(const double, cmplx_t*, const int*);

void channel(const cmplx_t, const int, cmplx_t*, cmplx_t*, int* );
void sync(const cmplx_t, int*);

void two_rx_filter(const cmplx_t*, cmplx_t*);

veid comb_div_dfe(cmplx_t(*)[], cmplx_#*, int*, cmplx_t*);
«e’ detect(const cmplx_t, int*);

ond® initrandu(FILE*);

* -»sle randn(long*);

s0id closeru(FILE*);

main ()
{
int iter, i, j, d, nbit,
slot{BIT_PER_SLOT], /* Data slot */
skip = 176640, /*'skip’ = 23 packets x 16 samples per bit x 480 bits per packet. ‘skip' is the
amount of 'time’ that the channel is ‘fast-forward' after each packet is transmitted.
Each actual DECT packet contains 424 data bits (include sync word, control, CRC
code etc) and guard band, which is equivalent to 56-bit interval. */

time_rec =0, /* counter set for synchronization mechanism. */
samp_count = 0, /* counter set for the sampler at the receiver. */
flag,

select, /* indicator for the branch selection. */

delay = 2000, /* excess delay introduced by the receiver filter with respect to the instant when
timing is recovered. The initial value of 'delay’ is set to a large value so as to
inhibit the action of the sampler before the proper clock-phase is recovered. */

new_frame,

X,

detect_bit; /* detected bit. */

lung rseed = 10;

double fil_out, /* pre-modulation filter output. */

ch_nvolt = 4*sqrt(0.5/pow(10.(double)SNR/10.0)), /* Voltage of AWGN before bandpass
filtering. 0.5 is the average signal power. Factor 4 is introduced to give an
appropriate SNR at the receiver filter output; it is squared root of the
oversampling factor, which is 16. */

pow =0, /* long term average complex signal power at one of the branches.*/

pow_count = 0,

error = 0, /* number of bit errors. */

error_count = 0; /* number of bits processed. */

cmplx_t mod_out, /* modulator output. */
ch_out[2], /* channel output. */
sync_path, /* undistorted signal from the channel used for synchronizing the receiver ‘o the
transmitter. */
rx_out[2], /* receiver output. */
samples[2][2]./* signal samples fed into the two FFFs (2 samples per bit).*/
train_seq{16], /* training sequence for DFE (MSK signal). */
dfe_out; /* output of DFE. */

FILE *fp, /* pointer to a data file named rand.dat */
*datf;
fp = fopen(“rand.dat","r+");
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initrandu(fp); /* this function is found in the file named rand.c and it must be invoked number generator

called randn, which is meant to to produce zero mean unit variance random number. The

function initrandu() write data from a file called rand.dat. These daia are used to generate
random numbers. */

for (itex = 0; iter < MAX; ++iter) {

x=85; /* instant when synchronization starts. */
time_rec =0;

new_frame = 1;

i=29; /* start checking from the 30th bit of every packet. Skip the preamble word (12 bits in

this case), the 16-bit synchronization word which is used to train the DFE and the
first data bit. */

samp_count = 0;
delay = 20000000; /* inhibit rx-sampler till clock phase is recovered. */

data_source(slot, train_seq);

for (nbit = O; nbit < BIT_PER_SLOT; ++nbit) {
for (j =0; j < 16; ++j) {
gaussian_filter(slot[nbit], &fil_out, &new_frame);
fm_mod(fil_out, &mod_out, &new_frame);
channel(mod_out, skip, ch_out, &sync_path, &new_frame);

pow += ch_out[1].real*ch_out[1].real + ch_out{1].imag*ch_out|1].imag;
++pow_count;

++time_rec;
++samp_count;

if (ime_rec > x) {
sync(sync_path, &flag);

if (flag == 1) {

delay = 165; /* this includes an excess delay of 25 samples introduced by the receiver
filter and also the skipping of the rest of the preamble bits for synchronization.

*/
x = 9000000; /* inhibit clock_recovery mechanism. */
time_rec = 0; /* reset time recovery counter. */
d=0;
}
samp_count = 1; /* reset counter for samgler. */

ch_out{0].real += ch_nvolt*randn(&rseed);
ch_out{0].imag += ch_nvolt*randn(&rseed);
ch_ocutf1].real += ch_nvolt*randn(&rseed);
ch_out[1].imag += ch_nvolt*randn(&rseed);

two_rx_filter(ch_out, rx_out);

/* Sample, equalize and demodulate the received signal. Samples are taken
at T/2 interval. */

if (samp_count == delay) {
samples{d][0].real = rx_out[0].real;
samples(d][0].imag = rx_out[0].imag;
samples[d]{1].real = rx_out[1].real;

samples[d][1].imag = rx_out[1]).imag;
delay += 8;
++d;
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if(d=2){
comb_’div_dfe(samples, train_seq, &flag, &dfe_out);
detect(dfe_out, &detect_bit);

/* Note that 'flag’ is incremented by 1 before exiting 'dfe()'. So, start detecting the second data bit
at 'flag’ = 20, instead of at ‘flag’ = 19. That is, the 2nd data bit starts with flag = 1-bit delay (by
DFE) + 16 training bits + 2 data bits + one extra increment at the dfe output. */

if (flag > 19) {
if (detect_bit != slot[i])
++error;
++i;
++error_count;

datf = fopen("sy_uncorr.d","w");
fprintf(datf, "%d\t%0.0f\t %0.0f\t %0.8f\t %f\n", iter,
error_count,error,error/error_count, pow/pow_count);

closeru(fp); /* overwrite the data file rand.dat with new values. */
fclose(fp);
fclose(datf);
)
I* end file */
/* source2.c */

(Similar to the one shown in APPENDIX A except that "timing bits" are changed for convenience, and
training sequence in terms of MSK signal sample is also generated).

/* The code generates a single time slot. It is not the exact DECT slot format; the actual timing sequence is
not used. However, the same packet-synchronization bit sequence is used, which in this case is used for
equalizer training. */

#include "spec.h"
void
data_source(int slot(],
cmplx_t train[] /* training sequence for DFE. */

L

int i;

static int start = 1; :

double ph =0; /* MSK signal phase. */

if (start == 1) {

srand48(3); /* initializing entry point for mrand48(). The seed is arbitrary chosen as '3'. */
start = 0;

154



1* Preamble word for titsing approxsinations (sot DECT formaty */
slatfO] = blul[l] = slutf2} = ),

slot3) = -1; shutjd] = 1;

sletfS) = alu!l()] = slot}7§= |,

sfotfa) — slatf§0Of = §,

sfotf9] = slotf 1) =1,

1* DFE training bits (same as DECT packet-synchronization bit sequence) */
slotf 1 2)=slot] 13 )=slotf 14 §=slot] 16 |=slot] 19]=slot| 20 =slot] 24 ) =siot| 26] = -1;
slat] 15 =siot] 1 7}=slot] 18 ]=stot] 21 f=slat| 22| =slut[23 |=slot] 2S5 |=slot[27]) = );

1* Data bits (s few more data bits than the actual format). */
for (i = 12,1 < 24; 4ﬂ) {
if (sloti] =
pln += 2172,

clse

ph = P2,
tain]i- 1 2] real = cos(ph),
tanfi 12 Limag = sin(ph),

}

for (b =28, 1 < BEI' PER SLOT; +41) |
H (mrand4y() > 0)

slotls] = 1
clse
slotfi] = -1;
)
)
FAR I T - LT B[] */
/'0- e e e n

- T-path_ch.c (with correlated fading paths)---------- A
I+ l\vu uulcpcmlcm 7- pmh Ruylcq,h Fading Ctannels each with With an averaged power profile
recommended by The Joint Technical Comitte of Committee T TIP1.4 And The TIA
TRA6.3.I/TR45.4.4 On Wireless Access tor indoor commercial. The fading paths have various degree of
correlations. See deseritption in the thesis,  */

thaclude “spec.h”
#include <malloe he>

#deline  wmy 2*PE*S /% maximum Doppler shift in radian. */
#deline N_oscil 26 /% N_oscil = pumber of oscillators (per fader).  */
#deline no_fuder 14 7% number of independent faders. */
#detine no_path 7 /* number of paths per branch (channet). */

#define nr sqri(N_oscit-1)
#define ni sqri(N _oscil)
double oscil;

double two_pi = 2*+P1;

void *calloc(size_t, size_t);

It s et e e e */
vold
raylelgh(int j, /* designate fader for j-th path. */



int skip, /* duration between successive transmissions from the same portable in terms of number

of samples (i.e. the amount of time (in sample unit) the channel is fast forward for each
update). */

cmplx_t *fade /* complex fading signals. */
)
{

int i, k;
static int start = 1;

static double gain_re[N_oscil], gain_im{N_oscil-1], phasefno_fader][N_osc§i-2},
wmt{no_fader], phase_inc[N_oscil-1}, wmt_inc;
if (start==1) {
for (i = 1; i < N_oscil; ++i) {

gain_re[i-1] = 2*cos(PI*i/N_oscil);

gain_im[i-1] = 2*sin(PI*I/N_oscil):

wnli-1] = wm*cos(2*PI*i/(4*N_oscil -2));

for (k = I; k <= no_path; ++k) {

phase[k-1][i-1] = PI*(i+2*(k-1))/N_oscil+10*wn[i-1];

wn[N_oscil-1],

for (k = no_path+1; k <= 2*no_path; ++k ) {
phase[k-1][i-1] = PI*(i+2*(k-1))/N_oscil+20*wn[i-1];

/* note that this equation is slightly modified such that two sets of
fader starts at different times to ensure independent diversity branches. */

}

phase_inc[i-1] = wn[i-1]*skip*Ts;

}
gain_re[N_oscil-1] = sqrt(2);

for (k = 0; k < no_path; ++k)
wmt{k] = 10*wm ;

for (k = no_path; k < 2*no_path; ++k)
wmt[k] = 20*wm ;

wmt_inc = skip*Ts*wm;
start = 0;
}

wmt(j-1] += wmt_inc;
while (wmt[j-1] > two_pi)
wmt[j-1] -= two_pi;

fade->real = gain_re[N_oscil-1]*cos(wmt[j-11);
fade->imag = 0.0;

for (i = 1; i < N_oscil; ++i) {
phase[j-1]1[i-1] += phase_inc{i-1};
while (phase[j-1](i-1] > two_piY
phase[j-1]{i-1] -= two_gs;

oscil = cos(phasefj- 1][i-1]);

fade->real += oscil*gain_re[i-1];
fade->imag += oscil*gain_im{i-1];

156



fade->real = fade->real/nr;
fade->imag = fade->imag/ni;

/* Time Dispersive (frequency selective) Radio Channels. Each of the two independent branches consists of
7 independent Rayleigh fading paths. See thesis for the power delay profile. */

void
channel(const cmplx_t signal_in, /* input complex baseband signal. */
const int skip, /* update parameter. */
cmplx_t sig_out_2b[], /* This is an array carrying complex signals from two independent
branches (channels). */
cmplx_t *sync_path,/* undistorted signal from the average dominant path. */
int *new_frame
)
(o
int ij;

static int start = 1,

nfadl{no_path] = {1,2,3,4,5,6,7}, /*index for faders in Branch#1 */
nfad2{no_path] = {8,9,10,11,12,13,14}, /*index for faders in Branch#2 */
N, delay[no_path];

double *corr;

static double *reg_real, /* pointer to a buffer for holding tap-inputs (in-phase component). */
*reg_imag, /* pointer to a buffer for holding tap-inputs (quadrature component). */

ch_gain, /* approximated channel gain. */
attn[no_path], /* attenuation of the 14 rays. */
fad_re[2][no_path]./* fad_re and fad_im are real and */

fad_im[2][no_path];
cmplx_t fader, attn_sig;
if (start == 1) {
corr = (double *)malloc((no_path-1)*sizeof(double));

/* There are correlations between real components of different faders as well as between the imaginary
components. Time averaged correlations of the real components of faders i and j are <xi xj>, whereas those

of the imaginary components are <yi, yj>. These values are determined empirically. */

corr[0] = 1.942; /* <x1x2> + <yly2> */
corr{1} = L.775; /* <x1x3> + <yly3> */
corr{2] = 1.506; /* <x1x4> + <yly4> *f
corr[3] = 1.153; /* <x1x5> + <ylyS> */
corr{4] = 0.734; /* <x1x6> + <yly6> */
corr[5] = 0.276; /¥ <x1x7> + <yly7> */
ch_gain = O;

delay[0] =0; delay[1]1=1; delay[2]=3;
delay[3] =4; delay[4] =7; delay[5] = 10; delay([6] = 14;

N = 15;

attn[0] = sqrt(pow(10,-0.46)); attn: - = t:
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attn{2] = sqrt(pow(10,-0.43)); attn{3] = sqrt(pow(10,-0.65));
attn[4] = sqrt(pow(10,-0.30)); attn[5] = sqrt(pow(10,-1.52));
attn[6] = sqri(pow(10,-2.17));

/* Approximate channel gain. */
for (i = 0; i < no_path-1; +4+i) {
for (j = i+1; j < no_path; ++j) {

ch_gain += attn{i]*attn[j}/(delay[j]-delay[i])*sin(0.025*PI*(
delay[jl-delay{i]))*corr[j-i-1];
}

}
ch_gain = sqrt((ch _gain*40/PI+attn[0]*atm[0]+attn[l]*attn[1]+attn[2]*
altn[2]+attn[3]*atln[3]+attn[4]*attn[4]+attn[5]*attn[5])*2);
/* The easier way to find the channel gain is by running simulation; i.e. to determine it empirically. In this
case, the above approximation can be avoided altogether.  */

/* Allocate sufficient memory to buffers and initialize them to zero. */
reg_real = (double *)calloc(N,sizeof(double));
reg_imag = (double *)calloc(N,sizeof(double));

start = O;

if (*new_frame == 1) {

/* Reset the condition for every new slot(frame) for the purpose of synchronizing
the receiver to the transmitter. */
for(i=0;i<N; ++i) {
reg_realli] = 0;
reg_imagli] = 0;

/* Update the fading parameters for each frame. */
for (i = 0; i < no_path; ++i) {
rayleigh(nfad1[i], skip, &fader);
fad_re[0][i] = fader.real;
fad_im[O}[i] = fader.imag;
rayleigh(nfad2[i]. skip, &fader);
fad_re[1]]i] = fader.real;
fad_im[1][i] = fader.imag;
}

*new_frame = 0;

}
for (i=1;i < N; ++i) {

reg_real[N-i] = reg_real[N-1-i]; /* shifting contents. */
reg_imag[N-i] = reg_imag[N-1-i];

reg_real[0] = signal_in.real; /* This is the complex signal at the */
reg_imag[0] = signal_in.imag; /* output of a FM modulator. The */
/* amplitude of the signals is 1, i.e. */

/* sqrt(2*E/T) = 1. (see notes, page 42) */

sig_out_2b[0).real = sig_out_2b[0].imag = 0.0;
sig_out_2b[1].real = sig_out_2b[1].imag = 0.0;
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/* Calculate the channel outputs and normalized them to the channel gain. */
for (i = 0; i < no_path; ++i) {

/* in-phase component of the attenuated complex baseband signal. */
attn_sig.real = reg_real[delay[i]}*attn{i];

/* quadrature component of the attenuated complex baseband signal. */
attn_sig.imag = reg_imag[delay[i}]*attn[i];

sig_out_2b[0].real += attn_sig.real*fad_re{0](i]-attn_sig.imag*fad_im{0][i];
sig_out_2b[0]).imag += attn_sig.real*fad_im([0]{i]+attn_sig.imag*fad_re[0](i];
sig_out_2b{1].real += attn_sig.real*fad_re{1]}[i}-attn_sig.imag*fad_im[1]{i];
sig_out_2b[1].imag += attn_sig.real*fad_im[1](i]+attn_sig.imag*fad_re[1][i];

}

/* Output of the two independent multipath channels (sum of outputs from all the muitipaths for each
tranch) */

sig_out_2b[0].real /= ch_gain;
sig_out_2b[0].imag /= ch_gain;
sig_out_2b[1].real /= ch_gain;
sig_out_2b[1].imag /= ch_gain;

/* Undistorted second path output (dominant path for this profile) */
sync_path->real = reg_real[1];
sync_path->imag = reg_imag[1];

}
I* end file */
* sync.c
*/

/* This code is used to synchronize the receiver to the transmitter by using undistorted signal from the
dominant path in a multipath channel. */

#include "spec.h"
void
sync(const cmplx_t ch_out,
int *flag /* flag = 1 indicates the optimum clock phase is obtained.  */

)
{

static int start = 1,

double new, diff;

static double old;

*flag = 0;

new = atan2(ch_out.imag, ch_out.real);

if ( start == 3) {
diff = new - old;
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if ((diff > 0 && diff < PI) I diff < -PI) {

start = 1;

*flag = 1;
}
else

old = new:;
}

else if (start == 2) {
diff = new - old;

if ( (diff < 0 && diff > -PDl diff > PI)

start = 3;

old = new;
}
else {

old = new:;

start = 2;
}
}
I* end of file */
/* —- two-branch_rx_filter.c */

/* This is a function of two receiver filters for Schemes I1, 111 and [V. Each receiver filter is identical to the
one presented in APPENDIX A. */

#include "spec.h"

#define n_taps 51 /* number of taps of a transversal gaussian filter. */
void
two_rx_filter(const cmplx_t in_samp[], /* input sample. */
cmplx_t filter_out[] /* output of the filter. */
)
{
int i;

static int start = 1, taps[n_taps];

static double h{n_taps], /* Tap-weights of the FIR Gaussian filter.  */
Br = 1.375e6; /* 3 dB IF bandwidth of the receiver filter. Br is determined from the equation Br*T
= L1, where T is the bit duration, which is 800ns in this case. */

static cmplx_t  buffl[n_taps], buff2[n_taps]; /* buffer for storing input samples at various taps. */

filter_out[O].real = filter_out[0].imag = O;
filter_out[1].real = filter_out[1].imag = O;

/* Initialize the buffer of the FIR filter and define the filter tap-weight. */
if (start == 1) {
for (i = 0; i < n_taps; ++i) {
buffl[i].real = buffl[i].imag = O;
buff2[i].real = buff2[i].imag = 0;
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tapsli} =1 - (n_taps-1)/2;
h[i] = exp(-2*square(PI*Br/2*Ts*tapsl[i]¥log(2)):

start = 0;

}

/* Shift the contents of the buffer when receive a new sample. */

for (i = 1; i < n_taps; ++i) {
buff1{n_taps-i] = buff][n_taps-1-i];
buff2[n_taps-i] = buff2{n_taps-1-i};
}

buff1[{0] = in_samplO0];
buff2{0] = in_sampl1);

/* Compute the filter output. */
for (i = 0; i < n_taps; ++i) {

filter_out[Q].real += h[i]*buffi[i].real;

filter_out[0).imag += h[i]*buff1[i].imag;

filter_out[1].real += h[i]*buff2{i].real;
filter_out{1].imag += h[i]*buff2{il.imag;

}
}
* end file - - */
/* (6,2)DFE.c */

/* This DFE function is used in branch#2 of Scheme II1. Branch#1 uses an almost identical function except
that the reference parameter is set by the DFE in branch#2. Schemes I and 11 also use a very similar DFE
function except that there is no need to return the error signal to the calling function. */

/* This code is used to simulate the function of a fractional-spaced decision feedback equalizer with 6 T/2-
spaced taps in its feedforward filter and 2 T-spaced taps in its feedback filter. The adaptation algorithm
employed is the Recursive Least Square algorithm. Since the channel is assumed to be constant within one
time slot interval, the forgetting factor is set to 1. The constant for initializing the inverse autocorrelation

of the tap inputs is set at 1e5. A 16-bit training sequence is used. After the training mode the equalizer is
switched back */

#include "spec.h"

void
dfe(cmplx_t inputs[], /* two samples per bit input; inputs[0] preceeds inputs[1]. */
cmplx_t train[], /* training MSK signal. *
int *flag,
cmplx_t *output, /* equalizer output. */
double *er_pow /* this error signal power is omitted in Schemes I & 11. */

)
int i, j;
static double u_re[8], u_im([8], /* filters" complex tap inputs. */

d_re, d_im, /* real and imaginary components of a
desired response. */
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w_re[8] = {0,0,0,0.0,0,0,0}, /* filters' tap-weights. */
w_im[S] = {0|000v01000v0v0}|
P_re[8](8]. P_im[8]{8];

double y_re, y_im, /* input to the decision device of the DFE. */
g_re, g_im, xp_re, kp_im, kp_pow, pi_re[8], pi_im([8],
K_re[8], K_im[8], /* real and imaginary gain vectors. */
e_re, e_im; /* the a posterior error (real and imaginary). */

if (*flag > 2) { /* Start adaptation and equalizaton. */

/* Shifting feed-back filter tap inputs. */
u_re[7} =u_re(6;  u_im[7] = u_im[6];
u_re[6] =d_re; u_im[6] = d_im;

/* Shifting feed-forward filter tap inputs. */
u_re{3] = u_re[3]; u_im[5] = u_im[3];
u_ref4] = u_re[2]; u_im([4] = u_im[2];
u_re[3] = u_re[l]; u_im[3] = u_im[1];
u_re[2] = u_re[0]; u_im[2] = u_im[0];

/* Input new samples (2 samples per bit) into the DFE. */
u_re[1] = inputs[O].real;: u_im[1] = inputs{0].imag;
u_re[0] = inputs[1].real; u_im[0] = inputs[1].imag;

y_re =0.0; y_im = 0.0;
kp_re = 1.0: /* The forgetting factor used is 1.0 . */
kp_im = 0.0;

for(i = 05 i < 8; ++i) {
pi_reli] = pi_im[i] = 0.0;

for(G = 0; j < 8; ++j) {
pi_re[i] += u_re[j]*P_relj}{i] + u_im[j1*P_im{j}li];
pi_imii] += u_re[jI*P_im[j]{i] - u_im{j]*P_re[j](i];
} .

kp_re += pi_re[i}*u_reli] - pi_im[i]*u_iml[i];
kp_im += pi_re[i]*u_im[i] + pi_im[i]*u_re[i};

y_re += w_re[i]*u_re[i] + w_im[i]*u_im[i}:
y_im += w_re[i]*u_iml[i] - w_im[i]*u_refil;

}
kp_pow = kp_re*kp_re + kp_im*kp_im;
if (*flag > 18) { /* end of training. */
/* Note that only equalized signal is passed to the differential detector, for simplicity. Simulation results
had shown that there was no difference in the system performance when the equalized signal instead of the
actual output of the decision device was passed to the differential detector . */
output->real = y_re;

output->imag = y_im;

/* making decision for feedback. */
if (y_re > 0.5)
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d_re=1;

else if (v_re < -0.5)
d_re =-1;

else
d_re=0;

if (y_im > 0.5)
d_im=1;

else if (y_im < -0.5)

d_im =-1;
else
d_im =0;
}
else {

d_re = train[*flag-3].real;
d_im = train[*flag-3].imag;

}

e_re=d_re - y_re;
e_im=d_im-y_im;
*er_pow = e_re*e_re + e_im*e_im; /* this is omitted for Schemes 1 & 11 */

for i=0;1<8; ++i) {
g_re=g_im = 0;

for(G=0;j<8; ++) {
g_re += u_re[j1*P_reli](j] - u_im[j1*P_im[i][j];
g_im += u_re[j1*P_im[il{j] + u_im{j]*P_reli)(j];
}

K_reli] = (g_re*kp_re + g_im*kp_im)/kp_pow;
K_im[i] = (g_im*kp_re - g_re*kp_im)/kp_pow;
w_reli] += K_relil*e_re + K_im[i]*e_im;
w_im[i] += K_im[i]*e_re - K_re[i]*e_im;

for (j =0; j <8 ++j) {
P_re[i][j] -= K_re[i}*pi_re(j] - K_im[i]*pi_im[j};
P_im[i]{j] -= K_reli]*pi_im[j] + K_im[i]*pi_re[j];
}
}

}
/* Initialization, */
else if (*flag == 1) {
for (i=0; i < 8; ++i) {
for (j = 0; j < 8; ++j) {

P_re[i][j] = 0;
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else
P_relil{j] = 1eS;

P_im[i]{j] = 0:

}
}
u_re[3] = inputs[O).real; u_im{3] = inputs[0}.imag;
u_re[2] = inputs[1].real; u_im{2] = inputs[1].imag;
u_re[6] =u_im[6] = O;
d_re=0;
d_im =0;

}

else if (*flag == 2) {
u_re[1] = inputsfO].real; u_im{l] = inputs[0].imag;
u_re[0] = inputs[l}.real: u_im[0] = inputs[1}.imag:

}

*flag +=1; /* this reference-control updating is omitted in the DFE functior for branch #1) */

/* end file */

/* comb_div_dfe.c *f
7* This is a code whick simulates the integration of 2-branch diversity-combining and DFE through joint-
parameter optimizatio::. The “tructure has two feedforward fiters (one for each diversity branch) and a single
feedback filter. Each forward filter has four T/2-spaced taps. The teedback filter has two T-spaced taps. That
is, there are a total of 10 taps in the structure. The tap weights of all the filters are jointly estimated
adaptively by using couventional RLS algorithm. */

#include "spec.h”

void
comb_div_dfe(zmplx_t inputs[}[2]. /* two samples per bit from each branch; inputs[0]{] preceeds
inputs{1][]. */

cmplx_t *train, /* training MSK signal. */
int *flag,
cmiplx_t *output /* equalizer output. */
)

{. - I3

int 1, j;

static double u_re[10], u_im[10}, /* filters' complex tap inputs. */
w_re[10] = {0,0,0,0,0,0,0,0,0.0}, /* tap-weights. */
w _im[10] = {0,0,0,0,0,0,0,0,0,0},
/* The first four elements of each of the above arrays are the tap-inputs(tap-weights) to FFF4! and the

following four elements are those to FFF#2 and the last 2 elements for the only F8F.

*/
d_re, d_im, /* real and imaginary components of a desired responsc. */
P_re[101{10], P_im[10][10];

doubie y_re, y_im, /* input to the decision device of the DFE.  */

g_re, g_im, kp_re, kp_im, kp_pow, pi_rel10], pi_im{10],
K_re[10), K_im[10}, /* real and imazinary gain vectors. */
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e_re, e_im; /* the a posterior error (real and imaginary). */
if (*flag > 1) { /* Start adaptation and equalization. */
/* Shifting feedback filter tap inputs. */
u_re[9] = u_re[8]; u_im[9] = u_im[8];

u_ref8] =d_re; u_im[8] = d_im;

/* Shifting feedforward fiiters' tap inputs. */
1* FFF#1 */

vu_re[3] = u_rel1}; u_im[3] = u_im[1];
u_re[2] = u_re[0]; v_im[2] = u_im[0j;

/* FFF#2  */

u_re{[7} = u_re[5]; u_im[7] = u_im[5];
u_re[6] = u_ref4]; u_im{6] = u_im[4];

#* Input new samples (2 samples per bit) into the FFF#1.
u_re[1] = inputs[0][O0l.real; u_im[1] = inputs[0][0].imag;
u_re[0] = inputs[1]{0).real; u_im[0] = inputs[1][0}.imag;

/* Input new samples (2 samples per bit) into the FFF#2.

u_re[5] = inputs[0][1].real; u_im[5] = inputs{0][1].imag;
u_rel4} = inputs[1][1].real; u_im{4] = inputs[1][1].imag;

y_re = 0.0; y_im = 0.0;
kp_re = 1.0; /* The forgetting factor used is 1.0 . */
kp_im = 0.0;

for(i = 0; i < 10; ++i) {
pi_reli] = pi_im[i} = 0.0;

for(G = 0; j < 10; ++j) {
pi_re[i] += u_re[j1*P_re{ji{i] + u_im{j}*P_im{j]lil;
pi_im[i] += u_re[j1*P_im[jl(i] - u_im[j]1*P_re[j][i];
}

kp_re += pi_re[i]*u_reli] - pi_im[i]*u_im[i];
kp_im += pi_re[i]*u_im{i} + pi_im[i]*u_re[i];
y_re += w_re[i]*u_re[i] + w_im{[i]*u_im[i];
y_im += w_reliJ*u_im[i} - w_im[i]*u_refil];

}

kp_pow = kp_re*kp_re + kp_im*kp_im;

if (*flag > 17) { /* end of training. */

output->real = y_re;
output->imag = y_im;

/* making decision for feedback.  */
if (y_re > 0.5)
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d_re =1;

else if (y_re < -0.5)

dre=-1;
else
d_re = 0;

if (y_im > 0.5)

d_im=1;

else if (y_im < -0.5)
d_im=-1;

else
d_im = O;

!

else {
d_re = train[*flag-2].rea;
d_im = train}*©ag-2].im. 2;

}

e_re=d_re-y_re;
e_im=d_im-y_im;

for (1=0; i < 10; ++i) {
g re=g_im=0;

for (j =0;j < 10; ++j) {
g_re += u_re[jI1*P_re[il[j] - u_im[j}*P_im{il[j];
g_im += u_re[j]*P_im[i][j] + u_im[j]*P_reli]{j];
}

K_refi] = (g_re*kp_re + g_im*kp_im)/kp_pow;
K_im[i] = (g_im*kp_re - g _re*kp_im)/kp_pow;
w_re(i] += K_re[il*e_re + K_ ‘m[i]*e_im;
w_m[i] += K_im{i]*e_re - K_re[i]*e_im;

for G =0;j < 10; ++j) {
P_reli][j} -= K_re[i}*pi_re[j] - K_im[i]*pi_im[j];
P_im[i][j] -= K_re[i]*pi_im{j] + K_im{i]*pi_re[j];
} :

}
}

else if (*flag == 1) { /* Initialization.
for (i = 0; i < 10; ++i) {
for (j = 0; j < 10; ++j) {
if (il=j)
P_re[i](j] =0;

else
P_reli][j] = 1e5;

P_imil(j] = 0;
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/* Input new samples (2 samples per bit) into the FEFF#1. */
u_re[1] = inputs[0][O].real; u_im[2] = inputs[0][0].imag;
u_re[0] = inputs[1][0].real; u_im{O] = inputs[1]{0].imag;

/* Input new samples (2 samples per bit) into the FFF#2. */
u_re[5] = inputs[0][1].real; u_im[5] = inputs[0][1].imag;
u_re[4] = inputs[1}[1].real; u_im[4] = inputs[1][1].imag;

u_re[8} =u_im{8] =0;
d_re=d_im=0;

}

*flag += 1;
}
r* end of file */
I* two_branch_detect.c */
/* One-bit Differential Detector for two independent branches in Schemes I1, and III. */
/* Its basic function is the same as the one presented in APPENDIX A. */
#include "spec.h"
void
detect(const cmplx_t sig_in[], /* output of a receiver filter. */
int detect_bit[] /* detected bit. */
)
{
double ph_new{2],
delta_ph[2];
static double ph_old[2] = {0,0};
ph_new[0] = atan2(sig_in[0).imag, sig_in[0}.real);
ph_new[1] = atan2(sig_in[1].imag, sig_in[1].real);
/* atan2() returns the arc tangent of y/x in the range [-pi, +pil
radians. It uses the signs of both y and x to determine the
quadrant of the return value. */
delta_ph{0] = ph_new[0] - ph_o1d[0];
delta_ph[1] = ph_new[1] - ph_old[1];
detect_bit{0] = sin(delta_ph[0]) >0?1 : -1;
detect_bit[1] = sin(delta_ph{1]) >0 7?1 : -1;
ph_old[0] = ph_new[0];
ph_old[1] = ph_new(1];
}
1r— end of file */
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