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Abstract

The present work comprises a study of the physics that underlies the image 

formation process of a commercial a-Si EPID, the Varian aS500, with particular 

emphasis on its adaptation for two-dimensional megavoltage dosimetry. Specifically, 

the work focuses on blur kernel elucidation and dosimetric calibration.

A comprehensive model of the aS500 was developed for Monte Carlo 

simulations, allowing detector-specific response data to be calculated for direct 

comparison with corresponding experimental results. Additional, unrelated Monte 

Carlo work that led to the development of single event spectra for five therapeutic 

radionuclides is also described.

In this work, we present a comprehensive blur kernel for the aS500 EPID. 

Monte Carlo techniques were used to derive a dose kernel and an optical kernel, 

which were combined into an overall blur kernel for 6 and 15 MV photon beams. 

Experimental measurements of the line spread function verified the kernel shape. 

Kernel performance was gauged by comparing EPID image profiles (pre- and post­

deconvolution) with in-air profiles measured with a diamond detector. Quantitative 

comparisons demonstrate the relative importance of the optical kernel. Empirical and 

semi-empirical kernels are shown to closely approach the performance o f the 

comprehensive kernel. A follow-up investigation developed a diamond detector blur 

kernel and showed that deconvolution of the volume averaging effects for this 

detector had little influence on results, except for very small fields.
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This work also investigated dose calibration curve variability with beam 

quality for the aS500 EPID. An over-response of the aS500 to low energy (< 1 MeV) 

photons was found to be the main cause of this variability. When a 6 MV beam is 

hardened by steel shot attenuators, the EPID response can be as much as 8% lower 

than that for an open field. A Monte Carlo study suggested that this difference is due 

to spectral effects, and that it could be reduced by the addition of an external copper 

plate. Experimental results confirm that a copper plate ~ 0.7 cm thick placed 15 cm 

above the EPID can reduce calibration curve differences to < 4%, but at the expense 

of reduced contrast-to-noise ratio and modulation transfer.
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Chapter 1: Introduction

1.1 OVERVIEW

The main goal of this study was to take an existing electronic portal imaging 

device (EPID), specifically the Varian aS500, and, through a rigorous study of the 

physics that underlie its operation, improve its operational performance for dosimetry 

applications. Originally developed as an imaging tool for the verification of patient 

positioning during a course of radiation therapy, the detection characteristics of this 

device also make it attractive for quantitative radiation measurement. Such 

measurement would allow for the role of the EPID to be extended to operations like 

intensity modulated radiotherapy (IMRT) field verification, compensator thickness 

verification, and patient transmission dosimetry. The work presented herein 

determines some key characteristics of this commercially available device that need 

to be understood in the context of dose measurement. Further, it quantitatively 

establishes the consequences of these characteristics, and suggests approaches to 

operational improvement. In this introductory chapter we ground the work in the 

context of radiation therapy as a modality for cancer treatment, introduce the EPID as 

a flat panel imager, and motivate the research to be presented.

1.2 RADIATION THERAPY AND CANCER

Approximately 145 500 Canadians are estimated to have developed cancer in

2004.1 Cancer itself is actually a group of diseases in which abnormal cells proliferate
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in an uncontrolled manner. As the cells divide, they can form an abnormal lump or 

mass known as a tumour. Cancerous tumours can invade and destroy healthy tissue 

and even spread to other parts of the body, a state known as metastasis. The tumour 

then competes with healthy tissues for the body’s resources, which can lead to 

undesirable symptoms and eventually even death.

Over one-half of those individuals diagnosed with cancer will receive 

radiation therapy (or radiotherapy) as a treatment. The general principle behind this 

therapy is that ionising radiation (such as gamma rays, beta particles, x-rays, etc.) can 

be used to either kill or damage localised proliferating cancer cells while sparing a 

higher proportion of healthy cells. The body then naturally eliminates the dead cells 

and the progress of the disease is halted. In advanced disease, radiation therapy can 

also be used for palliation, slowing the proliferation of tumour cells and reducing 

undesirable symptoms and pain.2

After a patient has been diagnosed with cancer amenable to management with 

radiotherapy, the information from various imaging modalities such as computed 

tomography (CT) and magnetic resonance imaging (MRI) can be used to identify a 

treatment volume to which a specified dose of radiation can be applied. Basically 

two techniques are used to deliver the radiation: (i) external beam therapy where the 

radiation comes from an external source, such as a linear accelerator (linac) or 

radioisotope machine (i.e. Co-60 unit), and (ii) brachytherapy where small radiation 

sources are placed in contact with, or in proximity to the treatment volume (often
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implanted either temporarily or permanently within the patient). The criteria for 

deciding which modality is best suited to treating a particular form of cancer are 

based on the stage of the disease, its known response to treatment with a particular 

modality, and the technology and resources which are available in the clinic.

Tumour control probability can be maximised and normal tissue complication 

probability minimised when the radiation is delivered in a manner that yields a 

tumourcidal dose to the tumour volume, while minimising the dose to the surrounding 

tissues and proximal critical structures. In other words, the goal of radiation therapy 

is to get enough radiation into the tumour to effect a cure, and as little as possible into 

the rest of the body. In external beam therapy (of primary interest in this work), 

curative or radical treatments are fractionated (split up over a  period of ~ 6 weeks) so 

that irradiated healthy tissues have an opportunity to recover.3 To disperse the dose 

delivered to healthy tissue, the patient is typically irradiated from multiple directions. 

As such, the maximum absorbed dose accumulates only in the treatment volume 

where the radiation beams overlap.

Innovations such as conformal therapy and IMRT, where treatment fields (and 

corresponding dose distributions) are shaped using dynamic methods involving multi­

leaf collimators (MLCs) and calculated using inverse planning methods,4’5 allow for 

delivery of more complex dose distributions that have a closer correspondence to the 

actual tumour shape. Further, they allow for the prescription of higher doses. 

Tomotherapy is a state o f the art technique that takes the idea of multiple irradiations 

from different directions to a logical extreme, where the source is rotated in a helical
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fashion around the patient.6 Future directions point towards adaptive radiotherapy7,8 

and the more intimate incorporation of biological effects in treatment plans9 that will 

allow treatment to be tailored more specifically to the individual patient’s response to 

the therapy.

With increased doses to tumour volumes it becomes increasingly necessary to 

ensure the accuracy of treatment fields and doses in order to maximise the benefits of 

radiation therapy and minimise the complications.10 Even small changes in the dose 

distribution can significantly affect tumour control and/or increase the probability of 

complications. The International Commission on Radiation Units and Measurements 

(ICRU) states that the overall accuracy in dose delivery should be ± 5% or low er.11 

Modem treatment planning systems are expected to adhere to even stricter limits such 

as ±2% in low dose gradient regions.12 This is a rather strict criterion when one 

considers the potential sources of uncertainty in a radiotherapy treatment procedure. 

These include: variability in machine output, patient alignment and motion, organ 

motion, leakage radiation, mechanical alignments, compensator and cut-out

fabrication, alignment of anatomy with markers, etc.13' 16 Further, significant errors
• * ■

17 70can be introduced as a result of inadequacies in treatment planning systems. * It is 

therefore understandable that a substantial effort is made by professionals involved 

with the radiation therapy process to minimise these uncertainties.
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1.3 PORTAL IMAGING AND DOSIMETRY IN RADIOTHERAPY

Portal imaging is a technique that historically involved placing an x-ray film 

behind the patient to produce a setup verification image based on the exit radiation. 

Because the energies of the photons involved are significantly higher than those used 

for diagnostic imaging (megavoltage (MV) versus kilovoltage (kV)), the photon 

interactions that take place as the photons transit the patient tend to be predominantly 

Compton scattering events, which results in a lower overall contrast in the image.21 

Besides patient and field setup verification, portal images can also be used for 

dosimetric verification.

Setup verification can detect a large number of potential problems because a 

portal image can show the position of a patient’s bony anatomy relative to the edges 

of the radiation field. The portal image can be compared with a localisation image 

captured by a treatment simulator, or with a digitally reconstructed radiograph (DRR) 

produced from CT data. Discrepancies between the two images may indicate setup 

errors. Clinical implementation of a regular portal imaging protocol can detect gross 

setup errors (eg. switched field dimensions), as well as errors in patient positioning 

and field positioning (both of which have been shown to exceed 10 mm on 

occasion).22 Because systematic errors in patient setup can be minimised after the 

first few treatment fractions,22 the associated cumulative errors in dose delivery can 

be largely avoided.

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



Dosimetric information can also be extracted from portal images of treatment 

fields (imaging fields are generally open fields). The major advantage of making 

dose measurements with a portal imager is that it provides, a two dimensional (2D) 

map of dose in a plane behind the patient. In contrast, ion chambers provide point 

measurements. In one approach, investigators can generate a simulated portal image 

using a treatment planning system, and then compare it to an actual image in order to 

identify inconsistencies between what is planned and what is delivered.

Alternatively, the measured image can be processed to yield an estimate of the dose 

or fluence in various planes.18’20,24 In figure 1.1 we present a sample of the different 

planes of interest for radiotherapy. The transmission dose plane lies beyond the 

patient and corresponds to the image formation plane inside the detector. Based on 

the doses observed in this plane (with patient present and absent), techniques exist to 

predict the dose in the entrance, mid-patient and exit planes.24'27 Note that the 

entrance plane is defined at the depth of dose maximum on the central axis (CAX). 

The exit plane is defined at the depth of dose maximum upstream from the patient’s 

exit surface, and the mid-patient plane is defined as being half way between the 

entrance and exit planes. Once the dose has been measured in the transmission plane, 

the exit dose can be determined as follows. First, the primary dose is derived 

(contributions from scatter are estimated and subtracted). Then, the resulting primary 

transmission dose image can be back-projected to the exit surface of the patient to 

yield the primary exit dose. Finally, the scatter exit dose can be estimated by 

convolving the primary exit dose with a scatter kernel, and this can be added to the 

primary contribution.27 A number of methods have been suggested for determining
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the mid-plane dose, ranging from a simple linear average of entrance and exit doses, 

to more sophisticated algorithms that incorporate CT or depth dose data to predict 

how patient attenuation effects modify the entrance or exit dose.27

1.4 ELECTRONIC PORTAL IMAGING DEVICES

Traditionally, film (coupled with a screen inside a cassette) has been the 

technology of choice with which to obtain portal images because of its high spatial 

resolution and ready availability. By calibrating the optical density of exposed film to 

dose, it is also possible to use it for portal dosimetry. There are some substantial 

drawbacks to film however, which have prompted investigators to explore other 

technologies. For example with film, the radiation therapist is required to spend time 

loading, setting up, and processing the film medium (while the patient is lying on the 

couch).28 Film is subject to processing errors, and must be physically archived or 

digitally scanned.28 And most importantly for dose measurement, it presents a 

number of challenges because its dose response is non-linear, dependent on 

processing variables, and subject to manufacturing variability from batch to batch. In 

an ideal scenario, these problems could be solved using an electronic device that 

provides equivalent image quality for a similar (or smaller) radiation exposure.

Precursor technologies to the amorphous silicon (a-Si) type EPID that is the 

focus of the present work include matrix ion chamber and TV camera-based 

systems 29 Other alternatives to film besides EPIDs include scanning systems, where
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the radiation detector subtends only a small fraction of the radiation beam and must 

scan the area of interest to produce an image. Because much of the transmission 

dosimetry work was pioneered with the matrix ion chamber and TV camera-based 

systems, we briefly outline their characteristics here.

In TV camera-based systems a copper plate and underlying phosphor screen 

(such as Gd2C>2S) make up the x-ray detector. When the copper plate is irradiated 

electrons are produced, which then interact with the screen causing it to 

phosphoresce. The optical photons emerging from the screen are then reflected onto 

a video camera using a 45° mirror, and the video signal is recorded and digitised.

The angular distribution of optical photons is very wide and as a result only 0.01 to 

0.1 % of the emitted photons are detected by the camera.29 These devices also suffer 

from significant glare (scattered optical photons) and distortions.

A matrix ion chamber uses a different approach to form an image. Originally 

developed by Meertens and van Herk,31 this device consists of two sets of electrodes 

(typically ~ 256 x  256) oriented perpendicular to each other. The electrodes are 

separated by a gap (typically ~ 0.8 mm) that is filled with a fluid, which becomes 

ionised when the device is irradiated. One set of electrodes is connected to a bank of 

electrometers while the other is connected through a multi-position switch to a high 

voltage power supply. The device is read out by applying a high voltage to each of 

the electrodes in succession and reading out the electrometers in between. One of the 

major limitations of this type of technology is that only one of the high voltage

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



9

electrodes is active at any one time, limiting the overall radiation sensitivity of the 

EPED. Furthermore, the resulting current I  (proportional to the pixel value) is related 

to the dose rate D , by the square root relation32

I
I  = aD2 +bD (1.1)

where a and b are device-specific parameters. Naturally this leads to additional 

complexity in dose calibration and measurement.

Recent advances in active-matrix technology have allowed for semiconductors 

(such as a-Si) to be deposited in a controlled manner across large area substrates, 

which has led to the fabrication of flat-panel x-ray imagers.28 The detection schemes 

used by flat panel imagers can be subdivided into two categories: direct and 

indirect.33

In the direct detection scheme, image information is essentially transferred 

directly from the incident x-rays to electrical charge, with no intermediate stage. In 

these devices a thick layer of photoconductive material such as amorphous 

selenium28,34 is placed in direct electrical contact with an underlying flat panel array. 

Interacting x-rays create charge in the photoconductor, which is then collected and 

stored by a conductive electrode and capacitor that are incorporated into each pixel of 

the flat panel.

In the indirect detection scheme an intermediate process takes place between 

the x-ray interaction and the collection of charge. A phosphor such as Gd2C>2S:Tb is

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



10

placed in contact with the active-matrix array to generate an emission of optical light 

in response to x-ray irradiation. The optical photon fluence is presumed to be 

proportional to the energy of the x-ray beam incident on the surface of the detector 

directly above it (quantum detection efficiency is approximately 0.018-0.02).35 The 

optical light is then collected in each pixel of the active matrix by a photosensitive 

element that generates an electrical charge that is stored until the active matrix is read 

out. The EPED used in the present work employs an indirect detection scheme and is 

discussed in detail in Chapter 2.

1.5 THE MONTE CARLO METHOD

The majority of the studies conducted in the present work employed Monte 

Carlo techniques to simulate the transport of both ionising and non-ionising radiation. 

In order to understand the operation of the a-Si EPID we simulated a variety of 

physical processes. These included the spreading of dose in the phosphor in response 

to an incident pencil beam of photons, the propagation of optical photons emitted 

from an isotropic point source inside the phosphor and subsequently impinging onto 

the photodiode plane, the changes to a 6 MV linac photon spectrum arising from 

passage through a steel shot attenuator, and the dose response of the phosphor to a 

monoenergetic incident photon beam. Each of these processes is very difficult to 

examine experimentally. The problem of dose spreading in the phosphor, for 

example, would require a very sensitive detector able to measure doses over several 

orders of magnitude across sub-millimetre dimensions. Furthermore, analytical
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solutions only become practical after making fairly severe approximations. The 

problem of optical spreading in the phosphor, for example, was initially investigated 

as a first-scatter ray-tracing problem that could be solved analytically, but it was 

found that the contribution from multiply scattered photons could not be ignored. A 

fully accurate treatment increases the complexity of this problem substantially, 

making an analytical solution impractical.

The Monte Carlo method provides a practical approach to estimating 

reasonable solutions to the problems encountered in the present work. Essentially the 

method uses statistical sampling of a large number of microscopic processes 

occurring in a system to predict the macroscopic behaviour of that system. Radiation 

transport can be simulated by considering the fundamental interactions that occur 

between particles in the radiation beam and those in irradiated objects. The specific 

details of the simulations employed in the present work are described in chapter 3. At 

this point however, we can introduce the basic Monte Carlo formalism.36,37

The Monte Carlo method is used to obtain an approximate solution to 

problems that can be represented in integral form. Thus we consider a general 77- 

dimensional integral that yields an arbitrary quantity T

1 1 1 a,= 1
F = J J -J ./W « 2 »•••"« V“l'd u 2 ~ d u *  = j/O O ^  • (1-2)

0 0 0 u,=0

The Monte Carlo method obtains an approximate solution to this integral using a 

random vector U, which is uniformly distributed over the region of integration.
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Using the function f  we can generate a random variable f(U). The expectation value 

for this random variable is then

Uj=\
( / ( U)>= J/(u)p(u)rfu, (1.3)

u,=0

wherep(u) is the probability density function of U. However, U was defined as being 

uniformly distributed over the region of integration, so p(u) is constant (and can be 

put to unity in this formalism), hence

«/=l

(/(U))= J/(u)dn . (1.4)
«,=0 *

Based on Eq’s. 1.2 and 1.4 we can obtain a probabilistic expression for T

r  = (/(U)). (1.5)

Thus we have a random variable f(U) with a mean value of T  and some standard 

deviation a. Hence, we can define an unbiased estimator of T based on a single 

sample of Tf1]

S = /(U [1]). (1-6)

If we want to obtain a reasonable estimate of T  and reduce the standard error to less 

than a, the estimator needs to be generalised to a sample of N random vectors 

l f 2\ ... Ip *!}. Applying the function/to each vector generates N  independent and 

identically distributed random v a r i a b l e s -  all with an expectation 

value r  and a standard deviation <7. Eq. 1.6 can then be generalised such that an 

estimator G can be defined as

G=^2y<u“i>- 0-7)•'* *=i
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This is an unbiased estimator of T with a standard error 6G of

The advantage of the Monte Carlo method is apparent at this point. First of all 

in Eq. 1.8 we see that the standard error in the estimator G of T  decreases with the 

square root of the sample size N. More importantly the estimator is independent of 

the dimensionality of the problem, n. It depends only on the sample size, N. Other 

analytic or deterministic approaches to problems of the kind illustrated by Eq. 1.2 

exhibit a dependence on n. In general, the number of computations required to solve 

the problem increases exponentially with n, thus limiting the application of such 

methods to integrals of only a few dimensions (or to integrals of higher dimension 

simplified by approximations that limit the applicability of the solution). In figure 1.2
<2 Q

(based on a similar figure presented by Bielajew ) we depict the Monte Carlo 

advantage on an arbitrary scale. As the complexity of the problem increases, we 

reach an intersection point where the Monte Carlo method becomes a more efficient 

means of finding a solution. The problems associated with radiation detection by an 

a-Si EPLD discussed earlier fall into a category where the complexity is sufficient that 

the Monte Carlo method is far more practical than analytic or deterministic methods.

1.6 OVERVIEW OF THE THESIS

As stated at the outset of the chapter, the goal of this work was to improve the 

operational performance of the Varian aS500 EPID for portal dosimetry applications
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through a rigorous study of the physics that underlie its operation. Specifically we 

concentrated on two areas: blur kernel development and dose calibration.

A blur kernel describes the response of an imaging system to a pencil beam of 

radiation. An accurate blur kernel is necessary so that the raw EPID image can be 

processed to obtain a map of transmission fluence through a standard deconvolution 

process. While other authors have generated approximate blur kernels, the present 

work addressed several outstanding issues. We used Monte Carlo techniques to 

generate a blur kernel based on a comprehensive model of the detector (as opposed to 

a simpler generic model), and we simulated the optical component of the blur kernel 

to understand the effects of optical photon spreading in relation to the overall blurring 

process. We were able to verify our simulated results through a  comparison with an 

experimentally measured line spread function. Further, we were able to fit analytical 

forms to both the overall and optical blur kernels. Finally, we were able to quantify 

the accuracy of fluence profile recovery using blur kernels obtained through a variety 

of means.

Dose calibration relates EPID image pixel values to ion chamber readings 

obtained at the same spatial location. For the aS500 the calibration curve is generally 

linear. However, Menon and Sloboda39 observed a significant calibration discrepancy 

when comparing the response in a open beam to that in an attenuated beam. We were 

able to reproduce this experiment and quantify the maximum variation. Monte Carlo 

modelling confirmed our suspicion that the discrepancy was due to an increase in the
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dose response of the phosphor screen to lower energy photons. Although the aS500 

already contains an internal copper plate, we used an additional, external copper plate 

to partially remove the low energy photons preferentially and reduce the variation to 

acceptable levels. With this in place we measured the consequent effects on the 

imaging properties of the EPID.

The work that follows is organised to provide a logical record of these 

investigations. In chapter 2, we present a detailed overview of the characteristics and 

operation of the aS500 EPID. Chapter 3 examines the Monte Carlo method 

extensively as it relates to radiation transport. We describe EGSnrc and DETECT 

2000, the simulation codes used to model the transport of ionising and optical 

radiation, respectively. We also present some in-house benchmarking for EGSnrc, as 

well as some additional work performed in the fields of microdosimetry and nuclear 

medicine.40 The following chapters comprise the majority of the scientific 

investigations undertaken. Chapter 4 presents the development and application of 

various blur kernels for energy fluence measurement with an aS500 EPID 41 Chapter 

5 examines the dose calibration of the EPID in attenuated fields, and describes the 

work done to reduce the observed calibration discrepancies.42 Finally, chapter 6 

concludes with a summary of our work and discussion of future directions in this 

field.

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



source

patient
entrance dose plane -  y 

mid-patient dose plane -  H 
exit dose plane

couch

transmission dose

\  detector

Figure 1.1. A schematic illustration of the various planes of interest in portal 

dosimetry.
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 Monte Carlo
 Analytic/Deterministic

problem  com plexity  (geom etry)

Figure 1.2. The time to solution for the Monte Carlo method as compared to analytic 

or deterministic approaches. As the complexity of the problem increases, Monte 

Carlo offers a more efficient means to solve a given problem.
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Chapter 2: The Varian aS500 EPID

2.1 INTRODUCTION

As introduced briefly in the first chapter, the Varian aS500 EPID (Varian 

Oncology Systems, Palo Alto, CA) is a portal imaging device that uses an indirect 

detection scheme to generate an MV image. Its fundamental components consist of a 

copper plate, gadolinium oxysulfide scintillation screen, and an array of a-Si 

photodiodes and thin film transistors (TFTs). It originally appeared on the 

commercial market in 1999 and has since become widely available to cancer centers 

throughout the world. Three aS500 EPIDs are installed at our center (Cross Cancer 

Institute, Edmonton AB). In this chapter we will describe the components and 

properties o f the detector, as well as the process of image formation.

2.2 DESCRIPTION OF THE VARIAN aS500 EPID

2.2.1 Overview o f  the EPID

In figure 2.1 we present a cross sectional view of the aS500 EPID that shows 

the relative locations of the various components. For reference, radiation is incident 

from the top. At the heart of the EPID is a detection stack, sometimes referred to as a 

cassette1, that is made up of both primary image-forming components and supporting 

structures. The cassette consists of a protective sandwich comprised of circuit-board 

material and foam (top and bottom), a 1 mm thick copper plate, a 134 mg/cm2 

gadolinium oxysulfide scintillation screen (Kodak Lanex Fast Back, Eastman Kodak 

Company, Rochester, NY), an optical filter (Lee Filter, Lee Filters, Andover UK), 

and an a-Si flat-panel photodiode array deposited on a glass substrate followed by the
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bottom layers of the protective sandwich. Exact details of the stack were provided by

Varian through a non-disclosure agreement.2 The details as described here are

1 ^understood to be in the public domain ’ . Each pixel on the flat-panel consists of an 

a-Si photodiode and TFT. There are 512 x 385 active pixels with a pitch of 0.784 

mm making up the array. This results in an imaging area of ~ 40 x 30 cm2.

Besides the sensitive elements in the detection cassette, additional components 

are subject to irradiation and cause scattering, and thus they need to be considered in 

this work. The EPID is protected with an epoxy fiberglass cover mounted on a shock 

absorption system that will trigger an operational interlock if the device is bumped. 

Further, it is housed in a contoured mold of similar material that makes up its back 

end and allows for cables to pass underneath the device. As indicated in figure 2.1 

there are significant air gaps between the housing and the enclosed detection stack. A 

complex bracket assembly joins the EPID to a steel, mechanical R-arm that is used to 

move and hold the EPID in position. A motor used to translate the EPID on the R- 

arm is also present (not shown). The read-out electronics and gate drivers are kept 

out of direct exposure to the radiation beam during normal operation.

In typical dosimetric operation at our center (such as for IMRT verification), a 

plate of additional buildup material is added directly on top of the fiberglass cover as 

shown in the figure. Typically this is 0.5 or 2.0 cm of solid water for 6 and 15 MV 

beams, respectively. The additional buildup covers the entire area directly irradiated.
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2.2.2 EPID Primary Components

From an operational point of view there are four primary components (or 

component subsystems) residing in the EPID.3 Each plays a unique role in the 

formation of an MV image.

A 1 mm copper buildup plate is the first major component with which the 

incident radiation ineracts. It serves three important purposes. First, it acts as a 

buildup layer to promote electronic equilibrium at the imaging plane. It generates 

Compton interactions (the principle interaction at typical external beam therapy 

energies4), thereby producing primary and secondary electrons that can migrate down 

to the phosphor and greatly increase the overall dose deposited per unit incident 

fluence. This results in an increase in the broad-area detective quantum efficiency, 

DQE(O), but decreases the modulation transfer function, MTF.5 Second, it 

preferentially attenuates lower energy photons, many of which may have arisen due 

to scatter. Reducing the contribution to the image from scattered radiation increases 

the. contrast. Third, the copper plate blocks electrons generated in upstream 

components, also reducing unwanted contributions to the final image.

The purpose of the phosphor screen, the next primary component, is energy 

conversion. Incident particles (photons and electrons) excite bound electrons in the 

phosphor from the valence to the conduction band. Many of the excited electrons 

will return to the valence band through a local state created by small amounts of
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impurities called activators and in the process emit light. For the gadolinium 

oxysufide phosphor used in the aS500, the light is emitted with a primary wavelength 

of 545 nm (2.4 eV).6 There is a substantial quantum gain at this step. There are 

approximately 60 optical photons created per keV of absorbed energy.6 This means 

that if a typical 1 MeV photon manages to deposit all of its energy, about 6x104 

optical photons would be produced. A reflective foil is placed on top of the phosphor 

to ensure that the optical photons migrate down towards the flat panel array. There is 

also an optical filter between the phosphor and the photodiode layer that helps to 

reduce the glare from multiply scattered optical photons.

The amorphous silicon photodiodes integrate the light into an electrical signal. 

The aS500 EPID uses hydrogenated amorphous silicon (a-Si:H) n-i-p photodiodes 

that are only a few pm thick. These devices are fabricated via deposition and 

photolithic etching of layers of a-Si:H onto a glass substrate over a large area. 

Additional layers of dielectric insulators and conductive metals form the other 

electrical components and connections. At the core of the photodiode is an intrinsic 

layer of a-Si:H about 1-2 pm thick. It is sandwiched between thinner layers of n- and 

p-doped microcrystalline silicon. A light photon absorbed by the a-Si:H moves an 

electron from its valence to its conduction band, creating a single electron-hole pair. 

An externally applied reverse bias voltage (~-5 V) causes the charges to migrate 

towards the doped layers where the charge builds up.6 In this sense, the device works 

much like a parallel plate capacitor.7 The photodiode covers most of the pixel area ( 

~ 83% fill factor) to collect as much light as possible.3
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The final subsystem of components to consider is the readout electronics. 

Coupled with the photodiode is an a-Si:H thin film transistor (TFT).J Figure 2.2 

shows a schematic diagram of a pixel and how it fits into the array. During 

irradiation a charge builds up across the intrinsic a-Si:H layer of the photodiode that 

is proportional to the exposure. During periods of no irradiation the gate drivers open 

up the TFTs on a row by row basis and the external charge preamplifiers collect the 

charge. An image frame is obtained when all rows have been read out.

2.2.3 Image Acquisition

Image acquisition is timed according to sync pulses generated by the linac 

control system, which are most conveniently considered in consecutive groups of six 

for Varian machines. Pulses intended to produce beam form a subset of each group 

of six sync pulses, their number and relative timing depending upon the chosen beam 

pulse repetition rate or a beam acquisition trigger. These pulses in turn drive the 

EPID sync generator (PVSYNC), which enables a series of rows making up an image 

frame to be read out between radiation beam pulses. The read-out rate is fixed at 10 

Hz (default); thus, the maximum number of rows that can be read out between two 

beam pulses is governed by PVSYNC. For a pulse pattern corresponding to a beam 

delivery or rep rate of 300 MU/min at 6 MV, the number of rows read per pulse in 

EMRT imaging mode was set to 20 for the present work. The image acquisition 

processor (ACPU) can hold up to 64 frames in its memory, which is referred to as the 

frame buffer. This leads to a small dead time (~ 0.28s) occurring every 64 frames
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when the contents of the frame buffer are transferred to RAM memory, which can 

reduce the intensity of the fmal image when a continuous set of frames are acquired 

during beam delivery, and therefore may require correction.8

The aS500 EPID can be deployed at source-to-detector distances (SDDs) 

between 105-180 cm. At our center the standard deployment distance for 

calibration and IMRT verification is 145 cm. The detector can also be offset in the x- 

and y-directions by about 10 cm if  desired. Images can be acquired in one of three 

modes: standard, high, and IMRT. In the standard and high modes a single image is 

taken beginning at a predefined time point during the irradiation. The difference 

between these modes is the number of frames that are averaged to obtain the final 

image -  standard typically collects one frame whereas high collects 2-10. This 

parameter is, however, adjustable. In IMRT mode, frames are acquired continuously 

over the entire time the beam is on. The resulting image is then obtained as the 

average over all frames acquired (hence is an integrated image of the entire 

irradiation). Delivery of 30 MU at a rep rate o f 300 MU/min at 6 MV results in an 

image averaged over approximately 120 frames.

Defective pixels are treated in the following manner. During EPID 

acceptance testing and commissioning a pixel defect map is generated by taking a 

pair of dark field (or no radiation) images where no pixel correction is applied. There 

is a fixed period of time between the acquisitions that allows for the leakage current 

to be integrated. Subtracting the two images then reveals the leakage present in each
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pixel. This allows any defective pixels to be manually identified. For subsequent 

image acquisitions, pixels identified as defective are assigned a value that is obtained 

by interpolation from their four nearest neighbors.

2.2.4 Image Calibration

Image calibration requires the acquisition of two different images -  a dark 

field image, DF(x,y), and a flood field image, FF(x,y). These must be acquired 

separately for each acquisition mode. The manufacturer recommends that they be 

updated on a regular basis (every two weeks).3 The DF image is acquired in the 

absence of radiation and is therefore independent of the linac on which the EPID is 

mounted. It is meant to correct for any imperfections in the detector array as well as 

variations in electrometer offsets. Multiple frames are acquired in quick succession 

(~ 6.7 frames per second) and then averaged to minimize image noise. An example 

DF image is shown in figure 2.3. The FF image is acquired by irradiating the entire 

imaging area (all pixels) without an object in the radiation field. It is used to correct 

for variations in pixel sensitivity as well as to improve image quality by smoothing 

out field inhomogeneities. Like the DF image it is obtained from image frames " 

measured several times in quick succession and averaged to reduce noise. A FF 

image reflects radiation field inhomogeneity, individual pixel sensitivities and 

electrometer gains. An example FF image is shown in figure 2.4.
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An acquired image I(x,y) is routinely and automatically obtained from a raw 

EPID image Iraw(x,y) using the correction scheme

W . - D F W
F F (x ,y )-D F (x ,y )  f f “ “

Here k ffmean is the mean value of all the FF pixels, and pixel value units are averaged 

across all frames taken for each of the raw, dark, and flood field images, respectively. 

In general, this technique has the effect of removing pixel contributions from the dark 

field as well as flattening the image and normalizing out individual pixel sensitivities, 

operations appropriate for clinical imaging. However this correction scheme, 

particularly dividing by the FF, has some implications when the EPID is used for 

fluence measurement, which will be discussed in chapter 4. A sample image of a 10 

x 10 cm2 field (defined at the EPID’s imaging plane) is shown in figure 2.5.

2.3 COMPREHENSIVE MODEL OF THE EPID

Monte Carlo simulations were used to model both the transport of ionizing 

and optical radiation through the EPID at different stages of this work. The Monte 

Carlo codes used for these simulations are discussed in detail in chapter 3. Here, it is 

relevant to conclude our overview of the asS500 EPID with a discussion of how its 

various components were incorporated into the Monte Carlo simulations. Other 

authors have presented a-Si EPID models used in Monte Carlo work1,9'14 and these 

models vary considerably in the level of detail incorporated. Schach von Wittenau et 

al.10 argued that the various nondetector portions o f a flat-panel detector system (such 

as the covers or supporting structures) cause significant image degradation due to 

their contribution to the scattered radiation that delivers dose to the phosphor. Hence,
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at the outset of the present work, it became clear that if we wanted to obtain an 

accurate blur kernel for the aS500 and distinguish the relative contributions to it from 

various detector components, it would be necessary to make the detector model as 

complete as possible. As mentioned earlier, the EPID manufacturer provided us with 

the technical details of this detector, and based on this information we were able to 

develop a comprehensive model that incorporated 18 different layers.

2.3.1 Assumptions in the Radiation Transport Model

We simplified the model somewhat by assuming that the detector was a 

symmetric stack of materials with overall dimensions 40 x 30 x 9 cm3. This has one 

obvious implication in that any potential effects arising from asymmetrical structures 

such as the R-arm mounting brackets, cables, or drive motors were not accounted for. 

Therefore a blur kernel derived from a pencil beam incident on our model of the 

EPID would be inherently symmetric and spatially invariant.

Additional solid water (2.5 cm thick in most cases) was modeled in intimate 

contact with the bottom of the detector to approximate the backscatter contribution 

from the underlying mechanical structures. A thickness of 2.5 cm was chosen to be 

consistent with other work available at the outset of the present study.9,11 A more 

recent investigation by Siebers et. al.1 suggests that 1.0 cm of water placed 2.1 cm 

behind the detector is sufficient to model the backscatter.
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EGSnrc (discussed in chapter 3) is a standard Monte Carlo code that simulates 

the transport of ionizing radiation with specific emphasis on medical physics 

problems.15,16 For the EGSnrc simulations it was necessary to define the material 

composition of each layer present. For the primary or simple materials such as 

copper, air, or gadolinium oxysulfide the exact chemical compositions are well 

known,17 but some of the other materials were approximated as mixtures (rather than 

specific compounds). For example the properties of the printed circuit board material 

FR4, a glass fiber epoxy laminate, were estimated as follows. FR4 is generally 

composed of multiple layers of 7628 fibreglass that are impregnated with an epoxy

10 «j

resin. We estimated an overall density of 1.35 g/cm based on a density of -1.05 

g/cm3 for the fibreglass18 and -1.80 g/cm3 for epoxy resin19, which were assumed to 

be combined in a 60:40 ratio, respectively.18 We assumed the fibreglass to have 

approximately the same chemical composition as alkali borosilicate.17 The chemical 

composition of the epoxy resin was determined from the information listed online at 

the Macrogalleria. The amount of each element in a given mixture was determined 

by the relative atomic weight. For FR4, this information is listed in Table 2.1. 

Modelling some of the EPID materials as mixtures introduces another uncertainty 

inasmuch as the effects of chemical bonds between the constituent elements on the 

average ionisation energy are not accounted for. However, since the contributions to 

the overall detector response from materials such as FR4 are presumed to be 

relatively small, which we infer from the work of Schach von Wittenau et al.10 and 

their low relative areal densities, gross estimates of their composition should be 

sufficient for our purposes.
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2.3.2 The Optical Model

The Monte Carlo code DETECT2000 is designed to model the propagation of 

optical photons through various media, simulating scattering and absorption events.21 

It required three parameters to describe each different medium: 1) the scattering 

coefficient, 2) the absorption coefficient, and 3) the index of refraction. In addition, 

the boundaries of each material had to be described as one of six surface types 

defining the transmission and reflection properties at that surface. For the phosphor, 

these parameters were chosen to be consistent with information provided by Kodak22 

(Eastman Kodak, Rochester NY), the screen’s manufacturer.

Modeling the optical filter required some assumptions. This filter was 

designed to reduce the amount of light passing through it without altering its colour, 

and was originally intended for photographic, theatre, television and film set 

applications. Therefore it was assumed that absorption, rather than scatter, was the 

dominant interaction mechanism within it. The filter has an overall optical 

transmission o f about 25% with a transmission o f about 22% for photons of 545 nm 

wavelength (Lee Filters, Andover UK).

There is also a polyester reflector present on the upstream surface of the 

phosphor. At the 545 nm wavelength, it has a reflectivity of 0.88.22 Rather than 

model the polyester, we defined the upper phosphor surface as having a reflection 

coefficient of 0.88. The boundary between the phosphor and the filter was assumed 

to be a polished surface where boundary crossing is dictated by Fresnel reflection and
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Snell’s law of refraction. We assumed that the remaining five surfaces of the

phosphor (including the lower surface) were ground surfaces (as such the normal to

•  01 the surface in the refraction calculations follows a Lambertian distribution ).

Immediately downstream from the optical filter is the photodiode array, which is

deposited on a glass substrate. The optical portion of the detector stack is surrounded

by black paper, which prevents any outside light from entering, and absorbs any light

that exits the constituent layers. Optical backscatter from the glass substrate was

assumed to be negligible. Table 2.2 provides a summary of the parameters used in

the optical model.

2.4 SUMMARY

This chapter describes the composition and operating principles of the aS500 

EPID. With an understanding of the indirect detection scheme the EPID uses to 

generate an MV image, along with information provided by the manufacturer, we 

were able to develop a comprehensive model of it for the purposes of simulating 

ionizing radiation transport and dose deposition, and optical photon transport.

Implicit within this model are a few simplifying assumptions that should not, for bur 

purposes, impact greatly on the simulation results. We are now poised to examine the 

specific Monte Carlo methods used to simulate the transport o f both ionizing and 

optical radiation through this detector, so that we can subsequently investigate 

particular problems which arise when using the EPID for portal dosimetry.
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Element Relative Weight
c 0.304
H 0.028
0 0.391
Si 0.226
B 0.024

Na 0.017
Al 0.007
K 0.002

Table 2.1. The relative weights of the elements used in the FR4 model mixture.

Material
Scatter M.F.P. 

(cm)
Absorption 
M.F.P. (cm)

Index of 
refraction

Scintillation Screen
Gd20 2S:Tb 0.0017 10 2.6

Optical Filter 10 0.005 1.6

Table 2.2. The parameters used in DETECT2000 to model the optical photon 

transport. Kodak22 provided a scatter MFP between 10 and 25 pm and an absorption 

MFP of greater than 10 cm. For comparison, Kausch et al.14 used a scatter MFP of 25 

|im, an absorption MFP of 4 cm, and an index of refraction of 2.4 in a different 

transport code, and did not model the optical filter.
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Figure 2.1. A cross section view of the aS500 EPID (not to scale). This view shows 

the relative locations of the various components of the detector. The image detection 

stack in the center consists of the materials indicated as well as numerous support 

structures (such as foam, epoxy, and paper.) The additional buildup material shown 

is typically solid water, and is added to the detector to enhance buildup for dosimetry 

applications.
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Figure2.2. A schematic diagram of a typical pixel and how it is connected to the 

readout electronics. Optical photons absorbed by the amorphous silicon move 

electrons into the conduction band, from where an externally applied reverse bias 

voltage causes the charges to migrate towards the n- and p-doped layers above and 

below, effectively making the device behave like a capacitor.7 During periods of no 

irradiation the gate drivers open up the TFTs on a row by row basis allowing the 

external charge preamplifiers to collect the charge. An image frame consists of a 

readout of all rows.
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Figure 2.3. A sample dark field image. Approximately 60 frames were acquired 

with the beam off. This image reflects non-uniformities in the detector array (due to 

the manufacturing process and possible damage) and variations in electrometer 

offsets.
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Vsi ‘" I ® :

Figure 2.4. A sample flood field image. Approximately 30 frames were acquired 

with the EPID deployed at 140 cm SDD [6 MV, 300 MU/min, IMRT scan mode]. 

The image reflects radiation field inhomogeneity, individual pixel sensitivities and 

electrometer gains.
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Figure 2.5. A sample image of a 10 x  10 cm2 field (defined at the imaging plane) 

with the EPID deployed at 140 cm SDD [6 MV, 300 MU/min, IMRT scan mode]. 

The correction scheme defined by Eq. 2.1 has been applied.
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Chapter 3: Monte Carlo Method and Simulation Codes

3.1 INTRODUCTION TO THE MONTE CARLO METHOD

The Monte Carlo method was developed shortly following World War II and 

is largely credited to the Polish bom mathematician Stanislaw Ulam who first came 

up with the approach while playing a game of solitaire.1 As introduced in chapter 1, 

the fundamental idea behind the method is to employ statistical sampling that 

describes microscopic processes in order to obtain approximate solutions to 

quantitative problems concerning the behavior of macroscopic systems. As such, the 

Monte Carlo method offers an efficient alternative to deterministic or analytic 

solutions for problems with a high degree of complexity. In the present work we are 

concerned with the transport of both ionizing (10 keV -  20 MeV photons and 

electrons) and non-ionizing (optical photons) radiation through layered media where 

the physics describing the various interactions that take place are well known. The 

coupled integro-differential equations that describe the electromagnetic shower 

development lend themselves to a deterministic solution only under severe 

approximations. Over any energy range of interest to us, the Monte Carlo technique 

appears to be the best known solution method that can be applied.2̂

We consider the problem of photon transport through a given medium to 

illustrate the Monte Carlo approach to radiation transport.5 The distance to an 

interaction site is described by the well-known probability distribution function

p (z )d z = iie '^ d z ,  (3.1)
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where z is the distance to the next interaction and is valid on the range 0 < z  < <», and 

ji  is the interaction coefficient (a function of the particle’s energy and of the medium). 

A cumulative distribution function c(z) can then be defined as

c(z) = jp(z ') dz' = l -  e~M:. (3.2)
o

By its definition, the cumulative distribution function can be mapped onto a range of 

random variables r, where 0 < r < 1, and r is uniformly distributed. Hence

r  = c(z) = (3.3)

Thus a sample of interaction distances, z, that have the distribution described in Eq.

3.1 can be generated from a uniformly distributed set of random numbers by inverting 

Eq. 3.3.

z = — ln ( l- r ) .  (3.4)

In this way, we can make use of an available random number generator to simulate 

the fate of individual photons released in the medium. Random number generators 

(RNGs) effectively generate a sequence of pseudorandom numbers with a uniform 

distribution based on a given seed number. For Monte Carlo investigations it is 

desirable to have an RNG that is portable (ie. produce the same sequence on different 

machines) and is able to produce a random sequence independent from other 

sequences (so as to avoid correlations in the results of parallel operations). 

RANLUX,6’7 the RNG used in EGSnrc, possesses these features and a has a period > 

10165. An initial photon’s fate, including the fates of all subsequently generated 

daughter particles, across the duration of the simulation, is commonly referred to as a 

“history.” Averaging over a given set of histories can then provide an approximation
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to quantities of interest (such as photon fluence through a given area). Each particle 

history corresponds to one point in a multi-dimensional space (with the 

dimensionality depending on the number of interactions), hence the averaging 

procedure corresponds to a multi-dimensional Monte Carlo integration,2 and thus is 

subject to some statistical uncertainty depending on the number of histories simulated 

(N). Usually the uncertainty decreases as N '1/2 (Eq. 1.8).3’4

3.2 OVERVIEW AND BENCHMARKING OF EGSNRC

3.2.1 Introduction to EGSnrc

The software package used for Monte Carlo simulation of ionizing radiation 

transport in the problems described herein was EGSnrc V3. The roots of this 

software can be traced back to the early 1960s when the first electromagnetic cascade 

codes began to emerge to assist in the simulation of high-energy (> 1 GeV) nuclear 

physics experiments. EGS (electron gamma shower) was initially developed at the 

Stanford Linear Accelerator Center (SLAC) in the 1970’s where it was used for 

shower detector design. A shower refers to the cascade of individual particle paths in 

an interacting medium that directly result from (and include that of) a single incident 

particle.2 Over the ensuing years the code passed through several incarnations, 

gaining popularity for medical physics applications in the late 1980s when EGS4 was 

released with the ability to track showers down to much lower energies. Towards the 

end of the 1990s the EGS code system found a new home at the National Research 

Council of Canada, and the first version of EGSnrc was released in the summer of
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2000. EGSnrc was fitted with a completely new electron transport algorithm that 

eliminated the known shortcomings of its predecessor, the PRESTA algorithm. 

EGSnrcV3 is now capable of simulating coupled photon and electron transport down 

to energies of 10 keV, which in water translates to micrometer scale resolution (2.5 

jim based on continuous slowing down approximation (CSDA) range9).

In overview, the EGSnrc system simulates the transport of photons, electrons 

and positrons through specifically defined media and allows one to tabulate 

radiological quantities of interest such as the energy deposited in specifically defined 

regions. Hence it allows for the simulation and estimation of such quantities as 

particle fluence and dose per particle history. The calculations are a faithful 

simulation of physical reality.- Initially, particles are bom into phase-space 

distributions that reflect the radiation source being simulated. Each particle then 

travels a given distance as determined by a probability distribution function based on 

the particle’s total interaction cross section. At an interaction site, each particle then 

adopts a new energy and direction based on the differential cross section 

corresponding to the specific interaction that takes place, which is obtained by 

sampling a probability of occurrence distribution. Additional particles produced at 

the site of an interaction are also transported. This process continues in a step-wise 

fashion until all the particles deposit all of their energy in the defined media, or leave 

the geometry under consideration. Quantities of interest are then calculated by 

averaging the results over TV histories and, as mentioned above, are subject to 

statistical uncertainties that usually decrease as A"172.
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Four basic processes are modeled for the interactions of photons (described as 

neutral particles) with surrounding media: pair and triplet production, incoherent 

(Compton) scattering, photo-electric absorption, and coherent (Rayleigh) scattering. 

The algorithm followed has four steps. First, the distance to the next interaction is 

determined (process outlined in Eq’s. 3.1-3.4). Second, the particle is transported in a 

straight line, accounting for geometrical constraints, to the site of the interaction. 

Third, the specific interaction type is determined randomly, based on its relative 

contribution to the total cross section. Finally, the particle is issued a new energy and 

direction based on the differential cross section for the interaction selected. Further, 

newly energized daughter particles are added to the simulation to also be transported.

A condensed history algorithm10 is used for the charged particle transport. If 

we consider that a fast moving electron (~ 1 MeV) undergoes approximately 106 

interactions before local absorption and that typical simulations require at least 106 

histories for decent statistical accuracy, that would result in the simulation of 1012 

individual interactions.2,10 Although the speed of modem computers is rapidly 

advancing, at present, such simulations would typically take several days to 

complete.2 Thus event-by-event simulation of charged particle interactions is not 

very practical. In the condensed history approach, the cumulative effects of elastic 

and inelastic collisions that occur over a transport step are accounted for by sampling 

energy and direction changes from appropriate multiple scattering distributions.
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EGSnrc uses a class II condensed history algorithm2,5’10 in which collisions 

with small energy losses are grouped, but the rarer collisions where larger amounts of 

energy are lost (“catastrophic” collisions) are treated individually. Catastrophic 

events include hard bremsstrahlung (energy threshold AP), hard inelastic collisions 

(energy threshold AE), and annihilation events. Soft bremstrahlung emissions are 

accounted for using the restricted radiative stopping power (assumed constant over a 

transport step). Similarly soft inelastic collisions deposit energy based on the 

restricted collisional stopping power (which is again assumed to be constant.) Elastic 

scattering is accounted for using differential cross sections derived from multiple 

scattering theory.2 The overall algorithm followed for the transport of charged 

particles is similar to that for neutral particles. First the distance to the next 

catastrophic interaction is determined. The charged particle is then transported, but 

energy is lost continuously as determined by the stopping powers. Further, multiple 

elastic scattering is accounted for such that some of this energy may be deposited in 

regions not on the linear transport path of the particle. In the vicinity of media 

boundaries (defined by default as being within 3 elastic mean free path lengths) 

event-by-event interactions are individually simulated. Finally, at the site of a 

catastrophic event, the specific interaction is determined and the charged particle’s 

energy and direction are altered accordingly.

EGSnrc is distributed with multiple user codes, some of which were also 

employed in this work. These codes enable the user to more quickly encode some of 

the more common geometries encountered in medical physics simulations. User
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codes employed in this work were DOSXYZnrc and DOSRZnrc,11 which correspond 

to Cartesian and cylindrical coordinate geometries, respectively.

3.2.2 Benchmarking

The EGSnrc software and the techniques it employs have been benchmarked 

extensively.2’8,12,13 We chose to study a supplemental series of simple problems for 

which analytic solutions are available, in order to test the accuracy of EGSnrc in 

simulating radiation transport through very thin layers of material such as are found 

in the aS500 EPED. This section is not intended to be an exhaustive investigation of 

the ability of EGSnrc to simulate reality. Here, we confine our attention to examining 

the absorbed dose to a thin foil as outlined by Attix.14

The problem considers a monoenergetic (kinetic energy T) beam of electrons 

perpendicularly incident on a very thin foil with a fluence <E> (particles/cm2). The thin 

foil allows for the following assumptions to be made: a) that the collisional stopping 

power remains relatively constant as the electron traverses the foil, and b) that the 

majority of bremsstrahlung photons generated inside the foil will escape without 

depositing energy. At such thicknesses, the 8 rays produced in the foil will carry a 

non-negligible amount of energy out of the foil. To a first approximation then, the 

dose to the foil will be proportional to the restricted collisional stopping power 

(dT/pdx)A. Here A is defined as the kinetic energy of 8 rays that will escape the foil.

A is chosen based on the energy of an electron with a continuous slowing down
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approximation (CSDA) range equal to the foil thickness. To first order, the dose to 

the foil is then

£» = 1.602xl0"10O (  dT "
Kpdxj A [Gy]. (3.5)

The restricted collisional stopping power can be obtained from the expression15

r d T '
{pdx

_ 2 ^ m 0c2ne 
p lj a

( T2\
In + In

W j V
1+2 I + G-(r,7i)-8 (3.6)

where f t  is the electron velocity in light speed units, r0 is the classical radius of the 

electron, moc2 is the electron’s rest mass energy, ne is the electron density, I  is the 

mean ionization energy, r=  T/ moc2, 7j=AJT, 6 is the density effect parameter, and for 

electrons

G~ (T,TJ) = -  l - p 2 + ln[4(l -  77)77]+ -1— +(1  - p 2)
I - 7 7

27T7J +(2r + l ) ln ( l - 77) (3.7)

Higher order corrections to the simple analytic dose estimate of Eq. (3.5) can 

be obtained if  one considers that: (i) 8 rays with kinetic energy > A (ie. those that 

escape the foil) will likely also deposit some energy, and (ii) elastic scattering will 

lengthen the overall path length of each incident electron traversing the foil.

To estimate the energy deposited by escaping 8 rays requires that we 

determine the number of such species. The Moller electron scattering cross section 

can be obtained by integrating the differential cross section

d a M _  2nr*m0c2 1
[ l l  T '2 + * 2

^7^ 2 2 r+ l  T
dT ' p 2 T'2 { T - T ' f  ( r+ l)2 UJ ( r+ l )2 T - T '
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for all 5 rays with energy greater than A. Thus

(3.9)
Ijo im jc2 1 1 ' r
— ------- + - ----- +~,----- r r -

P 2 LA T - A  {t + l ) 2 2

The number Ng/e. of such 8 rays produced per incident electron is then

= a MptZN A' (3 1Q)
/  e~ A

where p  is the foil density, t is its thickness, Z is the atomic number, NA is Avagadro’s 

number (6.022E+23 atoms/mol) and A is the atomic mass (in g/mol). On average 

each of these electrons will travel through half of the foil thickness. Under the 

assumption that gm’ °= 1/Tg2, T5 being the kinetic energy of the 8 ray, the average 

kinetic energy is

Using this energy, we can calculate a secondary restricted collisional stopping power, 

(dIs/pdx)A for these 8 rays. Then, using Eq. 3.5 we can determine their dose 

contribution.

(3.11)

For thin foils, Lewis16 predicts an increase in path length due to elastic

scattering of

ln(l—t-kx) (3.12)
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where ki is the first elastic scattering moment. This can be approximated as roughly 

one half of the mass angular scattering power of the medium, 17 or

i(**}kx~'  »1 2 p i
(3.13)

which describes the scattering of electrons traveling path length /. <6 > is the mean 

square scattering angle. For the case of low electron energy and small relative atomic 

mass, the mass angular scattering power can be calculated as

—  = 16
p l  A

(  2 \ 2 f  A l l  V/2“  137 pc™0C
p p c

In
Z m m,c2j

(3.14)

with pc being the electron momentum multiplied by the speed of light.15 The resulting 

total dose obtained from the first and second approximations can then be multiplied

by the path length correction ^  to give a final estimate of dose.

For a primary test case we chose to consider a monoenergetic (T = 1.0 MeV) 

fluence of electrons (O = 106 e'/cm2) incident on a thin (t = 0.001 cm) Cu (Z = 29, A 

= 63.55 g/mol, p= 8.96 g/cm3,1 = 322 eV, 5(1 MeV) = 0.5799) foil. The EGSnrc 

simulation scored the dose per history inside a 1 x  1 cm region on the foil irradiated 

by a beam of electrons of the same dimensions (effects due to lateral spreading were 

assumed negligible as irradiation by a 2 x  2 cm“ beam resulted in a negligible dose 

difference). The resulting foil dose in the simulation was D egs -1-8038 ± 0.0007 

Gy. To first order, the outlined analysis predicts a dose of Di = 1.7501 Gy, which is 

already within 3 % of the EGS result. Absorbed energy from escaping 5 rays are 

estimated to add Ds = 0.0173 Gy, bringing the analytic estimate to within 2 %.
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Incorporating the effects of elastic scattering brings the final dose estimate to Dana = 

1.8132 Gy. This is within 0.5 % of the EGSnrc result. Table 3.1 summarizes the 

results for this and some additional tests.

As shown, we investigated a range of materials and thicknesses. As thickness 

increases, the assumptions inherent in the analytical prediction break down and the 

discrepancy with the Monte Carlo result increases. Elemental gadolinium was chosen 

to represent a high Z material and because it is present in the phosphor screen of the 

portal imager. Water was chosen because it is a material of fundamental interest for 

dosimetric investigations. Because water is a compound, its restricted collisional 

stopping powers were derived from ICRU Report 3715 and the NIST tables9 rather 

than direct calculation of Eq. 3.6. It is important to note here that the CSDA range of 

an electron with T = 0.01 MeV (the default value of ECUT in EGSnrc) is 2.5pm in 

water. For a foil of this thickness, the difference between the simulation and 

analytical prediction was 0.1 %.

33 SINGLE CELL BETA DOSIMETRY

3.3.1 Introduction

Monte Carlo simulation provides a valuable tool for understanding radiation 

transport in relation to a vast range of dosimetry problems. With the successful 

benchmarking of the code for very thin foils of water, there was some interest in our
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center to use EGSnrc to investigate a nuclear medicine application. The problem was 

to determine the single event spectra for beta-emitting sources used in intraperitoneal 

radionuclide therapy -  a treatment modality employed to slow the progress of cancers 

that have metastasized to the peritoneal cavity. Here we outline how this problem 

was set up and solved using EGSnrc.18

A single event s p e c t r u m , i s  the distribution of specific energy, z 

(microdosimetric equivalent of absorbed dose), produced by the traversal of a target 

volume by individual particles.19 Specifically, we determined single event spectra for 

five therapeutic radionuclides (Lu-177, Cu-67, Re-186, Re-188, and Y-90) for single 

cells in two source geometries (see figure 3.1). The first geometry considered a 

surface-bound isotropically emitting point source, whilst the second immersed the 

cell in a bath of free radioactivity. Together, these geometries represent a targeted 

intraperitoneal radionuclide therapy. Understanding how each radionuclide differs in 

terms of the physical process of energy deposition is of use in selecting of a particular 

radionuclide for this type o f therapy.

3.3.2 Monte Carlo Simulations

One of the improvements made to EGSnrc in comparison with its predecessor, 

EGS4, was the ability to simulate individual charged particle elastic scattering events 

in the vicinity of a medium boundary (single elastic scattering mode). The previous 

charged particle transport technique used in EGS4 adjusted path lengths for elastic
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scattering based on Moliere’s multiple scattering theory,20 which restricted the 

transport step sizes to lengths over which the theory applied. EGSnrc however, is 

restricted only by considerations of efficiency, and it turns out that single elastic 

scattering becomes more efficient to simulate over distances of approximately 3 

elastic mean free paths (MFPs).2 Thus in order to improve the accuracy of the 

boundary crossing algorithm employed by the simulation, whenever a charged 

particle is within 3 MFPs of a boundary, EGSnrc runs in single scatter mode by 

default. Sacrificing efficiency for a more accurate simulation of elastic scattering, we 

modified the code to run in single scatter mode whenever a charged particle was 

within 100 MFPs from the nearest boundary. For reference, using the screened 

Rutherford cross section for electrons2 of energy T = 1 MeV in water, we estimate 

MFP = 0.25 Jim. Hence in the vicinity of a cell 20 pm in diameter (see figure 3.1) 

almost all elastic scattering was simulated on an event-by-event basis.

The other major consideration that required attention before approaching this 

problem was imposed by the minimum simulation cutoff energy for electrons, ECUT 

= 10 keV. Any electron with T < 10 keV is no longer transported and all of the 

energy is assumed to be locally deposited. Using the CSDA, a 10 keV electron has a 

range of approximately 2.5 pm in water.9 Single event spectra for electrons with 

energies < 10  keV therefore had to be modelled independently of the EGSnrc 

simulations. To investigate the effect of this cutoff on the calculated single event 

spectra, we repeated some of the surface bound geometry simulations (described
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below) with ECUT ranging from 40 keV downward, so we could estimate the error 

this parameter introduces by extrapolation.

The simulations were set up in the following manner. In all cases, both the 

target and the surrounding medium were modelled as water. The target volume was 

defined as a sphere of 10 pm radius. Energy deposition in the target volume for each 

history was recorded and tallied in 50 eV wide bins to form a distribution of energies 

absorbed by the target volume resulting from a given set of initial conditions. The 

surface-bound radioactivity was simulated as a single isotropically-emitting point 

source positioned on the surface of the target volume. For both source geometries the 

specific emission energy of a particle was taken as the mean energy across a 1 keV 

bin to form a “monoenergetic” single event spectrum. Monoenergetic single event 

spectra were generated for initial energies from 11 to 2500 keV, spanning the range 

of emission energies for the radionuclides investigated. Radionuclide-specific spectra 

can then be generated by appropriately summing the monoenergetic spectra. For each 

emission energy, 2 x 106 histories were collected.

To simulate the free radioactivity it was too inefficient to randomly sample

position, energy and trajectory individually for each beta emission (Y-90 for example

emits P particles with ranges > 1 cm). Instead, we approximated the spectrum of

electrons incident on the target volume. For each radionuclide, the CSDA spectrum

• 1was calculated in the manner described by Johns and Cunningham. Under the 

assumption that the bath of activity is in a state of charged particle equilibrium, the
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amount of energy emitted by any small volume is equal to the amount of energy 

absorbed in the same volume. The spectrum of energies emitted by the volume is 

given by the radionuclide’s beta spectrum, denoted by I(T). The relative intensity of 

electrons of kinetic energy Tin the CSDA spectrum is given by

where Slo,(T) is the total stopping power and Tpmax is the maximum beta energy for the 

radioisotope. The beta emission spectra I(T) and the CSDA spectra C(T) for the 

radionuclides used in this study are shown in figure 3.2 a) and b) respectively. For 

the free radioactivity it was further assumed that the electrons followed random 

trajectories through the target. Initial trajectory direction cosines were input based on 

a uniform, random sampling of vectors connecting two points on the surface of the 

target sphere. To verify this approach, we observed that the resulting path-length 

distribution (obtained as the distribution of interpolated linear paths through the 

sphere) corresponds identically with that for a convex body exposed to a uniform 

isotropic fluence of infinite straight lines. This type of randomness is referred to as 

isotropic uniform randomness.

Once the monoenergetic single event spectra were obtained for each case they 

were weighted according to the specific radionuclide’s beta emission spectrum and 

summed to produce the composite radionuclide single event spectrum.18 This work is 

not presented here.

(3.15)
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3.3.3 Results and Discussion

The simulations demonstrated that the single event spectra for low energy 

electrons (< ~50 keV) are characterised by the presence of a peak at a specific energy 

that corresponds to the initial energy of these electrons. This phenomenon can be 

seen in the low energy electron single event spectra illustrated figure 3.3 for surface 

bound (a) and free radioactivity (b). At these energies the target volume may either 

fully encompass the range of the electrons, or allow for the possibility that the 

electrons deposit all of their energy in the target volume because their tortuous paths 

are completely confined to the volume, which would result in the observed peaks.

For subsequent calculations that required spectra for electrons with initial energies <

10 keV, the spectra were modelled after the 11 keV spectrum with an appropriately 

defined peak. The low-z tails decreased sufficiently from 15 to 11 keV that they were 

not deemed to constitute a significant portion of the spectrum below 10 keV.

Higher energy electrons crossing the target volume were seen to deposit less 

energy than low energy electrons, which is likely due to the decreased stopping 

power. Single event spectra for electrons with higher initial kinetic energies are 

shown in figure 3.4 for surface bound (a) and free radioactivity (b). The surface - 

bound spectra appear almost symmetric about the midpoint of the distributions, while 

the spectra for the free radioactivity are peaked toward the higher energy range of the 

distribution. The differences in the spectra between surface bound and free 

radioactivity at all energies stem from the differences in the path length distributions 

that describe the electron trajectories.
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We compared results obtained using EGSnrc to those of two other Monte 

Carlo codes by repeating the calculations of other investigators for two beta energies 

in the surface bound source geometry. Bolch and Kim23 presented single event 

spectra for 100 keV and 1 MeV electrons bound to the surface of a 10 pm diameter 

cell as determined with the OREC Monte Carlo code. Stewart et al.24 repeated this 

work with the PENELOPE code system. The OREC code system tracks electrons in 

water event by event, down to a cutoff energy of 7.4 eV25. The PENELOPE system 

implements a condensed history algorithm similar to that described for EGSnrc. Hard 

electron interactions, defined as events in which the polar scattering angle or the 

energy loss exceed user-selected values,26 are simulated in a “detailed” way while 

multiple scattering theory is applied to the remaining soft interactions.24

Table 3.2 contains the values of (zf ^ , the frequency-mean specific energy for

a sphere of radius 5 pm, determined by all three code systems. There is very good 

agreement between EGSnrc and OREC for 1 MeV electrons. At 100 keV, EGSnrc 

produces a value for (zf  ̂that is 7.4% lower than that from OREC and 2.4% greater

than that from PENELOPE. The shapes of the 100 keV spectra are similar, though 

not identical, and it is unclear if  this results from differences in the transport physics 

or is a potential artefact related to the 10 keV cutoff energy.

The effect of the cutoff energy on the Monte Carlo generated monoenergetic 

single event spectra was found to be minimal. Spectra for T = 0.5 and 1.0 MeV were
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indistinguishable whether ECUT was set to 10 keV or 40 keV, and the T = 0.1 MeV 

spectrum showed only a very small difference in the low-z tail. This suggests that for 

the majority of energies relevant to beta-emitting radionuclide therapy, the 10 keV 

cutoff will not adversely affect results. For T = 20 and 50 keV and ECUT = 15 keV 

and 20 keV respectively, the higher ECUT values increased the height of the high-z 

peak and slightly decreased the tail regions. However, an investigation of peak height 

versus ECUT value suggests that at ECUT =10 keV, these differences are 

approaching an asymptotic value. In general, we conclude that for very low values of 

T, EGSnrc may slightly overestimate the true number of events depositing all of their 

energy in the target volume, but that this overestimation would not be significant in 

the context of the overall single event spectra generated for each radionuclide.

3.4 OVERVIEW OF DETECT2000

3.4.1 Introduction to DETECT2000

One of the problems considered in the present work concerns the transport of 

optical photons through the scintillation screen of the aS500 EPED and an adjoining 

optical filter, and onto the amorphous silicon photodiode plane. Because this problem 

involves multiple optical scattering and absorption events, deterministic solutions that 

incorporate simple ray tracing and attenuation of first and second order interaction 

events proved to be insufficiently accurate. Hence once again Monte Carlo 

techniques appeared to offer the most attractive method for solution. The transport of 

non-ionizing radiation, and in particular optical photons, cannot be performed with
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EGSnrc because at these much lower energies, the physics of photon interactions is 

markedly different. Instead, we opted to use the DETECT2000 Monte Carlo code.27

DETECT2000 was developed to model the behavior of optical systems, with

onspecial emphasis on scintillation detectors. It evolved from the DETECT code 

originally developed at the University of Michigan,28 and its successor DETECT97 

created at TRIUMF, to model the position and energy response of positron emission

7Qtomography (PET) detectors. DETECT2000 incorporates several new features 

including wavelength dependent transport coefficients and an improved random 

number generator, and has been translated from the C to C++ language. The code 

initiates individual scintillation photons according to a user-defined distribution and 

follows each through different detector components. It simulates transmission and 

reflection from surfaces, accounts for bulk absorption, re-emission, and scattering 

processes, and records the fate of each photon. Distances to collision events are 

determined by sampling from a probability distribution function that is based on the 

combined mean free paths for scattering and absorption. Relative cross section 

weightings then determine which specific interaction takes place.

DETECT2000 requires three parameters to simulate the propagation of 

photons through each material: 1) the scattering coefficient, 2) the absorption 

coefficient, and 3) the index of refraction. The interaction coefficients are specified in 

terms of the photon mean free path between scattering or absorption events. In 

addition, the boundaries of each material must be described as one of six surface
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types, which define the transmission and reflection properties at that surface. We 

considered two surface types in this work. One was a polished surface where the 

boundary is defined at a flat intersection of surfaces. Here photon boundary crossing 

is dictated by Fresnel reflection and Snell’s law of refraction. The other was a ground 

surface, where the interface between the two materials is assumed not to be perfectly 

flat. Instead the surface is roughened such that the normal to the surface in the 

refraction calculations follows a Lambertian distribution.27

Details of the optical parameters used in the DETECT2000 simulations for the 

aS500 EPID are provided in section 2.3.2 and a summary is provided in table 2.2.

3.4.2 Benchmarking DETECT2000

Because DETECT2000 is much less well known in the medical physics 

community than EGSnrc, we believe it is appropriate to include some discussion of 

the applications for which this code has been used previously, as well as a description 

of the preliminary in-house benchmarking performed.

As mentioned, DETECT2000 was derived from the DETECT code whicfrwas

90used by Tsang et al. to model the position encoding multicrystal detectors used m 

PET. It was tested against experimental results acquired using the EXACT HR PLUS 

block detector (Siemens Medical Solutions USA, Inc., Malvern, PA). DETECT was 

able to reproduce the line spread function (LSF) for four columns of crystals with an 

accuracy of ± 0.5 mm and to predict crystal-by-crystal photopeak pulse heights and
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fiill-widths at half maximum (FWHMs) within a range of ±14% and +9 %/-6%, 

respectively. DETECT2000 has been used by Cayouette et al?° to determine the 

performance of a multilayer BGO scintillation block (also used for PET). More 

recently, Monajemi et al?1 used DETECT2000 to model the transport of optical 

photons in a CdWC>4 scintillation detector (being developed for MVCT) to determine 

detector imaging characteristics. Maximum discrepancies between measured and 

modeled MTF(/), relative NPS(/) and DQE(/) were found to be 1.5%, 1.2% and 1.9%, 

respectively, for 1.25 MeV photons. MTF(/) discrepancy was shown to be 2.5% for a 

6 MV beam.

We considered a simple problem having an analytical solution to verify the 

basic operation of DETECT2000. Figure 3.5 illustrates the geometry of the problem. 

We consider an isotropically emitting point source of optical photons centered inside 

a 40x40x40 cm3 volume. The medium inside the volume is defined such that the 

scattering mean free path is very long (103 cm) and the absorption mean free path is 

very short (0.1 cm). We then score the photons that cross a plane defined z cm above 

the point source. The number of photons that reach the scoring plane, iVdetected, can be 

determined by considering the photons that reach a ring of radius r and incremental 

area dA = Inrdr, a distance / from the source.

Here N0 is the number o f photons emitted from the point source (106), and X is the

detected (3.16)

absorption coefficient (10 cm'1, scattering ignored in this analysis). The right-hand
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side of Eq. 3.16 was evaluated numerically. Because of the rapid fall-off of the 

integrand, it is sufficient to consider a radial integration out to 20 cm for values of z  

« 2 0 c m .  We considered integration planes at z = 0.1,0.2 and 0.4 cm. Table 3.3 

summarizes both the analytical and Monte Carlo results, relative differences between 

which are minimal and decrease as the number of photons scored for a particular 

plane increases, roughly following an N 'm  trend.

This simple investigation of DETECT2000 confirmed our understanding of its 

operation and instilled confidence in the results it provided in later investigations.

3.5 SUMMARY

In the present work we are concerned with modeling the response of the 

aS500 EPED to MV radiation. Analytic approaches to the problems we wish to study 

are complex and only feasible by introducing simplifying approximations. Thus, the 

Monte Carlo method is a superior alternative for examining many of the problems 

under consideration. In order to model the transport of ionizing radiation incident on 

the detector through the various components of the imaging cassette and arrive at-an 

estimate o f the dose deposited in the phosphor (including the dose from scattered 

particles), we chose to use EGSnrc. We performed some supplementary in-house 

benchmarking of this code, and also demonstrated that it can be successfully applied 

to a microdosimetry problem. In order to model the spreading of optical photons 

within the EPID phosphor layer we chose a separate code, DETECT2000, which was

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



64

specifically developed by the nuclear and particle physics community to model the 

transport of optical photons in scintillation detectors.
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Material
thickness

(cm)
Degs
(Gy)

^ana
(Gy)

difference
(%)

Cu 0.00100 1.804 1.813 0.5
Cu 0.01000 2.608 2.684 2.9
Gd 0.00100 1.515 1.498 -1.1
Gd 0.00340 1.766 1.783 1.0
H P 0.00025 2.373 2.370 -0.1

H P 0.01430 2.680 2.752 2.7

Table 3.1. A summary of Monte Carlo thin foil dose estimates for a 1 MeV incident 

photon beam compared to corresponding analytical predictions, for a variety of 

materials and foil thicknesses. In general, discrepancies are 1% or less where the 

assumptions inherent in the analytical method are strongest.

Monte Carlo System
<Zf>

0.1 MeV 1.0 MeV
EGSnrc
OREC
PENELOPE

0.63 0.27 
0.68 0.26 

0.615 Within 6 %  of OREC

Table 3.2. Values of (zf ) calculated for a sphere of radius 5 pm using the Monte

Carlo codes EGSnrc, OREC, and PENELOPE. Agreement between EGSnrc and 

OREC is very good at 1 MeV, but shows a 7.4 % discrepancy at 0.1 MeV. 

PENELOPE also shows reasonably good agreement with EGSnrc.
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Plane z(cm ) N dETECT2000 ^analytical diff. (%)
1 0.1 74211 74246 0.05
2 0.2 18746 18767 0.11
3 0.4 1562 1599 2.31

Table 3.3. The number of optical photons passing three scoring planes for a simple 

benchmarking problem (Fig 3.5) detected by DETECT2000, compared to the 

analytical expression of Eq. 3.16. 106 photons were simulated. Predictably, the 

relative difference between the Monte Carlo results and the theory increases as the 

number of particles detected decreases.
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0 free p emitter

surface-bound 
> £ #  p emitter

target cell

k
20 pm

Figure 3.1. The geometries used in the single cell beta dosimetry investigation. In 

the first geometry a beta-emitting radionuclide is part o f an antibody that binds to the 

surface of a spherical cell. In the second geometry we consider the case of a cell 

immersed in a bath o f radioactivity. Sample electron tracks are shown for each case.
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Figure 3.2. Beta emission spectra (a) and CSDA spectra (b) for the radionuclides 

used in this study. 1(1) denotes the relative intensity of beta emissions of kinetic 

energy T. C(T) denotes the relative intensity of electrons with energy T  at any point 

in the medium. The spectra have not been normalised.
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 20 keV
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Figure 3.3. Single event spectra for low energy electrons in the surface bound (a) 

and in the free radioactivity (b) geometries. Below 50 keV the spectra show a peak at 

a value of z corresponding to the initial energy of the electrons. The low energy 

spectra change rapidly with energy.
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Figure 3.4. Single event spectra for high energy electrons in the surface bound (a) 

and free radioactivity (b) geometries. The spectra change more slowly at these 

energies. The free radioactivity geometry results show a shift towards higher z values 

relative to the corresponding surface bound case due to larger mean path lengths 

through the target.
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* source

Figure 3.5. A point source of optical photons inside a 40x40x40 cm3 cube. The 

dominant interaction in the medium is absorption. Photons are scored as they cross a 

plane at a  distance z above the source.
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Chapter 4: Comprehensive Monte Carlo calculation of the 
point spread function for a commercial a-Si EPID

4.1 INTRODUCTION

While a-Si EPIDs are primarily employed as MV imagers for patient position 

verification, there has been a significant amount of work in recent years to exploit the 

quantitative dosimetric information available from these devices. Because of their 

generally linear response to dose,1'3 a-Si EPIDs can be used to produce a two 

dimensional pixel map of entrance or exit energy fluence within a given treatment 

field. The most immediate application of this work employs the EPID for pre­

treatment verification of fields with high dose gradients, such as those used in 

intensity modulated radiotherapy (EMRT).4 A future objective is to perform exit 

dosimetry (projecting upstream from the detector to obtain a dose distribution within 

the patient) in a clinical setting.

To date, commercial a-Si EPIDs have used an indirect detection scheme to 

generate an image. An incident photon beam enters the detector stack (eg. see Fig. 

4.1) and passes through several materials before interacting with a copper plate where
- • • - ■ X.

Compton scattering predominantly occurs. The resulting electrons migrate down 

from the plate into the scintillation screen and deposit energy within. This causes the 

screen to phosphoresce -  emitting optical photons, which may then be detected by an 

array of amorphous silicon photodiodes. This generates a charge buildup on each 

diode that can be integrated and read out electronically forming a digital image. 

Contributions to the image also come from photons that have scattered upstream in
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parts of the detector such as the collision cap, supporting materials, or solid water 

buildup, and downstream in the photodiode glass substrate or rear cover. These 

multiple radiation transport paths result in blurring of the fluence incident on the 

detector. Recovering the incident energy fluence is necessary for making accurate 

measurements of transmission dose,4 and can be accomplished approximately using 

standard deconvolution techniques.5 These techniques require a blur kernel, or point 

spread function (PSF) -  the response of the system to a beam of infinitesimal width -  

which, in turn, is the motivation for undertaking the study presented in this chapter.

Previous Monte Carlo studies of the PSF as well as the detective quantum 

efficiency (DQE) of a-Si EPIDs have made use of models that contain the basic 

components of the detector such as the copper plate, scintillation screen, glass 

substrate and in some cases water buildup.2,4,6,7 Schach von Wittenau et a lz 

developed a “notional” detector, which was intended to be representative of a typical 

a-Si EPID and included an outside cover. They concluded that radiation scattered 

from “non-detector” components should be a significant source of image degradation. 

In order to incorporate such effects, our study focuses on a commonly available 

commercial EPID, the Varian aS500 (Varian Oncology Systems, Palo Alto, CA), 

which is described in detail in the second chapter. We incorporate a comprehensive 

model of the aS500 based on data provided by the manufacturer (Sec. 2.3). From the 

model we derive a blur kernel for the aS500 for 6 and 15 MV photon beams using 

Monte Carlo simulation. We break down the physical processes involved in signal 

creation into: i) dose deposition in the scintillation screen, and ii) spreading of optical 

photons emerging from the screen through an optical filter and onto the a-Si

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



77

photodiodes. We merge these two results using a convolution process to obtain a 

comprehensive overall PSF (‘comprehensive’ refers to simulations run with a full 

material description of the detector). A measurement of the line spread function 

(LSF) is used to verify the form of each kernel. We then evaluate the performance of 

the kernels in deblurring clinical images by comparing relative fluence profiles 

against those measured with a diamond detector. The comprehensive kernels are well 

fit by triple exponential functions, and are also well approximated by semi-analytical 

kernels based on a simplified model of the detector.

4.2 THEORY AND METHODS

4.2.1 Point Spread Function

Monte Carlo methods are used to simulate dose deposition and optical 

spreading independently. Figure 4.1 provides an illustration of the geometry used. 

Dose deposition in ten equal phosphor layers is scored in response to a pencil beam of 

photons normally incident at the surface o f the buildup material on the central axis 

(CAX). Optical spreading is scored in response to isotropically emitted optical 

photons originating at ten equally spaced depths (corresponding to the centers o f the 

modeled phosphor sub-layers), along the CAX. Both the magnitudes of dose 

deposition within the phosphor and of optical spreading will be shown to have a  

dependence on depth within the scintillation screen. The first dependence arises 

because dose is not uniformly deposited within the screen, and the second because the 

thickness of the screen influences the output optical fluence.9 As a result, we begin
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with the assumption that the overall point spread function (PSFoveraU) can be obtained 

as a convolution between two depth dependent components: the phosphor dose point 

spread function (PSFrad) and the optical point spread function (PSFopt),

where r is the radial distance from the EPID entry point of an infinitesimally narrow 

beam and z,- is the discretized phosphor depth corresponding to the center of a 

phosphor layer. Implicit in this expression is the further assumption that each PSF is 

independent and spatially invariant. The dose kernels were normalized to the CAX 

Monte Carlo scoring bin of maximum dose. We assume that optical photon 

production is linearly proportional to the dose deposited.10,11 The optical kernels for 

each depth (z;) were weighted ( w .) by the ratio of the number of optical photons that

reach the photodiode plane from depth z,- to the number that reach it from the closest 

depth z j o -

4.2. 2 EGSnrc Simulations

EGSnrc version 312,13 with user code DOSRZnrc, (described in Sec. 3.2) was 

used to simulate the transport of ionizing radiation and score the dose deposited in the 

phosphor screen. We used the default cut-off energies PCUT = AP = 10 keV and 

ECUT = AE = 521 keY. We modeled incident fluence as a thin photon pencil beam 

(r = 0.001 cm) having an energy distribution taken from published spectral data for 

generic Varian 6 and 15 MV beams, grouped into 0.25 MeV energy bins and

PSF overan(r) =

£  w. jpSFra‘Yr/,z.)-PSFopt( r - / , z ;.) dr
'■=i V o (4.1)10

/=i
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averaged across a radial bin (r = 2.5 cm) at the central axis.14 Accelerator-specific 

phase-space files that relate energy distribution to beam position were not used. The 

photons were normally incident on the surface of the solid water buildup layer.

Dose deposition within each of the 10 layers comprising the scintillation 

screen was scored in equally spaced radial bins (Ar = 0.00784 cm, or 1/10 of a pixel 

width) to generate PSFrad. The area of the incident pencil beam was only 3.14xl0'6 

cm2, compared to 1.93x1 O'4 cm2 area of the central scoring cylinder. Dose was 

scored out to a maximum radial distance of 30 cm because that provided a balance 

between characterizing the detector response over the full 30 x 40 cm2 imaging area, 

and the computation time required to obtain dose estimates with reasonable statistical 

uncertainties in the outermost bins. For each dose kernel at least 2 x  108 histories 

were run, resulting in a maximum statistical uncertainty of ± 0.2 % in the central axis 

dose. The average dose in the full thickness of phosphor is

In order to accurately weight the optical spreading kernel with respect to the 

site o f  optical photon emission, it is necessary to understand how dose varies with 

depth within the phosphor. To investigate this we generated a central axis depth dose 

curve by summing the dose in the first five radial bins (a diameter o f ~1 pixel width) 

for each of the 10 screen layers.

(4.2)
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4.2.3 DETECT2000 Simulations

For the optical component of the problem we used the DETECT2000 Monte 

Carlo code,15 described in Sec. 3.4. Figure 4.2 depicts the geometry under 

consideration. As a result of the fluence of electrons and photons <J>o(x',yO incident 

on the screen, a three-dimensional dose distribution builds up within it. From the 

subsequent phosphorescence, we wish to determine the output optical fluence incident 

on the amorphous silicon array of the detector stack, d>(x,y).

Simulations were initiated with non-polarized photons originating 

isotropically16 at ten equally spaced points (point sources on CAX) within the 

scintillation screen, corresponding to the midplanes o f the EGSnrc scoring layers. All 

sources were given equal weighting for the simulations. The variation in optical 

source intensity due to the variation in dose with screen depth is incorporated into the 

overall kernels by the relative weighting of the dose kernels. Monoenergetic photons 

of wavelength 545 nm were specified because this is the dominant wavelength in the 

Gd2C>2S:Tb emission spectrum by an order o f magnitude.17 Although the index o f 

refraction, and scattering and absorption coefficients have a small dependence on 

wavelength, the variance in wavelength is small (< 4%),17 and therefore we expect 

that existing uncertainties in the values of the photon transport parameters (ie. scatter 

MFP = 10-25 Jim in Gd2C>2S:Tb) will be the dominant source of uncertainty in our 

results. Photons were scored in radial bins (Ar =  0.00392 cm, or 1/20 of a pixel 

width) as they crossed the boundary plane between the filter and the a-Si photodiodes. 

For each point source, 1.5x107 histories were run. Additional histories (7x107) were 

simulated for the tenth layer to look for evidence of a  change in the observed
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exponential falloff at larger radii, as some authors have used a double-exponential 

form to model optical spreading.2,4,18

In addition to the optical spreading kernels generated in response to photons 

emitted from each layer z,-, which are used in our comprehensive overall kernel, we

also consider an average response kernel defined as

10
£ p S F "‘»(r,z,)-PSF“V 1,z, ) w .

(PSF °"(r))=-S!------------- 5,---------------------- , (4.3)

2 X
i=l

where 'PS¥TZd(rhzi) is the relative central axis dose to layer z,- and wz is the relative 

proportion of optical photons that strike the photodiode plane emitted from layer z,-.

4.2.4 Combining the Kernels

The phosphor dose and optical PSF components were obtained in a cylindrical 

geometry for two reasons: first, because the PSF is, in theory, symmetric in the 

azimuthal direction and secondly, because annular bins of width Ar exhibit smaller 

statistical uncertainty than scoring bins of dimension ArxAr in Cartesian geometry. 

The kernels were combined in radial frequency space using the Hankel transform.19 

This allowed us to preserve the resolution necessary to adequately describe the optical 

kernels without the need for a large amount of computer memory. Eqs. (4.4-4.6) 

describe this process.

oo

HPSF138 {q, )=2tr jPSF®1 (r^zi) J Q (2nqr) rdr (4.4)
o
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HPSF^ {q, z. ) = 2tt J PSFopt (r, z , ) J 0 (2nqr) rdr (4.5)
0

overall

10 ~

2 ^  j (HPSFrad (q, z,) - HPSFopt (q, z,.))j0(2^r) qdq

PSFoverall(r) = (4-6)

i= 1

Here g is the radial frequency and J0(2nqr) is the Bessel function of the first kind of 

order 0. We used numerical quadrature to perform each of the integrations 

(interpolating PSFrad(r,zI) to match sampling intervals).

In order to render it suitable for image deconvolution, we mapped the radial 

pgpoveraii Qnt0 a 42 x  42 cm2 Cartesian grid having the same pixel pitch as the EPID. 

As pointed out by Rathee et al the area overlap mapping method can lead to errors 

in the Cartesian pixel values in steep gradient regions. We overcame this problem by 

exploiting the small bin width in our model and dividing each pixel into 312 

micropixels. Each micropixel was assigned the value of the radial region with which 

it overlapped most, and the final pixel value obtained as the average over its 

composite micropixels.

4.2.5 Experimental Measurement o f  the Line Spread Function

To provide experimental confirmation for this analysis, a standard angled slit 

technique21 was used to measure the EPID line spread function (LSF). The angled 

slit technique was developed to measure the presampled analog modulation transfer 

function of a system beyond the Nyquist frequency (beyond which digital sampling
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introduces an aliasing effect). A line of radiation is projected through a slit oriented 

at a small angle (~l-3°) with respect to one of the axes of the pixel matrix. Without 

this angle, the LSF is sampled only at points separated by a single pixel width. 

Introducing the angle allows us to identify the center of the slit (via maximum pixel 

values) with a precision smaller than a pixel width, and then to sample the LSF at 

distances from that center not restricted to integer multiples of a pixel width.

An illustration of the experimental apparatus is given in figure 4.3. Images 

were taken using a pair of machined lead blocks (25x10x5 cm3, 25 cm in the beam 

direction) separated by steel shims that formed a slit of width 380 pm to generate a 

line of incident radiation on the detector. The blocks were supported by a translation 

stand, which allowed the slit to be angled at 1.7° with respect to the EPID photodiode 

array. A 2 x  5 cm2 field (defined at isocenter) was projected onto the blocks, which 

were placed in intimate contact with the EPID deployed at 140 cm from the source. 

Solid water buildup layers 0.5 and 2.0 cm thick were placed on top of the EPID for 

the 6 and 15 MV beams, respectively. A pair o f images were taken for each 

measurement: the first with the beam traveling through the slit, and the second with 

the beam slightly offset so as to miss the slit. Each image was subject to the standard 

correction where a dark field image was subtracted from the raw image and the result 

divided by a  flood field image (Sec 2.2.4). For both images the high (quality) 

imaging mode was used, with the number of frame averages raised to 1000 to 

increase the signal-to-noise ratio.
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The pixel values used to form the LSF were obtained by subtracting the offset 

image from the slit image, thereby reducing the contribution from scattered radiation. 

We performed a linear regression analysis on the image column maxima to define a 

line coincident with the center of the slit. The distance to all data points (measured as 

x) was then calculated from this center line at x  = 0. Outlier pixel values, defined as 

lying 5 standard deviations outside of a local average (comprising ~1 % of the raw 

data), were removed from the data set, and the remaining pixel values were 

normalized to a global maximum. Then the pixel values were filtered using a 

windowed averaging technique to reduce noise (window width = 0.08 pixel). The 

effects o f  this filtering on the resulting LSF appeared negligible and were 

subsequently ignored.

We simulated the experimental data by integrating the Monte Carlo generated

pgpoverall tQ o b ta in  L gp22 35

OO

LSF0Vera“ (x) = JpsFovcraU (x,y) d y . (4.7)
-oo

The integration was performed numerically, with values of PSFoverall(x,j) obtained by 

interpolation of PSF°verall(r). The LSF was then convolved with a pair of top hat — 

functions -  one to account for the finite slit width and the other to account for the 

pixel width (aperture function).

4.2.6 Other PSF’s

A  literature survey demonstrates that the techniques used to generate a PSF 

for clinical dosimetry applications using the aS500 EPID vary. Certainly it is
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possible to generate an empirical spread function without the detailed knowledge or 

analysis described above. Chang and Ling for example assume a Gaussian shape, and 

determine the adjustable parameters by iterative optimization of the fit between 

measured and planned dose profiles for an IMRT field.23 Inspection of the measured 

line spread function for a similar detector 24 other Monte Carlo kernels generated for 

the aS500 EPID 2,4 and our own PSFoveraI1, suggests that the kernel would be better fit 

by a triple exponential curve. Hence we compare our comprehensive overall kernel 

with the empirical form,

VSB&U  to  = ^  + P f *  • (4.8)

The parameters P1-P5 were initially determined by fitting the triple exponential to our 

pgpoveraiî  -pken they were optimized through an iterative process to yield image- 

derived fluence values that conformed to diamond detector measured fluence profiles 

(described below) for a 10x10 cm2 field, and later a 20x20 cm2 field. Note that we 

distinguish a kernel not obtained through Monte Carlo simulation with our 

comprehensive model by a descriptive subscript.

We also consider a ‘thin stack’ kernel that consists of the combination of 

PSFtoTstKk 0 0 , a dose kernel based on a simplified model of the EPID, and a fit to our

averaged optical spreading kernel [Eq. (4.3)]. The simplified EPID model, analogous 

to that of Warkentin et al.,A consists of a water build-up layer (0.5 or 2.0 cm 

depending on energy), copper plate (0.1cm), phosphor screen (0.034 cm), glass 

substrate (0.11 cm) and water backing (2.5 cm) layer in intimate contact We 

generated P S F ^ ack(r) by scoring dose in the same annular bins as for the
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comprehensive model, but for the full thickness of phosphor. Based on our optical 

Monte Carlo results, the averaged optical kernel was assumed to have a single

exponential form, ^PSFopt (r ))|fi =exp(—A r). As with the comprehensive kernel,

PSF^tLk (r) was obtained as the convolution of its two components. Development 

of the thin stack kernel was motivated by reports from other authors describing 

overall kernels obtained from different models of the detector stack. Schach von 

Wittenau et al.s developed a “notional” a-Si detector that roughly approximates the 

aS500, and conducted a Monte Carlo investigation of its blur kernel. McCurdy et al. 

used the EGS4 user code DOSRZ to score the dose response to an incident pencil 

beam inside the Lanex Fast-B screen of the aS500 detector. The dose distribution 

was then combined with a double exponential plus delta function glare kernel 

developed from earlier work by Heijman et al.18 for a video EPID. Warkentin et al.4 

used a similar approach, modeling the dose deposition for a simplified detector in 

XYZDOS, and convolving that result with a glare kernel. The latter was determined 

empirically by fitting a double exponential function to fluence profile measurements.

4.2.7 Fluence Recovery

All kernels were assessed by the degree to which they successfully 

deconvolved static field images. We investigated kernel performance first on 

reference images o f an open 10x10 cm2 field (defined at isocentre) at 6 and 15 MV, 

and then on a 2 x  2 cm2 field, a 20 x 20 cm2 field and a 10 x  10 cm2 45° physically 

wedged field. In all cases the EPID was deployed at 105 cm SDD. It was assumed 

that variation in the blurring process over the SDD range (105 — 160 cm) was
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negligible. We used solid water buildup thickness of 0.5 cm for 6 MV and 2.0 cm for 

15 MV.

It is important to note that image pixel values are the result of acquiring a raw 

image, subtracting a dark field image, and then dividing the result by a flood field 

image (Sec. 2.2.4).25 This produces an image that is uniform for an open field, but in 

doing so washes out the beam profile. In order to recover the profile without re­

introducing pixel sensitivity variations we followed the correction technique of 

Warkentin et a l4 We used the Helax-TMS (MDS Nordion, Kanata, Canada) 

treatment planning system (TPS) to predict the fluence distribution incident on our 

detector. The TPS predicted the dose at a depth of 3 cm inside a water phantom of 

approximate EPID dimensions. Using the same water kernel described in reference 4 

the dose was deconvolved to predict the flood field fluence incident on the detector. 

This result was then convolved with our comprehensive psFoveraU to generate a 

simulated flood field image. Each acquired EPID image was subsequently multiplied 

by the simulated flood field image to yield pixel values PV(x,y). Henceforth we refer 

to this pre-processed image as the “flood field restored image”.

*■ -V . •.

The pixel values PV(x,y) can be considered a convolution of the incident 

energy fluence xF(x,y) with the true detector PSF(x,y)

OO OO

PV(x,y) = C J pF(;c ',/)-PSF  ( x - x ^ y - y ^ d x 'd y ' . (4.9)
oo oo

Here C is a normalization factor that relates the pixel values to the blurred energy 

fluence distribution in the photodiode plane. In this work C is not determined
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independently, hence our attention is confined to an examination of relative fluence. 

Approximating the true detector PSF(x,y) with our calculated PSFoverall(x,y), we 

inverted Eq. (4.9) to recover '¥(x,y) via deconvolution as

the original and deconvolved images were normalized to the mean pixel value in a 1 x

4.2.8 Kernel Performance Evaluation

In order to evaluate kernel performance in recovering incident energy fluence, 

we compared profiles measured using the EPID with those measured using a PTW 

diamond detector26,27 type 60003 (PTW Freiburg, Germany) with 1.7 cm (15 MV) 

and 1.1 cm (6 MV) diameter brass buildup caps and Wellhofer’s Blue Phantom 

scanning apparatus (Wellhofer Dosimetrie, Schwarzenbruck, Germany). A similar 

comparison has been made by other authors.4 The apparatus was set up to scan in the 

cross-plane and in-plane directions through the central axis at the same SDD as the 

EPlD’s imaging plane (106.3 cm). The diamond detector was oriented along the " 

gantry axis. Corresponding EPID data was obtained by extracting a line of pixels in 

the middle of each field. The field edges were determined using the MATLAB 

(Mathworks Inc., Natick, MA) edge detection function. The diamond detector and 

EPID profiles were then aligned using a shift-correction that minimized the 

displacements between points having 50% of maximum intensity, yielding a

FT{PV(x,y)} ’ 
FT  |psF0VCTaU (x, y)}

(4.10)

where FT  and F T 1 denote the Fourier transform and its inverse, respectively. Both

1 cm2 region in the center o f the field.
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maximum error in profile overlap of a single pixel width. It should be noted that the 

profiles measured with the diamond detector are themselves blurred because of the 

finite size of the detector plus buildup cap, an effect which becomes most relevant 

when comparing small fields, ie. 2 x 2  cm2. In order to give a true measure of the 

relative fluence, the diamond detector profiles would also need to be deconvolved 

with an appropriate detector response function.

For quantitative comparisons, we used the % evaluation technique proposed by 

Bakai et al.,2S which is based on the y  evaluation concept of Low et al?9 In the % 

technique, a multi-dimensional ellipsoid of acceptance is defined by ADmax — the 

maximum acceptable dose difference at a point, and Admax -  the maximum acceptable 

distance-to-agreement. For values of |%|< 1, the difference in two dose distributions is 

considered to be acceptable. In our comparisons we chose ADmax = 2% (of the signal 

at the central axis), and Admax = 0.0784 cm (one pixel width). Reported % scores 

compare profile data only; measurements over the entire EPID imaging plane were 

not obtained with the diamond detector. In general, two numbers are reported for the 

fraction of % scores <1 .0  corresponding to each case considered. The first compares 

the relative EPID dose in the flood field corrected image profile (blurred) to the 

relative in air dose profile measured by the diamond detector (approximating 

fluence). The second compares the relative EPID profile after deconvolution (a better 

approximation to fluence obtained from the EPID image) to the same diamond 

detector profile.
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4.2.9 Diamond Detector Response Function and Fluence Recovery

It is important to note that the majority of diamond detector profiles presented 

have not been subjected to a deblurring process themselves. Traditionally this has 

been justified by the small active volume of the detector (0.0014 cm3), however, these 

measurements are not free from volume averaging effects as our results will 

demonstrate. As a follow up investigation, we modeled a blur kernel for our diamond 

detector in the dose measurement configurations outlined above. Using DOSRZnrc, 

we first developed an edge response function, and from this we derived a one­

dimensional blur kernel. We then deconvolved a raw diamond profile to recover the 

relative incident fluence, which allowed us to gauge the significance of ignoring this 

step.

Based on the information available in the operator’s manual, we developed a 

rudimentary model of the diamond detector that consisted of a brass buildup cap 

(Cu3Zn2, p = 8.6 g/cm3), a central volume containing the diamond (modeled as 

carbon, p = 3.5 g/cm3), and a water filler that approximated the structural materials in 

the rest of the detector volume. The brass buildup cap had a length of 2.0 cm, a 

diameter of 1.1 or 1.7 cm, and a thickness of 0.185 or 0.485 cm corresponding to the 

6 or 15 MV setup, respectively. The diamond was modeled with a diameter of 0.240 

cm and a thickness of 0.031 cm, and was centered on the z-axis 0.1 cm beneath the 

buildup cap. Signal wires were not incorporated into the model.
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Although DOSRZnrc is published with a variety of source options, none are 

sufficient for modeling an edge response function. Essentially, we needed to score 

the dose to the diamond detector as it traversed a radiation field boundary 

(contributions from photons scattered in air beside the buildup cap are neglected). To 

accomplish this, a broad parallel beam incident from the side (positive y-axis, 

ISOURCE =10) was simulated. Both the 6 MV and 15 MV spectra were the same as 

those used to generate PSFrad. The x and z beam parameters were defined to match 

the dimensions of the diamond detector model projected on the x-z plane. We then 

modified the published code to include a parameter XSHIFT -  a translation in the x- 

direction of photon coordinates -  immediately before entering the SHOWER 

subroutine. XSHIFT was increased stepwise for successive simulations in increments 

of 0.05 cm until the cumulative translation was such that no incident photons struck 

the edge of the brass buildup cap. This produced the diamond detector’s edge 

response function ERFdd(x).

The derivative o f the edge response function is the line spread function, 

which for a scanning “point” detector is a blur kernel, LSFdd(x),

LSFDD(x) = -fER FDD(x), (4.11)
ax

or numerically,

LSFdd(x;) * ERFdd̂ ) ~ ERFdd(^-i) (4 12)
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Because the blur kernel is symmetric in the x-dimension (as modeled), we averaged 

corresponding data values on either side of the center line to reduce statistical 

fluctuations in the results.

To recover the fluence incident on the diamond detector, we performed the 

same operation outlined in section 4.2.7 (Eqn. 4.10), only limited to the x-dimension. 

We initially concentrated on the diamond detector profile measured in the cross-plane 

direction through a 6 MV 10x10 cm2 field in order to understand the difference 

incorporating this operation would have on our results. We then extended the 

investigation to include a cross-plane profile through a 6 MV 2x2 cm2 field, where 

previously the flood field corrected EPID data (without deconvolution) had resulted 

in a sharper profile than that measured with the diamond detector.

43 RESULTS AND DISCUSSION

4.3.1 Dose Deposition Kernel
• •  ■**.

4.3.1.1 Depth Dose in Scintillation Screen

Figure 4.4 depicts the depth dose scored in a 0.0784 cm diameter radial bin for 

both 6 and 15 MV beams. These curves demonstrate the degree of nonuniformity o f 

dose deposited across the thickness of the phosphor by the pencil beam, and exhibit 

both a buildup region and a falloff region. The maximum dose occurs at a depth of 

0.0136 cm for the 6 MV beam and 0.0170 cm for the 15 MV beam. There is a 28%
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difference between the maximum and minimum doses at 6 MV, and a 17 % 

difference at 15 MV.

4.3.1.2 Pencil Beam Response in Scintillation Screen

Figure 4.5 shows the behaviour of ^PSFrad(r)^, the dose in the full thickness

of the phosphor, at 6 and 15 MV. Energy differences in primary electron transport 

result in close range (< 5 cm) differences in these dose PSFs. The relative dose in the 

‘tails’ contributed by scattered photons is lower for 15 MV than for 6 MV. For both 

beam energies the curves are observed to drop eight orders of magnitude at a radial 

distance of 30 cm. The central scoring bin yielded an average dose per history of 

(2.12 ±  0.04) x  10'16 Gy and (1.52 ± 0.03) x 10'16 Gy for the 6 and 15 MV beams, 

respectively. The average dose per history scored inside a 30 cm radius circle was 

(8.57 ±  0.03) x  10'23 Gy at 6 MV and (1.194 ± 0.004) x  10’22 Gy at 15 MV. The 

uncertainties are standard deviations calculated from subsets o f 10 runs, each having 

1/10* the total number of histories.

4.3.2 Optical Spreading Kernel

Figures 4.6 and 4.7 depict results from the DETECT2000 simulations. Figure 

4.6 shows the total number of optical photons incident on the photodiode layer as a 

function of the depth of emission within the phosphor. Relative contributions from 

each phosphor layer increase in a roughly linear fashion as the photodiode layer is 

approached. Given the broader distribution of detected photons emerging from the 

upper layers (see Fig. 4.7), it appears that the contribution to the overall optical
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fluence from these layers is not entirely negligible. Kausch et al31 estimated a total 

escape probability of 70 % for photons 50 Jim from the photodiode plane within a 1 

mm thick phosphor, whereas we calculated a value for photons 51 jim from the filter 

(about the same depth in the phosphor) of only about 6 %. It is important to note that 

in our EPID model, the optical filter significantly reduces the number of photons 

reaching the photodiode plane.

In Fig. 4.7 we present the relative optical fluence as a function of radial 

distance from emission points located in the first (z =  0.0017 cm) and tenth (z = 

0.0323 cm) phosphor layers, as well as two intermediate layers. The curves exhibit 

an initial shoulder and fall off exponentially beyond 0.04 cm (~ 1/2 pixel width) with 

very similar exponential decay coefficients. As depth in the phosphor increases, a 

distinct peak centered at the origin emerges due to an increasing contribution from 

non-scattered optical photons. The average response kernel defined in Eq. (4.3) was

fit using a single exponential function, ^PSFopt( r ) ^  = e x p (- /lr) . Due to the

different CAX depth dose curves (see Fig. 4.4), there is a slight dependence of the fit 

on beam energy. Regression analysis yielded values of X = 49.3 cm'1 and X = 49.5 

cm*1 for the 6 and 15 MV beams, respectively, with a squared correlation coefficient 

of 0.999 for each case. The results are shown in figure 4.8.

4.3.3 Overall Blur Kernel

The overall blur kernels obtained by combining the dose and optical kernels 

are presented in figure 4.9. We see that the curves are generally similar in shape to -
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corresponding dose kernels for the full thickness of phosphor (Fig. 4.5). The 15 MV 

curve is broader inside a 5 cm radius, but tends to exhibit behavior similar to the 6 

MV curve in the tail. As observed by previous investigators,8 the inner broadness of 

the 15 MV kernel is primarily due to lateral electron transport. Dose deposition 

simulations done with electron transport turned off confirm this. Also shown for 

reference in figure 4.9 is ^PSFrad̂  for the 6 MV beam. Incorporating optical

spreading noticeably broadens the overall kernel. 6 MV kernels for different 

thicknesses o f the solid water backscatter (2.5,1.5 and 0.0 cm) are shown in figure

4.9 (c) to gauge the relative contributions o f the optical spreading and backscatter. 

Note that the 0.0 cm case did not include the rear housing material of the detector, 

which was present for the 1.5 and 2.5 cm solid water cases. Modeled backscatter 

contributions manifest outside a radius of ~1 cm and appear to contribute to the 

broadening o f the overall kernel with roughly the same magnitude as optical 

spreading in the tail regions.

4.3.4 Comparison with Experimental LSF

Figures 4.10 and 4.11 show the processed images analyzed, as well as the raw 

slit and offset images acquired to measure the LSF for the 6 MV and 15 MV photon 

beams, respectively. The images have been magnified by a factor o f 2.5 to give a 

better view o f the slit region. Figure 4.12 compares the simulated LSFs to our 

experimental data, which is plotted to a  maximum distance from the center o f the slit 

of 1.2 cm (15 pixels). A windowed average (spanning 20 data points) was fit to the 

data points to help quantify the differences. Both the 6 and 15 MV simulation results
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agree quite well with the experimental data. At a radial distance o f 2.5 pixels we 

observe the largest differences o f 0.9% and 1.2% of the central value for the 6 and 15 

MV beams, respectively. These small differences likely arise from uncertainties 

inherent in our Monte Carlo model (i.e. the assumption of a uniform water slab for 

backscatter, a spatially invariant incident photon spectrum,14 and a point x-ray source) 

as well as limitations in the experimental method (i.e. scatter from the lead blocks 

forming the slit, and non-uniformity in slit width). Beyond a distance of 15 pixels 

from the center of the slit, it becomes difficult to distinguish the EPID signal from the 

background noise.

4.3.5 Energy Fluence Recovery

Figure 4.13 depicts cross-plane and in-plane profiles for a 6 MV 10x10 cm2 

field generated by deconvolution with psFovera11, plotted along with flood field 

restored image profiles and diamond detector profiles. In figure 4.14, the magnitudes 

of the % scores are shown as functions of cross-plane and in-plane distance. As 

expected, the differences between flood field restored image and diamond detector 

profiles are significantly reduced. The largest reductions occur outside the field and 

close to the field edges. The deconvolved EPID image profiles have sharper edges 

than the diamond profiles. This is due to the volume averaging in the diamond 

detector buildup cap. Inclusion o f the optical kernel provides better agreement with 

the measured profile. In Fig. 4.13 (c) we show the cross-plane geometry again where

the deconvolution has been performed with^PSF13̂ . Although perhaps not obvious 

at first, the difference becomes apparent in Fig. 4.13 (d), where we focus on the
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exterior portion of the penumbra where the deconvolution has been performed both 

with psFovera11 and P̂SFrad̂ . In figure 4.15 we present histograms of the % scores for

the profiles in figure 4.13. With deconvolution using PSFoveraI1 there is a substantial 

increase in the fraction of acceptable % scores, from 49.0 % to 92.0 % for the cross­

plane profile, and from 43.4 % to 89.9 % for the in-plane profile. Post-deconvolution 

% values > 1.0 are mainly attributable to differences in the high gradient regions at the

field edges. When the deconvolution is performed using ^PSFrad̂  there is almost no

change in acceptance results using our chosen parameters (AD = 2%, Ad = 0.0784 

cm). When the parameters are tightened (AD = 1%, Ad = 0.0784 cm), % values >1 .0  

after deconvolution are reduced to 78.6 % for p sF overaI1 and 66.1 % for ^PSFrad̂ .

A 10 x 10 cm2 field at 15 MV was also examined, where the differences 

between the flood field restored image (before deconvolution) and diamond detector 

profiles are greater than at 6 MV. Deconvolution in this case increased the proportion 

of % scores <1.0 from 37.4 % to 83.3 %. The 15 MV result did not reach the same 

degree of acceptance as the corresponding 6 MV case for several reasons: there were 

fewer values already in the acceptance range at 15 MV, there was more noise in the 

15 MV image, and the detector response function was not deconvolved from the 

diamond detector profile (15 MV measurements were made with a thicker buildup 

cap, hence were blurred more).
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Kernel performance across a range of field sizes was assessed by considering 

2 x 2  cm2 and 20 x  20 cm2 fields. Quantifying performance for the 2 x 2 cm2 field 

proved difficult since the diamond detector buildup cap blurs the incident fluence 

over a significant fraction of the field width. A follow-up study examining diamond 

detector blur and which includes this field is presented in section 4.3.7. For the 20 x  

20 cm2 field at 6 MV the number of % scores <1.0 increased from 43.1 % to 96.0 %. 

There is a slight under-response (~1%) as compared to the diamond detector profile 

outside the field edges. For this larger field, the photon spectrum is known to change 

with radial distance.14,32 Our work did not attempt to model variations in the kernel 

with distance from the central axis, however, as the flood field correction process 

(section 2.2.4) already compensates for off-axis spectral effects to a large degree.

We also considered a 10 x 10 cm2 45° physically wedged field at 6 MV, the 

fluence profile for which is depicted in figure 4.16. The improvement seen in the 

measurement after deconvolution with psF°vera11 js not as substantial as for the 

corresponding open field; the fraction of % scores <1.0 increased from 40.3% to 

73.9%. Noise in the diamond detector profile is ~  5%. On the right hand edge o f the 

field we see that deconvolution results in an over-response. Because the phosphor 

energy response is non-uniform and the beam is harder in this more heavily 

attenuated portion of the field, it is likely that the open field kernel used in 

deconvolution is overcompensating. The inaccuracies introduced in the open field 

cases by ignoring beam spectrum changes off-axis beyond those addressed by flood 

correction are expected to be considerably smaller in magnitude.
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4.3.6 Other PSF’s

The triple exponential kernel fit parameters are shown in table 4.1 along with 

X2 values*3 indicating the goodness of fit to our comprehensive kernels. For an open 

10x10  cm2 field at 6 MV the deconvolution using the triple exponential kemal 

improved % scores < 1.0 to 90.3 % -  approaching the value o f 92.0 % obtained with 

the comprehensive kernel. Similar results were found for the 15 MV case (see table 

4.2). It was possible to manipulate the kernel’s parameters to improve the kernel’s 

performance for a specific field size (ie. we were able to obtain 92.6 % of % scores < 

1.0 for a 10 x 10 cm2 field), but this resulted in decreased performance for the other 

field size investigated. It is therefore important to keep in mind that when an 

analytical function is used to represent the PSF, fit parameters should be derived from 

a consideration of the kernel’s performance across the intended application range of 

field sizes, rather than for a single field.

PSF°^f„i. also performed quite well. In comparison with the other kernels for

the 6 MV beam (Fig. 4.17) it exhibited a steeper falloff in the tail, but this did not 

appear to greatly affect its performance for our agreement criteria. At 6 MV for a 10 

x  10 cm2 field the percentage o f % scores <1.0 was 93.0 %, and for a 20 x  20 cm2 

field, 92.0 %. Other authors have used empirically determined “glare” kernels in 

combination with Monte Carlo calculated dose kernels for simplified detector

11 p  T h e  x2 statistic here should not be confused w ith  the % score described previously in  this paper.

N ( F  —E  )2H e r c ^ 2 =  y 1'- i i ' , where Fj and and £  are  the fitted and expected (comprehensive simulation) PSF values,

f=i & i
respectively. Ci is  the standard error in the expected value, which has been approximated as the standard deviation in the dose 
kernel points.
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models.2,4 Our result for ^PSFopt̂  suggests that only a portion of these glare kernels

can be attributed to optical spreading, and that the remainder (such as a second 

exponential term) is needed to compensate for missing contributions to the dose 

kernel.

4.3.7 Diamond Detector Response Function and Fluence Recovery

The follow-up investigation allowed us to calculate blur kernels (LSFDd(*)) 

for the diamond detector in 6 and 15 MV photon beams, which were then used to 

deconvolve selected beam profiles. The Monte Carlo generated diamond detector 

blur kernels are shown in Fig. 4.18. These kernels were found to have a FWHM of 

0.27 cm and 0.29 cm for the 6 and 15 MV beams, respectively. Statistical 

uncertainties in the edge response function data were ~  2% and their propagation 

resulted in the error bars in the figure.

In Fig. 4.19 we present the resulting diamond detector measured fluences 

where the profiles have been subject to deconvolution using L S F d d (* )- Fig. 4.19(a) 

considers the cross-plane profile for a 6 MV 10x10 cm2 field, corresponding to that 

shown in Fig. 4.13 (a). Comparing the two figures, it is apparent that the resulting 

diamond fluence is sharper after deconvolution. However, the improvement does not 

appear to be significant when assessed using our (2%, 0.0784 cm) agreement criteria. 

The percentage of x  scores < 1 with the deconvolved diamond profile improves from 

46.2% to 89.7%, versus an improvement from 49.0% to 92.0% without 

deconvolution. With tighter criteria (1%, 0.0784 cm) the percentage of % scores < 1
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with the deconvolved diamond profile improves from 20.9% to 75.9%, versus an 

improvement from 20.6% to 66.1% without deconvolution. This suggests that for the 

10x10 cm2 and 20x20 cm2 fields presented in this study, deconvolving the diamond 

profiles would not have a significant effect on the reported % scores using the (2%, 

0.0784 cm) criteria. It is possible that we may observe a larger difference in the % 

scores reported when the EPID image deconvolution is performed with 

(PSFrad) indicating a stronger effect resulting from incorporating the optical 

spreading in the psFoveraI1.

In figure 4.19(b) and (c) we present a small field case, showing cross-plane 

profiles for a 6 MV 2x2 cm2 field after, and prior to, deconvolution of the diamond 

detector profile, respectively. In (c) there is a notable sharpening o f the EPID profile 

after deconvolution of the EPID image, but the flood field corrected image profile is 

already considerably sharper than the diamond detector profile, so a quantitative 

comparison using the % method indicates that EPID image deconvolution affords little 

improvement. With the diamond profile deconvolved, the true effect of deconvolving 

the.EPID image is now apparent. The percentage of % scores < 1 improves from  ̂

96.0% to 99.2%. Thus it can be seen that the volume averaging effect present in the 

diamond detector measurements becomes increasingly more significant for smaller 

field sizes.
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4.4 SUMMARY AND CONCLUSIONS

By comprehensively simulating the processes o f dose deposition within the 

scintillation screen of the aS500 EPID and spreading of optical photons arriving at the 

photodiode plane, we were able to derive overall blur kernels for 6 and 15 MV photon 

beams consistent with EPID LSF measurements. The kernels were implemented in a 

deconvolution process that yielded relative energy fluence measurements from EPID 

images for a variety of static fields. Using the % metric, we compared deconvolution 

results to energy fluence measurements made using a diamond detector. We saw a 

dramatic improvement in EPID relative energy fluence profiles after deconvolution, 

with % scores > 1.0 generally limited to high gradient regions where volume 

averaging effects influenced the diamond detector readings. Agreement within 2 % 

relative fluence or 0.0784 cm distance to agreement was consistent across a range of 

field sizes, in both the cross- and in-plane directions. The influence of the optical 

kernel was found to be negligible for these % acceptance parameters, but for tighter 

parameters (AD = 1%, Ad = 0.0784 cm) it resulted in an improvement from 66.1% 

(without the optical kernel) to 78.6% (with the optical kernel) o f % scores < 1 (from

20.6 % before deconvolution). The comprehensive kernels are a limited 

representation of physical reality insofar as the spectrum from which they were 

derived was a generic CAX spectrum for a Varian linac, assumed to be emitted from 

the x-ray focal spot and invariant as a function of radius. In the situation where a 

steel wedge modifies the incident spectrum across the field, the kernel does not 

perform as well as for open fields. Furthermore, the assumption of a spatially 

invariant kernel may also be weakened somewhat by electrical cabling and support
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structures below the apparatus that result in non-uniform backscatter contributions to 

dose in the phosphor, an issue recently addressed by Ko et al.7

There are several approaches to obtaining a blur kernel for a-Si EPID-based 

dosimetry applications. Using a simple analytical function to approximate the kernel 

offers the advantages o f being quick to implement and flexible in permitting 

adjustment of parameters to optimize performance. We found that a triple 

exponential form, which could be determined by entirely empirical means, closely 

approximated our comprehensive pSFoveraU and was able to closely match the 

performance of our comprehensive kernel. Combining a dose kernel derived from a 

simplified model of the EPID with an empirical optical kernel seems to bridge the gap 

between empirical estimation and full simulation. Monte Carlo simulation of the dose 

deposition in the phosphor layer ensures that the major portion of the physics 

controlling the shape of the PSF is accurately modeled. An empirically derived 

optical spreading kernel then characterizes the spread of optical photons, but in 

addition may compensate for inaccuracies in the radiation transport simulation.

The comprehensive simulation presented here provides additional insight into 

the physical processes contributing to the overall blur kernel for a commercial a-Si 

EPID. The optical part of the kernel, frequently modeled as a double exponential 

function, was found to exhibit a falloffbest described by a single exponential, and to 

demonstrably broaden the overall PSF. Apart from an overall constant appearing in 

the deconvolution formula [Eq. (4.10)], the blur kernel obtained from a full
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simulation of the image formation process did not incorporate any free parameters, 

yet performed very well in recovering incident energy fluence for a range of static 

field sizes at both 6 and 15 MV. Consequently, the full simulation approach 

described here appears suitable for generating PSF’s that could be used as clinical 

standards for different EPID designs. Lastly, in a follow-up investigation we 

quantified the blur arising from volume averaging in our diamond detector 

measurements, and removed it from selected beam profiles. It was demonstrated that 

for the (2%, 0.0784 cm) acceptance criteria, the consequences o f this operation for the 

majority o f results presented here are minimal. A notable exception was that 

deblurring the diamond profile for a 2x2cm field resulted in improved % scores after 

EPID image deconvolution, which previously was not the case. This result confirms 

the notion that deblurring diamond detector profiles can be important for very small 

fields.
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Form Pi (cm*1) P2 P3 (cm'1) P4 P5 (cm'1) X2 (fit to
pgpoverall̂

t> q 'covera ll 
triple exp 6MV

25.0 8.0E-04 2.0 1.7E-05 0.18 0.075

T ) Q r o vcrall 
triple exp 15MV

23.0 2.5E-03 1.7 8.0E-06 0.18 0.589

Table 4.1. Parameter values determined empirically for the triple exponential form of 

the PSF.

Kernel Energy
(MV)

Field Size 
(cm2)

Profile
Direction

Field Before
Deconvolution

After
Deconvolution

pSp overall 6 10x10 cross-plane open 49.0 92.0
pSpOvcrall 6 10x10 in-plane open 43.9 89.9
pSpo^H 15 10x10 cross-plane open 37.4 83.3
pSpovcrall 6 20x20 cross-plane open 43.1 96.0
pSpOvenUl 15 2 0 x 2 0 cross-plane open 22.8 85.8
pSp ovcraH 6 10x10 cross-plane wedged 45° 40.3 73.9
(PSFrad) 6 10x10 cross-plane open 20.6* 66.1*
p S p o v c r a l l 6 10x10 cross-plane open 20.6* 78.6*

'p o -p o v c ra ll  
triple exp

6 10x10 cross-plane open 49.0 90.3
p ^ - p o v e ra l l  

^ t r i p l e  exp
6 20x 2 0 cross-plane open 43.1 96.2

’P Q -pO verall 
triple exp

15 10x10 cross-plane open 37.4 84.4
*DO*c overall 

^ t r i p l e  exp
15 2 0x 2 0 cross-plane open 22.8 88.0

p o p o v e r a l l
' r o r  thin stack

6 10x10 cross-plane open 49.0 93.0
p o 'p O Y e ra ll 
r o r thin stack

6 20x 2 0 cross-plane open 43.1 92.0

Table 4.2. A summary of the percentage of % scores < 1.0 (in last two columns) 

corresponding to the different kernels and parameters investigated in this work. The 

acceptance criteria were defined as a distance to agreement o f 0.0784 cm and a dose 

difference of 2% of the central axis value. Values marked with an asterisk used a 

smaller dose difference of 1%.
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incident beam
solid water buildup

fibreglass cover- 

copper p late

GdjOjSrTb 

optical filter
photod iode  
surface  
b ack  cover  
solid water

protective housmg

protective housmg

Figure 4.1. The principal components of the EPID detector stack. Additional 

supporting structures and substrate materials such as glass, foam, paper and fiberglass 

are also present The pencil beam is incident on the top surface of the buildup layer. 

The phosphor is divided into 10 equal layers defined by discrete values of z.
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dV

d,-

Figure 4.2. Geometry considered for the optical component of signal spreading. "  

Optical photons are produced with an isotropic distribution in the scintillation screen 

(s) at point P (x '/,z), and travel through the screen and through the optical filter (f) 

until they strike the photodiode surface (d) at a point Pd(x,y,dd). Two possible optical 

photon paths are illustrated.
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Figure 4.3. The apparatus used to measure the LSF. A 2 x  5 cm2 field is projected 

onto a 380 pm slit to form the slit image at an angle of 1.7° (a). Subsequently the 

lead blocks are laterally translated ~ 2 cm on the translation stage such that the field 

does not pass directly through the slit, thereby forming an offset image (b). ;
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Figure 4.4. Relative dose deposited along the CAX in the EPID scintillation screen. 

The dose deposited in a 0.0784 cm diameter radial bin for each of the ten layers is 

normalized to the layer having maximum dose. The figure illustrates the presence of 

dose buildup and fall-off within the screen in response to an incident pencil beam of 

photon radiation.
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  6MV
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zs

—  6 MV 
 15 MV

® 10*

0 5 10 15 20 3025
radial distance from center (cm)

Figure 4.5. The relative dose in the full thickness of phosphor as a function of near 

radial distance (0-2.5 cm) (a) and far radial distance (0-30 cm) (b) from the point of 

incidence o f a 10 pm wide pencil beam. Both the 6 and 15 MV beam responses have 

been normalized to unity in the central scoring bin.
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Figure 4.6. The total number of optical photons scored on the exit surface of the 

optical filter as a function of the depth of the point o f emission within the scintillation 

screen. 1.5x10 photons were initiated at each emission point
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10
• z = 0.0017 cm

  z = 0.0119 cm
—— z = 0.0221 cm 
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Figure 4.7. The relative optical fluence reaching the photodiode plane as a function 

of radial distance, for four different emission depths. This set of four curves is a 

sample of the ten produced in this study. A distinct shoulder emerges on the curves 

for emission depths closest to the detection plane due to an increasing contribution 

from non-scattered optical photons.
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10'

•1
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■s10
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radial distance from center (cm)

0.1 0.15 0.2
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Figure 4.8. ^PSFopt̂  for 6 MV (a) and 15 MV (a) beams. Single exponential fits to

the data with attenuation coefficients X =  '49.3 and 49.5 cm'1, respectively, are also 

shown.
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u.
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u.
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25
radial distance from center (cm)

Figure 4.9 (a) and (b). PSFoveralI(r) calculated for 6 and 15 MV beams, normalized to 

the central bin, shown in the near range (0-2.5 cm) (a) and far range (0-30 cm) (b).

^PSFrad(r)^ is also shown at 6 MV to illustrate the change in the kernel due to optical

spreading. The 15 MV kernel is broader inside a 5 cm radius due to increased lateral 

electron transport at the higher energy. The tails display similar behavior, running 

nearly parallel beyond 10 cm.
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~  <PSFf*d>
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Figure 4.9 (c) and (d). In (c) 6 MV results are shown for different thicknesses of 

solid water backscatter to gauge the relative contributions of backscatter and optical

spreading. ^PSFrad (r)^ is also shown in (d) to directly illustrate the influence of the

solid water backscatter thickness on the dose deposition kernel. For the 0.0 cm case, 

the rear panel of the detector was also removed.
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Figure 4.10. The images used for the LSF measurement at 6 MV. The original slit 

image (a), the offset image (b) as well as the final image (c) resulting from 

subtracting the pixel values of image (b) from image (a). The images have been 

magnified by a factor of 2.5 to give a better view of the slit region.
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Figure 4.11. The images used for the LSF measurement at 15 MV. The original slit 

image (a), the offset image (b) as well as the final image (c) resulting from 

subtracting the pixel values of image (b) from image (a). The images have been ~ 

magnified by a factor of 2.5 to give a better view of the slit region.
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Figure 4.12. A comparison of our 6 MV (a) and 15 MV (b) LSF experimental data 

with the LSF calculated from our simulated PSF. A windowed average fit o f the data 

points (spanning 20 points) is shown for each case as well. The data and simulation 

agree well as they fall through over two orders o f magnitude across a distance of 15 

pixels.
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 deconvolved im age
  FF resto red  im age
 diam ond detector12
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Figure 4.13 (a) and (b). Cross-plane (a) and in-plane (b) profiles for a 6 MV 10 x 10 

cm2 field after deconvolution with PSF°vcra11, plotted along with flood field restored 

image and diamond detector profiles.
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Figure 4.13 (c) and (d). In (c) the deconvolution had been performed with

^PSFrad̂  in the cross-plane geometry. Differences due to the incorporation of the

optical kernel are highlighted in (d), which focuses on the penumbra region where 

deconvolution has been performed both with (solid line) and without (dotted line) the 

optical kernel.

PSFovera"i 
diamond detector
<PSFrad> deconvolved image

deconvolved image

....  .........
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Figure 4.14. Magnitudes of the % scores corresponding to the image profiles in Fig. 

4.12, cross-plane (a), and in-plane (b). Distinct peaks are seen in the high gradient 

regions both before and after deconvolution. The most substantial decrease is seen in 

the regions outside of the field.
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Figure 4.15. Histograms comparing the % scores of the flood field restored and 

deconvolved image profiles in Fig. 4.12, cross-plane (a and b), and in-plane (c and d). 

The dashed line on each histogram indicates a % score of 1.0—below which the 

difference is considered acceptable. Deconvolution increased the percentage of 

acceptable points from 49.0 % (a) to 92.0 % (b) cross-plane, and from 43.4 % (c) to 

89.9 % (d) in-plane. After deconvolution the scores are more heavily weighted 

towards the low end (most acceptable -  least discrepancy). Due to the high gradient 

regions at the edges of the field and the volume averaging inherent in the diamond 

detector measurement, some high % scores cannot be avoided.
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Figure 4.16. A 10 x  10 cm2 45° physically wedged field at 6 MV. Deconvolution 

improves the profile measurement outside of the field. Improvements inside the field 

are not apparent.
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Figure 4.17. Comparison of different approaches to kernel calculation for the 6 MV 

beam. The solid line is the result derived from our comprehensive Monte Carlo 

model. The dotted line is a triple exponential function, obtained by fitting the 

comprehensive kernel, which could also be determined empirically. The open circles 

depict the result from our thin stack model, which differs in the tail region.
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Figure 4.18. The blur kernels (LSFdd(*)) for the diamond detector. The FWHM is 

approximately 0.27 cm and 0.29 cm for the 6 and 15 MV beams, respectively. Error 

bars derive from the statistical uncertainties in the edge response function data.
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Figure 4.19 (a ) . A cross-plane profile for a 6 MV 10x10 cm2 field corresponding to 

that shown in Fig. 4.13 (a). Here the diamond detector profile has been deconvolved 

using LSFdd(*)- The resulting diamond fluence is visibly sharper, but the fraction of 

% scores < 1 is not increased significantly.
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Figure 4.19 (b) and (c) . Cross-plane profiles for a 6 MV 2x2 cm2 field, with the 

diamond detector profile deconvolved (b) and for comparison, before deconvolution 

(c). The fraction of % scores < 1 noticeably improves after deconvolution of the 

diamond profile for this smaller field.
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Chapter 5: Consequences of the spectral response of an a-Si 
EPID and implications for dosimetric calibration

5.1 INTRODUCTION

This chapter considers the aS500 EPID as a dosimeter with specific emphasis 

on its response across a 6 MV spectrum of photon energies and the consequences for 

dose calibration. In general, EPIDs have demonstrated considerable success in 

making dosimetric measurements1'6 and offer an efficient alternative to other two- 

dimensional dose measurement technologies such as film. It has been established that 

a-Si EPIDs that employ high-Z scintillation screens, such as Gd202S:Tb, have an 

increased sensitivity to low energy (< 1 MeV) photons.3,7'11 This is in contrast with 

the fairly linear response vs. photon energy observed above 1 MeV where the 

Compton interaction dominates. Generally, EPID pixel values are calibrated against 

ion chamber readings in an open reference field where the energy spectrum is 

essentially that which exits the head of the linac.4,6 However, the energy spectrum 

incident on the EPID can vary from that used for calibration. For example, beam 

hardening caused by a compensator or copious tissue can lead to a decreased fraction 

of low energy photons incident on the EPID. Such scenarios can alter the detector 

response from that observed under open field calibration conditions and introduce 

errors when converting from pixel values to dose.

In this chapter we investigate practical means to minimize the over-response 

of a commercial EPID to low energy photons. Our aim is to obtain a consistent EPID
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dose-response under a variety of irradiation conditions where the incident 6 MV 

spectrum has hardened compared to an open field. Here we focus on the EPID 

response during compensator design verification measurements, but this work can 

also be applied in situations where a patient or phantom has hardened the beam. 

Naturally, any means of acquiring a consistent dose response needs to be balanced 

against possible degradation of the EPID’s imaging characteristics.

Studies undertaken to date for other EPIDs suggest that this goal can be 

achieved for water-equivalent attenuators using an additional layer of copper (Cu) 

placed on top of the detector.3,10 This layer would augment the internal Cu plate 

found in indirect detection EPIDs, which has been shown by Lachaine et a l9 to have 

an optimal detective quantum efficiency for a thickness of 1 mm. Additional buildup 

material is useful in dosimetry applications to ensure that charged particle equilibrium 

is attained at the phosphor layer, and can also serve to further attenuate scattered 

radiation incident on the detector. Partridge et al.10 suggest that Cu would be ideally 

suited for this purpose. Due to a sharp rise in mass attenuation coefficient below 500 

keV, Cu preferentially attenuates the photons to which the EPID has an increased 

sensitivity. McDermott et a l3 considered the response of an Elekta iViewGT a-Si 

EPID deployed downstream of a solid water phantom. They demonstrated that the 

EPID response varied with the air gap between the phantom and the EPID and found 

that the variation in EPID response was significantly reduced by placing a 2.5 mm 

layer of Cu on top of the EPID.
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Previous work has been primarily concerned with reducing the variation in 

EPID response arising from scattered radiation, by modifying the detector setup after
•3 |  A

dose calibration. ’ The work presented in this chapter seeks to reduce the variation 

due to beam hardening in a 6 MV beam by modifying the detector prior to dose 

calibration. We approach the problem using Monte Carlo simulation to gain insight 

into the energy response characteristics of the aS500 EPID both in its conventional 

dosimetry configuration and with an external plate placed on top of the detector 

housing. Monte Carlo is also used to simulate the spectral changes to an open beam 

introduced by uniform attenuators of varying thickness. These results are then 

combined to predict trends in the overall EPID response for a range of Cu plate 

thicknesses. Finally, the predicted trends are investigated experimentally by 

measuring EPID calibration curves for a variety of operating conditions. Images of a 

standard quality control phantom are used to quantify the effects o f the external plate 

on the imaging characteristics of the detector.

5.2 METHODS

5.2.1 Monte Carlo Investigations

EGSnrc version 312-14 (with user code DOSXYZnrc) was used to simulate the 

transport o f ionizing radiation with default cut-off energies specified as PCUT = AP = 

10 keV and ECUT = AE= 521 keV. Two types of simulations were performed. First, 

the spectral changes resulting from the passage of a 6 MV beam through a steel shot 

layer of variable thickness were determined to estimate the degree of beam hardening
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that occurs during passage through a clinical compensator. Then the energy-specific 

dose deposited into the phosphor layer of the EPID was obtained.

5.2.1.1 Energy Spectrum Variation

The beam hardening simulation used an energy spectrum for a generic Varian 

6 MV linac partitioned into 0.25 MeV wide bins and averaged over a small circular 

field (r = 2.5 cm) at the central axis.15 2x106 photons were normally incident at a 

point on the surface of a compensator model (beam divergence was ignored). The 

model consisted of a layer of steel shot of variable thickness sandwiched between 0.6 

cm thick Lucite panels. The steel shot was assumed to have a composition of 0.99 Fe 

and 0.01 C and a density of 4.69 g/cm3 (low density is due to the packing ratio), 

consistent with measurements performed on the physical compensators.4 The layers 

ranged in thickness from 0.5 to 4.5 cm in increments o f 0.5 cm. The Styrofoam 

housing used to contain the shot was not modeled. Primary and scattered photons 

emerging from the bottom Lucite panel were collected and scored in 0.25 MeV wide

•y
bins as they crossed a 10 x  10 cm plane in air located 35 or 70 cm below the 

compensator (corresponding to the distance between the compensator and detector for 

a source-to-detector distance (SDD) of 105 or 140 cm, respectively). For the purpose 

of assessing the effect of adding Cu on the photon spectrum, the simulations were 

repeated with a 1.0 cm Cu plate located 15 cm above the detection plane.
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5.2.1.2 EPID Energy Response

The detector simulation modeled the central axis dose to the phosphor layer of 

the EPID for a series of monoenergetic beams of size 10x10 cm2 projected in 

parallel geometry onto a comprehensive model of the EPID.16 Dose was scored 

scored in a 1 x 1 cm2 voxel on the central axis through the full thickness of phosphor 

(340 jim). Beam energies were defined by the centers of consecutive 0.25 MeV wide 

bins (to correspond to the scoring bins defined for the preceding simulation) spanning 

the range 0 - 2  MeV. Beyond 2 MeV we took advantage of the slower change in 

deposited dose with increasing energy and used larger steps (0.5 MeV and 1.0 MeV) 

up to 6 MeV. Doses at intermediate energies were obtained by linear interpolation. 

The simulations were run with enough histories to reduce the statistical uncertainty in 

each result to < 2 % (~ 2 x 107 histories for each energy interval). In order to speed 

up simulation, electron range rejection was used. This technique checks the electron 

range against the distance to the nearest boundary and terminates the history if  the 

electron will not escape and is below a specified energy, which we set at 0.611 MeV. 

Differences between simulations with range rejection turned on versus off for a model 

of the EPID in its conventional configuration irradiated by a monoenergetic 2 MeV 

photon beam were < 1 %; thus we assume that the uncertainties introduced by using 

this technique are smaller than the statistical uncertainties.

The EPID model was developed based on data for the Varian aS500 provided 

by the manufacturer (Sec. 2.3). The principle detector components include a 0.896 

g/cm2 Cu plate and Lanex Fast-B screen (0.134 g/cm2 GdoC^SiTb).17 Our model also
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incorporated structural components such as the screen housing and protective cover. 

An additional slab of 2.5 cm o f solid water was modeled directly beneath the EPID to 

simulate the contribution from photons scattered from supporting hardware. In 

dosimetric operation at our center, 0.5 cm of solid water is placed directly on top of 

the EPID cassette to provide additional buildup at 6 MV. We refer to this as the 

“conventional” configuration. Other configurations simulated incorporate an 

additional, external plate. Cu was investigated as the primary candidate material for 

this plate, but aluminum and lead were also considered. Both the position and 

thickness of the external plate were varied. We considered positions directly on top 

of the EPID (in place of the solid water) or elevated from its surface. When elevated, 

the plate was supported by a layer of low density (0.05 g/cm3) Styrofoam 0 -  30 cm 

thick. The external plate thickness varied from 0.25 —1.25 cm.

5.2.1.3 Simulated Calibration Curve

To generate a simulated calibration curve relating the calculated EPID 

response to an ideal ion chamber (IIC) measurement, we first combined the above 

results into an overall EPID response,

Repid =  7 , r i^ i ) ' tpjEj) . (5.1)
/

for each particular measurement scenario. Here r(Ei) is the response to a 

monochromatic photon beam of energy E; modeled as the dose to the phosphor, and 

(fdjEE) is the fluence of incident photons of energy £,■ impinging on the EPID, modeled 

as the spectral weight scored in each energy bin. EPID dose calibration, as we have 

indicated, is performed relative to in-air dose measurements made by an ion chamber.
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Thus our simulations need to include a model o f ion chamber response. To model an 

IIC response, we assumed a reading directly proportional to the dose deposited in the 

ion chamber cavity, and chamber walls and buildup material sufficient to obtain 

charged particle equilibrium, so that

CPE /  \ air 
M en

V P  J e,
(5.2)

Note that£)a“v is the dose to air in the ion chamber cavity in the measurement

scenario,K ^ v is the corresponding collision kerma, and
f  v*

Men is the mass energy-
E,

absorption coefficient for air at energy The EPID response R epid  can then be 

plotted against Rjc to yield a simulated calibration curve.

5.2.2 Experimental Measurements

Experimental measurements aimed to address the following problems. First, 

we wanted to reproduce and quantify the calibration curve discrepancy between open 

and steel shot attenuated beams reported earlier by Menon and Sloboda.4 Then, 

guided by the Monte Carlo investigations outlined above, we wanted to determine the 

appropriate thickness o f Cu to place above the EPID to minimize this discrepancy. 

Due to scatter from the external plate, it was also of interest to determine the best 

location for it relative to the imaging cassette surface. Finally, we aimed to quantify 

the EPID’s contrast-to-noise ratio (CNR) and spatial resolution for the different 

scenarios as a means of assessing the consequences of introducing the external plate 

on EPID imaging performance.
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5.2.2.1 EPID and Ion Chamber Measurements

EPID measurements were made with the aS500 operating in IMRT mode.

This mode continuously acquires frames over the entire time the beam is delivered 

and yields an averaged image. In all cases a Varian 2100X linac delivered 60 monitor 

units (MU) at a rate of 300 MU/min, resulting in approximately 104 frame averages 

in the images analyzed. All measurements were made at 6 MV, with the exception of 

one set made at 15 MV to determine whether or not the dose-response difference is 

predominantly a low energy phenomenon. Ion chamber measurements were made 

using a Capintec PR-06C Fanner Replacement Chamber coupled to a Capintec Model 

192 Exposure/Exposure Rate Meter (Capintec, Inc. Ramsey, NJ). The ion chamber 

was fitted with a 1.5 cm (radial thickness) acrylic buildup cap. All measurements 

were performed using a field size of 10 x  10 cm2 defined at the phosphor layer inside 

the EPID, or in a horizontal plane containing the center of the ion chamber. For open 

field measurements, the SDD was varied from 105 to 160 cm, which served to vary 

the dose rate at the detector. This resulted in a near-constant energy spectrum 

incident on the central area of the detector (apart from minor changes arising 

primarily from the change in head scatter with distance). For attenuated beam 

measurements, the detectors were fixed at an SDD of 105 or 140 cm, and the dose 

rate at the detector was varied by placing different thicknesses of compensator 

material in the beam. This approach demonstrably hardened the incident photon 

spectrum. Unless otherwise noted, results presented are for an SDD of 105 cm, as it
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was found that ion chamber readings for the attenuated beams at SDD = 140 cm fell 

outside the range of open field readings.

Reported ion chamber measurements are normalized to the measurement 

recorded for an open 10x10  cm2 field at 105 cm SDD. This allows for comparison 

o f measurements made on subsequent days while minimizing effects due to variation 

in linac output or differences in measurement conditions such as temperature or 

pressure. Reported EPID responses are the result of averaging 13x13 pixels (~1 x 1 

cm2) centered on the central axis. Similar to the ion chamber, the reported results are 

normalized to the average pixel value recorded for an open 10x10  cm2 field defined 

at 105 cm SDD.

5.2.2.2 Beam and Detector Configurations

As in the simulations, the conventional setup had a 0.5 cm solid water slab 

placed atop the EPID. The EPID was then image-calibrated (both flood and dark 

field images taken) with the solid water slab in place. A number of 15 x 15 cm Cu 

plates, each 0.315 ± 0.002 cm thick, were stacked to produce varying thicknesses of 

external plate. Subsequent image calibrations with the Cu plates in place were not 

performed. Thus all raw image data (see Eqn. 2.1) were divided by a flood field 

image taken with the solid water slab in place. In this way we could track the relative 

effects of increasing Cu thickness by direct examination of the pixel values. 

Alternatively, calibrating the EPID image with a flood field image taken with a Cu 

plate in place is unlikely to affect the results because all points on figures 5.8 and 5.9,
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for example, would simply be divided by a different factor, which would cancel out in 

the normalization process. Clinically speaking, image calibration should be done 

consistently in a single configuration that is adopted for dosimetry, as image 

calibration will affect absolute dose calibration.

The Cu was placed in two configurations: the first directly on top of the 

detector (contact configuration), and the second on top of a 15.3 cm Styrofoam slab 

placed on the detector (elevated configuration). The elevated configuration was used 

to examine the effect of scatter generated in the buildup plate on the EPID response. 

The distance of 15 cm was arrived at based on the results of the Monte Carlo 

simulations. The solid water slab was not present in configurations where the 

external Cu plate was used.

Compensators were used to attenuate the beams. These were constructed via 

the standard technique used in our center described by Menon and Sloboda.4 

Styrofoam slabs (~ 25.5 x  25.5 x 5.1 cm3) were cut and filled with steel shot to 

various uniform depths from 0.5 to 4.5 cm in 0.5 cm increments, covering the 

relevant range of steel shot thicknesses seen in the clinic. The slabs were sandwiched 

between Lucite plates 0.6 cm thick. As mentioned in Sec. 5.2.1.1, when the packing 

ratio of the steel shot is accounted for, the material has a density of 4.69 g/cm3.

We also considered a scenario designed to mimic those in which an EPID 

would be used for transmission dosimetry with a patient in the beam. Slabs of solid
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water (25 x  25 x 1 cm3) were centered in the field and stacked on the treatment couch 

to a maximum thickness of 20 cm. The couch was placed at 100 cm from the source 

and the EPED deployed at 140 cm SDD. Images were taken with the EPID in the 

conventional configuration and with 0.630 ± 0.004 cm of Cu in the elevated 

configuration.

Finally, the spectral effect at 15 MV was quantified using two measurement 

geometries wherein a given open field SDD and attenuator thickness yielded identical 

ion chamber readings. Specifically, measurements were made at 142 cm SDD for an 

open field, and at 105 cm SDD for a beam attenuated by 3.5 cm of steel shot. An 

open field measurement at 105 cm SDD was again used for normalization. At this 

beam energy it was found that the ion chamber gave identical readings (within 0.2 %) 

for the two measurements.

5.2.2.3 Imaging Performance

Images of a QC-3V phantom and the PIPSpro 3.2.03 software package 

(Standard Imaging, Inc., Middleton WI) were used to assess the effects o f the 

different beam/detector configurations on both the CNR and spatial resolution as 

measured by fso for a square wave modulation transfer function (SWMTF). On each 

image, regions of interest (ROIs) are defined that correspond to eleven different 

regions in the phantom. Five of these consist of bar patterns with spatial frequencies 

ranging between 0.76 and 0.10 lp/mm, and are used to calculate a SWMTF. The 

other six regions consist of uniform materials o f varying depth. The CNR is taken as
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the difference between average pixel values for the brightest and darkest regions 

divided by the standard deviation of the image noise in these regions. For a detailed 

description of the methodology employed refer to Rajapakshe et al. '8 and the PEPSpro 

User’s Guide.19

The images were taken in IMRT mode through delivery of 60 MU at a rate of 

300 MU/min, the same parameters used for the other measurements. The QC-3 V 

phantom was placed at isocenter while the EPID was deployed at SDD =120 cm, a 

distance chosen to allow room for both external plate configurations and to keep the 

projected field within the area (15x15 cm2) covered by the Cu plates. Images were 

taken for the conventional configuration as well as with the Cu plate in the contact 

and elevated positions.

5.2.3 Calibration Curve Differences

For both the Monte Carlo and experimental results it was necessary to 

evaluate the difference between the open and attenuated beam calibration curves.

The open field case yields a linear relation4,6 between the relative ion-chamber 

reading (Stic) and relative EPID pixel value (SR e p i d ,  which is assumed to be 

equivalent to phosphor dose for the Monte Carlo results); thus it can be fit with a 

straight line.

*̂ EPE> = y\ + a i ‘ - ÎC (5-3)

Other work4 has suggested that the attenuated field curve can be well fit using a 

quadratic form.
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attcn
EPID (5.4)

For the Monte Carlo investigation, we assumed an ideal response (y\ - 0 ,  a \ — 1) for 

the open field. For all other cases the coefficients were determined using the 

regression analysis tool in Sigmaplot 8.0 (SPSS Inc., Chicago, IL) by fitting all data 

points on each curve. The maximum difference between the open and attenuated 

curves is then estimated as

5.3 RESULTS

5.3.1 Monte Carlo Investigations

5.3.1.1 Energy Spectrum Variation

Figure 5.1(a) shows the relative spectra computed in the plane at SDD = 105 

cm in relation to the 6 MV spectrum incident on the compensator model. We can 

make two observations. First, there is a substantial reduction in the number of 

transmitted photons. Second, we note that the mean energy of the spectrum increases 

from 1.67 MeV for the incident beam to 2.08 MeV for the beam filtered by 4.5 cm of 

steel shot, a change of 24%. Hence there is significant beam hardening through the
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range of attenuator thicknesses examined. In Fig. 5.1(b) we see an example of the 

spectrum change with a 1.0 cm Cu plate placed 15 cm above the detection plane. The 

relative change in the distribution is significantly decreased for the low energy bins.

5.3.1.2 EPID Energy Response

In figure 5.2 we present the results of the dose response simulations for the

EPID in the conventional setup as a function of energy. The uncertainties are < 2 %

of the scored dose, as represented by the error bars. Error bars are omitted in

subsequent figures, but have equal or smaller magnitudes. Also plotted is an

r V'
Aen |estimated IIC relative dose response, Ei - 1 , taken from equation 5.2. For

P  k

comparison, we have normalized each curve to the dose scored in the energy bin 

centered at 1.125 MeV (the same normalization applies to Figs. 5.4 and 5.5). For 

photon energies > 1 MeV, the IIC response and EPID response are reasonably 

consistent with each other. In this region the mean difference between the curves is 9 

%. Below 1 MeV however, the EPID response deviates substantially from the IIC 

response. At the lowest energy, the difference is greater than an order of magnitude. 

The increased sensitivity of the EPID in this region is likely due to the sharp increase 

in the mass energy-absorption coefficient of Gd2C>2S,20 shown in figure 5.3. This 

increase is due to a transition of physical interaction processes; at the lower energies 

the dominant interaction is the photo-electric effect experienced by incident and 

scattered photons in the phosphor, as opposed to Compton interactions in the
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overlying copper plate at higher energies. For air this transition occurs at a 

significantly lower energy.

In figure 5.4 we present the simulated dose response as a function of photon 

energy with the Cu plate in the contact configuration. As the thickness of the plate is 

increased, the overall dose to the phosphor goes down. More importantly with the 

addition of the Cu plate, the dose response in the low energy region is substantially 

reduced relative to the smaller reductions at higher energies. Increasing the Cu plate 

thickness enhances this effect. Table 5.1 summarizes the differences between the 

EPED response and the IIC response for the four scoring bins below 1 MeV for the 

EPED configurations of Fig. 5.2, 5.4 and 5.5. With increasing thickness of the Cu 

plate, the reduction in this difference is most evident at the lowest energy. Difference 

reductions are also observed in the second, third and fourth bins. Figure 5.5 shows 

the dose response when the Cu plate thickness is kept constant (0.75 cm), but the 

position of the plate is changed from the contact to the elevated configuration. Below 

1 MeV we see a further reduction in the differences between the EPED response and 

the IIC response when the Cu plate is elevated (see table 5.1). Figure 5.5 also shows 

that in the elevated configuration the EPID response increases for energies > 3 MeV. 

This increase, however, is not likely to have a significant effect on the overall EPED 

response in compensator hardened beams, as the relative spectral changes in this 

energy range are small compared to those below 1 MeV.
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In order to select an optimal elevation for the Cu plate, additional dose 

response simulations were performed at 0.375 MeV with a 0.5 cm Cu plate.

Elevations between 0.0 cm (contact configuration) and 30.0 cm were investigated. 

Results are shown in Fig. 5.6. At 15 cm and beyond the curve appears to level off. 

Further, a gap larger than 15 cm was found to present a practical disadvantage with 

respect to couch clearance of the EPID. Hence a 15 cm gap was adopted for the 

elevated configuration. While the external Cu plate decreases the number of incident 

photons seen by the EPID, it also adds to the low energy portion of the spectrum by 

introducing Compton scattered photons. It is unlikely that electrons produced in the 

external Cu plate contribute significant additional dose to the phosphor (the CSDA 

range in Cu for a Compton electron of the mean energy produced from a 1 MeV 

photon is ~ 0.3 mm, which is less than the thickness of the internal Cu plate). By 

introducing a gap between the external Cu plate and the EPID, the fluence of 

scattered photons incident on the EPID will be reduced as the photons spread out over 

a larger area.

5.3.1.3 Simulated Calibration Curve

With estimates available for both the photon energy spectrum emerging from 

the compensator and the dose response of the EPID, we were able to create simulated 

calibration curves for different beam/detector configurations using Eq’s. 5.1 and 5.2. 

Figure 5.7 presents such calibration curves at SDD = 105 cm for the conventional 

setup as well as for 0.75 cm of Cu placed in the contact and elevated configurations.
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The data is normalized to the open field, SDD=105 cm result (zero steel shot 

thickness) in the upper right hand comer. As the compensator thickness is increased, 

both the ion chamber response and dose to the phosphor are reduced. The data in the 

lower left hand comer corresponds to the response when the beam is attenuated by a 

4.5 cm thick steel shot compensator. For the conventional setup there is a distinct 

curvature in the calibration curve. The curvature is reduced by adding Cu at the 

surface of the EPID cassette, and reduced even further by introducing a 15 cm gap 

between the Cu and the cassette surface.

The maximum difference between the open field calibration curve and the 

attenuated field calibration curve for each case investigated was evaluated using Eq. 

5.5. With the EPID in its conventional configuration, the Monte Carlo simulations

predicted a maximum difference of 10.6% at 3^/c maxd = 0-58, which corresponds to

attenuation through ~ 2.6 cm of steel shot. The shapes of the attenuated curves 

exhibit a definite curvature for higher relative IIC readings, but are well approximated

by straight lines for lower readings (below 9^/c ~ 0.65). A linear fit to the lowest

five points of the attenuated curve with the EPID in the conventional configuration 

has a squared correlation coefficient of 0.9999. However, a quadratic form 

incorporating all of the data points was chosen to fit to this and the other attenuated 

curves. The simulations including an external Cu plate show a clear reduction in the 

maximum difference between open and attenuated field curves as Cu thickness 

increases. For example, adding 1 cm of Cu cuts the maximum difference from 10.6%
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to 5.5% in the contact configuration and 2.9% in the elevated configuration. These 

results, summarized in figure 5.8, motivated a subsequent experimental investigation.

5.3.2 Experimental Measurements

5.3.2.1 Calibration Curve

Results for both open and attenuated beam measurements at 6 MV are shown 

in figure 5.9. The EPID was deployed at two distances, SDD = 105 and 140 cm, for 

the attenuated beam measurements. At both SDD’s we have normalized the pixel 

values to the open field value at the same SDD. Uncertainty in the ion chamber and 

EPID readings is approximately 0.5 % and 1%, respectively, so error bars are 

approximately the same size as the data symbols. Linear fits to the open field data 

and quadratic fits to the attenuated field data are also shown. Due to the limited 

deployment range of the EPID, the majority of the attenuated beam data at 140 cm 

SDD (fig. 5.9b) lies to the left of the open field data. The linear fit to the open field 

data has been extrapolated to illustrate the discrepancy between the open and 

attenuated beam measurements. The maximum differences are 8.2% (105 cm SDD) 

arid 7.7% (140 cm SDD) occurring at Stic values of 0.54 and 0.29 respectively. A 

quick survey o f200 compensator central axis thickness measurements made at our 

center yielded a mean value of approximately 1.5 cm, which translates into a typical 

difference of 6.2% at 105 cm SDD.

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



149

At 15 MV the difference between EPED pixel values for an open beam at 142 

cm SDD and a beam attenuated by 3.5 cm of steel shot at 105 cm SDD was < 0.2 %, 

the same difference as observed with the ion chamber. This result supports the idea 

that EPID dose calibration differences resulting from beam hardening are much less 

significant for high energy beams than for lower energy beams.

Figure 5.10 depicts the effects on the 105 cm SDD calibration curves when 

0.945 ± 0.006 cm of Cu is added to the cassette in the contact and elevated 

configurations. The maximum difference from the ideal calibration curve is reduced 

from 8.2% for the conventional configuration to 6.4% (contact) and 3.2% (elevated).

It was found that the maximum difference occurred at SRiclmaxd = 0.50 ± 0.02 for all 

Cu thicknesses tested, corresponding to a steel shot compensator thickness of ~3.5 

cm. Note that the results are expressed as a percentage of

^ epid (*ic I max=  0-50 ± 0.02) (see Eq. 5.6). Figure 5.11 plots the magnitude of the 

maximum difference as it changes with Cu thickness for both configurations. We see 

that in the elevated configuration there is a substantial reduction in the discrepancy 

with Cu thickness, whereas in the contact configuration considerably more Cu is 

necessary to achieve an equivalent reduction. We see that 1.0 cm of Cu reduces the 

difference from 8.2% to 6.1% and 3.0% in the contact and elevated configurations, 

respectively.

When the beam was hardened by solid water rather than steel shot a similar 

dose-calibration curve difference was observed. This indicates that the observed
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difference is not unique to the imaging of steel shot compensators, and could present 

a significant dose calibration error in situations involving a beam attenuated by a 

patient. These results are summarized in Fig. 5.12. In this case the EPID was 

deployed at 140 cm SDD and the point of maximum discrepancy occurred outside of 

the open field data range. The maximum difference from the ideal calibration curve 

for the conventional configuration was found to be 6.5% (at SRic = 0.57). Adding 

0.630 ± 0.04 cm of Cu in the elevated configuration reduced the maximum 

discrepancy to 3.7%.

5.3.2.2 Imaging Performance

It was found that adding an external Cu plate substantially affects both the 

CNR and the MTF of the system. In figure 5.13 we plot the CNR as a function of Cu 

thickness, normalized to the value obtained for the conventional configuration. The 

elevated configuration is observed to have a more substantial reduction in CNR for a 

given thickness of Cu. A thickness of 1 cm reduces the CNR by approximately 21% 

and 28% in the contact and elevated configurations, respectively. The f50 values 

reported by the software were found to be reasonably constant (0.41 lp/mm + 2 % in 

both configurations) even as the Cu thickness was increased to a thickness of 1.26 

cm. A summary of the fso values is presented in table 5.2. This result however may 

be misleading as the MTF values are expressed relative to that for the largest bar 

pattern (0.76 lp/mm). Figure 5.14 shows the relative change in MTF from the 

conventional setup as the Cu thickness is increased. The change at all spatial 

frequencies for a given thickness is very similar for both configurations, indicating
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that the shape of the MTF does not vary much. The magnitude of the modulation 

transfer decreases by 38 ±  1 % and 39 ± 2 % for a Cu thickness of 1 cm in the contact 

and elevated configurations, respectively.

5.4 DISCUSSION

Our results indicate that variations in the incident photon spectrum at low 

beam energies (eg. 6 MV) can lead to quantifiable differences in EPED dose 

calibration curves. The deviation from an ideal open field calibration curve is 

correctable to a limited extent by the addition of an external Cu plate, but at a cost of 

reduced image quality.

The Monte Carlo simulations conducted support our conceptual understanding 

of the dose response of the EPED in the conventional configuration (see Fig. 5.2). 

Compared to an IIC response, the simulations demonstrate an enhanced sensitivity to 

low energy (< 1 MeV) photons and a fairly similar response at higher energies. We 

believe it is the low-energy photon interactions in the screen that result in the 

observed dose calibration differences between open and attenuated beams. Spectral 

differences in steel shot hardened beams are greatest below 1 MeV (see Fig. 5.1), 

which makes the detector response in this energy range quite important.

Estimating the EPED’s dose response from first principles is not a simple task. 

There are a number of physical processes at work, but in general, the similarity of the
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EPID’s response to that of the IIC for energies > 1 MeV is due to the fact that the 

Compton interaction is dominant in this regime for both detectors. Because this 

interaction is independent of atomic number (Z)21 we expect similar behavior. The 

photo-electric effect however exhibits a strong dependence on Z,21 explaining the 

differences observed for energies < 1 MeV. In order to derive an estimate of the 

EPID’s dose response above 1 MeV, one has to first consider that the dose to the 

EPID’s phosphor is primarily due to electrons emerging from the internal Cu plate8,22 

(due to build-up). A plot of the total interaction coefficient with energy for Cu is 

shown in Fig. 5.3. In Cu, the Compton interaction dominates between ~ 0.13 MeV 

and ~ 9 MeV, although between 1 and 6 MeV we also expect some contributions 

from pair production. In addition to electrons from the internal Cu plate, there are 

other significant factors at play as well. For example, the dose contribution to the 

phosphor from incident and scattered MV photons interacting in it is not negligible.

In the 1-6 MeV incident photon energy range the Compton interaction is also 

dominant in gadolinium oxysulfide.20 To predict the EPID’s dose response, one has 

to consider both the energy-dependent effects of build-up, and the charged-particle 

range limits that determine the extent of transient charged particle equilibrium in the 

phosphor itself. However, because the IIC response is based on the mass energy- 

absorption coefficient for air (see Fig. 5.3) which is dominated by the Compton 

interaction between ~ 0.01 MeV and ~ 25 MeV,- it is not unreasonable to expect that 

their relative response curves be similar in the 1 -  6 MeV range. It should be obvious 

at this point why the problem is a good candidate for Monte Carlo simulation.

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



153

A transition of dominant processes occurs below 1 MeV in the EPED. For an 

incident photon energy of 0.5 MeV, the Compton electrons produced in the internal 

Cu plate are no longer forward peaked and have a CSDA range in Cu of ~ 0.1 mm, 

further, below 0.13 MeV the dominant interaction in Cu becomes the photoelectric 

effect. Thus the probability for electrons to escape the Cu plate in this energy range 

is much reduced. The results of Jaffray et a l8 suggest that below 1 MeV, electrons 

set in motion in the Cu plate are no longer the dominant contributor to energy 

deposited in the phosphor. In gadolinium oxysulfide, the photoelectric effect is 

significant at ~ 1 MeV, but becomes the dominant interaction at ~ 0.35 MeV. The 

photoelectric cross section increases substantially as incident photon energy decreases 

below 0.35 MeV, resulting in the shape of the overall mass energy-absorption 

coefficient seen in figure 5.3. As mentioned, Compton scattering is still the dominant 

process in air down to ~ 0.01 MeV. Hence, we can expect a deviation in the 

behaviors of the EPED and IIC response curves below 1 MeV, as seen in Fig. 5.2.

The Monte Carlo simulations predicted trends that were subsequently verified 

experimentally. There is a significant difference between open and attenuated dose 

calibration curves in the conventional configuration and this difference increases as 

the photon spectrum incident on the EPED hardens. The difference is reduced with the 

addition of an external Cu plate. Note that the differences seen in the Monte Carlo 

simulation results (Fig. 5.8 and Fig. 5.11) are not exactly the same as those in our 

experiments, as the simulations are based on a generic Varian 6 MV energy spectrum 

and a simplified beam geometry (pencil beam passing through compensator models,
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and parallel beam geometry). Nonetheless we do note that the Monte Carlo results 

are consistent with experimental observations within measurement uncertainty.

Ultimately, we need to assess the clinical significance of the observed 

differences between open and attenuated beam calibration curves. Our results 

indicate that this problem could yield errors o f up to 8.2% for compensator 

verification measurements, and of up to 6.5% for patient transmission dose 

measurement. Based on compensator factor data from our center an error of 6.2% 

could be typically expected for compensator measurements (based on measured 

versus planned differences, which may include some systematic errors). Without 

modifying the EPID itself, these errors could presumably be cut in half if a single 

linear calibration curve is obtained from both the open and attenuated beam data. In 

this instance the resulting calibration line would lie between both sets of data. Thus, 

if  we wanted to limit the dose calibration difference to ±2%, we need only reduce the 

maximum difference to 4%. From the fits to the data in figure 5.11 this could be 

achieved using an external Cu plate ~ 0.7 cm thick in the elevated configuration. 

Similarly a reduction of the difference in the contact configuration is feasible, but ~

2.5 cm of Cu is required to obtain the same result. However, as we have shown, " 

adding an external Cu plate leads to degradation o f the MTF and CNR, which is a 

mitigating factor in achieving an optimal solution. The calibration discrepancies 

presented are extreme cases (for compensators) and under more typical operational 

conditions, the degree o f beam hardening is expected to be less. For example, a 0.5 

cm Cu plate in an elevated configuration coupled with a calibration curve based on
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data both from open and attenuated beams would keep the dosimetric uncertainty due 

to this effect at an acceptable level (< 2%) in many instances. On the other hand, we 

also note that attenuation due to thick tungsten leaves found in multi-leaf collimators 

could present even more extreme cases than those addressed here. The additional 

space required for the Cu in the elevated configuration does however introduce some 

operational limitations.

On examining the QC-3 V results, we see that the CNR and modulation 

transfer at a given spatial frequency are both reduced by adding Cu. The elevated 

configuration is associated with a greater reduction in CNR than the contact 

configuration. Recalling the experimental geometry, the Cu plate is almost directly 

under the QC-3 V phantom in the elevated configuration, whereas in the contact 

configuration there is a gap of nearly 20 cm between the phantom and the Cu.

Photons that have scattered through large angles in the Cu are likely to contribute to 

background noise in either case. However photons that have scattered through small 

angles have the potential to enhance contrast in the contact case, but exhibit enough 

lateral travel in the elevated case to cross between regions of interest, thus decreasing 

the; contrast.

5.5 CONCLUSION

With the clinical role of EPIDs expanding to include dosimetry, it becomes 

increasingly important that dose calibration be as accurate as possible for all beam 

conditions. In this chapter we demonstrate that for low energy (< 6 MV) beams a
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change in the incident energy spectrum, as typically occurs when compensators 

modify the beam, can result in a dose measurement difference as great as 8.2% for a 

Varian aS500 EPID if an open field calibration curve is used. It is also demonstrated 

that a similar discrepancy may likewise occur when the EPID is used for patient 

transmission dosimetry. Monte Carlo simulations confirm that this behavior is due to 

an increase in the dose response of the EPID phosphor to low energy photons (< 

IMeV). Further, the simulations suggest that the increase in the dose response of the 

phosphor can be partially mitigated using an external Cu plate to differentially 

attenuate the low energy portion of the incident photon spectrum. To reduce the 

maximum difference between the calibration curve for an open field and that for a 

beam attenuated by steel shot compensator material (maximum difference between an 

averaged calibration curve and either of the preceding) to < 4 % (< 2 %), an external 

Cu plate ~ 0.7 cm thick is required in the elevated configuration (15 cm above the 

surface). A Cu plate in contact with the EPID surface can achieve an equivalent 

reduction, but a thickness of ~ 2.5 cm would be required. In the elevated 

configuration a 0.7 cm thick Cu plate will reduce the CNR by 19%, and the MTF at a 

given spatial frequency by 30%.
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EPID setup \E bin 0.125 MeV 0375 MeV 0.625 MeV 0.875 MeV
0.50 cm H2O, conv 399 93 39 14
0.50 cm Cu, cont 150 85 36 16
0.75 cm Cu, cont 82 72 30 12
1.25 cm Cu, cont 23 60 25 8
0.75 cm Cu, elev 76 61 21 8

Table 5.1. The relative difference (expressed as a percentage of the 1.125 MeV 

energy bin value) between the EPID energy response and the IIC energy response for 

the energy bins < 1 MeV. The differences decrease with increasing Cu plate 

thickness and are smaller with the Cu plate in the elevated configuration compared to 

the contact configuration.

Cu thickness (cm) fso contact (lp/mm) fso  elevated (lp/mm)
conventional 0.410 0.410

0.315 0.407 0.410
0.630 0.408 0.407
0.945 0.413 0.411
1.260 0.406 0.405

Table 5.2. The fso values reported by the PIPSpro software package. The values as
*.V. *. v

calculated appear to be reasonably constant with increasing Cu thickness.
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Figure 5.1. The relative spectral distribution of photons (normalized to unit area) 

detected at a plane corresponding to an EPID setup at SDD = 105 cm for increasing 

steel shot thickness (a). The relative changes between the distributions are reduced 

with 1.0 cm of Cu placed 15 cm above the detection plane (b).
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Figure 5.2. The relative dose to the EPID phosphor in the conventional setup with 0.5 

cm of solid water on its surface, compared to the IIC response. The curves are
r  ■ t r , ^

normalized to one at 1.125 MeV. Above 1 MeV we note that the EPID response is 

quite similar to the EC curve (mean difference of 9 %). Below 1 MeV there is a 

sharp rise in the EPID response due to a transition of dominant interaction processes 

in the EPID (photo-electric effect dominant), which gives rise to the discrepancy 

between open and attenuated beam dose calibration curves.
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Figure 53. Mass energy-absorption coefficients plotted as a function of photon 

energy for GdaC^S (GOS) and air.20 Air has a  reasonably uniform coefficient from 

0.1 MeV to 20 MeV. GOS however, has a distinct rise below ~ 0.5 MeV. The total 

attenuation coefficient for Cu has also been plotted to indicate the relative proportion 

of photons of a given energy that would interact in a  Cu plate placed upstream from 

the phosphor.
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Figure 5.4. The EPID dose response as a function of photon energy, for different 

thicknesses of Cu plate placed in contact with the surface of the EPID. There is a 

more substantial reduction in the region below 1 MeV relative to the region above 1 

MeV.
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Figure 5.5. The EPID dose response as a function of photon energy for a 0.75 cm Cu 

plate in the contact and elevated configurations. Linear fits to the copper plate data 

above 1 MeV are shown in gray. In the region below 1 MeV, the elevated 

configuration comes closer to the approximately linear trend observable above 1 MeV 

than does the contact configuration.
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Figure 5.6. The ratio o f the phosphor dose with the EPID in the elevated 
-  •** * - >»

configuration to that in the contact configuration for the energy bin centered at 0.375

MeV and a Cu plate thickness of 0.5 cm. Based on this data, an elevation of 15 cm

was chosen for subsequent investigations.
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Figure 5.7. Monte Carlo simulated calibration curves for a 105 cm SDD attenuated 

beam scenario. Shown are curves for the conventional setup and for the contact and 

elevated configurations including a 0.75 cm Cu plate. Results have been normalized 

to the open field (no compensator) case. The lowest relative doses and ion chamber 

response correspond to the thickest compensator (4.5 cm steel shot).
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Figure 5.8. The maximum difference between an assumed ideal (linear) EPID 

calibration curve and simulated calibration curves for a beam attenuated by varying 

thicknesses of steel shot. The error bars derive from uncertainties in the fit 

coefficients obtained in the regression analysis.
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Figure 5.9. Experimental calibration curves where the attenuated beam 

measurements were made at 105 cm SDD (a) and 140 cm SDD (b) respectively. 

Maximum differences between the attenuated beam data and die open field trend lines 

(extrapolated in the 140 cm SDD case) are 8.2% and 7.7% respectively.
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Figure 5.10. Calibration curves modified by the addition of 9.45 mm of Cu in the 

contact (a) and elevated (b) configurations. The maximum deviation was reduced 

from 8.2% in the conventional setup to 6.4 % in the contact and 3.2 % in the elevated 

configurations.
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Figure 5.11. The maximum discrepancy between the measured EPID response for an 

open field and an attenuated field at 105 cm SDD as Cu thickness is increased in both 

the contact and elevated configurations. The error bars derive from uncertainties in 

the fit coefficients.

■ contact configuration 

♦  elevated configuration

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



169

1.00 H

0)
3  0.90 
(0

|  0 8°
><

Q . 0.70
o
Q - 0.60 -
UJ
<y
>  0.50 H 

♦ 3  
TO
0) 0.40 H

0.30

o open (conventional)

°  open 0.630 cm Cu (elevated) 

•  att (conventional)

■ att 0.630 cm Cu (elevated)

0.30 0.40 0.50 0.60 0.70 0.80 0.90

relative ion chamber response
1.00

Figure 5.12. Calibration curves for the 6 MV beam hardened by a stack of solid 

water. A similar difference in the curves as for the steel shot was observed, the 

maximum difference here being 6.5%. Adding 0.630 ±  0.04 cm of Cu in the elevated 

configuration reduced the maximum difference to 3.7%.
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Figure 5.13. The relative contrast-to-noise ratio (CNR) as a function of external Cu 

plate thickness. CNR is reduced substantially in both configurations, but the dropls 

greatest for the elevated plate case. This is possibly due to a reduction in contrast 

otherwise present with more scattered photons from the Cu reaching the phosphor in 

the contact configuration.
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Figure 5.14. Ratio o f MTFCu to MTFSW for the conventional configuration vs. Cu 

thickness measured using the QC-3V phantom for the contact (a) and elevated (b) 

configurations.
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Chapter 6: Summary and Future Directions

6.1 SUMMARY

The work presented herein comprises an in-depth study of the physics that 

underlies the operation of the Varian aS500 EPID. The intent of the present work 

was to identify means to improve the operational performance of the EPID for dose 

verification by focusing on blur kernel elucidation and dosimetric calibration. We 

have been able to provide new insight and to generate workable ideas on both fronts.

Previously, other authors have generated a map of transmission fluence from a 

raw EPID image using standard deconvolution with an approximate blur kernel.1 The 

present work identifies and addresses several outstanding issues in blur kernel 

identification and fluence measurement, by making use o f Monte Carlo techniques to 

generate a kernel for 6 and 15 MV photons based on a comprehensive model of the 

detector. The overall kernel incorporates two components: one describing ionising 

radiation transport and dose deposition, and the other describing the spreading of 

optical photons passing through the phosphor screen and optical filter. The latter 

allowed us to understand and quantify the contribution of optical spreading to the 

overall blurring process, and more importantly, to demonstrate its impact on fluence 

profile recovery. We measured the line spread function for the EPID, which provided 

experimental verification for the Monte Carlo results. Further, we fit analytical forms 

to both the overall and optical blur kernels, in order to facilitate the work of others 

having an interest in deconvolving EPID images. Finally, we were able to quantify
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and compare the accuracy of fluence profile recovery using blur kernels obtained 

through a variety of means.

An accurate dose calibration curve is necessary when the EPED is used for 

dosimetric purposes. Other authors have shown that in open fields, where there is 

little change in the incident photon spectrum, the relation between pixel values and 

ion chamber readings obtained at a given spatial location is very linear.1,2 The present 

work demonstrates that pixel calibration factors can vary by over 8% from their open 

field counterparts when a 6 MV beam spectrum is hardened by passage through steel 

shot compensator material. A Monte Carlo investigation of this phenomenon 

confirmed our suspicion that the discrepancy was due to an increase in the dose 

response o f the integral phosphor screen to lower energy (< 1 MeV) photons.

Further, the Monte Carlo simulations suggested that an external copper plate could be 

used to pre-filter the low energy photons and thereby reduce large shifts in the low 

energy components of the spectrum that result from beam hardening. This would 

then produce a more uniform response in measurement situations involving changes 

to the open field spectrum. This copper plate would be significantly larger than a 

standard internal copper plate (0.5-1.0 cm versus 0.1 cm). This was verified 

experimentally, as we were able to generate dose calibration curves with substantially 

reduced differences between open and attenuated field pixel calibration factors. 

Images of a  standard QA phantom demonstrated that adding the external copper plate 

did however have the disadvantage of reducing the CNR and relative MTF.
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Because of its availability at our centre and large installed commercial base, 

the aS500 was a natural choice of a-Si EPID to investigate. As discussed in Chapter 

4, it was deemed important to focus on a specific EPID model rather than work with a 

generic detector. Nevertheless many o f the findings in the present work can be 

logically translated to other a-Si EPID models. For example, the variation in EPED 

pixel calibration factors associated with beam hardening was found to be a property 

of the high-Z Gd2C>2S:Tb screen, and therefore is likely to be observed to a greater or 

lesser extent in all a-Si EPIDs incorporating a similar screen.

The work presented herein essentially takes an existing 2D MV imaging 

technology, identifies and quantifies its specific limitations for dose measurement 

purposes, and through an in-depth study of the underlying physics suggests means by 

which those limitations may in large part be overcome. In doing so the present work 

provides demonstrated concepts and techniques to improve 2D clinical dose 

measurement with an a-Si EPED in radiotherapy.

6.2 FUTURE DIRECTIONS

At the conclusion of the present work the field of portal dosimetry finds itself 

at an exciting stage. Both the technology and body of knowledge have matured to a 

point where applications such as 2D and 3D pre-treatment field verification are now 

possible.1,3"5 Portal images can be accurately predicted using Monte Carlo 

techniques,4 based on the phase space of particles exiting the treatment head of a
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linac, and compared with measured images. The natural progression after verifying 

the energy fluence distribution for an open field is to verify the distribution after 

transmission through a patient.

With the onset o f Monte Carlo treatment planning6'9, it will become possible 

to obtain a prediction of transmitted fluence for individual patients. The 

corresponding measurement of this fluence via EPID imaging can be used to identify 

discrepancies between the dose planned and the dose delivered. If a kV or MV CT 

dataset of the patient in treatment position is available, the primary fluence could be 

extracted and back-projected through the patient to estimate the 3D distribution of 

dose accumulated in the patient.5 Furthermore, this could be done separately for each 

treatment fraction, which would allow archival of the dose delivered throughout the 

treatment. Such measurement-based dose monitoring would provide opportunities to 

modify the dose delivery in order to boost areas where dose is not accumulating as 

specified by the treatment plan, or to reduce any excessive dose that may be 

accumulating in organs at risk.

It should also be mentioned that a good deal o f the methodology employed in 

the present work is applicable to other digital MV imaging technologies. For 

example, the computed radiography (CR) plate is another replacement for film that 

contains a photostimulable phosphor such as BaFBr:Eu.10,11 The phosphor traps 

excited electrons in metastable states, which then emit optical light when the plate is 

scanned with a laser. A photodetector can be used to read the emissions and generate
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a digital image. The advantage of these plates is that they are portable and reusable. 

In many ways they behave similarly to an a-Si EPID, and so can also potentially be 

used for dosimetric purposes. As with the present EPID work, Monte Carlo 

modelling will allow investigators to simulate the response of the phosphor under a 

variety o f irradiation conditions.

It is very likely that forthcoming advances in portal dosimetry will have a 

significant impact on radiotherapy. Ultimately, such work will lead to improvements 

in the radiotherapy process by allowing a measurement-based estimate of the dose 

that accumulates in a patient to be obtained, thereby enabling refinements in dose 

delivery leading in turn to improved outcomes for cancer patients treated with 

radiotherapy.
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