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ABSTRACT 

The global warming problem might be the greatest threat ever to the future 

of mankind, and scientists have concluded that human activities are the main 

cause. Energy related activities are the major source of the greenhouse gas (GHG) 

emission, which enhance the global warming problem. 

Leaks in natural gas transmission facilities are the main sources of fugitive 

methane emissions. Unfortunately, these emissions are difficult to mitigate. Be­

cause of their low concentration, conventional combustion cannot destroy them. 

The present study aims at evaluating the possibility of using catalytic reactor to 

reduce fugitive methane emissions in the natural gas sector. The proposed reactor 

is a catalytic flow reversal reactor (CFRR), which has already been proved to work 

well with lean methane concentrations in coal mine. The natural gas compressor 

station is a major source of fugitive methane emissions, and it is a focus of this 

work. The fugitive methane has a lean methane concentration in atmospheric air. 

Thus, finding a means of concentrating the methane to meet CFRR feed quality 

is the initial task to be performed. Computer modelling of the flow patterns in­

side the building is used to show the influence of ventilation openings, ambient 

temperature and leak location. Simulations show that for a typical building most 

methane emitted inside will exit through the ridge vent provided the main doors 

remain closed. When the extraction rate through the ridge vent is controlled, the 

methane concentration can satisfy the CFRR feed quality. 

The CFRR performance was studied in some detail. Two catalysts are evaluated; 

one is a non-noble metal in the form of rashig rings in a packed bed, and the other 

a commercial Pd monolith. The activity of the Pd catalyst was studied and the feed 

and products influence, are reported. It is shown that the Pd catalyst is much more 

active than the non-noble metal one, and this has implications for reactor design. 

It is shown that the reactor insulation has a significant influence on reactor 

performance, especially for smaller diameter reactors. The correct combination of 

switch time and velocity is also important. 



Overall, it will be shown that this proposed technology offers promising results 

for methane emission abatement. 
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Chapter J 

Introduction 

1.1 Background 

The province of Alberta is widely acknowledged as a fossil fuel giant. This resource 

rich province has abundant reserves of coal, crude oil, oil sands and natural gas, 

which have brought wealth to much of its population, but at the same time have 

made the province a leading emitter of Greenhouse Gases (GHG). It has the highest 

GHG emission per capita of all the provinces in Canada. GHG emissions are 

currently a high priority topic on the environmental agenda in both the national and 

international arenas. Alberta has specialised resource-based industries, linking the 

economic growth of Alberta to increased GHG emissions, thus presenting a unique 

challenge in addressing this issue and developing an effective and comprehensive 

approach to emissions mitigation (Alberta Environment, 2007). Currently, the 

government of Alberta has targeted large emitters of GHG, requiring them to 

reduce their carbon emission intensity by 12% by January 1, 2008. It has also 

introduced emission trading credits starting July, 2007. In emission credit trading 

in Alberta, Henton (2007) reported that companies have three options; 

1. to pay $15/tonne for every tonne over their limit; 

2. to purchase credits on the market from companies that have taken steps in 

Alberta to reduce emissions, or 
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3. they can purchase credits from other regulated industries that have reduced 

their emissions by more than the required minimum. 

Since the industrial revolution, human activities, in particular energy related ac­

tivities, have caused an increase in GHG concentration in the atmosphere, and thus 

enhanced a natural greenhouse effect. Scientific evidence suggests that continued 

enhancement of the greenhouse effect will have severe social and economic con­

sequences for planet earth, because it is a potential initiator of catastrophic global 

climate changes. To avoid this threat, it is necessary to reduce, or at least to sta­

bilize, anthropogenic GHG emissions. Environmental problems do not recognise 

country border limits, and thus a worldwide collective action is required. Many 

countries have recognized this fact and made an initiative for a collective effort, 

which has led to the signing of international environmental agreements. 

Establishment of the Intergovernment Panel on Climate Change (IPCC), under 

the umbrella of the world Meteorological Organization (WMO) and United Na­

tions Environmental Programme (UNEP), to asses relevant information on climate 

change, its impacts, adaptations and mitigation, followed by the signing of the UN 

Framework Convention on Climate Change (UNFCC), in which the problem of 

GHG was recognised at the highest level and agreed on the need to stabilize its 

concentration in the atmosphere, and finally the Kyoto Protocol agreement were 

major achievements towards the development of international GHG abatement 

solutions and commitments. Under the terms of the Kyoto Protocol, the govern­

ments of many countries, including Canada, committed to reduce GHG emissions. 

Industrialized countries which currently release much of GHG committed to re­

duce GHG emission to 5% below those of 1990. This reduction is expected to be 

achieved no later than 2012. Initially, the USA voluntarily committed to a more 

ambitious target of reducing GHG emissions to 7% below the 1990 level, but later, 

it changed its mind and abandoned the Kyoto protocol in favour of their own 

voluntary reduction scheme. The European union (EU) wanted a tougher treaty, 

and committed itself to 8% reduction, while Japan and Canada committed to re­

duce GHG to 6% below the 1990 emission level for the years 2008 - 2012. The 

Kyoto Protocol does not specify GHG reduction targets for developing countries, 
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but instead gives them opportunities to generate inflow of technology and capital 

through the clean development mechanism. In other words, global per capita GHG 

emissions need to be lowered to stabilize GHG atmospheric concentration so that 

the consequences of global warming may be reduced. 

A significant fraction of GHG originates from the use of energy, primarily be­

cause fossil fuels (coal, oil and natural gas) are currently used to satisfy most of the 

global energy demand. Of the fossil fuels, natural gas has the lowest combustion 

emissions of GHG per unit of energy, and there is much interest in switching from 

oil and coal to natural gas. Ilowever, while natural gas is significantly cleaner than 

other fossil fuels, significant non-combustion GHG emission occurs during ex­

traction, production, processing, transmission, storage and distribution of natural 

gas. 

In the oil and natural gas sector, methane emission mainly occurs through 

leakage and venting of gases during normal operation, maintenance and system 

upset. Here, the term venting is used to describe streams that can be isolated as 

concentrated streams, whereas leakage refers to streams that, although initially con­

centrated, can quickly become diluted with air, and thus tend to have low methane 

concentration. Typically, concentrated streams are easier to address, whilst leak­

ages tend to suffer more variability in flow rate and concentration, and are more 

difficult to deal with. Additionally, a problem in mitigating leakages is to capture 

the methane so that it can be directed to a destruction source. 

1.2 Motivation 

IPCC (2001) stated that, "There is new and stronger evidence that most of the global 

warming observed over the last 50 years is attributable to human activities". Con­

cern over the short and long-term impacts of global warming on global economies, 

ecosystem and human habitat has led to recognition that a reduction in the rate of 

atmospheric GHG loading may help to slow its progress; thus UNFCC urged and 

promoted the need to reduce and stabilize GHG emissions as stated in its article 2 : 
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...stabilization of Greenhouse gases concentrations in the atmosphere at a level 

that would prevent dangerous anthropogenic interference with the climate 

system.. 

Although carbon dioxide (CC)2) emissions are the largest anthropogenic con­

tributors to global climate change, the abatement of carbon dioxide presents an 

operational cost to the company without any potential for revenue generation. This 

has forced the international community to find a motivational approach. Among 

possible approaches is a comprehensive market based solution in which a global 

system for tradeable permits for sinks and sources of major GHG is being estab­

lished. Also, a cost-effective abatement of non-C02 GHG (CH4/ N20, HFCs, PFCs, 

and SF6) can be relatively inexpensive and might also have an economic benefit. A 

strategy to reduce methane emissions may achieve the same goal at considerably 

lower costs than a carbon dioxide only strategy. Owing to the shorter life time 

of methane in the atmosphere and its higher Global Warming Potential (GWP) 

compared to carbon dioxide; the stabilization of GHG can be observed in a shorter 

period of time. Methane emissions reductions could reduce costs substantially in 

meeting the Kyoto Protocol emissions targets. Crutzen (1991) suggested that stabil­

isation of atmospheric methane may most easily be achieved by methane emission 

reduction from fossil fuel and landfill sources. 

Among the primary GHG of carbon dioxide (C02), methane (CH4) and nitrous 

oxide (N20), the main contribution to global warming is made by carbon diox­

ide (about 64°/>), with the next largest contribution made by methane (about 19%) 

(Moore et al., 1998). GHG emissions are reported in terms of equivalent carbon 

dioxide emissions on a mass basis, ussually calculated based on a warming poten­

tial for a 100 year lifecycle. Using this method, methane has a GWP 23 times that of 

carbon dioxide, that is, one tonne of methane is equivalent to 23 tonnes of carbon 

dioxide. The combustion of methane thus offers the possibility of a net reduction in 

GHG potential of 88%. There are additional motivations for addressing methane. 

The atmospheric concentration of methane has been increasing at about 0.6% per 

year (Steele et al., 1992), and has more than doubled over the last two centuries 

(Watson et al., 1995). In contrast, the carbon dioxide atmospheric concentration is 
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increasing at about 0.4% per year. Reduction in methane emissions will produce 

substantial benefits in the short-term. Methane has a shorter atmospheric lifetime 

than other GHG: Methane lasts around 12 years in the atmosphere, whereas carbon 

dioxide lasts about 120 years (Houghton et al., 1992). Owing to methane's high ef­

fectiveness and short atmospheric lifetime, stabilization of methane emissions will 

have a more immediate impact on mitigating potential of global climate change. 

A key challenge in the reduction of GHG is the mitigation of adverse economic 

impacts. Because methane is a source of energy as well as GHG, its emissions 

reduction strategies have the potential to be low cost, or even profitable, provided 

that the energy from the emissions is effectively used. 

In the natural gas sector the methane leakage occurs throughout the chain of 

activities, resulting from leaky seals, valves, pipe joints, compressors, etc. These 

emissions are expected to increase with increasing natural gas consumption, al­

though at a lower rate than the rate of growth in the overall market. Improved 

management and maintenance, plus advances in technology, can potentially reduce 

the leakage and venting of methane from all parts of the operation. 

1.3 Scope of work 

For the reasons cited in the foregoing, the significance of promoting strategies to 

reduce the amount of methane discharged into the atmosphere is apparent. The 

objective of this work was to investigate and evaluate the possibility of using 

catalytic reactor based solutions for lean methane emissions. To meet the overall 

challenge, the main effort is concentrated on a natural gas compressor station which 

can provide a convenient starting point for reduction efforts. The study covers three 

major issues relevant to this application of methane abatement, which are: 

• An investigation of the feasibility of capturing lean methane emissions that 

occur inside natural gas compressor buildings. 

• A study of catalytic issues, including catalyst type and rate modelling. 
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• An investigation of the performance of the catalytic flow reversal reactor for 

this application. 

The work brings an understanding of the issues involving methane emissions 

in natural gas compressor stations and the efficacy of capturing these emissions for 

subsequent destruction. It also gives an improved fundamental understanding of 

the operating characteristics of reverse flow reactors and the kinetics of catalytic 

methane combustion over Pd based catalysts. 

1.4 Thesis organization 

This thesis presents experimental and numerical investigations on mitigation of the 

lean methane emissions from a natural gas compressor station. The primary goal 

is to demonstrate that catalytic combustion in a flow reversal reactor can achieve 

the mitigation goal. The thesis is organised into three major parts, to cover each of 

the areas described in Section 1.3. 

Part one examines opportunities for mitigating lean methane emission from the 

oil and natural gas sector; emphasis is placed on the natural gas compressor station. 

The main focus of this part was to investigate a low cost capture method to be im­

plemented for emissions occurring in an enclosure like the natural gas compressor 

station. Part one includes Chapters 2,3 and 4. Chapter 2 gives the general overview 

on global climate change, to bring an understanding of the basic concepts, science, 

economic, social, human influence and other environmental issues surrounding 

the problem. Also the lean methane emission problem is introduced. The mag­

nitude, challenges and opportunities facing the methane emission problem in the 

oil and natural gas sector is the theme for Chapter 3. Chapter 4 takes a close look 

at methane emission in a natural gas compressor buildings and proposes a simple 

low cost capture method for emission originating inside the enclosure. Extensive 

numerical experiments were done to assess different scenarios. 

The second part deals with the fundamentals of catalysis and lean methane 

catalytic combustion, and includes Chapters 5, 6 and 7. Chapter 5 is a review of 
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methane catalytic combustion. In Chapter 6 a detailed experimental set-up for 

methane catalytic studies is presented, and then experimental procedures, analyt­

ical equipment, catalyst properties and results obtained are discussed. In Chapter 

7, a description of a detailed global model and a surface reaction mechanism and 

results obtained through modelling experiments is presented before a comparison 

is made between the experimental and simulation results. 

The third part covers the fundamental technology of the catalytic flow reversal 

reactor, which is the technology used in this project, and comprises Chapters 8 

and 9. Chapter 8 gives an extensive review of the basic concepts, operation and 

past work related to catalytic flow reversal reactors (CFRR). Chapter 9 deals with 

a parametric study of CFRR through modelling experiments, and investigates the 

performance of a monolith CFRR using a commercially available catalyst. Its 

performance is compared to the existing packed bed CFRR reactor. In general, 

this part investigates reactor performance and suitability of the technology for 

mitigation of fugitive methane emission. Influence of different parameters on 

performance of the reactor, and suitability of using the commercial catalyst which 

was analysed and tested in part two of this work, will be the main factors of this 

investigation. 

Finally, in Chapter 10, conclusions and recommendations on the technology 

suggested for abatement of fugitive methane emission in the oil and natural gas 

sector are outlined. Also, the issues which were raised in this work but due to time 

constraint were not fully analysed will be pointed out for follow-up research, since 

they are useful and important in realizing the understanding and full utilization of 

the technology. 

1.5 Remarks 

Leaked methane emission from a single source may be negligible, but if all sources 

in the oil and natural gas sector are combined, the amount of methane emitted 

to atmosphere is considerable, and thus initiative and commitment are needed to 

reduce them. The study of lean methane emission capture, catalytic mitigation 
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and manipulation creates a step forward in combating lean methane emission in 

specific from the oil and natural gas sectors as well as GHG emission in general, 

which is presented comprehensively in the following chapters. 
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Chapter 

Overview 

2.1 Global climate change 

Global climate change is widely considered to be one of the most important is­

sues on the current international environmental agenda. The term global climate 

change can literally be defined as an average change in all features associated 

with weather, which includes temperature, precipitation, wind patterns, etc, over a 

specific period of time for the world as the whole (Environment Canada, 2007). Ac­

tually, climate change is a natural phenomenon, the ice ages and intervening warm 

periods are examples of natural climate changes which are constantly occurring 

(Environment Canada, 2007). The current trend, rate and magnitude of climate 

changes are different from those observed in the past (Environment Canada, 2007). 

Many scientists agree that global climate changes are at present happening at a 

very rapid rate and pose a great challenge to humankind (IPCC, 2007). 

There is much scientific evidence which suggests that global climate change 

is currently occurring at so high a rate that the chance for the earth ecosystem 

to adopt itself naturally will be enormously difficult. IPCC (2007) has projected 

that global climate change over the next 100 years will surpass by a significant 

amount any such change of the last 10,000 years. For example, the mean annual 

global mean surface temperature is projected to rise by 1.4 - 5.8 °C by 2100 and 

the global mean sea level will rise by 15 - 95 cm (IPCC, 2007). Such an increase 

9 
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Year 

Figure 2.1: Global mean surface temperatures, for annual and five years average 

between 1880 - 2007 (Source:NASA(2007)) 

will be highly disruptive. The rising temperatures could bring large-scale drought 

to critical agricultural regions worldwide. Also, it may cause serious civil unrest 

and mass migrations due to the spreading of insecurity in water and food supplies 

(Environment Canada, 2007). In general, abrupt global climate change will cause 

severe insecurity in terms of ecosystems, species survival, hydrology, water avail­

ability, food availability, human habitant, health and security , as well as physical 

infrastructures (Environment Canada, 2007). 

Recent years have been among the warmest since 1880 (Dlugokencky et al., 

2003). Figure 2.1 shows the annual increase of average global temperature rise 

from the start of the industrial revolution to the recent past. It is seen that the 

average global temperature started to rise rapidly and steadily from the mid 1990s 

and continues to rise. 
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Figure 2.2: Drought in Spain during the 2003 European heat wave, the drought 

was the worst since the 1940s. (Source: BBC News Online(2003).) 

Most scientists agree that the impact of global climate changes on earth is 

overwhelming and should not be left unchecked, otherwise it could make life on 

this planet extremely difficult. Some of the obvious impacts considered to be a 

result of global warming are: 

(a) Heat wave: Severe heat waves lead to increases in heat related illness and 

death, especially in urban areas and among the elderly, the young, the ill and the 

poor. An example is the European heat wave of 2003. The summer of 2003 was 

one of the hottest ever in Europe; and led to a health crisis in certain European 

countries as well as having considerable impact on agriculture. 

More than 50,000 people, mostly elderly, died, many acres of forest burnt down, 
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melting glaciers caused avalanches, and crop yield was low. As the planet heats up, 

droughts (as seen in Figure 2.2) are expected to become more frequent and severe in 

some locations. Sustained drought makes wildfires more likely, and crops and trees 

more vulnerable to pest infestations and diseases. Generally, local land use and 

land cover changes can exacerbate the climate change-driven increase in drought 

risk. For the Canadian case, Environmental Canada (2007) reported that Canada's 

temperature has generally been increasing nationwide and remained above normal 

since 1996. It shows a warming trend on average of about 1.2 °C over the period of 

1948 - 2005. 

(b) Storms: Higher temperatures can create conditions for more severe weather 

events, including thunderstorms, and increased frequency of tornadoes, tropical 

storms, hurricanes and El-Nino which can lead to risk of life and property. For 

example, El-Nino in 1997 caused huge problems around the world, from drought 

to flood and food shortages (McPhaden, 1999). 

The recent frequent hurricanes, such as Hurricane Katrina in 2005, (see Figure 

2.3), illustrate the fear and loss facing mankind that could result from global climate 

change. 

(c) Glacier melting: Over the past 150 years, the majority of mountain glaciers 

and snow covers has been shrinking in both hemispheres. Many glaciers and ice 

caps at lower altitude are now disappearing and scientific predictions show that the 

majority of them will be gone by the year 2100 (Houghton et al., 2001). As glaciers 

continue to shrink, summer water flows will drop sharply, disrupting an important 

source of water for irrigation and power in areas that rely on mountain watersheds. 

The vanishing ice and glacier at Mount Kilimanjaro is an obvious example of glacier 

melting (Revkin, 2004). During the last few decades, the permanent snow and ice 

on the summit of Mount Kilimanjaro has almost completely disappeared. This 

loss is primarily due to increasing average annual temperatures in the region, 

and scientists are speculating that the glaciers could be completely gone from 

Mount Kilimanjaro by the year 2015; Revkin (2004) cited the vanishing ice on 

Mount Kilimanjaro as an icon of global warming. This ice cap formed more than 
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Figure 2.3: Flooding in New Orleans, caused by the hurricane Katrina. This 

demonstrate the potential loss of human life and infrastructure due to the impact 

of global warming. (Source: ABC News online(2005)) 

11,000 years ago, 80% of the ice fields have been lost in only the last century. The 

disappearance rate is illustrated in Figure 2.4 of Landsat images from 1993 and 

2000. In the 1993 image a significant ice cap can be seem but only small percentage 

in the more recent images. 
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Figure 2.4: The two photographs provide the trend and rate of snow diminishing at 

the top of Mount Kilimanjaro. The top photograph was taken from the international 

space station on 1993 and shows that the mountain was covered by snow and 

glacier. Seven years later, the bottom photograph, shows that the snow and glacier 

are rapidly disappearing. (Source: NASA(2007)) 
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(d) Precipitation: Global climate change accelerates the cycle of rainfall 

and evaporation, destroying the balance of water supply and demand, and even 

possibly expanding the worldwide gap in water availability i.e. there would be 

some areas that were frequently flooded while others will be constantly suffering 

from drought and water shortages (NASA, 2007). A warmer climate will bring an 

increase in precipitation worldwide, especially during winter and in mid- to high 

latitudes, according to climate model projections (NASA, 2007). In addition, more 

precipitation is expected to fall in downpours and heavy snowstorms leading to 

increased flooding and damages (NASA, 2007). As climate change increases the 

risk of flooding, human changes in land use and land cover can also contribute to 

the growing risk of flooding. 

(e) Ocean warming, raising sea levels and coastal flooding: Global climate 

changes are expected to raise the global temperature; the higher temperatures will 

increase melting of mountain glaciers, increase ocean heat content and cause ocean 

water to expand. Largely as a result of these effects, the sea level keeps rising year 

after year. IPCC (2007) reported that global average sea level rose at an average 

rate of 1.8 mm per year for the period 1961 to 2003. They further observed that 

between the year 1993 and 2003, the average rate of sea level increase was higher 

at about 3.1 mm per year. Over the past 100 years the sea level has risen between 

10 - 25 cm, and is projected to rise a further 15 - 95 cm during the next 100 years. 

The high sea level intensifies erosion along coast land. On average 50 - 100 metres 

of beach are lost for every metre of sea level rise. Also, many people who live in 

places like Bangladesh and Florida are in danger of being displaced by the rising 

sea level (Houghton et al., 2001). 

(f) Agriculture: Global climate changes will directly and seriously affect agri­

culture, for instance some agricultural crops and animals species will be adversely 

affected by high temperature and changing weather. It is expected that some species 

will become extinct. Melting permafrost is forcing the reconstruction of roads, air­

ports and buildings and is increasing erosion and frequency of landslides. Also, it 

will harm subsistence livelihoods. Reduced sea ice and ice shelves, and changes in 
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snowfalls which will likely reduce some cold-weather recreations like skiing and 

snow boarding. Pest infestations can affect native plants and animals that provide 

food to many people. 

(g) Human health: Human health will be affected in many different ways, 

and in extreme cases, it is expected that many lives will be lost. Direct causes will 

include intensified heat waves and diseases. Indirect causes will include expanded 

geographical sphere of activities of organisms carrying contagious diseases and 

their extended period of activities will result in an increase in contagious diseases. 

Higher temperatures allow mosquitoes that transmit diseases such as malaria and 

dengue fever to extend their ranges and increase both their biting rate and their 

ability to infect humans. (Environment Canada, 2007). 

(h) Energy demand: In our daily life, it will be observed that our heating energy 

consumption will be reduced due to global climatic changes, while on the other 

hand our water usage and cooling energy demand will be enormously increased. 

Astonishingly, eleven of the last twelve years rank among the warmest years on 

record (IPCC, 2007), and this is a clear indicator of the natural pattern changes of 

the global climate. Thus the world must stand together to try to reverse the trend 

before it is too late. It is important to understand the sources which lead to that 

rapid global climate changes to arrive at a solution or means of reversing and/or 

stabilizing the situation. In the next section the factors which lead to rapid global 

climate change will be mentioned and briefly discussed. 

2.2 Global climate change mechanism 

The physical principles of climate change are best illustrated by considering the 

earth's global energy balance. The sun is the primary source of energy driving 

the climate. When solar energy enters the atmosphere, some of it is reflected and 

some of it is absorbed by the earth's surface ( e.g. atmosphere, oceans, ice, land, 

and various forms of life etc) and re-radiated back to the space at longer wave­

lengths (infra-red radiation). If the atmospheric energy system is in equilibrium, 
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Figure 2.5: A typical diagram of the earth's annual global mean energy balance. 

(Source: Seinfeld and Pandis (2006)) 

the incoming solar radiation and outgoing thermal long-wave radiation balance. 

Some of the re-radiated infra-red energy passes through earth's atmosphere back 

into space; however, the majority is intercepted by a number of minor gases in 

the atmosphere. Although these gases are relatively transparent to sunlight they 

are responsible for absorbing most of the infra-red radiation from the earth and 

re-radiating much of it back to the earth's surface. These gases act in a sense as 

an insulating blanket. This phenomena, of re-radiating the infrared radiation back 

to earth, is generally called "the greenhouse effect" and the absorbing gases that 

cause the greenhouse effect are called greenhouse gases (GHG). 

The energy absorbed by GHG warms the earth and helps to maintain the tem­

perature that sustains life on our planet. There is a delicate long term balance 

between the outgoing radiation and incoming solar energy. Any change in the 

factors that affect this process or the energy distribution itself, will change our 

climate (Environment Canada, 2007). The proportion of GHG is less than 1% of 

17 



Sec. 2.2 Global climate change mechanism 

the total atmospheric gases, thus slight changes in atmospheric concentration of 

GHG has the potential to alter the earth's energy balance and thus cause climate 

changes (Environment Canada, 2007). Figure 2.5 summarizes the global energy 

balance schematically. 

Most GHG occur naturally, however, modern industries and new lifestyle have 

led to new sources of GHG, as well as to new GHG. The two main sources which 

contribute to the increase of the GHG can thus be categorised as natural and human 

induced ones. 

2.2.1 Natural sources 

Over the history of the Earth, the climate has changed. Some changes are global in 

scale, while others have been regional or hemispheric. There are a number of natu­

ral factors that contribute to changes in the Earth's climate over various time scales. 

It has been identified that GHG are an important factor in influencing the global 

climate changes. The sources of natural occurring GHG are respiration of plants 

and animals, transpiration, evaporation, decay of materials, natural wetlands, etc. 

Two major natural atmospheric factors which influence the global climate change 

are: 

(a.) The greenhouse effect: The main natural GHG are water vapour, carbon 

dioxide, methane and nitrous oxide. The natural greenhouse effect helps 

to warm the surface and the troposphere (lowest layer of the atmosphere), 

keeping it 33 "C warmer than it would otherwise be (Environment Canada, 

2007). Thus, the greenhouse effect and GHG are vital in sustaining life in this 

planet. 

(b.) Aerosols: Aerosols are very fine particles and droplets that are small enough 

to remain suspended in the atmosphere for considerable periods of time. 

They both reflect and absorb incoming solar radiation. Changing the type 

and quantity of aerosols in the atmosphere affects the amount of solar energy 

reflected or absorbed (Environment Canada, 2007). 
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2.2.2 Human induced sources 

Since the industrial revolution, a strong interaction between human activities, re­

sulting GHG and their influence on global climate changes has been observed 

(Environment Canada, 2007). There has been a marked increase in the emissions 

of GHG in proportion to industrial expansion. Human activities influence the 

increase of GHG through the following major activities: 

(a.) Enhancing the greenhouse effect: Naturally occurring greenhouse gases (e.g. 

water vapour, carbon dioxide, methane, nitrous oxide) keep the Earth warm 

enough to support life. Scientific studies show that a variety of human activi­

ties release GHG. These include agricultural activities, deforestation, burning 

of fossil fuels for producing electrical energy, heating and transportation. By 

increasing their concentrations and by adding new greenhouse gases like 

CFCs, humankind is capable of enhancing the natural greenhouse effect. 

(b.) Land Use Change and deforestation: As humans replace forests with agricul­

tural lands, or natural vegetation with asphalt or concrete, they substantially 

alter the way the Earth's surface reflects sunlight and releases heat. All these 

changes also affect regional evaporation, runoff and rainfall patterns as well 

result in reduction of a natural sink of GHG. 

(c.) Atmospheric aerosols: Humans are adding large quantities of fine particles 

(aerosols) to the atmosphere, both from agriculture and industrial activities. 

Although most of these aerosols are soon removed by gravity and rainfall, 

they still affect the radiation balance in the atmosphere. Whether this effect 

adds to or offsets any warming trend depends on the quantity and nature of 

the particles as well as the nature of the land or ocean surface below. 

(d.) Population increase: Population increase is another social force driving 

GHG emissions, because it changes land-use patterns and frequently leads to 

increased usage of fossil fuel. 

Scientists have positively associated human factors with the rapid unusual rate of 

global climate change and that is why The United Nations Framework Convention 
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on climate change defines climate change as: "a change of climate which is attributed 

directly or indirectly to human activity that alters the composition of the global atmosphere 

and which is in addition to natural climate variability observed over comparable time 

periods". In other words, the UNFCCC uses the term climate change to mean only 

those changes that are considered to be brought about by human activities. 

2.3 Greenhouse gases 

Worldwide collective intervention is needed to combat global climatic changes, 

otherwise the projected global climate change will be extreme in the near future. 

Rising temperatures are primarily due to the buildup of GHG in the atmosphere 

mostly from the increasing usage and production fossil fuels. GHG comprise less 

than 1% of the atmospheric gases and their levels are determined by a balance 

between the processes that generate and destroy them. The emissions of GHG 

have been rising since the start of the Industrial Revolution, causing temperatures 

to climb as shown in Figure 2.1. Thus, the pace of global climate change is closely 

related to GHG concentration. Human activities affect GHG levels either by in­

troducing new sources or by interfering with natural sinks. Since enhancement of 

GHG emissions by human factors has been identified and singled out as a major 

cause of global climate change, the reduction and/or stabilization of GHG emission 

will reduce if not eliminate the harmful impact and stabilize the earth's ecosystem. 

2.3.1 Major greenhouse gases. 

Most GHG occur naturally. However, modern industry and lifestyles have led to 

new sources of GHG, as well as to the emission of entirely new GHG. Among them 

the most important are: 

(a.) Water Vapour: Water vapour comes from natural respiration, transpiration, 

and evaporation. Water vapour is a natural GHG and by far the most com­

mon, with an atmospheric concentration of nearly 1%, compared with less 

than 0.04% for carbon dioxide. The effect of human activity on global water 
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Figure 2.6: Atmospheric C02 concentration over last 10,000years (and insert since 

1750). (Source: IPCC(2007)) 

vapour concentrations is considered negligible (EPA, 1998), and thus UNFCC 

does not consider it as one of the GHG. 

(b.) Carbon dioxide (CO2): Carbon dioxide comes naturally from the decay of 

materials and the respiration of plant and animal life. Its major human-

induced sources are the combustion of fossil fuels and deforestation. 

It is removed from the atmosphere through photosynthesis and ocean ab­

sorption. CO2 is the most abundant GHG from anthropogenic enhancement 
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sources and mainly comes from the energy sector. The annual C0 2 growth 

rate is 1.4 ppm as reported by IPCC (IPCC, 2007). A complete trend of atmo­

spheric CO2 concentration over the last 10,000 years up to year 2005 is shown 

in Figure 2.6. 

(c.) Methane (CH4): Methane is another naturally occurring GHG although human 

activities have affected its atmospheric concentration. Although there is less 

methane than carbon dioxide in the atmosphere, methane is a stronger GHG 

than carbon dioxide. Natural methane sources include decaying of garbage, 

termites, oceans and wetlands. Human induced source include agriculture 

activities, domestic sewage, landfills, fossil fuel production and utilization. 

Atmospheric methane concentration is observed to increase by 1% per year 

(Steele et al , 1987) while IPCC (2007) reported a decrease in growth rate since 

1990. Figure 2.7 shows the atmospheric concentration of methane over 10,000 

years before 2005. 

(d.) Nitrous oxide (N20): Nitrous oxide is another naturally occurring GHG 

whose atmospheric concentration has increased as a result of human ac­

tivities. Soils and oceans are the primary natural source of N20. Humans 

contribute through soil cultivation and use of nitrogen fertilizers, nylon pro­

duction, and the burning of organic material and fossil fuels. The growth 

rate of N 2 0 remained constant since 1980 (IPCC, 2007). Atmospheric concen­

tration of N2O was increasing quickly in the recent past as shown in Figure 

2.8. 

(e.) Artificial GHG: Other important GHG are created by human activity and 

can be called artificial GHG. They did not exist in nature before the industrial 

revolution, and include chlorofluorocarbons (CFC), hydrochloroflurocarbons 

(HCFCs), perfluorocarbons (PFCs) and hydrofluorocarbons (HFCs). They 

have been in wide use as coolant gases in air conditioners and refrigerators, 

and also as industrial cleansing agents. CFC are the strongest GHG; for 

example, HFC 134a has a GWP of 3400 times that of carbon dioxide in terms 
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Figure 2.7: Atmospheric methane concentration over last 10,000years (and insert 

since 1750). (Source: IPCC(2007)) 

of the 20 year span. For this reason, despite of their small volume fraction in 

the atmosphere, such gases account for about 10% of the contribution to the 

global warming by all GHG. 

Table 2.1 summarizes the value of atmospheric concentration of major GHG 

since pre-industrial revolution period and the near past. The initial rate of increase 

of methane was very high. Although the rate of increase has slowed down, it has 

the highest atmospheric concentration rate of increase. 
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Figure 2.8: Atmospheric N 2 0 concentration over last 10,000 years (and insert since 

1750). (Source: IPCC(2007)) 

Table 2.1: Atmospheric concentration of major GHG (IPCC,2007) 

Gas 

co2 

CH4 

N 2 0 

units 

[ppm] 

[ppb] 

[ppb] 

Atmospheric Concentration 

Pre-1750 

280 

715 

270 

1992 

355 

1710 

302 

1995 

360 

1735 

311 

1998 

365 

1745 

314 

2005 

379 

1774 

319 
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2.3.2 Global warming potential 

Different GHG exert different effects on the earth's energy balance. To measure 

and compare the impact of various GHG on global warming, the concept of global 

warming Potential (GWP) was introduced by the IPCC in its 1990 report. GWP 

reflects the relative strength of individual GHG with respect to its impact on global 

warming over a defined period of time. 

GWP is defined as the cumulative radiative forcing between the present and 

some future time caused by a unit mass of GHG emitted now, expressed relative 

to carbon dioxide. Table 2.2 shows the GWP of major GHG as developed by IPCC. 

GWP takes into account the differing atmospheric lifetimes and abilities of various 

GHG to absorb radiation. The most commonly cited GWP are based on the 100 

year period. 

Table 2.2: GWP for the major GHG (IPCC,1996) 

Gas 

co2 

CH4 

N 2 0 

HFC-23 

Atmospheric lifetime 

[years] 

50 -100 

12 

114 

260 

GWP Time horizon 

20 years 

[kg/kgC02 ] 

1 

62 

275 

9400 

100 years 

[ kg/kgC02 J 

1 

23 

296 

12000 

500 years 

[kg/kgC02 ] 

1 

7 

156 

10000 

2.3.3 Atmospheric aerosol and global dimming 

Research has shown that atmospheric aerosols make clouds, which reflect most of 

the sun's rays back into the space. This leads to an effect known as global dimming, 

in which less energy from the sun reaches the earth. At first, it sounds like an ironic 

saviour to the global climate change problem. However, it is believed that global 

dimming is responsible for the droughts that occurred in Sahel region in the 1970s 

and 1980s, where many people died. The reason for the Sahel drought was that the 
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northern hemisphere oceans were not warm enough to allow rain formation. Also, 

aerosols are relatively short-lived in the atmosphere so their effect can not offset 

the effect of the much longer lived GHG (Watson et al., 1996). 

Global dimming also hides the true power of global warming. By cleaning up 

atmospheric aerosol pollutants without tackling GHG emissions, a rapid warm­

ing has been observed, and various human health and ecological disasters have 

resulted, as witnessed during the European heat wave of 2003. 

2.4 Anthropogenic enhancement 

Human activities have led to an increase in GHG atmospheric concentration and 

thus have enhanced the greenhouse effect. Already in the 20^ century, the global 

mean surface temperature has increased by 0.6 "C (Watson et al., 1995). Other 

evidences as mentioned in previous sections, give a signal to humankind to act 

before it is too late. The problem is a global issue and needs a collective global 

action to deal with it. The largest contributor to anthropogenic GHG emissions in 

both absolute and growth terms is energy sector, the increase is equally accounted 

for by an increase in production and utilization of fossil fuel. This makes all 

countries which are principal producers of oil and natural gas important sources 

of anthropogenic GHG emissions. The increase in emissions from other sectors is 

also significant, but the pace is somewhat slower. 

The emissions increase are closely linked to the impact of energy efficiency, regu­

lations and practice. For example, in electricity generation, emissions are projected 

to increase significantly if fossil fuel becomes the preferred fuel source, while hydro 

and nuclear sources will reduce GHG emissions tremendously, however, the con­

cern about nuclear reactor safety, radioactive material waste management, nuclear 

weapon proliferation and cost limits the liability of nuclear energy utilization. 

Carbon dioxide is the most abundant GHG from an anthropogenic source, and 

mostly comes from burning fossil fuels. Fuel-switching strategy, switching from 

coal and oil to natural gas, has been suggested by IPCC (2001) as an interim measure 

to reduce the GHG emissions from the energy sector. Because natural gas emits 
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less carbon dioxide per unit energy generated, and carbon dioxide contributes 

more to global warming than all other GHG combined, there is an incentive in 

fuel switching. A combination of cost, convenience and environmental benefits are 

promoting the extensive use of natural gas, and world energy outlook projects a 

continued rise in demand and production of natural gas at least through 2030. The 

poor quality of methane emissions estimates currently available and the high GWP 

of methane, put many in doubt if methane leakage and emissions from natural gas 

industries operations were large enough to reduce substantially or even eliminate 

the benefits of low carbon dioxide emissions. There are also potential issues about 

availability of methane in sufficient quantities to justify mitigation. 

2.4.1 The Kyoto protocol 

In addressing the issue of global climate change, the world came together under 

UNEP, IPCC and UNFCC and made an agreement and commitment on mitigation 

of global climate change, by stabilizing atmospheric GHG concentrations. In 1997, 

the Kyoto protocol was adopted in which policy and strategies for reduction of 

GHG emissions were defined. Canada is among the countries which ratified the 

Kyoto protocol and thence committed itself to reduce GHG emissions between the 

years 2008 and 2012 to 6% below the level recorded in 1990. According to the Kyoto 

protocol, there are six important GHG to deal with namely; carbon dioxide (CO2), 

methane (CH4), nitrous oxide (N20), and halon carbon families (CFC). C02 , CH4 

and N 2 0 are estimated to account for more than 80% of the overall global warming 

effect arising from human activities (UNFCC, 2003). Figure 2.9 shows the estimation 

of the contribution of each major GHG to global anthropogenic emissions. 

2.4.2 Emissions from energy sector 

Energy related activities are the primary source of anthropogenic GHG. The main 

GHG emissions from the energy sector are CO2, CH4 and N20. Fossil fuels, chiefly 

coal, oil and natural gas, now supply most of the world's energy. Only a small 

amount comes from renewable sources , which do not release GHG into the atmo-

27 



Sec. 2.4 Anthropogenic enhancement 

CFC Others 
Nitrogen Oxide 10% 1% 

Figure 2.9: Estimation of each GHG contribution to the global anthropogenic emis­

sions based on GWP for 100 year period (IPPC,1995). 

sphere. If renewable sources could manage to satisfy more energy demand, the 

fossil fuels to be burnt will be reduced and hence more GHG emissions will be 

avoided. The major emission from fossil fuel combustion is C02 . EPA(2007) esti­

mated approximately 25,575 Tg of CO2 were added to the atmosphere globally by 

fossil fuel combustion in 2002. Apart from CO2, fossil fuel combustion also emits 

other major GHG, namely CH4 and N 20. The oil and natural gas sector account for 

over 20 percent of global anthropogenic methane emissions (Fernandez et al., 2003; 

Methane to Market, 2005). In 2005, Canada was estimated to emit 747 mega tonnes 

of CO2 equivalent, which is about a 27% increase from 1990 emission and 35% 

over the Kyoto target. Alberta and Ontario are the two provinces in Canada with 

the highest GHG emission; together they contribute more than a half of Canadian 

GHG emission. 

Total GHG emissions in Canada in 2005 and 2004 were about 747 Mt C0 2 

equivalent which represents a slight increase from 2003 levels. Overall, the long 

term trend indicates emissions in 2005 were 25.3% and 32.7% above the revised 1990 

level and the Kyoto target respectively, as shown in Figure 2.10. During the 15 years 

(1990 - 2005) GHG increase in Canada was higher than population increase, which 

was 16.5% and approximately equalled the increase in energy utilization which 
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increased by 23%. The flatening of the growth curve between 2003 and 2005, as 

shown in Figure 2.10, is due primarily to a significant reduction in emissions from 

electricity production (reduced coal and increased hydro and nuclear generation, 

also fuel switching which resulted in natural gas based generation offsetting other 

fossil fuels which have higher GHG emission intensity), coupled with reduced 

demand for heating fuels due to warmer winters and a reduced rate of increase in 

fossil fuel production. Long term growth, nevertheless, remains large. Between 

1990 and 2005 a significant increase in oil and natural gas production, much of 

which have been provided to the USA, has resulted in a significant increase in the 

emissions associated with the production and transportation of fossil fuel. In 2005, 

total emissions associated with these operations were 73 Mt, a 162% increase over 

the 1990 level of 28 Mt. 

1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 

Year 

Figure 2.10: Canadian GHG emissions trend 1990 - 2005 
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Table 2.3: Canadian GHG emission trends by sector since 1990 

Sector 

Energy sector[Mt] 

Industrial sector[Mt] 

Agriculture sector[Mt] 

Forestry [Mt] 

Wastes[Mt] 

TotalfMt] 

GDPfBillions 1997$] 

GHG Intensity [Mt/$B GDP] 

Year 

1990 

473 

54 

46 

23 

596 

708 

0.84 

1995 

513 

57 

61 

2 

22 

646 

773 

0.84 

2000 

589 

49 

61 

2 

24 

721 

946 

0.76 

2001 

582 

48 

60 

2 

25 

714 

961 

0.74 

2002 

592 

50 

59 

6 

24 

720 

989 

0.73 

2003 

613 

50 

54 

22 

27 

745 

1013 

0.74 

2004 

593 

51 

55 

8 

29 

747 

1046 

0.72 

2005 

609 

54 

57 

28 

747 

1079 

0.69 

Other fossil fuel activities, such as exploration, production, transportation, stor­

age and distribution, also emit GHG, which mainly consists of methane (CH4). The 

relative importance of methane and therefore of the oil and natural gas sector, might 

increase as a consequence of the emission reduction measures for carbon dioxide 

and artificial GHG that are taken in the context of international climate and ozone 

policies. However, a significant technical and economical reduction potential is 

believed to be possible. Therefore, the focus of this work is methane emission in 

the oil and natural gas sector. 

Energy-related activities are by far the largest source of GHG emissions in 

Canada. The Energy Sector includes emissions of all GHG from the production of 

fuels and their combustion for the primary purpose of delivering energy. Emissions 

in this sector are classified as either fuel combustion or fugitive releases. Fugitive 

emissions are defined as intentional or unintentional releases of GHG from the 

production, processing, transmission, storage, and delivery of fossil fuels. 

Overall, the net Canadian GHG emission has increased significantly between 

1990 and 2005, with the net increase in annual GHG being about 151 Mt. Over 

the same period emission from the energy sector and transportation increased by 

about 137 Mt, accounting for more than 90% of overall increase. In the same 
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period it can be noted that fuel combustion-related emissions increased by 25.3%, 

while emissions from fugitive releases rose by 54%. At national levels, it has 

been observed that the variation of GHG emission and GDP have the same trend. 

So using GHG intensity (i.e ratio of GHG emission and GDP) is a good basis to 

compare GHG emission of one nation to another, For Canada The GHG intensity 

generally is decreasing year after year, and between 1990 and 2005 the Canadian 

GHG intensity decreased by about 17.8%. Table 2.3 summarizes the facts stated 

above. 

2.4.3 Possible solutions for methane mitigation 

Methane emission occurs from exploration, production transportation, storage and 

distribution in the oil and natural gas sector. A number of technologies are possible 

for abatement of methane emissions which are: 

(a.) Combustion: This technology converts methane to a less harmful form, i.e. 

carbon dioxide and water. There are two possible ways to accomplish this. 

The first possibility is homogeneous combustion, which can be implemented 

either as flaring ( most common in the oil and natural gas sector) which is 

cheap, but heat energy can not be recovered. Sometimes supporting fuel is 

needed to accomplish the combustion, or as thermal homogeneous combus­

tion which is not commonly in use for abatement of methane. It is used when 

the methane concentration is within the flammability limits and there is a 

need to recover heat through a heat exchanger. 

Another possible combustion technology is catalytic combustion, which in­

volves use of a catalyst bed to enhance the oxidation reaction. The main 

advantage of this technology is that it can operate outside the flammability 

limits and does not produce flame. 

(b.) Biological Degradation: This method uses the ability of certain micro­

organisms, such as methanotrophs, to break down emthane into water and 

carbon dioxide. The biofilter is the most common biotechnology, but also 
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there is a possibility of using bioscrubbers and trickling filters. It is not very 

effective in a cold environment and with a large volume of emissions. 

(c.) Adsorption: This is a less effective technology for methane and is seldom 

used in industries. It needs highly porous adsorbents and very large beds in 

treating methane. 

A useful summary of classical mitigation options for methane is provided by 

the IE A (IEA GHG, 1999). For some specific solutions for the oil and natural gas 

sector, the paper by Hayes (2004) is also recommended. Restricting our mitigation 

options to combustion, there are two possibilities. Conventional (homogeneous) 

combustion is the most common type used, and often consists of a flare. Flares 

can be used for concentrated streams and for large volumes. The drawback of 

flares is that they are unpopular with the general public, and require the use of 

a support fuel if the heat content of the emission stream is not sufficiently high. 

Although the flame can be hidden from view in other types of thermal reactors, 

the constraint of the flammability limits remains. Methane emissions (especially 

fugitives) often consist of a low concentration mixture of methane and air that 

cannot be destroyed by conventional combustion, because their composition is 

outside of the flammability limits (about 5% to 16% by volume for methane in air). 

Furthermore, many of these streams have variable composition and flowrate. These 

variations can occur over time scales varying from hours to days or months. For 

many streams catalytic combustion is a viable option, in which a suitable catalytic 

reactor is used to destroy the hydrocarbons. Catalytic combustion is a flameless 

combustion process that can be used to oxidise emissions that cannot sustain a 

conventional flame. Furthermore, catalytic combustion occurs at temperatures 

lower than conventional combustion processes and thus produces fewer harmful 

by-products. The combustion unit is usually smaller than a conventional firebox 

and can be located in areas where conventional, fired units would not be allowed 

(Hayes and Kolaczkowski, 1997). 
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Chapter 

Oil and natural gas sector 

Methane is the most abundant hydrocarbon in the atmosphere (Seinfeld and Pandis, 

2006) and the second most abundant GHG. Seinfeld and Pandis (2006) showed that 

there is imbalance between the current global source and sink of methane which 

leads to accumulation of methane in the atmosphere. Most methane emitted into 

the atmosphere comes from anthropogenic sources. Among anthropogenic sources, 

methane from the energy sector is growing faster compared to others as shown in 

Table 3.1. Also review data from AGO, EEA, EPA, IPCC, and UNFCC made it clear 

that energy sector activities, other than fuel combustion, emit large quantities of 

GHG. These emissions primarily are methane from oil and natural gas sector. 

Table 3.1: Annual estimates of the global anthropogenic methane emission into 

atmosphere (source: Seinfeld and Pandis (2006)) 

Anthropogenic source [Tg/year] 

Energy 

Landfills 

Ruminants 

Rice agriculture 

Biomass burning 

Base Year 

1980's 

75 

40 

80 

100 

55 

1990 

97 

35 

90 

88 

40 

1992 

110 

40 

115 

40 
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3.1 Introduction 

The oil and natural gas sector is very large and diverse, including various activities 

such as search, exploration, development, production, gathering, processing and 

storage of both petroleum and natural gas. It also deals with the reclamation, long 

term monitoring, control and treatment of sites disturbed because of the activities 

mentioned above. Oil and natural gas are the two most important fuels that 

drive global development. Thus, the oil and natural gas sector faces challenges 

as well as opportunities in providing clean, economically viable, environmentally 

sound, and socially acceptable energy that are essential for global economical 

growth, environmental protection and social progress. The upstream activities 

include production, gathering, processing and storage, and are of interest in this 

work. Public pressure, environmental legislation and the internal requirement 

of achieving sustainable development, gives the oil and natural gas sector the 

responsibility of reducing or eliminating the emissions occurring within the sector, 

in particular the GHG. 

3.1.1 Methane emission 

Methane is emitted from a variety of natural and human influenced sources, in­

cluding landfills, the oil and natural gas sector, agricultural sector, coal mining, 

etc.. Apart from being a potent GHG, methane is also a clean energy source and the 

primary constituent of natural gas. Thus any effort in preventing or capturing the 

methane emissions can provide significant energy, economic, and environmental 

benefits (EPA, 2006). Although, the oil and natural gas sector is not a major anthro­

pogenic source of methane emission, to prevent and/or reduce methane emission 

has been a main objective of this sector for improving the safety and economics of 

its operations. The oil and natural gas sector is comprise of wells, processing fa­

cilities, transmission pipelines, storage and end consumers, with methane making 

up about 95% of the processed gas. It is estimated that this sector releases about 

343 million metric tons carbon equivalent (MMTCE) of methane to the atmosphere 

and accounts for about 18% of total global emissions by sectors (EPA, 2006). Thus, 
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methane emission reduction can be instrumental in attempting to find the optimal 

balance between economical, safety, operational and environmental benefits, be­

cause methane emission is a revenue loss for the oil and natural gas sector as well 

as a potent GHG. 

The oil and natural gas sector satisfies most of the global energy demand, 

and thus is responsible for a large percentage of global GHG emission, mostly 

carbon dioxide. The carbon dioxide emissions are the result of energy usage (fuel 

combustion), but there are other GHG emissions originate from the oil and natural 

gas sector. Most of these non-carbon dioxide emissions, including methane, are not 

the result of fuel combustion. Energy-related activities other than fuel combustion, 

such as the production, transmission, storage, and distribution of fossil fuels, emit 

large quantities of GHG, primarily lean methane. Methane emissions are the second 

largest contributor of the GHG emissions after carbon dioxide. Lean emissions 

from compressor, metering and regulating stations account for the majority of the 

methane emissions from the oil and natural gas sector. 

Methane emission from the oil and natural gas sector can be characterized by 

the stage of activities from initial production to delivery for end use. Significant 

emissions occur in the following areas: 

1. Production: Wells are used to extract the natural gas from underground for­

mations. Wells and associated piping, treatment and processing equipment 

form the production part of this sector. The majority of emissions produced 

during production are vent and leakage emissions from the associated equip­

ment like separators, meters, dehydrators, gathering pipelines and pneumatic 

control devices which are often gas powered. 

2. Processing: The main objective of this unit is to ensure that the natural 

gas meets the quality standard for transmission by removing condensate, 

particulates and other compounds. Leak emissions from compressors are the 

main source of processing related methane emissions. 

3. Transmission and Storage: High pressure, large diameter pipelines are used 

to transport natural gas to end users. Pressure in the system is maintained by 
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compressor stations, which, together with metering and regulating stations, 

account for the majority of methane emissions in the transmission stage. 

Storage facilities, which are underground formations into which natural gas 

is injected and kept during times of low demand, produce emissions mainly 

from the compressor and dehydrators. 

4. Distribution: Low pressure emissions occur as leakage in the pipeline which 

transmit natural gas to consumers. Also leakage can occur at metering and 

pressure regulation stations as well as at the customer meters. 

Within each of these areas, the source of methane emissions can be equip­

ment (such as pneumatic controllers, valves, compressors, offshore platforms), or 

mode of operation (such as start-up, normal operation, maintenance, system up­

set, system mishap). Emissions can be catogerized as leakage, vent or incomplete 

combustion. Methane emissions vary from facility to facility, and are largely a func­

tion of operation, maintenance procedure, equipment condition and age. Table 3.2 

presents some typical methane emissions from the oil and natural gas sector of a 

few selected countries world wide. Leaks are hard to detect and next to impossible 

to eliminate completely, thus emissions are always present. To make the situation 

worse these leakages are quickly mixed with atmospheric air which makes their 

capture and abatement a real headache for this sector. Usually, such leakages are 

known as fugitive emissions. 

Release of methane is of concern because methane is a chemically reactive GHG 

and 23 times (from a GWP point of view) more potent than the more-abundant 

but largely-unreactive carbon dioxide. According to researchers, the main sink 

for methane in the atmosphere is reaction with the tropospheric hydroxyl radical 

(OH) which is directly linked to the production of ozone in the troposphere, thus 

reductions in methane emissions will stabilize both methane as well as ozone con­

centration in the atmosphere worldwide. This would help to realize the reduction 

of the global climate change impacts in the near future. IPCC (2001) projected that 

within the next 25 years or so, methane emissions can be stabilized. Otherwise, the 

increase in methane concentration in the atmosphere will reduce the concentration 
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Table 3.2: CH4 emissions from oil and natural gas sector from selected countries 

(Source:Methane to market website,2006) 

Country 

Russia 

United State 

Ukraine 

Venezuela 

Uzbekstan 

India 

Canada 

Mexico 

Argentina 

Thailand 

China 

CH4 emissions [MMTCE] 

1990 

91.6 

40.3 

19.6 

11.0 

7.4 

3.5 

4.7 

3.0 

2.2 

0.8 

0.2 

2000 

69.1 

37.8 

16.4 

14.3 

9.2 

6.7 

6.4 

4.2 

3.7 

2.3 

0.4 

2010 (projection) 

74.7 

39.6 

10.8 

18.6 

11.7 

15.0 

6.5 

6.0 

8.3 

4.3 

1.3 

of tropospheric OH, and will lead to a reduced rate of methane removal as well as 

a decrease in ozone concentration. 

3.2 Fugitive emission 

In the oil and natural gas sector, methane emissions can be reduced by upgrading 

technology or equipment, for example the use of low-emission regulator valves will 

reduce or eliminate venting, and improving management practices and operational 

procedures can help to reduce venting and leaks. Implementation of these cost ef­

fective measures can lead to reduced methane emission and increased revenue, 

but an effective abatement method is still needed to deal with methane emission 

in this sector because it is impossible to eliminate all leakages in the system. The 

transportation system of natural gas is prone to unexpected or unplanned leakage, 
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these leakages quickly mix with atmospheric air to make a lean solution. The rate 

and place of leakage are usually unknown before hand, thus it is difficult to iden­

tify and quantify them. Individual leaks from gas transmission and distribution 

systems may seem relatively minor, but collectively, leakage from these systems 

can be substantial. 

The most common means of transportation for natural gas is through a pres­

surized pipeline (typical pressure is between 80 and 100 bar), compressor stations 

are located at every 100 to 150 km along the pipeline, to overcome the pressure 

drop. Major gas pipeline networks can be found in the USA, which has about 

400,000 km, and the former Soviet Union, which has about 214,000 km, as reported 

in 1994 and 1993 respectively. In Canada, TransCanada Pipeline owns a 37,000 km 

pipeline network that contains 110 compressor stations, 1200 metering facilities and 

over 500 valve sites. Although a variety of data have been published on methane 

emissions, such data should be taken as general estimates only, because most of 

the data rely on assumptions, and more reliable data will only emerge as addi­

tional emission audits are undertaken. It is estimated that the main contributors 

to global methane emissions are agriculture (44%), landfills and biomass burning 

(22%), coal (12%) and the oil and natural gas industry (15%) (Moore et al., 1998). 

The 15% of emissions from the oil and natural gas industry equals about 47 Mt/y 

(1081 Mt/y of CO, equivalent), using 1990/92 data (Moore et al., 1998). Overall, it 

has been estimated that fugitive methane emissions account for about 50% of the 

GHG emissions of the Canadian conventional oil and natural gas sector. For 2005 

Environment Canada estimated total GHG emissions at 747 Mt of carbon dioxide 

equivalent, of which about 8.8% are fugitive methane emissions from the oil and 

natural gas sector (1.8 Mt of fugitive methane annually). Canada is responsible for 

about 2% of the global GHG emissions. There is a certain degree of inconsistency 

in the data, as noted, and it is probable that methane emissions are significantly 

under estimated. But currently UNFCCC requires countries to submit an annual 

GHG inventory report using UNFCCC reporting guidelines, and this will help to 

standardize and harmonize the global fugitive emission inventory. 

Oil and natural gas are the lifeblood of the global economy, accounting for more 
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than 90 percent of the energy consumed. To meet projected energy demand, pro­

duction, processing and transportation of the oil and natural gas have to increase, 

at the same time the methane emission from leakage also is expected to increase, 

although not by the same magnitude as the increase in demand due to superior 

modern technology. 

Definition of fugitive methane emissions differs from one group to another. 

Some of the definitions for fugitive emissions are: 

• Generic definitions - 1 : Emissions not caught by a capture system which 

are often due to equipment leaks, evaporative processes and wind blown 

disturbances (source California Air Resource Board) 

• Generic definition - 2: Uncontrolled emission to air, water or land. Example: 

material released from a pipeline coupling. 

• Generic definitions - 3; Means gas, liquid, solid, vapour, fume, mist, fog or 

dust containing a controlled product that escapes from process equipment, 

emission control equipment, a product or a device in the workplace or from 

any facility which constitutes a workplace or part of workplace (source Cana­

dian Labour safety) 

• UNFCC Definition: Fugitive emissions from fossil fuels are intentional or 

unintentional releases of GHG from the production, processing, transmission, 

storage and delivery of fossil fuels. Released gas that is combusted before 

disposal (e.g. flaring of natural gases at oil and natural gas production facili­

ties) is considered a fugitive emission. However, if the heat generated during 

combustion is captured for use (e.g. heating or sale) then the related emissions 

are considered fuel combustion sources/ Environment Canada, 2006) 

• Oil and natural gas definition: Fugitive emissions are unintended releases 

of GHG to the atmosphere. This category includes fugitive equipment leaks, 

accidents and equipment failures. Fugitive equipment leaks are emissions 

from equipment component that leak as a result of wear, poor design or 

improper installation. 
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Fugitive emissions are sources of direct and indirect GHG emissions in many 

countries, and from numerous studies it has been identified that leaks from com­

pressor stations are the largest source of single location fugitive emissions. The 

vented emissions are a point source emission that can be more easily captured and 

directed for mitigation while fugitive methane from leakages are not that easy. 

Global fugitive emissions are difficult to quantify accurately, since only esti­

mated values are available. The accuracy of these values remains uncertain, as 

different countries or companies uses different estimation methods. IPCC and 

UNFCC are working to harmonize the system of estimation by issuing guidelines 

and requesting each country to submit its inventories each year based on these 

guidelines. 

In the period 1990 - 2004, many countries exceeded their Kyoto protocol targets. 

Countries which reduced their GHG emissions are (their targets are in brackets) 

Lithunia to -60.4% (-5%), Russian Federation to -32% (-5%), Czesh Republic to -

25% (-8%), Germany to -17% (-8%) and United Kingdom to -14.3% (-8%). Countries 

still expriencing GHG growth are for example, Japan 6.5% (-6%), Canada 25% (-6%), 

Greece 27% (-8%), Spain 49% (-8%) and Turkey 72.6% (-8%). 

3.2.1 Canadian fugitive methane emission 

Canada contributes about 2% of total global GHG emissions. It is one of the highest 

per capita emitters, largely the result of its size, climate (i.e., energy demands), and 

richness in fossil fuel resources. In 2005, Canada is estimated to have emitted 

747 megatonnes of C02 equivalent (Mt C02 eq) of GHG to the atmosphere, an 

increase of 0.4% over the 745 Mt recorded for the year 2003. This is considerably 

less than the 5% increase that occurred between 2001 and 2005. Also the GHG 

emission per capita increased from 21.5% in 1990 to 23.1% in 2005. The energy 

sector accounts for more than 80% (that includes combustion end use) of Canada's 

GHG emission, while the fugitive methane emissions account for about 50% of the 

GHG emissions from the Canadian conventional oil and natural gas sector, thus 

fugitive methane emission from oil and natural gas sector in Canada is significant 
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and proper attention is required. The management of fugitive methane emission 

is part of the overall country's strategy towards reduction and/or elimination of 

GHG. 

Figure 3.1 illustrates the significance of combating GHG emission in Canadian 
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Figure 3.1: Sectoral Breakdown of Canada's GHG emission in 2005.(Source: Envi­

ronment Canada) 
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Figure 3.2: Trend of methane emission in Canada. (Source: Environment Canada) 

energy sector. Even the fugitive GHG emission from Canadian energy sector alone 

is greater than the GHG emission from any other sector. 

The trend of methane emission from the energy sector in Canada is summarized 

in Figure 3.2. This figure shows that the GHG emission from the oil and natural 

gas sector in Canada increasing from 1990 and reaching a plateau in the year 2000. 

Further , it shows that fugitive sources and natural gas are leading producers of 

GHG emissions. 

3.2.2 Efforts in combating fugitive methane 

Mitigation of fugitive methane or GHG emissions in general is not only an envi­

ronmental issue, it also has aspects related to the economy (including trade and 

competitiveness), social aspects and concerns about equity between generations. 

42 



Sec. 3.2 Fugitive emission 

These issues have competing interests which must be addressed in deciding the 

mitigation method to be adopted. Thus, the mitigation of GHG emission is an 

optimizing challenge for sustainable development. 

Natural gas use is widely recognized a a means of reducing carbon dioxide 

emissions when substituted for other fossil fuels. Natural gas produces less carbon 

dioxide when combusted than either coal or oil per unit of energy produced. Natu­

ral gas use retains its advantage as an instrument to combat climate change, unless 

the leakage from the natural gas network exceeds 6% to 11% of the throughput. 

With this reasoning, natural gas production and utilization is going to increase and 

hence so will the fugitive methane emission from this sector. 

In oil and natural gas systems, methane emissions can be reduced by upgrad­

ing technologies and equipment (such as use of low emission regulator valve), by 

improving management practices and operational procedures. Implementation of 

these measures can lead to reduced product losses, lower methane emissions and 

increased revenues. These cost-effective measures vary greatly from country to 

country , also from company to company, based on the level of physical and in­

stitutional infrastructure. These cost-effective approaches will reduce the methane 

emission but will never eliminate them, because leaks can not be completely elim­

inated in the oil and natural gas sector. Joints, flanges and valves may leak to 

some extent and represent a chronic problem in the oil and natural gas system. 

These individual leaks are most likely limited to a few cubic millimeteres per day 

(10~6 m3), but taking into account the number of this type of equipment in the 

given gas network, the sum of their leakage may contribute significantly to total 

fugitive emissions. Compressor stations, metering stations and valve stations are 

the location where a good number of such pieces of equipment can be found, and 

that is why the focus is on compressor stations. 

3.2.3 Problem facing fugitive methane mitigation 

The low concentration and variable flow rate of fugitive methane sources presents 

major challenges for mitigation. The key factors that affect the amount of fugitive 
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emissions from a given operation are the amount and type of infrastructure em­

ployed, the integrity of the system, and the incentives or requirements to reduce 

fugitive emissions. The first challenge is to capture the methane, which may consist 

of a very lean mixture, and then direct it to a destruction device. Fugitive methane 

emissions may be in low concentration relative to air (below flammability limits of 

about 5% to 16%), and thus cannot be destroyed by conventional combustion. 

3.3 Natural gas transportation 

The transportation system for natural gas from production location to consumers 

consists of a network of pipelines designed for quick, safe and efficient delivery. 

Raw natural gas can either originate from oil wells (these are termed as associated 

natural gases and can either be free natural gas or dissolved in crude oil), or gas well 

and condensate well (these are known as non-associated natural gases and usually 

contain little or no crude oil). The main component of natural gas is methane, 

but it is also common to find higher hydrocarbons, carbon dioxide, water vapour, 

nitrogen and other compounds. If H2S is present in the natural gas, the natural gas 

is called sour natural gas and more care in handling is needed because sour natural 

gas is poisonous. 

Natural gas is transported at high pressure in the pipeline, at pressures from 

15 bar to over 100 bar. The high pressure is necessary to reduce the volume of 

natural gas transported, as well as to provide a force to move natural gas through 

the pipeline network. 

3.4 Natural gas compressor stations 

When the natural gas flows through the pipeline network, it loses pressure owing 

to friction. The natural gas is periodically re-compressed in compressor stations, 

located at distances of 100 to 150 km apart. These compressor stations typically 

contain between one and fifteen compressors. The size of the compressor station 

and the number of compressors varies based on the diameter of the pipe and the 
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Figure 3.3: A typical single compressor building. 

volume of natural gas to be transported. The basic components of the compressor 

station are similar, and a typical single compressor building is shown in Figure 

3.3. There are three major types of compressors available in the market, which 

include centrifugal compressors ( produce high-pressure discharge by converting 

angular momentum imparted by the rating impellers, and are designed to work 

for higher capacity), reciprocating compressors ( are positive displacement ma­

chines, single-stage are generally used for pressure in the range of 70-100 psig, 

while the two-stage are used for higher pressure ranges of 1000 - 1500 psig), and 

rotary screws compressors (also positive displacement machines, capacity control 

for these type of compressors is accomplished by variable speed and variable com­

pressor displacement), compressors may be driven by almost any prime mover 

including an electric motor, steam turbine, combustion engine and internal com­

bustion engine. Historically, electric motors were the dominant prime mover used. 

The use of natural gas engines has become a popular alternative, because they re­

duce operating cost by lowering power demand and electric energy consumption. 

These large piston engines resemble automobile engines, only they are many times 
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larger as shown in Figure 3.4. They use natural gas from the pipeline for fuel. 

Reciprocating pistons, located in cylinder cases on the side of the unit, compress 

the natural gas. The compressor pistons and the power pistons are connected to 

a common crankshaft, hence the name "integral." The advantage of reciprocating 

compressors is that the volume of natural gas pushed through the pipeline can be 

closely adjusted to meet small changes in demand. 

Centrifugal compressors powered by natural gas fueled turbines are also used. 

The centrifugal compressor is similar to a large fan inside a case, which pumps 

the natural gas as the fan turns. A small portion of natural gas from the pipeline 

is burned to power the turbine. Electric motor/centrifugal compressor, where 

the centrifugal compressor is driven by a high voltage, electric motor is another 

alternative. One advantage of electric motors is that they need no air emission 

permit because no hydrocarbons are burned as fuel. However, a highly reliable 

source of electric power must be available near the station. IC engine and turbines 

are the most common prime movers used in natural gas compressor stations. Before 

the natural gas enters the compressor unit, all free liquids or any other dirt particles 

are removed from the natural gas stream by passing it through a dehydrator. 

There are three main sources of methane emissions in compressor stations. The 

first is emissions resulting from incomplete combustion in the engine. The second 

results from instrument venting, whilst the third source is leaks in valves, flanges, 

dry gas seals and other equipment inside the building, Figures 3.4 and 3.5 show 

some of the natural gas systems which are prone to leak. As noted, the focus in 

this work is the emissions in the building; however, for completeness the other two 

sources are described briefly. 

As noted, either turbines or natural gas IC engines are used to drive the com­

pressors. While the methane emissions from natural gas turbines are fairly low, 

the IC engine emissions are significantly higher. These engines are operated in 

either lean burn (excess oxygen) or with a stoichiometric air/fuel ratio. The lean 

burn system produces less NOx (up to 90% less) and has better fuel economy than 

stoichiometric engines. Unfortunately, owing to a lower combustion temperature, 

the amount of methane in the exhaust gas of a lean burn engine is up to four 
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Figure 3.4: The natural gas IC engine in one compressor building. 

times higher than for the stoichiometric version. From an economic perspective, 

the lean burn system is superior, and most units run in this mode. From an en­

vironmental perspective, the lean burn engine offers the advantage of low NOx; 

however, normal lean burn operation may not yield sufficiently low NOx values 

to meet some regulations, and thus some operators use stoichiometric operation in 

certain locations (e.g., California). Although the base NOx emissions are high from 

a stoichiometric engine, the end of tailpipe emissions can be reduced to acceptable 

limits, and below that of lean burn operation, through the use of a three-way cat­

alytic converter (TWC), like those used on automobiles for the past two decades. If 

the NOx is within acceptable limits with lean burn operation, catalytic converters 

are not usually used, and the emissions of methane are relatively high. A typical 
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Figure 3.5: Natural gas pipeline and junction 

115 litre displacement natural gas lean burn engine running at 1200 rpm produces 

about 61 tonnes per year of methane (1400 tonnes of carbon dioxide equivalent), 

which increases as the engines age (according to the data provided by Enerflex 

Inc.). 

The second emission source is instrument vents, which result from the use of 

natural gas as the supply medium for the pneumatic instruments used to control, 

for example, temperature and pressure. Pneumatic devices are often powered 

by natural gas because the high-pressure gas is readily available. These devices, 

however, bleed natural gas into the atmosphere during normal operation. This gas 

may be collected as a concentrated stream and vented outside of the building. 

The third source of methane emissions in compressor stations is leaking equip­

ment. This source tends to be more prominent in older sites that are used to 

compress sweet natural gas. Because of the danger from sour natural gas (natural 

gas containing H2S) leaks, stations that compress sour gas are much more tightly 
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monitored and controlled than those pumping sweet gas. Methane losses through 

the compressor seal can range up to the tens of tonnes per year, and a single leaking 

valve can yield up to 1000 tonnes a year. Although the methane from leaks is of 

high concentration at the leak source, it may quickly become diluted as it moves 

into the building and mixes with air, although in some cases the seal leaks may be 

collected and vented externally 

To illustrate the magnitude of the emissions problem, numbers from a typical 

site are given. These data were provided by Clearstone Engineering, Calgary, 

Alberta. The site in question was a compressor station containing five compressors 

(four at 1650 hp and one at 1450 hp), a glycol dehydrator and two electric power 

generators. Natural gas was used to operate the instruments. Overall, 68% of 

the GHG emissions result from the fuel combustion in the engines, and the rest 

was mostly methane, methane emissions from the building were about 930 tonnes 

a year, and a further 400 (estimated) tonnes per year resulting from incomplete 

combustion in the engines. The breakdown of the 930 tonnes was: 49% from 

instrument venting, 36% from the produced water tank vent, 7% from fugitives, 

7% from the glycol dehydrator and 1% from non-leaking sources. The economic 

value of this methane at $ 10 a GJ is about $ 1,000,000 a year. 
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Chapter T I 

Compressor station 

This chapter presents an evaluation of the possibilities and limitations of using the 

natural gas compressor building enclosure as a collector of emissions occurring 

inside it. Detailed analysis of airflow patterns and methane distribution, with in­

fluences of methane concentration, building openings, leak location and extraction 

rate of the emissions was performed using computer simulation. The results ob­

tained are presented and discussed. This Chapter is an extended version of a paper 

titled, "Capturing fugitive methane emission from natural gas compressor station 

buildings" published in The Journal of Environmental Management, authored by 

Litto et al. (2007). 

4.1 Modelling methane fugitive flow 

The main objective is to collect and capture methane leaking inside the building 

and then direct the captured lean methane mixture to a catalytic combustion device, 

which in this case is a catalytic flow reversal reactor (CFRR). So the target in the 

capture operation is to meet the minimum feed quality required by the CFRR. The 

CFRR is discussed in Chapters 8 and 9. 
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4.1.1 Methodology 

Industrial ventilation is required to satisfy indoor air quality requirements to 

achieve the best operational performance, and to help efficient removal of any 

emission/pollutants occurring inside the building enclosure. The detailed under­

standing of airflow patterns helps to improve the ventilation performance as well 

as to design the capture method for the emission/ pollutants originating inside the 

building. Computer simulation has been extensively and efficiently used in ana­

lyzing the details of indoor air flow patterns and distribution in building enclosures 

(Awbi, 1989), so it can help to study and analyse the emission capture strategies. 

The focus of this work was to develop an understanding of the flow pattern of 

fugitive CH4 emissions in a typical compressor building, and to show how CH4 

leaking inside the structure can be captured. As discussed later, it is desired to 

deliver a methane stream of about 1% by volume, and not to be less than 0.2% 

by volume, as this value is a feed quality requirement of the chosen mitigation 

equipment. 

In exploring different scenarios, computer modelling was used to simulate the 

flow of the CH4 in the building. The modelling was achieved by solving the ap­

propriate partial differential equations that govern the conservation of momentum, 

mass and energy (see details of equations formulation in Section 4.2.1). 

In numerical simulation, the flow domain is subdivided into a finite number 

of non-overlapping grids or regions, which are called volumes, cells or elements, 

and then the numerical technique is applied to solve the governing equations in 

an iterative manner. Techniques which are most popular in numerical simulations 

are finite difference, finite volume, finite elements, and spectral method (Versteeg 

et al., 1995). The finite difference methods are based upon approximations which 

permits replacing differential equations by finite difference equations in structured 

or unstructured grids. These finite difference approximations are algebraic in form 

and relate the value of the dependent variable at a point in the solution region 

to the values at some neighbouring points. The finite difference approximations 

usually are based on truncated Taylor series. The finite volume method is a spe-
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cial case of the finite difference method, in which the integration of the governing 

equation is done over entire control volumes of the solution domain. The finite 

element method is a more powerful and versatile numerical technique for han­

dling problems involving complex geometries and inhomogeneous media method 

(Versteeg et al., 1995). The finite element method uses simple piecewise functions 

valid on elements to describe the local variations of unknown variables. Spectral 

methods approximate the unknowns by means of truncated Fourier series or series 

of Chebychev polynomials; the approximations in this method are not local but 

valid throughout the entire computational domain, mostly used for specialized 

applications (Versteeg et al., 1995). 

Computational Fluid Dynamics (CFD) uses a fundamental set of partial differ­

ential equations that describe the essence of the fluid flow to give an insight of actual 

transport phenomena occurring inside the flow region (in this case is the building 

enclosure) through numerical simulation thereby avoiding the need for expensive 

experiments. Also CFD makes the study of hazardous systems easier. Despite 

the advantages, the results from CFD should always be handled with caution, 

since there are errors introduced through assumptions, inaccuracy initiated due 

to numerical truncations, difficulties in setting boundary conditions, limitations of 

computer capacities as well the equation model can contribute to the uncertainties 

too. In this work, CFD was used to analyze and study the airflow patterns in the 

industrial building enclosure of a natural gas compressor station, to get insight of 

the airflow pattern which will help to determine an appropriate capture technology 

for the methane emissions occurring inside the building. 

The numerical solution of the equations was done using a finite volume tech­

nique. A commercial software package, Airpak V2.1 was used. Airpak is a compu­

tational design tool for ventilation systems. Airpak uses the Fluent solver engine 

for concentration, energy and fluid flow calculations. The tool provides complete 

mesh flexibility, and allows the solution of flow in complex geometries using un­

structured meshes (Fluent Inc., 2002). The solution domain was defined by the 

confining walls of the building. The engine, compressor, dehydrator, and other 

equipment were modelled as simpler rectilinear or cylindrical shapes as shown 

52 



Sec. 4.1 Modelling methane fugitive flow 

Figure 4.1: The small building as modelled in Airpak showing the sources of 

methane leakage in the building. The blocks represent equipment inside the build­

ing. 

in Figure 4.1. The engine, compressor, denydrator and exhaust pipe were treated 

as heat sources, and were the only source of heat in the building. The emission 

sources were imposed near the engine as shown in Figure 4.1. The three plumes of 

methane were modelled. Steady state numerical simulations were performed. 

4.1.2 Description of building models 

Airflow in a building enclosure is complex and can involve all three types of 

convection, i.e. natural, forced and mixed convection. In this work natural and 

mixed convection were considered. 

Two buildings were modelled in this work. Both buildings were based on ex­

isting natural gas compressor stations located in the Province of Alberta, Canada. 

A typical expected range of emission rates was used, based on information from 

several sources, for example TransCanada PipeLines Limited and Clearstone Engi­

neering Limited in some of their industry presentations that they made, and made 

available to us. The first (small) building model, is situated at Pembina BP energy 
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Figure 4.2: Two side views of the small building used as a model in this work. The 

top view is the south face with a single large door; the bottom view is the north 

face with the large roll-up door and a smaller door. 
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site. It houses a single combination of engine and compressor. The building is 12.7 

m long, 7.3 m wide and 6.5 m high (see Figure 4.2). There are three louvers provided 

for ventilation, two doors on the north side (a large roll-up door, measuring 2.55 m 

wide by 4.37 m high and a smaller door measuring 1 m wide by 4.37 m high) and 

double doors on the south side measuring 1.91 m wide by 4.37 m high (see details 

in Figure 4.2). Three windows are present, but these windows together with the 

smaller north door are usually closed. The larger doors are often opened in the 

summer to provide additional ventilation, and are closed in the winter. A ridge 

vent along the top of the roof is used to assist extraction of building air. Faas are 

present to assist in ventilation, but are typically only used when large unexpected 

leaks occur. 

The compressor is powered by a Waukesha Model L5108 GSI, 12 cylinder, 84 

litre, turbocharged, intercooled 1050 HP natural gas engine. Estimated methane 

emissions from this engine are 61 tonnes a year, based on data provided by Enerflex 

Systems Ltd., Edmonton, Alberta. 

The second building modelled is located at Marten Hill, Alberta and contained 

thirteen compressors. It is 77 m long, 9.9 m wide and 6.8 m high (see Figure 4.3). 

For ventilation, it has twelve louvers on the upper part of eastern wall. There are 

two large sliding doors, one each on the north and south ends, measuring 3.7 m 

wide by 3.1 m high, and seven exterior doors (measuring 1.0 m wide by 2.2 m high) 

each on the west and east sides. Also, there are seven emergency doors on the west 

side, but these are usually closed. A 0.5 m ridge vent along the top of the roof is 

used to assist extraction of building air. Fans are present to assist in ventilation, 

but again are typically only used when large unexpected leaks occur. In typical 

operation, eight out of thirteen compressors are running with the others being used 

as backup. These compressors are driven by Waukesha 7042 GSI natural gas fueled 

engines. 
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Louvers 
m 

Doors 

0 0 

Doors Doors Doors 

Figure 4.3: Two side views of the large compressor building used as a model in 

this work. The top view is the east elevation with seven exterior doors; the bottom 

view is the west elevation with seven exterior doors and seven emergency doors. 

The big sliding doors are on the south and north sides of the building, and are not 

shown in the drawing. 

4.2 Turbulence modelling 

It has been observed that most airflow in the building enclosure is turbulent (Chen, 

1996). Turbulence can be identified as a chaotic state of fluid motion, and is charac­

terized by irregularity, diffusivity, large Reynolds number, 3-D vortices fluctuations 

and dissipation. To predict and analyse the fluid flow accurately, the CFD requires 

appropriate models for turbulence. Generally, turbulence flows are predicted using 

three major approaches, which are: 

Direct Numerical Simulation (DNS): The DNS method is the most exact way 

to model turbulence. The unsteady three-dimensional Navier Stokes equa­

tions are solved without averaging or approximation. However, this method 
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requires a very fine mesh and a very small time step to establish the flow 

field to the smallest length (Kolmogorov) scale (Rodi and Fueyo, 1993). This 

requires a very long computational time. In consideration of typical indus­

trial building size and computational resources needed, simulation of indoor 

airflow is not realistic with this method. 

Large Eddy simulation (LES): Deardorff (1970) hypothesized that the turbulent 

motion could be separated into large and small eddies. The main contribution 

to turbulent transport comes from the large-eddy motion, and the effect of 

small eddies are modelled by incorporating a subgrid scale eddy viscosity. 

The method came to be known as Large Eddy Simulation (LES). This method 

provides better results, however, a large computing resource is required. 

Therefore, LES is rarely applied for simulation of indoor airflows. Like DNS, 

LES requires computers that are more powerful than those typically available 

to be effectively applicable to room airflow simulation. 

Turbulence transport models: In engineering, predictions of turbulent flow 

rely heavily on the statistical Reynolds Average Navier-Stokes (RANS) equa­

tions. The RANS equations, which look very similar to the original governing 

Navier-Stokes equation, describe the behaviour of the mean flow. This greatly 

reduces the computational expenses of solving the equation. However, aver­

aging the Navier-Stokes equation to obtain RANS equation introduces closure 

problems. RANS models come in wide variety of forms. Each attempts to 

close the system in some physically realistic way, with the more complex 

models representing more of the underlying turbulence physics. 

In developing RANS, detailed description of turbulent motion in all time and 

space is not of much interest. An averaging process can be used to decompose the 

instantaneous turbulent variables into the mean value and fluctuation parts, 

§=9 + 9' (4.1) 
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where S can represent any of the velocity components, pressure or temperature. 

Most popular methods of statistical averaging used in turbulence decomposition 

are ensemble average and mass-weighted averages. A more comprehensive de­

scription of statistically averaging of turbulence variables can be found in the book 

by Libby (1996). 

4.2.1 Model equations 

The modelling of the building flow requires the solution of the governing conser­

vation and transport equations. These include turbulent momentum, mass and 

energy balance equations that incorporate the effects of mixed or natural convec­

tion. Turbulence flows were predicted by the Reynolds Averaged Navier-Stokes 

Equations (RANS). RANS models come in wide variety of forms, each closes the 

system in some way, with the more complex models capturing more details of 

the underlying turbulence physics. The steady state RANS equations take the 

following form. 

The continuity equation is given as follows: 

V • (pu) = 0 (4.2) 

Equation 4.2 is the steady state continuity equation at a point in a compressible 

fluid (Bird et al., 2001). 

The momentum transport equation (Bird et al., 2001) is: 

V • (puu) = -Vp + V-T + p£ + F - V - (puff) (4.3) 

Where F represents an other forces term that may arise from resistance , etc., 

The steady state momentum equation contains two stress tensors one representing 

normal stress tensor and the other one is a turbulent stress tensor which is generally 

known as Reynold stress. The two tensors can be written as follows: 

The normal stress tensor: 

f (Vw + Vwr) -hl-ul (4.4) 
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The Reynolds stress is assumed to be proportional to the local mean velocity gra­

dient in analogy to the normal viscous stress : 

pwV = \kte] - n, (Vu + Vwr) (4.5) 

Where pt is the turbulent (eddy) viscosity, which is not a fluid property like the 

molecular viscosity, but it is a flow property that depends strongly on the state and 

intensity of turbulence. k(e is the turbulent kinetic energy and the identity matrix I 

represents the Kronecker delta. 

Species balance equations for each species , Y;, involved in the system are 

represented by a convection-diffusion equations which can be written as (Bird 

et al., 2001): 

V-(puYt)=V-Ji + Sh,i (4.6) 

Equation 4.6 solve for N-l species (N being a total number of species in the sys­

tem). For turbulent flow, the mass diffusion term is calculated with the following 

expression. 

J, = - (pDiim + j£) VY, (4.7) 

where 

Sct = -j£- (4.8) 
pDt 

The energy equation for fluid phase is written in terms of sensible enthalpy h, as: 

V • (phu) =-- V • [(it + kt) VT] + Sh (4.9) 

Enthalpy can be estimated as 

h = f CpdT 
Hef 

and k and kt are molecular conductivity and the conductivity due to turbulence 

respectively. The conductivity due to turbulence can be estimated as: 

k
 CW< 

kt~ Prt 
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The source term S/, represents other volumetric energy sources. 

For multicomponent mixing flows, the transport of enthalpy owing to species 

diffusion can have significant effect on the enthalpy field. It can be estimated from 

the following term: 

V-

When the Lewis number, defined as: 

! > ) / * 
1=1 

(4.10) 

he, = r n (4.11) 

is far from unity this term should not be neglected. 

For conducting solids, the energy balance equation includes the heat flux due 

to conduction and volumetric heat sources within the solid: 

0 = (fcVT) + S„ (4.12) 

The additional term on these Reynolds-averaged transport equations accounts 

for the turbulence, and many RANS models assume a constitutive algebraic re­

lationship between the Reynolds stress tensor and the mean flow gradients. The 

most common relation is eddy (or turbulent) viscosity model based on the Boussi-

nesq assumption that the turbulent stress tensor can be expressed in terms of the 

mean rate of strain in the same way as the viscous stress for Newtonian isotropic 

fluid, except the coefficient of molecular viscosity is replaced by eddy viscosity. 

The same principle applies to other constitutive relations for the flux of species and 

heat. 

Classic eddy viscosity models include mixing length models such as the zero 

equation, one equation and two equation eddy viscosity models. The two equation 

model, often referred to as the standard k-e model, is the most widely used tur­

bulence model in engineering practice. There are several variations of k-e model. 

Many studies have used the k-e model for indoor airflow analysis (Awbi, 1989; 

Stathopoulos and Zhou, 1995; Chen and Xu, 1998). 

To decrease computational time, Chen and Xu (1998) developed a zero equation 

model specifically for modelling building enclosure airflows and heat transfer. This 
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model uses an algebraic equation to calculate the local eddy viscosity, instead of 

the differential equation used for the k-e models. Chen and Xu (1998) tested this 

model on four airflow types: displacement ventilation, natural ventilation, forced 

convection and mixed convection. They found good agreement between the indoor 

zero equation model predictions and experimental data, and, in some cases the 

zero equation model outperformed the k-e model. Srebric et al. (1999) provided 

further validation of this approach by comparing the predictive ability of the zero 

equation models to experimental data for three additional cases of airflow in the 

enclosure. These included natural convection with infiltration, forced convection 

and mixed convection with displacement ventilation. They found good agreement 

between the computed and measured air velocity and temperature profiles. The 

four eddy viscosity models used in Airpak v2.1 are the mixing - length zero equation 

turbulence model, the indoor zero equation turbulence model, the standard k-e and 

the renormalization group (RNG) k-e models. 

4.2.2 Boundary conditions 

The boundary conditions are important for the solution of fluid flow systems. The 

accuracy of the flow prediction is sensitive to these boundary conditions and the 

assumptions used (Awbi, 1989), because the flow inside the enclosure is driven by 

the boundary conditions. The following boundary conditions were imposed. 

Free boundary condition: In this case it is assumed that the following condition 

holds at all major openings. 

dUi OT dp 

dXi dxi d%i 

or simply V5 • n = 0 (4.14) 

This means that there is zero gradient normal to the free boundary surface. All 

dependent variables are assumed unknown at the inflows. The variable u, T and 

p at the free boundary will assume the value of the source where flow originates, 

while p will assume the value of sink. 
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Free boundary condition was applied to all openings (including door, ridge 

vent, louvers) during free flow mode of operation. For forced extraction, the mass 

flow rate was specified on the ridge vent but for the other openings, the free 

boundary condition continued to be imposed. When the external wind effect was 

investigated, velocity was imposed on the side facing the wind direction. 

Solid boundary conditions: This type of boundary condition includes walls, floor, 

roof, and all equipment in the building enclosure. The general boundary condition 

applied was a no slip condition at the solid surface. 

For transport equation: 

diij 
x = Mf— (4.15) 

A convective heat flux for the energy balance equation is used 

q = h(Tw - T) (4.16) 

where the heat transfer coefficient, h, at the boundary surface used in Equation 4.16 

is calculated by the following relationship, if the Le » 1: 

,/ = ^~V^ a n d Mf = H + * (4-17) 

For the equipment inside the building, the surface temperatures were fixed for 

those bodies generating heat, which include the engine, compressor and exhaust 

pipe. These units provide the heat sources inside of the building. The mass flux at 

the walls was set to zero. Boundary conditions also include the ambient (exterior) 

condition. In this way, the overall influence of dynamic weather conditions on 

airflows is established. 

62 



Sec. 4.2 Turbulence modelling 

4.2.3 Solution methods 

Airpak V2.1 uses the control volume method to convert governing equations, pre­

sented in the previous section, to algebraic equations that can be solved numerically. 

This technique integrates the governing equations at each control volume, which 

results in discrete governing equations that conserve each quantity on control vol­

ume basis. The discretized governing equations are linearized and take an implicit 

form with respect to dependent variables. 

To accelerate the convergence, the algebraic multi grid method, with first order 

up winding and under-relaxation was used. Unstructured meshes were used in 

this work, fine meshes were used near objects where gradients of temperature and 

velocity might be very high, and coarse meshes were applied to all other places 

where the gradient was small. For the small building about 300 000 hexahedral 

mesh elements were used, and for the large one about 3 500 000 hexahedral elements 

were used. Mesh refinement studies indicated this to be sufficient. 

In natural convection, flow is buoyancy-driven, where the buoyancy is caused 

by the change in fluid density due to variation of temperature and/or fluid con­

centration in the domain. Since in this case, the concentration of interest is very 

small thence its variation in the the domain is negligible. But in Airpak, Boussinesq 

model and/or the ideal gas law is used in calculating the gas density in which the 

effect of concentration was either indirectly incorporated in the formulation or its 

influence in density change was considered negligible. Airpak uses the the Boussi­

nesq approximation to account for the density driven flow, along with the ideal gas 

assumption. This model treats density as a constant value in all solved equations, 

except for the buoyancy term in the momentum equation: 

(p-po)*poP(T-T0) (4.18) 

where po is the (constant) density of the flow, T0 is the operating temperature, 

and f) is the thermal expansion coefficient. This equation is obtained by using 

the Boussinesq approximation p = p0(l — pT) to eliminate p from the buoyancy 

term. This approximation is accurate as long as changes in actual density are small; 
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specifically, the Boussinesq approximation is valid when /3(T — T0) « 1 

General assumptions: 

The following assumptions were taken into consideration during problem formu­

lation. These assumptions are: 

1. The flow is steady state 

2. Flow enters or leaves the building enclosure at the openings only, no flow 

due to infiltration. 

3. Ambient conditions are uniform and constant as specified 

4.2.4 Preliminary experiments 

As stated above, Airpak v2.1 is equipped with four different turbulence models 

which can be used in this work. Stability and suitability of these models to solve the 

current problem needed to be evaluated, to find one which will give an optimum 

solution and stable results. Preliminary experiments were done to achieve this. 

The stability of the residual was the deciding factor in choosing the optimal 

turbulence model. During the solution process, convergence can be monitored 

dynamically through residual plots. The residual normally decays towards zero as 

the solution converges, and thus can help to determine the stability of the model 

and hence decide on a suitable and optimal turbulence model. 

Keeping all other conditions constant, the preliminary experiments were con­

ducted using the four turbulence models in turn. From the residual plots obtained 

as presented in Figure 4.4 (a - d), both k-e models and the mixing length zero 

equation model do not satisfy the continuity equation , as their continuity resid­

uals blow-out with time, and hence cause instability in the flow. The indoor zero 

equation model was stable and satisfied the continuity equation quite well, and its 

residuals continue to decay as the simulation progress. 

Results of the preliminary experiments indicated that the k-e models and mixing 

length zero equation model have stability problems, particularly on the continuity 
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Figure 4.4: Residual plot of trial experiments for assessing the suitability turbulence 

models. The residuals were obtained by using the: (a) standard k-e model, (b) 

RNG k-e Model, (c) mixing length zero equation model and (d) indoor zero equation 

model. 
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equation, whilst the indoor zero equation model proved to be very stable. Chen 

and Xu (1998) recommends that the k-e model should be used for fully developed 

turbulence flows, and the Airpak manual suggests that k- e model should be used 

for flow with very high Reynolds number. Based on these arguments and the 

preliminary experiments results together with the fact that the Reynolds number 

of the flow in this work is about 4200 which indicates that the flow is in transition 

turbulence. Hence, the indoor zero equation model was chosen for reason of 

stability of simulated flow. In this model, the eddy viscosity is calculated by the 

relation proposed by Chen and Xu (1998) as follows: 

^ = 0.03874pyL (4.19) 

The indoor zero equation turbulence models can be used in natural, forced and 

mixed convection as well as displacement ventilation, where L is the distance to 

the nearest wall and v is the magnitude of the local velocity. 

4.2.5 Modes of operation 

The use of the stack effect, which utilizes the buoyancy principle, is the most com­

mon strategy in ventilation operation. The strategy uses the density difference 

between warm air inside the building and the cooler air outside. In this mode of 

operation, building outflow is expected to occur through the ridge vent located 

at the apex of the roof. One of the key parameters, especially when retrofitting a 

building to mitigate emission, is to minimize the effect on operation by the imple­

mentation of mitigation technology. Indeed, it is not permitted to stop operation, 

for retrofitting to be done. Therefore, it was assumed that collection of CH4 emis­

sions will occur through the ridge vent. The following sections begin by illustrating 

the flow patterns that are expected in existing situations, that is, a model with nat­

ural flow and a free boundary at the ridge vent ("free flow" mode). In the second 

part, a forced extraction rate was imposed at the ridge vent, which is equivalent 

to installing an extractor that operates at a specified flow rate. The effect of pa­

rameters on the capture efficiency and CH4 concentration in the effluent stream 
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were investigated. The parameters are operating modes of building ventilation 

openings (doors, louvers, etc), ambient conditions, ridge vent size and leak rate. 

4.3 Results 

Results are presented in four different categories based on the experimental condi­

tions used. These consist of the two buildings with free flow and forced extraction 

from each one. 

4.3.1 Free flow in small building 

The first results presented were obtained with quiescent air surrounding the small 

building at an ambient temperature of 293 K. For these simulations, the free flow 

mode was used. Four combinations of operating mode were explored, denoted as 

follows: Option 1, all doors closed, Option 2, only north side roll up door open; 

Option 3, north roll-up and south door open; and Option 4, all of the doors were 

open. Two ridge vent sizes were used, with areas of 5 m2 and 1 m2. Three fugitive 

leak sources were imposed near the engine , with a total leak rate of either 2.7 

kg/h or 270 kg/h. Figure 4.1 shows the position of imposed leaks. The principal 

variables of interest are the fraction of leaking CH4 flowing through the ridge vent, 

the average CH4 concentration in this stream, the temperature of the stream and the 

total mass flow of the stream. Table 4.1 shows a summary of the results obtained 

for the above conditions. 

Several trends are evident from the data. If we consider that the methane 

flowing through the ridge vent can be captured, we see that the best capture rate is 

obtained when all of the doors are closed. With the louvers located near the bottom 

of the building, and the temperature within the building an higher than ambient, 

the stack effect naturally leads to a flow upwards. As the doors are progressively 

opened, more methane flows through these openings, giving a low capture rate. 

There is no meaningful difference between capture rates for the different vent 

sizes when the doors are closed; however, the larger vent is generally superior 

67 



Sec. 4.3 Results 

Table 4.1: Summary of results for the small compressor building with quiescent air 

at 293 K operated in free flow mode. Conditions at ridge vent. 

Option 

1 

2 

3 

4 

1 

2 

3 

4 

1 

2 

3 

4 

1 

2 

3 

4 

Leak rate 

[kg/h] 

2.7 

2.7 

2.7 

2.7 

270 

270 

270 

270 

2.7 

2.7 

2.7 

2.7 

270 

270 

270 

270 

Vent size 

K] 
5 

5 

5 

5 

5 

5 

5 

5 

1 

1 

1 

1 

1 

1 

1 

1 

%Methane 

captured 

97.4 

88.0 

82.8 

65.3 

96.3 

78.9 

70.0 

64.8 

99.7 

36.1 

32.4 

29.4 

98.1 

36.5 

13.5 

22.3 

Mole% 

methane 

0.037 

0.014 

0.013 

0.010 

0.43 

0.14 

0.13 

0.11 

0.061 

0.023 

0.021 

0.019 

0.67 

0.25 

0.093 

0.17 

Mass flow 

rate,[T/h] 

10.4 

24.5 

24.8 

24.9 

10.5 

25.0 

25.1 

27.5 

6.4 

6.4 

6.2 

6.1 

6.8 

7.0 

7.0 

6.5 

Temperature 

[K] 

309 

302 

302 

302 

306 

301 

301 

300 

309 

306 

306 

306 

305 

304 

300 

301 

when the doors are opened. Concentration of methane in the ridge vent stream 

is generally below the targeted effluent concentration when the leak rate is low, 

although it increases to an acceptable level for high emission rates. For these levels 

of emissions, however, it would likely be better to eliminate the leaks rather than 

simply to mitigate them by combustion. The temperature of the effluent stream is 

the highest when the doors are closed, which corresponds to the lowest mass flow 

rate. The temperature rise is fairly low in all cases. Note that under free flow mode 

the total exchange rate in the building corresponds to about 13 building changes 
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Table 4.2: Summary of results for the small compressor building with an imposed 

wind velocity of 2 ms"1 blowing from north to south. Operated in free flow mode 

at 293K. The leakage rate was 2.7 kg/h. Conditions at the ridge vent 

Option 

1 

2 

3 

4 

1 

2 

3 

4 

Vent size 

[m2] 

5 

5 

5 

5 

1 

1 

1 

1 

%Methane 

captured 

98.6 

99.4 

65.2 

48.5 

98.2 

38.2 

15.3 

16.0 

Mole% 

methane 

0.037 

0.013 

0.009 

0.006 

0.086 

0.025 

0.015 

0.016 

Mass flow 

rate, [T/h] 

9.2 

25.0 

23.2 

23.1 

4.5 

6.1 

4.0 

4.1 

Temperature 

[K] 

304 

300 

300 

300 

302 

301 

300 

300 

per hour. 

Table 4.2 summarizes the results obtained for the small compressor building 

with an imposed velocity of 2 m/s blowing from north to south. The imposed 

wind was approximated the effect by imposing an additional input velocity on the 

open doors. This method is an approximation, but serves to illustrate the effect of 

additional airflow through the doors. In any case, the capture rate with the doors 

open remains low. The ambient temperature was 293 K and the leakage rate was 

2.7 kg/h. There is little effect when the doors are closed. When the north door is 

open and the others closed, a slight increase in the capture rate is observed, whilst 

in other cases the capture decreases. The concentration is also below the minimum 

target desired. 

Figure 4.5 shows the effect on the mass flow rate through the ridge vent as the 

temperature outside the building is lowered. These results were obtained with a 

leak rate of 2.7 kg/h with the doors closed. From the graph it can be observed 

that the mass flow rate decreases as the ambient temperature falls, and when the 

ambient temperature is below 0°C the flow through the ridge vent is positive, 
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Figure 4.5: Effect of external temperature on the mass flow rate through the ridge 

vent. A negative value indicates a flow out of the building. 

which means the flow direction is into the building. This effect is related to the 

pressure differential between the inside and outside of the building, which in turn 

depends on the buoyancy effects generated by the temperature inside. Figure 4.6 

shows the change in the pressure profile (difference between internal and external 

pressure) as the ambient temperature changes. At high ambient temperature, the 

external pressure gradient decreases faster than the internal pressure, thus forcing 

flow out through the ridge vent. As the temperature falls, the rate of change within 

the building also changes, until at low temperature the pressure at the top of the 

building is higher outside than inside. This pressure differential forces flow inwards 

through the ridge vent. Figure 4.7 shows the effect on the circulation pattern as a 

function of the ambient temperature. The complexity of the flow pattern, and the 

temperature effect is evident. The methane exits through the louvers and in this 

case, no methane can be captured at the ridge vent. 

In the results discussed above, the building was considered to have no obstacles 

on flow space above the engine, compressor, etc. Simulations were repeated with 
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Figure 4.6: Pressure profile in the middle of the building as a function of the external 

temperature. The pressure profile depends on the temperature. 

Figure 4.7: Airflow pattern inside the building for (left) ambient temperature below 

273 K and (right) ambient temperature is above 273 K. 
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Table 4.3: Summary of results obtained for the small compressor building with 

quiescent air at 293 K operated in free flow mode, with added piping in the building, 

conditions at the ridge vent. 

Option 

1 

2 

3 

4 

1 

2 

3 

4 

1 

2 

3 

4 

1 

2 

3 

4 

Leak rate 

[kg/h] 

2.7 

2.7 

2.7 

2.7 

270 

270 

270 

270 

2.7 

2.7 

2.7 

2.7 

270 

270 

270 

270 

vent size 

K] 
5 

5 

5 

5 

5 

5 

5 

5 

1 

1 

1 

1 

1 

1 

1 

1 

% Methane captured 

93.5 

91.8 

88.9 

85.6 

97.7 

82.5 

77.3 

64.8 

88.5 

49.1 

39.5 

39.9 

99.9 

32.7 

43.3 

8.4 

Mole % methane 

0.034 

0.013 

0.013 

0.011 

0.45 

0.15 

0.14 

0.11 

0.052 

0.025 

0.020 

0.020 

0.71 

0.23 

0.10 

0.067 

some additional piping added in the flow space, and the results are summarized 

in Table 4.3. The general trend is the same as observed before, although some 

variations were seen in methane capture and concentration. 

4.3.2 Forced extraction in small building 

Simulation of the free flow mode of operation gives a good insight into the nature 

of the flow patterns within a typical building. The general observation is that for 
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a low leakage rate the concentration of methane at the ridge vent is below the 

minimum target required. This low concentration is the result of the high mass 

flow rate that is induced by natural convection forces. The large flow rate implies 

that a large reactor would be required, which adds unnecessarily to the capital cost. 

Further, for low ambient temperature, the natural flow rate is through the vent into 

the building, that is, the methane emissions leave via the louvers, and not the ridge 

vent. Considering that some extraction device is required to direct the effluent into 

the reactor, the effect of controlling the exhaust gas flow rate through the ridge vent 

was investigated, by imposing a constant mass flow rate at the ridge vent. 

Experiments on the controlled extraction mode of operation were performed 

using building operating Option 1 and 2 only, since these were the options that gave 

a promising result in the free flow experiments. Several extraction rates combined 

with different leak rates were used. Figure 4.8 shows the effect of extraction rate 

on the fraction of methane recovered at three different leak rates with an ambient 

temperature of 303 K. The operating mode was Option 1, all doors closed. It is seen 

that the fractional recovery is essentially independent of the leak rate, and depends 

only on the extraction rate. Above about four building changes an hour essentially 

all of the leaking methane is captured. Figure 4.9 shows how the concentration of 

the methane in the extracted stream varies with the extraction and leakage rates. 

In this case, it is clear that the methane concentration increases with leak rate, 

and decreases with extraction rate. These results follow intuitively from normal 

dilution rules. It is clear from this figure that controlling the extraction rate can 

give suitable feed for the CFRR (between 0.1 and 1% volume CH4). Figures 4.10 

and 4.11 show the effect of extraction rate on the fraction of methane recovered 

and concentration of methane in the extracted stream respectively for operation 

with Option 2. It is clear that methane concentration and capture rate are greatly 

reduced by opening the large doors. 

Figures 4.12 and 4.13 show the velocity patterns in the building for Options 

1 and 2 respectively. It is clearly seen that the buoyancy effect induces strong 

recirculation patterns, which are expected to cause efficient mixing of the methane, 

which leads to difficulty in capturing concentrated methane emissions. Strong 
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Figure 4.8: Fraction of methane captured through ridge vent using forced extraction 

in the small building with doors closed, at three leak rates. Above about four room 

changes an hour most of the methane is captured. The ambient temperature was 

303K. 

upward flows are seen around the hot engine. The effect of ventilation openings 

(doors and louvers) on the fugitive methane capture can be observed by comparing 

the velocity patterns in Figure 4.12, (Option 1) to those in Figure 4.13 (Option 2). 

In Figure 4.12, air enters only through the louvers, and the gas exits only through 

the ridge vent after being mixed in the building. In Figure 4.13 (b), it is seen that 

significant exchange of building and external air occurs through the open door. The 

cold air flows into the building at the bottom of the opened door, mixes with the 
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Figure 4.9: Mole percentage of methane in the ridge vent effluent obtained using 

forced extraction from the small compressor building with the doors closed. The 

ambient temperature was 303K. The effect of extraction rate and leakage rate are 

shown. 

gases inside the building and then flows out the building at the top of the opened 

door. This makes the maximum capture of the fugitive methane impossible, and 

explains why earlier it was suggested that the best way to operate is with all 

doors closed. It is clear that opening the doors has a strong effect on the flow and 

recirculation patterns. 

Methane mole fraction profiles in the building are shown in Figures 4.14 and 

4.15. Generally, speaking, the CH4 mole fraction at the bottom of the building is 

lower, and increases as one ascends to the top of the building. Figure 4.14 shows 
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Figure 4.10: Fraction of methane captured through ridge vent using forced extrac­

tion in the small compressor building with the large roll-up door opened. The 

ambient temperature was 303K. 

that by closing the doors, the goal of raising the concentration of methane in the 

captured stream to meet the target requirements can be achieved. Operating with 

Option 2, where the large roll-up door is open, not only increases the air dilution 

inside the building but also provides an escape route for the fugitive methane 

emitted in the building. Profiles of methane mole fraction shown in Figure 4.15 

suggest that with the doors open, the concentration of methane in the building will 

be very low. 

In the free flow mode, the flow rate through the ridge vent was affected by the 

ambient temperature. Thus, when operating with ambient temperature below 273 

K, the net flow through the ridge vent was into the building. When imposing a 
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Figure 4.11: Mole percentage of methane in the ridge vent effluent obtained using 

forced extraction from the small compressor building with the roll-up door opened. 

The ambient temperature was 303K. The effect of extraction rate and leakage rate 

are shown. 

flow at the vent, this reversal is obviously impossible. To test the effect of ambient 

temperature, simulations were performed with ambient temperature below 273 

K, and no effect on the flow was observed. Typical results are shown in Figure 

4.16 and 4.17. The results are essentially the same as those observed with ambient 

temperature is above 273 K (see Figure 4.8 and 4.9). Thus, ambient temperature 

has essentially no effect on the flow rate or concentration of effluent of the ridge 

vent effluent. 
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(a) (b) 

(c) (d) 

Figure 4.12: Velocity vector in the small compressor building operating with option 

1 under controlled extraction. The velocity vectors were taken: (a) at the south side 

louvers position, (b) at the roll-up door position, (c) at the engine, turbocharger 

and exhaust pipe position, which is the hottest position in the building and near 

the north-east louver, (d) slightly further along the engine position. Plane of vector 

is the building cross section. 
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(a) (b) 

(c) (d) 

Figure 4.13: Velocity vector in the small compressor building operating with option 

2 under controlled extraction mode. Building slices taken at the same position as 

in Figure 4.12. 

79 



Sec. 4.3 Results 

2.5E-03 
2.2E-03 
2.0E-03 
I7E-03 
1.4E-D3 
1.1E-03 
8.7E-Q4 
5.3E-04 
3.2E-04 
5.0E-05 

2.5E-03 
2.2E-03 
2.0E-03 
1.7E-03 
1.4E-03 
1.1E-03 

- j B.7E-04 
H 5.9E-04 

3.2E-04 
5.DE-05 

Figure 4.14: Profile of methane mole fraction in the small compressor building 

operating with option 1 under controlled extraction mode. The mole fraction 

profiles were taken at: (a) at the south side louvers position, (b) at the roll-up door 

position, (c) at the engine, turbocharger and exhaust pipe position, which is the 

hottest position in the building and also corresponds to position of the north-east 

louver, and (d) the engine position. 
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Figure 4.15: Profile of methane mole fraction in the small compressor building 

operating with option 2 under controlled extraction mode. The mole fraction 

profile were taken at the same position as in figure 4.14. 
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Figure 4.16: Fraction of CH4 captured through ridge vent using forced extraction in 

the small compressor building with doors closed. At 273 K ambient temperature. 
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Figure 4.17: Mole percentage of CH4 in the extracted stream versus extraction 

rate at different leak rate in the small compressor building. At 273 K ambient 

temperature. 
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4.3.3 Free flow in large building 

The simulation of the large building was done with an ambient temperature of 293 

K. For the case of free flow mode, five building operating options were explored, 

denoted as follows: Option A, all doors are opened, Option B, only north and south 

side doors are closed; option C, north, south and east doors are closed, Option D, 

north, south and west doors are closed and Option E all doors are closed. In all 

options the louvers and ridge vents are used to ventilate the building unless stated 

otherwise. Two different cases were considered in regards of louvers location. In 

Case 1 the louvers were located at the top of the building (the current operating 

position) and in Case 2 the louvers were located at bottom of the building, as in 

small compressor building. In this latter case, the louvers were located between 

the doors. The fugitive leak sources were imposed and distributed around the 

building, with a total leakage rate of 278 kg/h. Table 4.4 shows a summary of 

the results obtained from simulation done with above conditions. For the free 

flow case the trend is the same as observed in the small building. Opening the 

doors increases the flow rate through the ridge vent and reduces the concentration. 

As previously observed, the concentration through the ridge vent is below that 

required. 

4.3.4 Forced extraction in large building 

Experiments using the controlled extraction mode of operation were done using 

Cases 1 and 2, with Option E. Several extraction and leakage rates were used. 

Figure 4.18 shows the effect of extraction rate on the fraction of methane recovered 

at different leak rates with the louvers located at the top and bottom of the east wall. 

It can be seen that the fractional recovery is essentially independent of the leak rate, 

and depends only on the extraction rate, as was observed in the small compressor 

building. The methane mole fraction in the ridge vent effluent is shown in Figure 

4.19 for both cases. These results suggest that the CFRR feed quality requirements 

can be achieved by controlling the extraction rate. Further, these figures suggest 

that the location of the louvers has only a small effect on methane recovery fraction 
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Table 4.4: Summary of results obtained for the large compressor building with 

quiescent air at 293 K operated in free flow mode (with louvers on the current side 

of the wall), total leakage rate was 278 kg/h and the area of the ridge vent was 38.4 

m2. conditions at the ridge vent. 

Option 

A 

B 

C 

D 

E 

A 

B 

C 

D 

E 

Louvers 

position 

Top 

Top 

Top 

Top 

Top 

Bottom 

Bottom 

Bottom 

Bottom 

Bottom 

% Methane 

captured 

93.2 

100.0 

98.1 

94.1 

81.7 

91.5 

98.2 

100.0 

95.8 

68.2 

Mole % 

methane 

0.204 

0.231 

0.265 

0.269 

0.533 

0.210 

0.245 

0.300 

0.303 

0.602 

Mass flow 

rate,[£] 

235 

215 

183 

171 

77 

218 

203 

171 

160 

57 

Temperature 

[K] 

294 

299 

301 

301 

304 

292 

299 

301 

302 

305 

and concentration. Although at low extraction rate a difference in performance due 

to louvers location can be observed, in practice it is not recommended to operate 

the building at such low extraction rates. 

Velocity vector and methane mole profiles for the large compressor building 

generally follow the similar patterns as those observed in the small compressor 

building. The opening or closing of the doors, and the location of the louvers, has 

been shown as the main factor in achieving good capture and above target methane 

concentrations in the effluent stream. 
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Figure 4.18: Fraction of methane captured using forced extraction in the large 

compressor building with the doors closed. Above about five room changes most 

of the methane is captured. Louvers on the east wall at (a) the top (b) the bottom. 
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Figure 4.19: Mole percentage of methane in the extracted stream versus extraction 

rate at different leak rate in the large compressor building. The louvers location on 

the east wall are (a) the top and (b) the bottom. 
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4.3.5 Boundary flows 

Airflow through the large openings, where a free boundary condition was imposed, 

was observed to be bidirectional flow as shown in Figure 4.20. The behaviour 

shown in this experiment agrees with observation in the work of Gan (2000). The 

bottom part of the opening acts as inlet and the upper part as outlet, for ambient 

temperature above 273 K. When the ambient temperature falls below 273 K the 

trend reverses, where the bottom part now becomes the outlet and the upper part 

the inlet as shown in Figure 4.20 (a) and (b) respectively. 

It can also be observed that when cold air from outside enters the building, it 

flows towards the hot spot, which in this case is the engine location. Figure 4.21 

Figure 4.20: Behaviour of large opening boundary condition (a) ambient tempera­

ture is above 273 K (b) ambient temperature is below 273 K 
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Figure 4.21: Velocity vectors in the small compressor building operating with 

option 1 with controlled extraction. The velocity vectors were taken: a), at the 

engine, which is the hottest spot in the building, shown in x-plane. b). near the 

bottom of the building, shown in y-plane. c). taken at upper level of the building, 

in y-plane. 
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and 4.22 shows sectional aerial view of the velocity patterns in the building. Figure 

4.21 (a) shows that the hot air above the engine rises up and mixes with cold air 

it comes in contact with. Figure 4.21 (b) shows a slice of plane at lower part of 

the building where the air is relatively cold, in which the cold air is shown to be 

moving towards the engine location to replace the rising hot air. Figure 4.21 (c) 

shows the phenomena in the upper part of the building. The hot air, is seen to be 

moving away from the engine location to give room for the cold air; the movements 

are facilitated by the buoyancy principle. 

The effect of ventilation opening in fugitive methane capture operation can be 

observed by looking to the velocity patterns in Figure 4.22, where option 2 (Only 

roll-up door was opened) was used in operating the building. The cold air flows 

into the building at the bottom of the opened door, and mixes thoroughly with the 

gases inside the building and then flows out the building at the top of the opened 

door. This makes the maximum capture of the fugitive methane impossible. The 

flows inside the building are governed by the stack effect, while the flow from 

outside to inside of the building and vice versa are due to the pressure differences. 

4.4 Observations 

Fugitive methane emissions in the oil and natural gas sector are a major contributor 

to greenhouse gases emissions. At the same time, they are potentially much easier 

to reduce or eliminate than gases such as carbon dioxide, which is very expensive to 

capture and sequester using current technology. Fugitive emissions in natural gas 

compressor stations can potentially be collected using the building itself. Possibly 

the most important variable that affects the capture rate is the opening of the large 

doors. The large doors are often opened in the summer to keep the building cool. 

Using controlled extraction rates with doors closed, typical emission rates can lead 

to an acceptable feed for a reverse flow catalytic reactor. To increase the reduction 

of GHG emissions, this effluent can also be potentially combined with instrument 

vent streams, 
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Figure 4.22: Velocity vectors in the small compressor building operating with 

option 2 with controlled extraction. The velocity vectors were taken: a) at the 

roll-up door position, shown in x-plane. b) Near the bottom of the building, shown 

in y-plane. c). taken at upper level of the building, in y-plane. 
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or the engine exhaust stream, which also contains significant methane and carbon 

monoxide. 

Validation of simulation results is very important, but in conducting validations, 

the following must be taken into consideration; the parameters to be validated, 

equipment and manpower requirements and the cost implication. For this work, 

the physical validation was not possible since it requires extensive involvement of 

expensive equipment and manpower, there are many parameters to be validated, 

and the validation requires time to perform. This implies the cost of validation 

is very high. However, the local validation was done by checking the mass and 

species balance in the building enclosure domain which came out to be within the 

required tolerance. 

91 



Chapter 

Methane catalytic combustion review 

5.1 Background 

From prehistoric times, fossil fuels have been used as a source of energy, and cur­

rently, more than 90% of global energy demand is satisfied by fossil fuel (Anderson, 

1996). The use of combustion processes in the energy sector is growing rapidly, 

because to a large extent global economic and technological development depends 

on energy utilization (Anderson, 1996). At the same time, fossil fuel combustion 

is one of the major sources of environmental pollution, which means environ­

mental impacts have become a critical factor in energy sector development and 

planning. The increasing global energy demand leads to an increased utilization of 

combustion processes, but tightening environmental pollution regulations yield a 

challenging task of minimizing pollution and increasing the efficiency of the com­

bustion processes. Thus, colossal efforts are needed to make fossil fuel combustion 

more efficient and environmentally acceptable. 

Among the fossil fuels, natural gas is considered to be a very clean fuel. It 

contains low amounts of nitrogen, sulphur, and has the highest ratio of H:C. Its 

combustion thus tends to yield the lowest amount of pollutants per unit of energy 

produced, as well as having higher energy yield at lower cost. In principle, the 

combustion of natural gas produces only water and carbon dioxide together with 

energy. However, in reality conventional combustion can only occur within the 
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given flammability limits and the heat of reaction can raise the temperature during 

combustion to over 2000 K, where the formation of nitrogen oxides can occur. 

N2O is considered to be one of the significant GHG and is highly persistent in the 

atmosphere, forming the main source of NO in the stratosphere. 

There are three different mechanisms that lead to nitrogen oxides formation dur­

ing combustion. These are thermal NOx which is formed by coupling oxygen and 

nitrogen in the air through the Zeldovich mechanism,which is kinetically limited 

to a temperature below 1700 K. Above this temperature, its production doubles 

every time the temperature increases by 40 K. Fuel bound NOx (not significant 

with methane) is formed by oxidation of nitrogen compounds present in the fuel, 

and prompt NOx is formed by a fast coupling of nitrogen from the air with radicals 

formed during the reaction (Hayes and Kolaczkowski, 1997; Ciuparu et al., 2002). 

Other combustion products can be sulphurous oxides which are mostly produced 

due to the presence of impurities of sulphur-based compounds in the feed stock. 

Carbon monoxide and hydrocarbon can also be present in the products if the com­

bustion is incomplete. Their production rate decreases with increasing reaction 

temperature. 

Nitrogen oxides are products of conventional homogeneous flame combustion 

where air is the combustion medium. The sulphur and nitrogen content in natural 

gas is negligible and there is no evidence reported on formation of prompt NOx 

in natural gas combustion, thus all efforts in natural gas combustion are aimed 

at reducing thermal NOx. Thermal NOx, can be reduced by decreasing reaction 

temperature and residence time, but this action will promote the formation of 

carbon monoxide and unburned hydrocarbon. The major concern of using natural 

gas as fuel is that the methane is a potent GHG with GWP much higher than 

that of carbon dioxide; thus large emission of unburned methane would be a big 

environmental concern. An alternative technology which will operate at much 

lower temperature to ensure elimination of thermal NOx formation and at the 

same time be able to achieve a complete combustion of methane is thus desirable. 

Various approaches have been investigated in the effort to minimize pollu­

tion from combustion and to increase combustion efficiency. Catalytic combustion 
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technology offers a solution in achieving complete combustion at lower reaction 

temperature and giving lower pollution emission without sacrificing system per­

formance (Hayes and Kolaczkowski, 1997). Also, it enables a wide range of fuel 

concentration to be oxidized over a suitable catalyst, without a flame. Catalytic 

combustion can operate at higher air/fuel ratios than homogeneous combustion, 

and maximum attainable combustion temperature depends on the air/fuel ratio 

used (Heck et al., 1995). Furthermore, the selectivity of methane catalytic combus­

tion has been observed to be excellent as no other products than carbon dioxide 

and water are usually formed (Lee and Trimm, 1995). 

5.2 General catalytic combustion 

Catalysis and combustion have a long partnership, which originated in 1818 when 

Sir Humphrey Davy discovered that platinum wire can sustain flameless com­

bustion. In 1836, Jons Jacob Berzelius introduced the term catalysis and catalytic 

reaction. Since then, catalysis has become important in modern chemical process­

ing plants, engineering research and innovation. In recent years, the interest in 

catalytic methane combustion has increased considerably after finding potential 

applications in many industrial processes: such as catalytic combustion for power 

generation (Lee and Trimm, 1995; Deutschmann et al., 2000; Zhu, 2001; Lyubovsky 

et al., 2003), catalytic mitigation of fugitive methane emissions (Salomons et al., 

2003), reducing emission in exhaust of combustion systems (Lampert et al., 1997; 

Fujimoto et al., 1998; Au-Yeung et al., 1999a; Liu et al , 2001a; Liu et al., 2001c; 

Gelin and Primet, 2002) and catalytic partial oxidation for the production of many 

important chemical raw materials (intermediates) for synthesis of highly valuable 

chemical products and applications in new technologies like fuel cells. The cat­

alytic combustion of methane has been intensively studied (Gelin et al., 2003) but 

remains incompletely understood. 

Methane is the main component of natural gas and the most stable hydrocarbon, 

therefore it is the most difficult to oxidize. Methane combustion is highly exother­

mic, and its complete combustion can be represented by the following global overall 
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reaction: 

CH4 + 2O2 ^ C02 + 2H20 ~AH°298 = 802.7 kj/mol (5.1) 

The actual global rate of catalytic reaction is governed by the rate of surface 

kinetic, the rate of diffusion of reactants from the bulk of flowing gas to the surface, 

adsorption onto catalyst, desorption of the products from the surface and diffusion 

of the product into bulk flowing gas. These processes occur simultaneously and 

the slowest one limits the overall reaction rate. Thus a complete description of het­

erogeneous catalytic combustion processes requires coupling of reactive flow with 

the catalytic surface reaction. Combustion processes are highly exothermic, which 

give rapid increases in temperature once the reaction starts. Thus to improve the 
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Figure 5.1: Plot of the hydrocarbon conversion on catalytic combustion as function 

of temperature (Lee and Trimm (1995)). 
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performance of catalytic combustion a clear understanding and knowledge of rela­

tionship between catalyst activity, heat transfer, mass transfer, surface temperature, 

bulk temperature and process stability is needed. 

The general pattern of catalytic combustion of hydrocarbon is well established 

and the generalized plot of rate of surface reaction as function of temperature can 

be represented by an S-shaped plot as shown in Figure 5.1 (Lee and Trimm, 1995). 

As summarized in Figure 5.1, a typical catalytic combustion process passes through 

the following phases depending on reaction temperature employed: 

• At low temperatures the reaction is controlled by the intrinsic surface kinetics, 

represented by section A - B. 

• In the intermediate temperature region the reaction rate may become mass 

transfer controlled and thus catalytic activity is less important in this region, 

represented by section B - C. 

• At higher temperature there can be a significant contribution from gas phase 

homogeneous reactions to the overall reaction rate, represented by section C 

- D. Lee and Trimm (1995) stated that mass and heat transfer become more 

important once light-off is achieved. Through their experiments, Ibashi et al. 

(2003) working with a PdO/Zr02 catalyst suggested that a thickness of the 

active catalyst needed to minimize the impact of mass transfer influence in 

the catalytic methane combustion is about 10 - 15^ m. 

The catalytic combustion general behaviour pattern also can be plotted as tem­

perature of upstream exhaust gas against Damkohler numbers as shown in the 

Figure 5.2. Damkohler number describes mass transfer with chemical reaction. 

There are many forms of Damkohler number (Da), the one referred to here is the 

ratio of rate of reaction in the catalyst layer to rate of external diffusion from the gas 

phase to the catalyst surface as given by Hayes and Kolaczkowski (1997). Depend­

ing on the state of the catalyst, the catalytic reactor can be operated in any of the 

following three regimes: region A, the Damkohler number is low, the kinetics of the 

intrinsic surface reaction dominates over diffusion effects. At moderate Damkohler 
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Figure 5.2: Schematic of catalytic surface reaction regimes (Chen et al. (2000)). 

number in region B, pore diffusion becomes significant and dominating while at 

higher Damkohler number in region C, mass transfer is a significant factor (Chen 

et al., 2000). 

5.3 Combustion catalyst 

Catalytic combustion has several advantages compared to conventional combus­

tion, but there are many issues that must be addressed in designing an appropriate 

catalytic combustion system. Catalyst systems generally consist of an active com­

ponent and a support. A large number of permutations and combinations exist arid 

more complexity is introduced because components which are themselves active 
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catalysts may be used as supports (Choudhary et al., 2002). 

For catalytic methane combustion, both transition metal oxides and noble met­

als have been used as catalysts. They can be used with or without support, but 

supported catalysts are the most popular. The main advantage of supported metal 

catalysts is that the catalysts is dispersed over a large surface area of the support, 

which results in a very high surface to volume ratio, allowing for a greater ease 

of reaction compared to an unsupported catalyst. Supported catalysts may show 

higher activity and stability than unsupported catalyst due to the interaction be­

tween catalyst and support. The support can take different shape, like saddles, 

cylinders, spheroids, metallic mesh, monolithic honey combs, etc. Good supports 

need to have high thermal stability, low volumetric shrinkage with temperature, 

high surface area, low density, low heat capacity, high resistance to attrition, poi­

soning and mechanical shocks (Hayes and Kolaczkowski, 1997). The following 

subsections will briefly discuss some of the transition metal oxides and noble metal 

catalysts which are reported to be more successful catalysts for methane catalytic 

combustion. 

5.3.1 Transition metal oxides 

Transition metal oxides are relatively inexpensive and have the ability to suppress 

fuel NOx formation. However, they are not widely used because of relatively low 

catalytic activity per site and higher ignition temperatures (Choudhary et al., 2002). 

Various metal oxides have been studied, including single transition metal oxides 

and mixed transition metal oxides (which include doped metal oxides, perovskites, 

spinels and others). Despite having lower catalytic activity per site, transition metal 

oxides particularly perovskite type, still receive wide attention. 

Perovskite-type oxides are mixed oxides with specific structure, of general for­

mula ABO-t, where lanthanide elements usually are at site A position and the first 

row transition metals at site B position. Perovskites are relatively cheaper, compar­

atively active and more thermally stable for methane catalytic complete combustion 

applications (Prasad et al, 1984; Zwinkels et al., 1993), they have been frequently 
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studied and proved to be a valuable alternative to noble metals. Choudhary et 

al. (1992) showed that LaBCb (B = Mn, Co, Fe and Ni) perovskites have compara­

tively high catalytic activity for complete combustion of hydrocarbons. The B ion 

is the one which is responsible for catalytic activity, while the La3+ cation brings in 

structural stability. 

5.3.2 Noble metals 

Noble metal catalyst show higher activity than transition metal oxides for catalytic 

methane combustion, and thus most research has been directed towards this class 

of catalyst. Apart from having higher catalytic activity per site, noble metal cata­

lysts also show a greater resistance to sulfur poisoning (Lampert et al., 1997) but 

have low thermal stability. Palladium and platinum catalysts have been the most 

widely accepted as being the most effective catalysts for the catalytic combustion 

of methane (Gelin et al., 2003). The use of noble metals other than palladium and 

platinum is limited because of their high volatility, ease of oxidation and limited 

supply. Gellin et al. (2003) noted that when platinum or palladium is deposited 

on conventional supports (like silica and alumina) a high degree of dispersion can 

be achieved, which provides a large catalytic contact. The focus of this work is on 

supported palladium catalysts. 

The performance of a particular catalyst is influenced by several factors, includ­

ing the ratio of oxygen to methane in the feed, method of catalyst loading on the 

support, nature of the support itself, sensitivity to catalyst structure, extent and 

nature of catalyst pretreatment, presence of other components in the feed mixtures 

(e.g. water, carbon monoxide, sulphurous compounds, e.t.c) and reaction condi­

tions. In the following paragraphs, these factors will be briefly discussed for the 

case of a palladium catalyst. 

There are many studies of the complete combustion of methane over palladium 

and platinum catalyst, see for example, Hayes and Kolaczkowski (1997), Roth et 

al. (2000), Dupont et al. (2001), Groppi (2003), Demoulin et al. (2004), Araya et al. 

(2005), Escandon et al. (2005) and Kraikul et al. (2005). Various aspects of catalytic 
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behaviour of these catalysts have been discussed and investigated experimentally 

as well as numerically. The complicated behaviour, particularly for Pd catalysts, 

remains an area of substantial research and debate. The chemical properties and 

morphology of these catalyst have been observed to change as a function of reaction 

conditions, resulting in an increase or decrease in the catalyst activity. Factors 

considered to influence these changes for a given supported catalyst are as follows: 

(a) Support: Platinum and palladium are usually dispersed on a support to in­

crease active surface area. The support may also provide enhancement of 

thermal stability and resistance to poisoning of the catalyst. Sometimes the 

supports also take an active role by either promoting or hindering particular 

catalytic reactions. Thus, supports strongly influence the performance and 

activity of the catalytic system as well as the life of catalyst. The most com­

monly used supports in catalytic methane combustion are alumina (Briot and 

Primet, 1991; Muller et al., 1996; Groppi et al., 1999; Escandon et al., 2005), 

zirconia (Pecchi et at., 1998; Muller et al., 1999), silica (Narui et al., 1998; 

Kikuchi and Takahashi, 1997; Araya et al., 2005; Okumura et al., 2006) and 

metal oxides (Wang and chang Xie, 2001; Li and Flytzani-Stephanopoulos, 

1999). Studies show that the activities of supported catalysts are not constant 

with time (Farrauto et al., 1995; Euzen et al., 1999; Datye et a l , 2000; Gelin 

and Primet, 2002; Escandon et al., 2005). Possibly this can be caused by a loss 

in catalytic surface area due to catalyst particle sintering when exposed to 

high temperature. Demoulin et al. (2004) reported that titania- and tin- sup­

ported Pd catalysts show higher activity for methane combustion compared 

to alumina supported catalysts at low temperature using high throughput 

experiments. 

Catalyst dispersion on the support is favoured as the substrate-gas interfacial 

free energy increases. Thermal stability of a catalyst system (particularly the 

sintering inhibition) is an important factor for support choice. In the literature, 

it has been observed that the ability of the support to inhibit sintering varies 

according to the variation of interfacial free energy between support and 
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catalyst in the following order 

Zr°2 (113° IB))y> Ah0> (925 [ 3 D » Si°2 (605 IB)) (5-2) 

Equation 5.2 implies that a catalyst supported on silica will sinter faster 

than those supported on alumina and zirconia, or zirconia and alumina have 

preferable high thermal stability. This trend is supported by the experimental 

observations of Lee and Trimm (1995) and Escandon et al. (2005). 

Zirconia and alumina have a high value of free energy and thus inhibit the 

mobility of Pd species. Also, it is worthwhile to note that at a temperature of 

around 1275 K, the y-phase of alumina transforms to the more thermodynam-

ically stable a-phase (Hayes and Kolaczkowski, 1997). This transformation is 

also known as sintering, which is a thermally activated process and physical 

in nature, can occur on support, catalyst itself or both. Sintering leads to loss 

of surface area, which will block most of the catalyst inside the support's pores 

or fuse the catalyst together. This significantly decreases the catalyst surface 

area available for the reaction and hence a drastic decrease in activity will be 

observed. When the supports are modified by the addition of promoters such 

as La and Y, their stabilization of Pd species may be greatly altered. Various 

attempts have been made to stabilize the alumina supports against thermal 

deactivation (Begum et al., 1991; Church et al., 1993; Loong et al., 1997; Chen 

et al., 2001), addition of La to alumina results in an inhibition in the catalyst 

support interaction between Pd and alumina. Other supports such as Zr02 

and SiC>2 have been examined either as single materials or in combination 

with others (Wang et al., 1997). Zr02 has captured much attention because it 

is considered to be one of the most promising support materials. The stabi­

lization of ZrC>2 by yttrium (Y) (Labalme et al., 2000) or doping with cerium 

(Kenevey et al., 2001) has proven to be successful with respect to activity of 

supported Pd catalysts. 

Palladium is unusual in its thermodynamic properties; thermodynamically 

the stable phase can be either metallic Pd or PdO depending on oxygen partial 
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Figure 5.3: Generic Thermal gravimetric profile showing the hysteresis for decom­

position of PdO to Pd and its reformation 

pressure and temperature. At atmospheric pressure, in air, the stable phase 

is PdO at temperatures below 1100 K, while metallic Pd is stable above this 

temperature (Farrauto et al., 1995). The hysteresis for decomposition of PdO 

to Pd and its reformation has been found to be strongly dependent on the 

nature of the support. Among other supports, zirconia is reported as having 

the largest gap between the reduction and re-oxidation temperature (Farrauto 

et al., 1995) and exhibits high thermal stabilities. Upon heating and cooling 

under air or reaction conditions, the hysteresis between the decomposition 

and reformation of PdO has been observed and discussed (Farrauto et al., 

1992; McCarty, 1995; Hayes and Kolaczkowski, 1997; Ciuparu and Pfefferle, 

2001). 

Farrauto et al. (1995) showed that PdO supported on alumina rapidly decom­

poses completely to Pd at about 1100 K upon heating. By contrast, during 
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cooling, re-oxidation does not occur until temperature reached 950 K, see 

Figure 5.3. In addition to hysteresis, the Pd/Al203 exhibited a peculiar lack 

of reversibility upon re-oxidation. Cullis and Willatt (1984) suggested that 

the choice of support may affect both magnitude of oxygen uptake and its 

dependence on temperature. Roth et al. (2000) discussed on the possibility 

of formation of low activity species like Pd(OH)2 on the surface of PdO. 

The high affinity of Pd to oxygen can be linked to its high combustion activity, 

superior to other noble metals. When compared to Pt, Cullis and Willat(1983) 

found out that at 673 K, the oxygen uptake capacity of Pd catalyst is more than 

100 times when compared to Pt catalyst.This observation was later correlated 

with the relative activities of the two catalyst by Muto et al. (1996). 

At normal conditions Pd catalysts exist as PdO, thus its catalytic activity 

depends on the rate and extent of PdO decomposition and re-oxidation which 

thermodynamically can be expressed as: 

PdO(s) ^ Pd(s) + ^ 0 2 (5.3) 

The stability of Equation 5.3 and hence Pd catalytic activity depend upon tem­

perature and oxygen partial pressure, or simply the decomposition temper­

ature of PdO depends on the 0 2 partial pressure (Hayes and Kolaczkowski, 

1997). 

Pg (1 atm)"°5 = exp (=^^ - 2.891og10T + 18.57^ (5.4) 

The transition temperature of PdO to Pd equilibrium decomposition can 

be determined by using Equation 5.4, which expresses the decomposition 

pressure as a function of temperature. The equation was developed by Hayes 

and Kolaczkowski (1997). 

(b) Precursor: It is important to note that the catalyst precursor can influence the 

catalyst activity. Cullis and Willat (1983) observed experimentally that the 

presence of residual chlorine ions originating from the precursor strongly 
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inhibit the conversion of methane. Presence of chlorine create a competition 

for an active site between oxygen and chlorine. 

Hick et al. (1990) reported that catalysts prepared from a chlorinated precur­

sor showed a low TOF rate initially and increased as the reaction progressed. 

They associated the slow TOF increase with slow decomposition of Pd poi­

soned by chlorine to active PdO species. Roth et al. (2000) observed that the 

activity of methane combustion is strongly inhibited by chlorine presence, 

but the chlorine ions could be slowly removed under reaction conditions in 

the form of HC1. Demoulin et al. (2005) observed that a chlorinated precur­

sor caused a low activity for zirconia supporting palladium in comparison to 

other researchers who reported higher activity for zirconia supports. 

(c) Catalyst dispersion and structure: It has been observed that both catalyst par­

ticle size and morphology can change during the reaction (Garbowski et al., 

1994; Lee and Trimm, 1995). Fujimoto et al. (1998) and Farrauto et al. (1995) 

observed that sintering and re-dispersion of Pd species under different envi­

ronments is responsible for a change of particle sizes. At elevated reaction 

temperatures substantial changes in the morphology of Pd and PdO can occur, 

which will have serious consequence for the activity. For example Ciuparu et 

al. (2002) observed that on Pd re-oxidation, the large particles are broken into 

many different crystalline domains, thus increasing the surface area available 

for reaction. 

It is not clear what influence particle size has on activity, some studies have 

demonstrated a strong dependence of activity on particle size (Hicks et al., 

1990; Briot and Primet, 1991). Hick et al. (1990) observed that TOFs for 

methane catalytic combustion of 1.3 s"J and 0.02 s_1 for large and small 

particles respectively. Their experiments were conducted at 608 K on pre-

reduced Pd/Al203 and Pd/Y-Zr02 catalysts. Miiller et al. (1997), working at 

atemperature of 600 K on Pd/Zr02, observed a TOF increase from 0.035 s 1 to 

0.17 s 1 when the particle size was varied from 6 to 12 nm. Other researchers 

have concluded otherwise. Baldwin and Burch (1990) studied Pd/Al203 at 
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different temperatures and observed a wide variation of activities without 

a clear relationship between TOF and particle size. Ribiero et al. (1994a) 

and Muto et al. (1996) observed a slight increase in TOF as the particle size 

varied, but they concluded that methane catalytic combustion on Pd/Al203 is 

not structure sensitive, the changes in TOF might be attributed to factors other 

than particle size effect. When catalyst particles are in critical sizes the relative 

concentrations of surface sites with given coordination neighbours changes 

rapidly when the particle size changes, this means the surface structure of 

catalyst changes. Fujimoto et al. (1998) suggested that changes of oxidation 

state and morphology of the Pd in the presence of reaction mixture as well as 

product inhibition effects could be a cause of TOF variation as observed by 

different researchers and not the effect of particle size. 

(d) Pretreatment: Catalyst activity was found to be highly sensitive to pretreat-

ment procedures. The effect of pretreatment on the activity of Pt and Pd 

catalysts was studied by different researchers, either under reducing or oxi­

dizing conditions. Pretreatment under reducing conditions is usually done 

with H2. In all studies done increased transient and steady state catalyst 

activity was observed. Cullis and Willat (1983) investigated the activity of 

Pd/Al203 after pretreatment with H2 and He, He, or 02 . The catalyst under 

H2 and He exhibited higher transient activities than the other two. For pre­

treatment under oxidizing conditions, 0 2 is usually employed and results in 

decreases in the transient and steady state activity. Reactant gas mixtures 

were also used for oxidizing condition pretreatment of catalyst and their per­

formance were better than employing O2 (Lee and Trimm, 1995). Generally, it 

can be said that catalysts pretreated under reducing conditions have a higher 

activity than those treated under oxidizing atmospheres (Miiller et al., 1997; 

Baldwin and Burch, 1990; Cullis and Willatt, 1983). Reducing pretreatment 

has been observed experimentally to increase catalyst activity for Pd sup­

ported on titania, tin, alumina and zirconia (Demoulin et al., 2005). Further, 

Demoulin et al (2005) suggested that even though the reducing pretreatment 
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is important in improving the catalyst activity, the extent of its effectiveness 

mainly depends on the type of support involved. It is obvious now that the 

composition of the surface and thermal history of the catalyst are decisive 

determinants of the catalyst activity. 

(e) Poisoning and feed quality: Interaction between catalyst and either impuri­

ties in the reactants, source of catalyst materials or products of reaction are 

cause of deactivation of catalyst. Poisoning causes catalyst deactivation and 

arises as a result of chemisorption of species that are present in the reactor 

feed. Poisoning can be an irreversible or reversible process. The most com­

mon poison is sulphur. Sulphur poisoning of catalysts has been extensively 

investigated (Lampert et al., 1997; Dupont et al., 2004; Kraikul et al., 2005). 

The adsorption of sulphur on most catalysts has strong effects on catalytic 

properties which lead to the reduction of catalytic performance and activity. 

Natural gas typically has low sulphur content; however, the presence of even 

a trace amount of sulphur compound can severely poison the methane com­

bustion catalyst. Sulphur species may exist in the form of sulphur dioxide, 

sulphate or sulphide. Kharulin et al. (2005) have shown that the presence of 

100 ppm H2S can raise the ignition temperature of Pd/A^C}? by 150°C, as well 

causing a loss of catalyst activity by more than 90% by poisoning. The loss 

of activity was attributed to the irreversible adsorption of sulphur species on 

the catalyst. The support has also been found to play an important role in the 

sulphur poisoning process. Alumina supported catalysts deactivate slowly 

in comparison with silica supported catalysts (Kraikul et al., 2005). 

Another crucial poisoning agent is chlorine compounds. The chlorine can 

originate from the precursor salts or other impurities, either in supports or 

the feed itself. The effect of chlorine poisoning on activity of supported 

platinum and palladium based catalysts was widely studied (Simone et al., 

1991; Cullis and Willatt, 1984). In the case of palladium, it was proposed that 

CI ions , regardless of its source, would mainly be localized on the support 

and during catalytic reaction, CI ions desorbed in the form of HC1, the evolved 
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HC1 will then compete with reactants on the metal active sites. By blocking 

the active site, HC1 inhibits the catalytic reaction as well as decreases the 

catalytic activity of the catalyst. For the case of platinum based catalysts, 

apart from the CI ion on the support, there also existed second type of CI 

ion which mainly can be found at platinum - alumina interfaces possibly as 

bridging species between platinum and alumina and directly influencing the 

adsorptive and catalytic properties of the platinum (Gelin et al., 2003). Other 

halogen and bromide compounds have similar inhibiting effects on Pd and 

Pt supported catalysts. 

Lee and Trimm (1995) suggested that the feed 02:CH4 ratio has a strong effect 

on the oxidation of methane. Under O2 rich conditions, CH4 is oxidized to 

C02 over Pt and Pd catalyst. However, under O2 deficient condition the 

formation of CO was observed over Pt and Pd. It has also been observed 

that the presence of C02 and H 20 inhibit the methane combustion reaction. 

Inhibition by H 20 is considered to be more severe than that of C02 . 

During the catalytic combustion of CH4, it was observed that some carbon 

was deposited on the catalyst (Lee and Trimm, 1995). This carbon has no 

effect on the activity of the catalyst, and it was found that the rate of methane 

combustion was independent of the deposition of carbon on the Pd catalyst. 

Also it was reported that deposition of carbon on Pt catalysts first reduces 

activity but the system recovers within 15 min (Lee and Trimm, 1995). 

(f) Deactivation (time-dependent catalytic activity): Pt and Pd exhibit very dif­

ferent reactivities towards oxygen. In the presence of oxygen, Pt and Pd ox­

idize into Pt02 and PdO respectively. At lower temperatures Pt02 is highly 

unstable and volatile compared to PdO, so metallic Pt will always remain 

available. PdO is very stable for temperatures below 1100 K. This explains 

why at lower temperatures the catalytic active state is metallic Pt for Pt and 

PdO for Pd. The existence of hysteresis in reaction rates has been observed 

during methane combustion over Pd-based catalysts (Ciuparu and Pfefferle, 

2001). The catalyst activity increases with temperature and reaches a maxi-
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Figure 5.4: Methane conversion vs reaction temperature profiles for different PdO 

based catalyst (Ciuparu and Pfefferle (2001)). 

mum around 975 K, and then decreases as the temperature increased showing 

a negative activation phenomena associated with thermal decomposition of 

PdO to Pd. As PdO is completely reduced to metallic Pd the activity increases 

again with temperature, as seen in Figure 5.4. 

At lower temperature PdO is thought to be catalytically active for CH4 com­

bustion (McCarty, 1995). The transformation from PdO to Pd generally leads 

to a drop in catalyst activity as the temperature is increased. However, as 

shown by Ciuparu and Pfefferle (2001), Lyubovski and Pfefferle (1999) metal­

lic Pd could be more active than PdO for methane combustion at higher 

temperature. 
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(g) Effect of loading: The effect of platinum and palladium loading on the sup­

port for catalytic methane combustion was investigated by Cullis and Willat 

(1983). They showed that reaction rate increased with an increasing loading 

of platinum over range of 0.1% - 0.2 wt%. Similar observation was observed 

for Pt and Pd catalyst supported on y-alumina for the loading range of 2.7 -

10 wt%. They also noted that although the overall reaction rate was observed 

to increase, the activity per unit metal surface area decreased with increasing 

loading. 

Otto (1989) used a loading range of 0.027 -100 wt% of platinum catalyst to 

investigate its effect on the catalytic reaction rate. Results showed that below 

1.4 wt%, the catalytic reaction rate was almost constant, while above 1.4 wt% 

the rate increase with increasing loading till it reach maximum at around 5 

wt%. Above 10 wt% the catalytic reaction rate decreased significantly. 

(h) Reaction condition: Methane oxidation is a highly exothermic reaction, which 

strongly couples the surface temperature with reaction rate and thus catalyst 

activity. Also, the reaction temperature can be high enough to allow the 

oxidation - reduction process of PdO - Pd to take place along side methane 

combustion, and this will complicate the catalytic process. The presence of 

water in the feed stock or from combustion product has an inhibition effect 

on the catalytic combustion process. 

The effect of reaction temperature on catalyst activity have been studied by 

Briot and Primet (1991), Ribiero et al. (1994a) and Uchida et al. (1994) who 

found that methane oxidation rates do not always increase with increasing 

temperature, but one observed to increase initially with rise in reaction tem­

perature, but decrease after reaction temperature exceed 700 ° C. 

5.4 Reaction kinetics and mechanism 

Current research focuses on reactor design to increase efficiency and productivity. 

As a result, a knowledge of physical and chemical processes occurring on catalytic 
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surfaces and their coupling with the flow field is important. 

Detailed heterogeneous multi-step chemical kinetics and reaction mechanism 

are sometimes used to describe the transformation of reactants to products at 

a molecular level. Traditional kinetic studies involve global kinetics where the 

catalyst activity is viewed as a function of measured quantities like composition, 

pressure and temperature. This information can be determined from experimental 

data, and used to fit empirical rate expressions. Different kinetic expressions may fit 

data equally well, making it impossible to discriminate between different reaction 

mechanisms. Further, it is dangerous to extrapolate global expressions outside the 

range of conditions the parameters were fitted for (Hayes and Kolaczkowski, 1997). 

On studying multi-step surface kinetics, the kinetics of the elementary reaction 

making up the reaction mechanism is required to be known in detail. Since realistic 

reaction mechanisms can not be established by global overview alone, different in 

situ techniques may be used to establish a reaction mechanism by identifying 

key reaction intermediates. This is the reason why research in chemical kinetics 

in addition to measurement of reaction rates also involves the study of reaction 

intermediates by computational (Deutschmann et al., 1996; Gelin and Primet, 1999; 

Miiller et al., 1999), spectroscopy (Demoulin et al., 2005; Narui et al., 1999; Datye 

et al., 2000), isotopic labeling (Au-Yeung et al., 1999a; Ciuparu et al., 2001), and 

other in situ methods of identifying and measuring the reaction intermediates. 

Once reliable data for key intermediates become available these data constrains 

the reaction mechanisms and thereby the predicted macroscopic kinetics. This 

approach enables discrimination between different reaction mechanisms. 

For a number of reactions in heterogeneous catalysis, it has been found ex­

perimentally that reaction orders and activation energies vary with the reaction 

conditions (Lee and Trimm, 1995; Ciuparu and Pfefferle, 2001; Liu et al., 2001a). In­

tuitively one might expect this to be caused by a complex reaction mechanism, e.g. 

a change in rate limiting step or reaction pathway, this expectation is, however, not 

necessarily correct. Kinetic in heterogeneous catalysis is highly non-linear due to 

different stoichiometric, vastly different rates among elementary steps, competition 

for active sites among intermediates, and non-linearity of rate constants in tem-
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perature. This means that even simple reaction mechanisms like that of methane 

combustion may lead to more complicated kinetics which display variable reaction 

orders and activation energies. 

5.4.1 Mechanism for catalytic combustion 

For catalytic methane combustion mechanisms, many researchers prefer to use a 

single step global surface reaction represented by Equation 5.1. However, this is a 

simplification, since the actual surface reaction mechanism involves many gas and 

surface species in a number of elementary reactions. The single step global sur­

face reaction kinetics is preferred because of limited knowledge of the elementary 

reaction kinetics, unavailability of kinetic data for elementary reactions involved 

and knowledge of what occurs on the catalyst surface. The simple global chemical 

kinetic model can predict surface ignition/extinction temperatures of lean methane 

- air mixtures very well. Since surface ignition temperatures of methane-air cat­

alytic combustion are low, about 900 K (Williams et al., 1991), the heterogeneous 

ignition process is dominated by the surface reaction due to its much lower acti­

vation energy compared to those of gas phase reactions. As calculations with a 

single-step reaction do not involve radicals, the well predicted ignition tempera­

tures of lean methane - air mixture by Song et al.(1991) suggested that, under fuel 

- lean conditions, the interaction between catalytic and gas phase reactions is not 

important because the heterogeneous ignition is driven by the heat release by sur­

face reaction. However, for high temperature conditions (^ 1200 K), the interaction 

between catalytic and homogeneous reactions via radicals such as hydroxyl (OH) 

and oxygen atom may potentially affect the ignition process (Pfefferle et al., 1989; 

Griffin et al., 1992). To include the radical interaction between surface and gas 

phase at high temperatures, Markatou et al. (1993) modified the single step surface 

reaction model by introducing a coefficient to regulate the amount of OH desorb-

ing from surface. The value of this coefficient was determined from experimental 

data. Their results show that the OH desorbed from the surface enhances the gas 

phase reactions and, hence, the generation of radicals in the boundary layer for 
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surface temperatures above 1300 K. So, Markatou et al. (1993) suggested the need 

of detailed surface kinetics and gas-surface energy balance to properly couple gas 

phase and surface processes in catalytic combustion calculations. 

5.4.2 Multi-Step surface mechanisms 

Catalytic methane oxidation by using multiple-step surface reactions have been 

reported by Hickman and Schmidt (1992), Deutschmann et al.(1994), Behredt et al. 

(1995), Bond et al (1996), and Chou et al. (2000). Most of the multi-step surface 

reaction mechanisms were developed using well established principles which are: 

• Langmuir - Hinshelwood (LH) type surface reaction mechanism: This mech­

anism requires both reactants to be adsorbed on the catalyst surface, and 

must be in thermal equilibrium. Also, the adsorbed reactants are required 

to be close to each other prior to reaction to form the product. In this reac­

tion mechanism, the surface catalyzed reactions usually took place between 

two adsorbed species. The adsorption of species can either be molecular 

adsorption or dissociative adsorption. Figure 5.5 illustrates an adsorption 

mechanism as it occurs in a Langmuir-Hinshelwood mechanism. 

/ C H 3 

,HC - CH, H ĤC 

Figure 5.5: Detailed Langmuir - Hinshelwood mechanism 

• Eley- Rideal mechanism: In an Eley-Rideal mechanism an atom from the gas 

phase scatters directly off a previously adsorbed atom and forms the reaction 

product. 
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CH3 

2HC-CH : H: 2HC H 

Figure 5.6: Eley - Rideal Mechanism 

The main assumption here is that the surface of catalyst is completely covered 

by one of the reactant species and another reactant species from a bulk gas 

phase come into contact to from a product, as illustrated in Figure 5.6. 

• Mars-van Krevelen mechanism: It states that oxygen is introduced into the 

methane from the catalyst surface. Hence, the catalyst is reduced in this step. 

Subsequently, the catalyst is replenished with oxygen from the gas phase 

- and the catalyst is re-oxidized, this mechanism is also known as a redox 

mechanism and Figure 5.7 demonstrate the mechanism. 

o 

i -: L y 

Figure 5.7: Mars-van Krevelen Mechanism 

By using the framework of these principal surface reaction mechanisms, im­

proved and more detailed surface mechanisms were developed by different re­

search groups. The mechanisms consist of several basic elementary reactions: 

adsorption of reactants and intermediate species, surface reactions of adsorbed 

species, and desorption of products and intermediate species. These surface reac­

tions can contain several elementary reactions and a large number of species. The 
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elementary reactions are described by the kinetics of surface reactions and thermo­

dynamic equilibrium of adsorption and desorption of species. The different state 

of palladium and platinum under reaction conditions is a key to the development 

of a reaction mechanism for combustion of methane. For each catalyst type some 

simple detailed surface reaction mechanisms proposed in literature are discussed 

in the following sections. 

5.4.3 Surface reaction over plat inum catalyst 

Due to high temperature conditions and very fast chemistry of catalytic com­

bustion process, a direct experimental investigation of the elementary steps of 

reaction mechanism is difficult under realistic conditions. Therefore, modelling 

work is always essential in examining and validating the reaction behaviour under 

underlying detail elementary steps kinetics models. Detailed methane catalytic 

combustion mechanism over supported Pt catalyst have been extensively studied. 

The detailed reaction mechanism for premix methane-air catalytic combustion over 

platinum is widely tested and well developed and is reportedly able to reproduce 

experimental results by numerical modeling. These proposed mechanism will be 

presented and discussed below. 

Simple reaction mechanism: A detailed multi-step surface reaction mechanism 

was proposed by Deutschmann et al. (1994). The mechanism was developed to 

predict ignition and steady state operation. This scheme includes 10 surface species 

and 24 elementary reaction steps. These reaction steps include adsorption and des­

orption of reactants and products, as well as surface reaction. The scheme assumes 

methane is irreversibly adsorbed on the catalyst surface, validation was done using 

a stagnation flow reactor. Thermo-chemical and kinetic data used were taken from 

the literature. The scheme was further modified and improved by Deutschmann 

et al. (1998), Goralski and Schmidt (1999) and Deutschmann et al. (2000). The 

details of the mechanism are presented in Table 5.1. In this mechanism, oxygen 

adsorption into catalyst surface is accomplished by two independent competing 

adsorption reaction, i.e. reaction 2 and 3 in Table 5.1. 
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Bond et al. (1996) proposed another mechanism for methane combustion on 

platinum catalyst, which used both LH and Eley-Rideal steps. Chou et al. (2000) 

improved Bond's mechanism, and the improved scheme contains 16 species and 

23 elementary reactions. The detail of this mechanism is presented in Table 5.1. 

Another elementary heterogeneous mechanism was proposed by Vlachos and 

co-workers which includes the work by Bui et al. (1997), Mhadeshwar et al. (2002) 

and Aghalayam et al. (2003). They developed a detailed reaction mechanism for 

methane combustion on platinum, which they called a " CI Reaction Mechanism". 

Their scheme consist 10 species and 62 surface reactions, as shown in Table 5.1. 

In their proposed mechanism the surface reactions are divided into five classes as 

follows 

(a.) Adsorption and desorption of reactants, main products and intermediates. 

(b.) Pyrolytic hydrogen abstraction from CHX species. 

(c.) Oxygen-assisted and hydroxyl-assisted hydrogen abstraction from CHX species. 

(d.) Reactions of O and H to form OH, H02 , H 2 0 and H202 and their internver-

sions (the H2/02 subset). 

(e.) Reaction for formation of CO and C02 from various carbon and Oxygen 

moieties on the surface. 

Thermo, chemical and kinetic data were obtained from both experimental and 

semi-empirical theoretical calculations (Aghalayam et al., 2003). 
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Sec. 5.4 Reaction kinetics and mechanism 

In Table 5.1: 

• Vacant active site is represented by * and B* represent adsorbed specie. 

• Units are given as A [mol,cm,s], E [KJ/mol] and S [ - ]. 

• For surface reactions and desorption, the reaction rate is given by Equation 

5.9 below with /3 = 0, except for Deutschmann mechanism reaction 3 where 

the value of f> = -0.5. 

• In all adsorption reactions A denotes a sticking coefficient, except in Deutschmann 

reaction 3 where A is calculated by equation 5.15. 

• In Deutschmann mechanism reaction 2 and 3 represent competing pathways 

of oxygen adsorption. 

• Deutschmann and co-workers used the following relationship to correct the 

initial sticking coefficient (discussed in detail later in this chapter) of oxygen 

with the varying temperature. 

S"0i = 0.07y (where T0 = 300K) (5.5) 

The schemes above were proposed for complete and partial combustion of 

methane on platinum catalyst, and take into consideration both reactions which 

happen on the catalytic surface and the influence of homogeneous (gases) reactions 

phase on the combustion, because are specifically aimed to be used in catalytic 

combustion in turbines where higher temperatures are involved. When the main 

interest is to predict accurately the catalytic conversion when the homogeneous 

reaction does not play any part, Reinke et al. (2004) introduced what they called 

a reduced Deutschmann mechanism, which focused only on what happens on the 

catalyst surface. This reduced Deutschmann mechanism is shown in Table 5.2. It 

is based on the full scheme of Deutschmann et al. (1998) but eliminates gas phase 

reactions. The thermo-chemical and kinetic data used are the same as those used 

in the Deutschmann mechanism. 
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Table 5.2: Reduced Deutschmann Mechanism 

SI 

S2 

S3 

S4 

S5 

S6 

S7 

S8 

S9 

S10 

Sll 

S12 

S13 

CH4 

o2 

o2 

H 2 0 

H* 

OH* 

C* 

20* 

H20* 

C02* 

OH 

OH* 

CO 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

5* 

2* 

2* 
* 

O* 

OH* 

20* 

* 

0* + * 

-

-> 

— > 

— > 

^ 
i. 

-

-» 

-

— > 

-

—* 

— > 

CH4* 

20* 

20* 

H20* 

OH* 

H20* 

co2* 
o2 

H20 

co2 

OH* 

OH 

co2* 

+ 

+ 

+ 

+ 

+ 

4-

+ 

+ 

+ 

4H* 

* 

O* 

2* 

2* 
* 

* 

* 

* 

A(S) 

0.01 

0.023 

4.9 xlO12 

0.75 

1.0 xlO13 

1.0 xlO13 

1.0 xlO13 

1.0 xlO13 

1.0 xlO13 

1.0 xlO13 

1.0 

1.0 xlO13 

0.84 

P 
0.00 

0.00 

-0.50 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

E 

0.00 

0.00 

0.00 

0.00 

11.50 

48.20 

62.80 

213.20-60o* 

40.30 

125.50 

0.00 

192.80 

0.00 

Apart from eliminating gas-phase influence, Reinke et al. (2004) also combined 

some of surface reactions, for example the four steps of methane chemisorption 

were combined into one step, see reaction SI in Table 5.2, also, the CO surface 

species was ignored by combining two surface reaction to yield surface reaction S7 

in Table 5.2. The kinetic parameters of the slowest reaction among the combined 

reactions was taken to represent the new reaction. The reduced Deutschmann 

catalytic mechanism was able to predict accurately the catalytic conversion of 

methane in the absence of the influence of gaseous chemistry (Reinke et al., 2004), 

and it was validated for the pressure range of 1 -16 bars (Reinke et al., 2005). 

5.4.4 Surface reaction over palladium catalyst 

Surface reaction mechanisms for the combustion of methane on palladium catalyst 

are still very much a matter of debate. Whereas for platinum most agree that 
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Sec. 5.4 Reaction kinetics and mechanism 

the metallic platinum is the active site, for palladium there are different views. 

Some publications report that metallic palladium is the active site, while others 

favour palladium oxide as the active site. For this reason, many kinetic studies of 

proposed elementary reactions of adsorption, desorption and surface reactions can 

not be considered with confidence (Moallemi et al., 1999). The debate over the role 

of PdO and metallic Pd in heterogeneous reaction is not over yet. 

Although methane is the simplest hydrocarbon, and Pd-catalyst is acknowl­

edged to be the most efficient catalyst for methane combustion, the combustion 

mechanism over palladium catalyst is not yet known. Some suggest mechanism of 

a Langmuir - Hinshelwood type, while others a Mars-van Krevelen type and some 

tried to fit the Eley-Rideal type. Developing a mechanism for catalytic methane 

combustion on Pd catalyst is still a "black art", with the majority being constructed 

on an ad hoc basis relying heavily on intuition, rule of thumb or building from pre­

viously published sub-mechanisms. The following are some of the mechanisms 

proposed in the literature: 

Langmuir -Hinshelwood type of Mechanism: Oh et al. (1991) considered that 

metallic palladium is the active site, and proposed the mechanism illustrated in 

Figure 5.8. 

CH4(g) 
HCIIO(g) CO(g) H2(g) 

' -» ™ „ „ v
 +0 t l decomp- t l t l +o 

^ CH3*(a) ' • "' T • O02(g) + H20(g) 
CH4(a) — — • o r ' • HCHO(a) »' CO(a) 4 2H(a) » 

CH2*(a) 

I direct oxidation 

Figure 5.8: Proposed mechanism for surface methane combustion reaction as pro­

posed by Oh et al.(1991). 
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The chemisorption of methane onto active sites is dissociative, where methyl 

or methylene radicals are produced by removing hydrogen atom. The adsorbed 

radicals subsequently react with adsorbed oxygen to produce CO2 and H2O or 

chemisorbed formaldehyde. This chemisorbed formaldehyde is either desorbed as 

HCHO or dissociate to absorbed CO and adsorbed H atoms, which either desorbed 

as CO and H2 or react with adsorbed oxygen to produce CO2 and H 2 0 depend­

ing on composition of the reactant mixtures. In their experiments only trace of 

formaldehyde was detected in the reaction products, which suggests that decom­

position of adsorbed formaldehyde intermediate is much faster than desorption 

(Lee and Trimm, 1995). 

Cullis and Willat (1983) proposed the mechanism illustrated in Figure 5.9, where 

* represents a free surface site for adsorption of methane and (O*) represents a pal-

H H 

V 
o 

k4
 + I 

* 

H20 

I 
* 

H20(g) 

Figure 5.9: Proposed mechanism for surface methane combustion reaction (Cullis 

and Willat, 1983). 

CH4(g) CH7 + 

k7 

O 

+ 

CH, O 

oxidation 

C02(g) 

123 
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ladium atom attached to a lattice oxygen ion. If it is assumed that ki and ki'are 

large in comparison with k2 and ki, i.e, the surface coverage by methane is deter­

mined solely by the adsorption-desorption kinetics and the surface concentration 

of oxygen remains effectively constant. 

Deutschmann et al. (1996) considered Pd as active site and proposed a reaction 

mechanism with 4 surface species and 13 surface reactions for H2 catalytic oxida­

tion. Moallemi et al. (1999) added 5 surface species and 8 surface reactions to form 

catalytic reaction mechanism scheme in which metallic palladium was considered 

as an active site. Their scheme adopted the Deutschmann mechanism for com­

bustion of methane on platinum catalyst, but some of the thermo-chemical data 

were altered to take into account the different site density for palladium, and other 

values were obtained from the work of Engel and Ertl (1978). The last two reactions 

were postulated by Engel and Ertl (1978), the sticking coefficient for the adsorption 

Table 5.3: Deutschmann Hydrogen combustion on Pd catalyst 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

H2 

H 

2H(s) 

o2 
O 

20(s) 

H 2 0 

H20(s) 

OH 

OH(s) 

H(s) 

H(S) 

OH(s) 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

2Pd(s) 

Pd(s) 

2Pd(s) 

Pd(s) 

Pd(s) 

Pd(s) 

O(s) 

OH(s) 

OH(s) 

-

-

-

-> 

-+ 

-

—> 

-

-

-
^± 

^ 

v 

2H(s) 

H(s) 

H2 

20(s) 

O(s) 

o2 

2H20(s) 

H 2 0 

OH(s) 

OH 

OH(s) 

HzO(s) 

H20(s) 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

2Pd(s) 

2Pd(s) 

Pd(s) 

Pd(s) 

Pd(s) 

Pd(s) 

O(s) 

A(S) 

0.7 

1.0 

4.8 xlO21 

0.4 

1.0 

7.1 xlO21 

0.75 

1.3 xlO13 

1.0 

1.3 xlO13 

6.5 xlO21 

6.5 xlO21 

6.2 xlO21 

E 

0.0 

0.0 

84-156>„(s) 

0.0 

0.0 

230 

0.0 

44 

0.0 

213 

11.5 

17.4 

48.2 
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of CO is temperature dependent. At 470 K, it reaches its peak value of 0.96 and 

then decreases with increasing temperature to a value of 0.2 at about 700 K. With 

this trend, a zero sticking coefficient will be reached above 1000 K. Moallemi et 

al. (1999) used both extreme values of sticking coefficient of 0.96 and zero, also 

assumed that every metal atom was available at the catalytic site. Their numerical 

results suggested a poor performance of their proposed mechanism. 

Zhu (2001) proposed a mechanism claimed to capture the effect of water in­

hibition, variation of catalyst activity during operation, PdO decomposition and 

reformation hysteresis. The scheme was only partially validated through light-off 

experimental data. Two types of active site were considered. 
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Table 5.4: Elementary reaction mechanism schemes for 

catalytic methane combustion over Pd. 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

21. 

22. 

23. 

Reaction 

0 2 + 2* + 20(B) -* 20* + 20(B) 

0 2 + 2* + 2(H) - 20* + 2(B) 

20* -» 0 2 + 2* 

20* -* 0 2 + 2* 

1(B) + O* + 0(B) -> 20 ( B ) + 2* 

2(B) + 0* - 1(B) + 0(B) + * 

O(B) + O* - O(B) + O* 

1(B) + O* - 1(B) + O* 

H2 + 2* -»2H* 

H + * -> H* 

0 2 + 2* -» 20* 

o + * -> o* 
H 2 0 + * -* H 2 0* 

H 2 0* -» H zO + * 

OH + * -» OH* 

2H* -* H2 + 2* 

20* -* 0 2 + 2* 

H* + O* - • OH* + * 

OH* -* OH+* 

O* + H -> * + OH* 

H* + OH* ~* H 2 0* +* 

OH* + OH* -> H 2 0* + O* 

CH4 + 2* — CH3* + H* 

Moallemi 

Mechanism 

A(s) 

0.7 

1.0 

0.4 

1.0 

0.75 

1.3 xlO13 

1.0 

4.8 xlO21 

7.1 xlO21 

1.3 xlO13 

6.5 xlO21 

6.5 xlO21 

6.5 xlO21 

0.19 

E 

lmol1 

0.0 

0.0 

0.0 

0.0 

0.0 

44.0 

0.0 

84.0 

230.0 

213.0 

11.5 

17.4 

48.2 

0.0 

Zhu 

Mechanism 

A(s) 

2.1 

2.1 

1.2 xlO21 

1.2 xlO20 

4.2 xlO7 

4.2 xlO7 

3.7 xlO12 

1.2 xlO12 

0.1 

1.00 

0.25 

3.7xl012 

1.00 

3.7X1021 

3.7 xlO21 

1.2 xlO21 

3.7xl012 

3.7 xlO21 

3.7xl021 

3.7 xlO21 

8x l0 4 

E 

\IL] 

0.0 

40 

244 

199 

144 

159 

90 

115 

0.0 

0.0 

60 

90 

154 

426 

253 

17.6 

32.6 

104 

196 

P 

-1.00 

-1.00 

0.00 

0.00 

0.00 

0.0 

0.0 

0.0 

0.0 

0.0 
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24. 

25. 

26. 

27. 

28. 

29. 

30. 

31. 

32. 

33. 

34. 

35. 

36. 

37. 

38. 

39. 

40. 

41. 

CH3 * + *--> CH2* + H* 

CH2* + * -* CH* + H* 

C* + O* -* CO* + * 

CO* + O* -» C02 + 2* 

CO + * -» CO* 

CO* ->CO + * 

co2* -»co 2 + * 
CO* + O -» COz* + * 

CO* + O -* C02* + * 

CO* + OH* - C02* + H* 

C* + O* -* CO* + * 

C* + O* -> CO* + * 

C* + OH* -» CO*H* 

CH3* + 3* — C* + 3H* 

CH4 + * + O* -» CH3* + OH* 

CH4 + * + O* -> CH3* + OH* 

CH3* + 30* -* C* 30H* 

CH3* + 30* -» C* + 30H* 

6.5 xlO21 

6.5 xlO21 

6.5 xlO21 

6.5 xlO21 

0.96 - 0 

1.3 xlO13 

20.0 

20.0 

62.8 

104.6 

0.0 

133.9 

0.4 

3.7xl012 

3.7xl012 

3.7X1021 

1.2X1021 

3.7xl021 

3.7xl021 

1.2 xlO21 

3.7xl021 

1.2 xlO21 

80 

20 

3.7xl021 

1.2 xlO21 

151.4 

29 

76 

101 

91 

62.8 

87.8 

77.8 

85.1 

81.6 

106.6 

25.1 

50.1 

Mars-van Krevelen Mechanism: For this type of mechanism, authors proposed 

two main explanations for the different contribution of redox mechanism observed. 

One of the explanations is offered by Iglesia and co-workers, who proposed that 

for redox mechanism to occur the pre-request is to have a coordinately unsaturated 

Pd site on surface of PdO crystallites. Their detailed mechanism is one which 

was developed by Fujimoto et al. (1998), where the rate determining step is the 

dissociative chemisorption of methane onto a site pair consisting of adjacent Pd 

and PdO species. The mechanism is divided into two schemes as follows: 
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Scheme 1: Methane dissociation on a surface Pd-PdO* site pair 

Figure 5.10: Methane dissociative adsorption on catalyst surface 

Scheme 2: Pathway of methane combustion on Pd catalyst surface. 

02 + * 

o2* + * 

CH4 + * 

CH4* + O* 

20H* 

C02* 

C03* 

Figure 5.11: Mechanism which was proposed by Fujimoto et al. (1998) 

02* 

20* 

CHd* 

Step 1 

Step 2 

Step 3 

CH3* + OH* 

C02*, C03* + ... 

C02 + 

CO, + 

Step 4 

O » H20 + 0* + * Step 5 

Step 6 

Step 7 
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What happens in scheme 1 is that methane from the gas phase is first physically 

adsorbed on saturated metallic Pd site, and then interacts with neighbouring Pd-O 

surface species to form surface hydroxyl group Pd-OH, as shown in Figure 5.10. 

This process extracts H atoms from physically adsorbed methane sequentially. The 

dissociative chemisorption of oxygen is assumed to be irreversible. 

The scheme 2, as illustrated in Figure 5.11, shows the proposed pathways for 

combustion of methane on crystalline PdOx. The first step is molecular adsorption 

of oxygen and its subsequent dissociation to oxygen atom shown in irreversible 

step 2. C - H bonds in methane are activated in step 4 by a vacancy Pd-PdO pair, 

following its reversible molecular adsorption in step 3. Initial H - abstraction step 

is a rate determining step and adsorbed OH species are observed to be the most 

abundant surface intermediates (MASI). The subsequent H-abstraction steps are 

not kinetically important because they occur after the first irreversible step and 

they do not involve the most abundant surface intermediates. Water is proposed 

to form via recombination of surface hydroxyl group. 

Other explanation is that the mechanism consists of the abstraction of hydrogen 

from absorbed methane species is a normal surface reaction, where the formation 

of 0 2 - C bonds is more pronounced subjected to redox mechanism. Later, Au-

Yeung et al. (1999b) used an isotopically labeled oxygen technique to investigate 

the methane combustion pathways on PdO catalyst. They concluded that lattice 

oxygen in PdO is more efficiently used in methane combustion than oxygen atom 

from the gas phase. 

Other redox mechanisms: Other similar redox mechanisms were proposed by 

Garbowski et al. (1994) and Burch et al. (1995). Li et al. (2003) suggested that 

O2 can be easily adsorbed onto the catalyst to form reactive species [PdO]x. As 

illustrated in Figure 5.12, they claimed that it is impossible for methane to be 

adsorbed on the catalyst without adsorbed oxygen. The adsorbed O2 forms a 

reactive oxygen species which is helpful for activating methane thus affecting the 

catalytic activity for methane combustion. Their scheme is as shown in Figure 5.12: 
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0 2 + PdO • [PdO]x 

[PdO]x + CH4 • HCOO + [PdO]v + H20 

HCOO- + 0 2 • m-C03
2" + H20 

m-C03
2* + [PdO]v • C02 + PdO 

Figure 5.12: Redox mechanism as proposed by Li et al. (2003) 

The adsorbed and species are intermediates which form CO and C02 respectively. 

Li et al. (2003) observed that when the 02:CH4 <2, the adsorbed will be converted 

to C02 so no CO will be formed. 

Demoulin et al. (2005) proposed the redox mechanism illustrated in Figures 5.13 

and 5.14. Their mechanism suggests that under reaction conditions the surface 

of the palladium particles in Pd/y-Al203 catalyst is always in an oxidized state. 

The oxidation state ranges from surface lacunary [PdO+(n-x)0*] to surface over 

oxidized [PdO+nO*J of PdO species, or it simply can be said that a palladium 

surface is always covered by a superficial layer of very reactive oxygen species 

developed under reaction conditions. They suggested that the activity of PdO 

depends on the presence of this superficial oxygen layer. This layer is regenerated 

either by chemisorbed gaseous oxygen, if sufficient oxygen is available, or by the 

PdO phase, in oxygen deficient condition, or possibly by both mechanisms. They 

called their scheme a combined surface redox reaction mechanism and divided the 

scheme into two, scheme A and B, as shown in Figure 5.13 and 5.14, respectively. 
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PdO [PdO + nO*] 

xCH. 

[PdO + nO*] 

xCO* 

[PdO+(n+x)0*] 

Figure 5.13: Scheme A of the mechanism proposed by Demoulin et al. (2005) 

Scheme A: 

Step 1: Activation of oxygen and formation of an external layer of O* species on 

PdO [PdO+nO*]. 

Step 2: Consumption of some of O* species of the external layer of PdO by oxida­

tion of methane to CO* 
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xCO* 

[PdO + nO*] 

xCO* 

[PdO,.x] 

CO 

-1-

+ 

+ 

+ 

f-

[PdO + nO*; 

xO* 

PdO 

^ -'lattice 

OH' 
1 

Al31 

CO 

Pd" 

xCO*0* 

PdO 

xCO*0 

PdO 

HCOO* 
J (1590cm1) 
Al3h 

CO 
J (~1900cm"') 
Pd° 

[PdO + (n-x)O*] 

nO* 

[PdO,.x] 

[PdO,.x]bulk 

Figure 5.14: Scheme B of mechanism proposed by Demoulin et al. (2005) 

Scheme B: 

Step 3: oxidation of CO* to CO2 by the O* species and regeneration of active O* 

layer. 

Step 4: oxidation of CO by surface O atom of PdO, producing CO2 and empty 

surface vacancy which is regenerated by lattice O - atom coming from the 

bulk of the particle. 

step 5: CO can alternatively react with surface hydroxyls of alumina and forms 

formate species or 

Step 6: adsorbed onto reduced surface of Pd as bridging carbonyl species. 
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Figure 5.15: : Processes assumed to take place during catalytic methane combus­

tion reaction over PdO/Zr02 catalyst, (a) surface reaction without contribution of 

redox reaction, leading to scrambling of C02 , (b) Scrambling of 0 2 (c) and Redox 

mechanism. 

Muller et al. (1997; 1999) investigated the role of a redox mechanism in the 

catalytic methane combustion and suggested that the combustion reaction can not 

only be explained by the contribution of redox mechanism. According to their 

study, normal surface reactions based on Langmuir-Hinshelwood and Eley-Rideal 

type of steps also make contribution, as illustrated in Figure 5.15. 

Muller et al. (1999) concluded that methane combustion on Pd-based catalyst 

proceeds partially via redox mechanism. They based their argument on the obser­

vation of oxidation mechanism of hydrogen and carbon atom in their experiment. 

Eley-Rideal: Haneda et al. (2006) and Seimanides and Stoukides (1986) proposed 

an Eley-Rideal type of reaction mechanism. This type of mechanism was pre­

ferred when the study of detailed mechanism of catalytic methane combustion was 

beginning, but later Otto (1989) concluded that the Eley-Rideal mechanism is incon­

sistent with observation. Since then more researchers favoured redox (Mars-van 

Krevelen) mechanism and the most recent works are focusing on this mechanism 

as discussed above. The Eley-Rideal type of mechanism has received either little 
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attention or no attention at all regarding to catalytic methane combustion. 

From the above, it can be observed that different mechanisms were proposed 

for methane catalytic combustion surface reaction over Pd-based catalyst. This 

demonstrates that there is neither clear agreement nor detailed understanding of 

the phenomena occurring on the surface of the catalyst during the catalytic combus­

tion reaction, particularly for oxygen rich conditions. Development of a reasonable 

surface reaction mechanism which will be applicable over a wide range of op­

erating conditions needs to incorporate the significant details of the complicated 

physiochemical behaviour of Pd-catalyst, methane surface reaction hysteresis and 

complicated adsorption behaviour of oxygen onto the catalyst surface. 

5.5 Kinetic models 

The mechanism is a description of all steps that occurs in the reaction. After es­

tablishing the reaction mechanism, the next important step is to develop a reaction 

rate expression of the system. The development of reaction rate expression is often 

quite difficult, as it has to explain the trends in kinetic behaviour mathematically. If 

the reaction mechanism is known it may be possible to deduce the form of the rate 

expression from it, and then determine the numerical value of the constants from 

experimental data. The models of reaction kinetics for catalytic reactors can be 

divided into the following two categories. The first category is known as a detailed 

reaction mechanism in which almost all possible elementary reactions taking place 

in the system are considered while in the second category the combustion system 

is represented by a single global reaction rate. 

5.5.1 Detailed catalytic surface mechanism kinetics 

In recent years, the usage of a detailed catalytic surface reaction mechanism for 

auto catalyst application has attracted interest, because it is believed that it allows 

a better prediction of the process occurring in the reactor. This approach is com­

putationally intensive since it involves a large amount of non-linear equations in 
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its system. The goal of detailed kinetics is to improve the accuracy and having a 

predictive capability from elementary reactions without relying as much on fitting 

of experimental data. 

For a proposed mechanism, which usually involves elementary reaction steps, 

the main steps are adsorption of the reactants on the active surface sites, reaction 

of adsorbed species, and desorption of the reaction products. To have a reasonable 

model, trustworthy thermo-chemical and kinetic data are required. These data in­

clude elementary reactions, sticking coefficients, activation energy, pre-exponential 

factor, reaction order with respect to species involved in the reaction, and rate co­

efficients of adsorption, desorption and surface reaction. Some of these data are 

available in the literature or can be estimated, but some must be obtained exper­

imentally from independent experiments or estimated by using semi-empirical 

relationships. 

Both gas phase and surface species can be produced and depleted by surface 

reactions. The production rate for each species in the reaction can be represented 

as: 

k, Ng+Ns 

Ri = J]vikkfk J} [Qf* (5.6) 

where: 

Ks = total number of elementary surface reactions including (adsorption/desorption), 

v'ik = stoichiometric coefficients, 

kfjt = rate coefficient for forward reaction, 

[Q] = concentration of adsorbed species [molm-1], 

Nj, = number of gas phase species, 

N, = number of surface species. 
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The forward rate coefficient of activated adsorption, desorption and surface 

reactions can also depend on surface coverage leading to the following rate expres­

sion for the rate coefficient ktk 

kfk = AkP
kexp 

LRjfT 

N-s 

Y\ tffexp 
/ = ] 

eik6i 

Rgf 
(5.7) 

Ak 

h 

0; 

pre-exponential factor 

temperature exponent 

activation energy of the reaction 

describe the dependence of rate coefficient on the surface coverage 

surface coverage for specie i 

Equation 5.7 above is reduced or simplified by some authors (Mukadi, 2003) to 

the following form: 

kfk = AkP
kffllexp -Ea t 

RaT 
(5.8) 

Where \,i is the correction to the reaction order of 0, or departure from power 

based on the stoichiometric coefficient. 

For the gas phase reaction, the temperature dependence of the rate coefficient 

is described by the modified Arrhenius expression 

kfk = Atltexpi-^) (5-9) 

For reversible reactions, the reverse rate coefficients are calculated by the equi­

librium constant using thermodynamic data. 

Kk = 
K-fk 

K 
(5.10) 

eq 

Some authors adjusted the activation energy to allow for a variation with surface 

site coverage. Chen et al. (2003) proposed the following empirical expression. 
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E„A = E„kfl - aOi (5.11) 

Where E^o is the activation energy taken from the original reaction and a is and 

adjusting parameter. 

Concentration of surface absorbed species is directly proportional to the frac­

tional surface coverage and can be related as: 

Csk = T6i (5.12) 

The variation of the surface coverage that is fraction of surface sites covered by 

specie i is calculated from surface reaction rate according to: 

j i = ~,(i = Ng + l,...,Ng + Ns) (5.13) 

T is the surface site density of the catalyst (the value for palladium is 1.95 x 10"9 

mol/cm2 platinum is 2.72 xl(T9 mol/cm2, other used 1.66x10 ~5 molm~2) 

Non-activated adsorption steps follow the kinetic gas theory and different au­

thors express it differently. Veser et al. (2000) used the following: 

S(l) 
U,, = J-^~T (5"14) 

Sj is the sticking coefficient, which is the ratio of the rate of adsorption to the rate 

at which the adsorptive strikes the total surface, i.e. covered and uncovered. It is 

usually a function of surface coverage and temperature. M, is the molar mass of 

species j 

Reinke et al. (2004; 2005) used the following equation, which was also used by 

Deutschmann and co-workers, as well as Vlachos and co-workers. 

^ - C I F W S (5-15) 
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where C = the Motz correction factor 

C = (1—Y1) as proposed by Dogwiler et al (1999). 

C = 1 used in Vlachos mechanism C=l. 

m = number of adsorption site involved. 

Mukadi (2003) used the following expression: 

**<=(F) \ S (5-i6) 
The specific surface area of catalyst active site represents the amount of active 

sites loaded during catalyst preparation. Its value can be used to transform the 

unit of reaction rate from [ ^ J to the more common units preferred SYL • 

Ri = icatR/k -•= flarfj] VikkfkT ^Vi" (5-17> 

Parameters of elementary steps are often obtained from independent surface 

science experiments whenever available, and missing parameters are fitted to ex­

perimental data. The parameters from different experiments can differ substan­

tially, especially those in involving adsorption-desorption steps. As a result, most 

mechanisms are not adequate to be used over wide range of conditions or to de­

fine different type of experiments. This problem will magnify further when one 

considers the complicated relationship of material and pressure. Thermodynamic 

inconsistency also should not be ruled out. 

Sticking coefficient & surface coverage 

Adsorption is always an important step in heterogeneous catalytic reaction, un­

fortunately there is no quantitatively workable dynamical theory of dissociative 

adsorption which can explain all of the diverse features of the process. For sim­

plicity it is usually assumed that activated adsorption can be defined the same 

way as surface reactions are defined, and for non-activated adsorption the sticking 

coefficient should be found to calculate the adsorption coefficient. The sticking 
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coefficient, Sy , is a measure of the fraction of incident molecules which adsorb 

upon the surface i.e. it is a probability and lies in the range 0 - 1 , where the limits 

correspond to no adsorption and complete adsorption of all incident molecules 

respectively. In general, S7 depends upon many variables i.e. 

Sj — f(surface coverage, temperature, particle size,...) (5.18) 

In most cases the initial sticking coefficient at given temperature is required 

and then the necessary correction is made for its variation with temperature. 

Deutschmann et al. (1996) corrected the sticking coefficient of oxygen with varying 

temperature by using equation 5.5. The surface coverage of an adsorbed species 

may itself, however, be specified in a number of ways as: 

i. The number of adsorbed species per unit area of surface (e.g. in molecules cm2). 

ii. a fraction of the maximum attainable surface coverage i.e. 

Actual surface coverage 
6 = r—-. ; ^ — (5.19) 

Saturation surface coverage 

- in which case 6 lies in the range 0 -1 . 

iii. relative to the atom density in the top most atomic layer of the substrate i.e. 

Number of adsorbed species per unit area of surface 
0 = — — *1 *- : (5.20) 

Number of surface substrate atoms per unit area 

- in which case 6max is usually less than one, but can for an adsorbate such as H 

occasionally exceed one. Note : 

a. whichever definition is used, the surface coverage is normally denoted by 6 

b. the second means of specifying the surface coverage is only usually employed 

for adsorption isotherms (e.g. the Langmuir isotherm). The third method is 

the most generally accepted way of defining the surface coverage. 
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c. a monolayer (1 ML) of adsorbate is taken to correspond to the maximum attain­

able surface concentration of adsorbed species bound to the substrate. 

5.5.2 Global reaction kinetics 

Global reaction kinetics of catalytic methane combustion over Pd and Pt has been 

the subject of study for the past decades and reaction rate equations of various 

complexities can be seen in the literature. A frequently used model for global 

kinetics reaction rate equation are power rule and LHHW techniques. In most cases, 

these equations are established from experimental data, and thus their validation 

are limited to a particular range of experimental conditions. In the following 

subsections some of the equations from the literature are briefly discussed. 

i) Power rule: 

When a single step global surface reaction is considered, it is often assumed that 

the products have no net effect on the global reaction rate. Thus the reaction rate is 

estimation is limited to fit a general form of power rule rate expression as: 

(:-RCH4) = kp«H/Q2 (5.21) 

Where k = kQexp (~Y) (5"22) 

The experimental data are used to find the values k<„ EApp, a, and jS. The order of 

reaction with respect to methane universally is agreed to be one (generally is taken 

as universal unless stated otherwise), and the order with respect to oxygen is zero 

or close to it. This form of rate expression was used by Escandon et al. (2005), who 

used pseudo first order model to compare the effect of different catalyst support 

on the catalyst activity. Cullis et al. (1983), through their experiments using a 

Pd/Al203 catalyst, reported that the catalytic reaction of methane is independent 

of oxygen and proportional to methane concentration to the power of 0.8 
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(~rCH4) = « 4 (5.23) 

They worked in the temperature range of 450 - 560"C and the value of activation 

energy for the reaction was found to be 45 kj/mol. 

Common inhibition effect: In some cases the influence of the products and prod­

ucts compounds present in the feed were considered in developing the reaction 

rate expression. The general power rule reaction rate expression in this case is in 

the form: 

(-Rcv4) = kfcn/oAoP^ (5-24) 

Equation 5.24 is used by many researchers to investigate the influence of each 

component involved in the methane catalytic reaction. Each individual researcher 

focused on different aspects, but the main interest was on the effect of water and 

carbon dioxide, as their effects were appreciated by a majority of researchers. The 

following are some of the works which focused on the issue of global inhibition in 

catalytic methane combustion. 

Water inhibition: Van Giezen et al. (1999) investigated the influence of water, oxy­

gen and carbon dioxide. Their experimental study determined the global reaction 

rate expression as shown in Equation 5.25, for methane combustion on PdO/Al203 

catalyst. 

The value of activation energy was determined to be 151 kj/mol and 86 kj/mol 

for wet and dry feed respectively, variation of activation energy between wet and 

dry feed proves the intensity and magnitude of water inhibition effect for catalytic 

methane combustion reaction. 

r-1.0 (-0.1 

p0.8 
^H20 

(5.25) 
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Araya et al (2005) also investigated the effect of hydrophobicity in the catalytic 

reaction of methane over a Pd/Si02 catalyst. The global power rule reaction rate 

expression fitted was: 

(-Rau) = KPPCa
CHpHi0 (5.26) 

The value of methane reaction order, a, was taken to be one as general assump­

tion states, while the value of apparent activation energy, kapp and water reaction 

order, y were determined by optimization method. The optimum value of y was 

found to be -0.25, implying a strong inhibition. Further, Araya et al. (2005) ob­

served that hydrophobic of support do not interferes with the reaction, although 

apart from the inhibition effect, the presence of water also sped up the catalyst 

deactivation process. 

Carbon dioxide inhibition: Other researchers went further and incorporated the 

effect of all reactants and products in the global reaction rate expression. Ibashi 

et al. (2003) took a common assumption for the order of reaction with respect to 

methane and oxygen (i.e 1.0 and 0 respectively), and then the power rule was used 

to fit their experimental data to find the rest of parameters in Equation 5.24. A 

PdO/Zr02 (10%w/w%) catalyst was used and results showed that products have 

an inhibition effect on the global reaction. The experimental data fitting result in 

the global reaction rate expression was: 

(-Rah) = k 
Pc?,4 

„0.32 „0.25 
rH20rC02 

(5.27) 

Water and carbon dioxide significantly inhibit the reaction rate at least to the 

reaction temperature up to 823 K, and the value of 

k(at673K) = 2 . 2 2 x 10 

EAPP = 108 

- 2 mol 

kgcatsbar 

mol 

,0.43 
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apparent reaction constant From their model fitting also the following results were 

obtained. 

Increasing water concentration in the feed was observed to decrease the conver­

sion, markedly. Ibashi et al. (2003) attributed the effect to a reversible adsorption 

of water on single PdO active site as shown in Equation 5.28, 

PdO + H20 ^ Pd(OH)2 (5.28) 

Ribeiro et al. (1994b) suggested that water dissociatively adsorbed onto a pair 

of oxidized and reduced sites is responsible for the inhibition. The dissociative 

adsorption can be represent as: 

H20 + * + 0*^ 20H* (5.29) 

The *, O* and OH* represent active site, adsorbed oxygen species and adsorbed 

hydroxyl species respectively. The adsorbed hydroxyls resulting from water disso­

ciatively adsorption impede surface re oxidation during methane oxidation, which 

result into the catalyst being deprived of oxygen and this is the inhibition effect. 

Carbon dioxide inhibition effect is controversial. For example van Giezen et al. 

(1999) reported no carbon dioxide inhibition effect for up to 5% carbon dioxide in 

the feed mixture and up to 773 K reaction temperature, others reported very weak 

inhibition. Fujimoto et al. (1998) suggested that the carbon dioxide inhibition 

effect is masked by water which compete for adsorption onto the same active sites. 

Ribeiro et al. (1994b) reported that if carbon dioxide concentration is higher than 

0.5% and reaction temperature is higher than 553 K, the reaction order of carbon 

dioxide is -2, that means there will be a significant carbon dioxide inhibition. The 

global reaction rate expression in Equation 5.30 was proposed by Ribeiro et al. 

(1994b) for catalytically combustion of methane on Pd catalyst. 

CcHiCn 

(-RcH<)=keff °2 (5.30) 
^H2O^C02 
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So far, the mechanism by which carbon dioxide inhibits the rate is unknown, 

however, it was suggested that C02 may react with PdO to form inactive PdO -

C02 surface species. However in such cases it has been observed that CO2 might 

be replaced by H 20 to form PdO - H 20 species, which is more stable and less active 

than the former, that is why some authors suggested that C02 and H 2 0 compete for 

the same sites on PdO surfaces. Mechanistic pathways and kinetics of combustion 

shows the effect of oxygen concentration on reaction rate depends on the operating 

conditions. 

Groppi (2003) proposed the global reaction rate expression as: 

rH20rC02 

The apparent activation energy observe was EApp = 108 kj/mol which is lower 

than lowest apparent energy reported by other authors who also considered the 

water inhibition effect. 

Demoulin et al. (2005) through their experimental results concluded that C0 2 

presence in the feed plays an important role in the reaction, but its exact role is 

determined by the type of support employed in the system. It can either increase or 

inhibit the catalytic reaction. They observed that C02 inhibits reaction on alumina 

support, whereas ceria-zirconia mixed oxide support showed significant increase 

in activity when C02 is present in the feed. 

ii) Langmuir-Hinshelwood-Hougen-Watson type model: 

Power rule models, although useful, can suffer from some computational problems, 

especially when the powers are negative. For example, the rate given by equation 

5.31 will be infinite in the absences of C02 and H20, which will be true at the reactor 

inlet in the absence of added product. 

A very popular methodology for developing rate equations is the Langmuir -

Hinshelwood - Hougen - Watson (LHHW) method. Briefly, the method consists 

of proposing a mechanism, which is usually relatively simple. A rate determining 
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step is assumed and then a rate equation derived. Although the rate equation thus 

developed is usually empirical, it often has a good mathematical form to represent 

the reaction. For example, for the reaction: 

A + B^C + D (5.32) 

a typical rate expression for the surface reaction being the rate step might be : 

/ r> x ^ ( C A C B - | C C C D ) 

(-RA) = , , , n , , n , , n , , n (5.33) 
1 + kACA + kBCB + kcCc + kDCD 

The numerator is the kinetic driving force and the denominator the inhibition 

term that results from adsorption. Equation 5.33 can not have a value of infinity 

in the absence of either reactants or products. Because many reactions have ad­

sorption inhibition, this form of rate equation often gives good results, even if the 

assumed mechanism is wrong. Rate equations are often proposed in this form, 

even without attempting to drive them from an assumed mechanism. For example 

mechanisms, the derivation of a rate equation can be very complex. 

For most mechanism which used the LHHW model, the activation of the 

methane molecule is considered the rate limiting step. Ciuparu et al. (2001; 2003) 

had a different opinion, and suggested that at low to moderate temperature the re­

action is limited by the water desorption step on the catalyst. Ciuparu and Pfefferle 

(2002) demonstrated that absorbed water remains longer at the surface compared 

to carbon dioxide, the longer presence of water on the surface was suggested to be 

responsible for the deprivation of oxygen at reaction temperature, and thus water 

inhibition is most influential. 

Fujimoto et al. (1998), derived the rate equation by using LHHW principles 

from the mechanism they developed. The global reaction rate expression is: 

( - 1 W - ^ (534) 
3 [l + hCah + Z, + KxCQl + (Z2)05 + ( 1 + Z3) CCo2 
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Where 

7 - kik2Co2 _ k2k] CQ2CH2O „ _ k2k\Cp2 

3k4hCcH,' 2 ShhhCai/ 3 SkifakyCcH* 

This equation can be simplified by considering the most abundant surface reac­

tion intermediate (MARI) which in this case is OH*, implies that the concentration 

of water is higher. Thence equation 5.34 can be simplified to: 

(-RCHJ 
k<ik3k5CcHt 

(5.36) 
CH2O 

For case, the concentration of C02, C02* or CO3* in total become more abundant 

the global reaction rate expression 5.34 may takes the following form: 

i-**u) = -T. ^ ^ T, (5-37) 
[\k6 "•" 3kik3k7Cc„JK-c°i\ 

Ciuparu and Pfefferle (2001) studied the effect of water on the catalytic activity 

of a Pd catalyst and found that at low to moderate reaction temperatures, the ap­

parent activation energy was changing with temperature. They, suggested that at 

low temperature most of the water formed during methane combustion reaction re­

mains adsorbed on the catalyst surface and becomes the limiting factor to the global 

reaction rate. As reaction temperature rises, the rate of active surface regeneration 

increases more rapidly than combustion reaction rate, mainly because water des-

orption rate strongly increases with temperature. Therefore, at higher temperature 

water concentration on the catalyst surface will be low and then methane activation 

step will now become a limiting factor. Also, at higher temperature the value of 

apparent activation energy remains almost constant. Ciuparu and Pfefferle (2001) 

used Langmuir-Hishelwood method to derive a global reaction rate expression for 

catalytic methane combustion reaction and their final expression is: 

(-RCH4) = kcCCH40 (5-38) 
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k( and 6 are reaction rate constant and fraction of vacant active catalytic sites 

on the surface, respectively. By assuming that the methane coverage is very low 

(dcH4 * 0), expressing the fraction of the vacant sites by the Langmuir isotherm and 

water concentration expressed as function of methane conversion, then Equation 

5.38 can be in the following form: 

kc (1 — x) (QTHJO 

1 + 2bH2o (CCH^O 

Araya et al. (2005) reported that the reaction order with respect to water was 

a = -0.25. To explain this higher reaction order compared to the others, they used 

Equation 5.39 to justify their results. Araya et al. (2005) used Equation 5.39 to derive 

equation 5.24, and then to show that the apparent reaction order with respect to 

water depends on the value of Langmuir isotherm coefficient bn2o • When bn2o,C.H2o 

» 1 then y - -1 as they found when using Pd/Zr02, otherwise for low bH2oCH2o 

value will lead the value of y to be -1 $ y ^ 0 agree with their results when using 

Pd/Si03 catalyst. 

Au-Yeung et al. (1999a) used the same reaction kinetics expression in Equation 

5.34, as derived by Fujimoto et al. (1998), but instead of using concentration term 

they used partial pressure term. By considering that OH* is MART, the equation 

5.34 in partial pressure terms reduces to the following form: 

(~RCH<) = —B » kffPai<pHl0 (5.40) 

Hayes et al. (2001) studied the catalytic combustion of methane over Pd-based 

catalyst and concluded that reaction kinetics of this reaction can be modelled by 

Mars-van Krevelen type of rate expression which includes the effect of water in­

hibition. Also they suggested that water inhibition effect is very important even 

at low concentration of pure dry feed. To them carbon dioxide had no observable 

effect. They also observed a change in activation energy with temperature. In 

their reactor model all heat and mass transfer effects were considered, therefore 
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this change was considered to be a result of mechanistic effects. They proposed a 

rate equation of the form: 

(-RCHJ = r ^ - (5.41) 

The value of the activation energy in the rate constant k was 104 kj/mol below 

811 K and 47.5 kj/mol above. As noted earlier, the change in activation energy has 

been observed by others, with a transition temperature ranging from 650 to 875 K, 

see Hayes et al. (2001) for a summary. Hayes et al. (2001) used a single oxygen 

pressure, and oxygen was present in large excess. 

Golodets et al. (1983) proposed the following global reaction rate : 

{-I<CHJ = j-x —r-p— = , N ,~—r- (5.42) 
ktC02 + k2CCH4 i + fk\ (££h.) 

If oxygen concentration is relatively large and k] » k2, or in other words 1 » 
kf ) (7^7") / t r , u s equation 5.42 can be reduce to: 

(~RCH4) = k2Cm (5.43) 

which shows that the reaction only depends on methane concentration, but at low 

oxygen pressure a small oxygen dependence can be observed. 

Van de Beld et al. (1996) proposed the global reaction expression in the form 

below: 

<-R™.» ^'"n x ice ^ * i !fCr f5'44* 
l + 6H!oCH,o+ ( ! ) ( % ) l + H A o 

The simplified form of equation 5.44 is the same of equation 5.38. 

Groppi (2003), after proposing the global reaction rate expression, equation 5.27, 

tried to test other expressions from other authors. Groppi (2003) tested equation 

5.38 which was proposed by Ciuparu and Pfefferle (2001) and substituted the 

concentration term with partial pressure as seen below: 
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(-RCHJ = kcfCHe (5.45) 

also the Langmuir isothermal parameter, 9 was expressed according to site balance 

equation and this yield the the following equation: 

KcPru 
(~RCH4) = T-T—^ti <5-4 6) 

i + KH2OPH2O + Kco2Pco2 

Equation 5.45 or 5.46 in principle could account for zeroth order with respect to 

oxygen, first order with respect to methane and negative fractional reaction order 

with respect with reaction products as realized in power law analysis (Groppi, 

2003). He tried to fit the experimental data to equation 5.45 and compared to 

power law approach, from that he concluded that a further insight on the surface 

chemistry in needed to obtain a truly physically sound kinetic description. Table 

5.5 summarizes the global reaction kinetic expressions found in the literature. 
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Chapter 

Investigation of Pd catalyst activity 

Supported palladium catalyst is accepted to be the most active catalyst for complete 

methane combustion. Despite its wide spread use there is no common consensus 

on the issue of catalytic behaviour. Therefore, to study and model the performance 

of the CFRR with a commercial Pd monolith catalyst, it is necessary to conduct 

experiments to determine the performance and activity of the catalysts to be used. 

This chapter describes an experimental study of a commercial palladium mono­

lith catalyst, and presents and discusses the experimental results. The purpose of 

the experiments was to investigate the behaviour of the commercial palladium 

monolith catalyst under a variety of reaction conditions for complete combus­

tion of lean methane mixtures. Both temperature programmed and concentration 

programmed experiments were performed. The experiments were designed to 

provide information on the catalyst activity needed to allow for the development 

of a kinetic model sufficient for reactor performance prediction. 

6.1 Experimental equipment 

The experiments described in the following sections were conducted using an 

experimental reactor system located at the University of Darmstadt, Germany. The 

apparatus was designed and built by Stephen Salomons, and used for this work by 

kind permission of Umicore AG and the University of Darmstadt, Germany. Owing 
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to the constraint on equipment time available only a limited number of experiments 

were performed, and thus a detailed kinetic study was not a focus of this study. 

A complete detailed description of the equipment is provided by Salomons (2008) 

and a brief summary is given here. The diagram of the experimental apparatus is 

shown in Figure 6.1. The experimental apparatus consists of the following units: 

i) gas source, ii) gas mixing unit, iii) water evaporator, 

iv) heater, v) reactor, vi) labview control system, 

vii) analyzer, viii) sensors and 

ix) flow components (contains valves, piping, flow controller, etc) 

The experimental set-up was designed with a fully automated control system, 

and was run through a computer using Lab View, a program for operating, control 

and measurement storage for the system. The system is computerized so that all 

valves are opened or closed accurately within the shortest possible time. The flow 

rates of the inlet gases, which determine the composition of feed to the reactor are 

set by mass flow controllers. A condenser is positioned between the reactor outlet 

and analyser unit, to avoid condensation of water in the gas analysers. Figure 6.2 

is a photograph of the experimental setup. 

Gas source, gas mixing, flow units: There were five gas source units for each of 

nitrogen (N2), oxygen (02), methane (CH4), carbon monoxide (CO), carbon 

dioxide (CO2) and hydrogen (H2), each gas is supplied separately in pure 

form. Each supply line had its own pressure reducer, one-way valve, and 

mass flow controller, see Figure 6.1. The mixing unit controlled the concen­

tration of a feed to the reactor. The static mixer in front of the reactor unit 

provided thoroughly mixing to make the feed mixture homogeneous. 

Water evaporator and oven: When water is needed, it is added to the system 

by mixing the incoming gas mixture with liquid water at the evaporator 

inlet, and then water is vapourized inside the evaporator before entering 

the reactor. Just before the reactor, there is a large split-tube oven which is 

designed to heat the reactor feed to the desired temperature. 
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Figure 6.1: Diagram showing the experimental setup and flows, adapted from 

Salomons(2008) 
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Figure 6.2: Experimental setup photograph(Courtesy of Salomons (2008)) 

Reactor section and monolith catalyst: The catalyst used in this study was 

a commercial monolith palladium catalyst supplied by Umicore AG, Auto­

motive Catalysis Division. The palladium loading used was 80 g ft~3. The 

cordierite monolith support was 26 mm in diameter and 76 mm long, with 

square channels and cell density of 400 CPI, see Figure 6.3. The nominal total 

wall thickness is 0.1651 mm, and the inside dimension of the channel is 1.105 

x 10~3 m before washcoat addition. Prior to first use, the catalyst was aged 

for 20 hours at 473 K in a flow of hot air. 

The well insulated laboratory-scale stainless reactor containing the monolith 

was placed immediately after a large electric heater. The heater allowed the 

inlet gas temperature to be controlled and ramped at the desired rate. Static 
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Figure 6.3: Squared channels monolith loaded with 80 g ft 3 Pd was used. 

mixers placed at the inlet of reactor ensure uniform radial temperature and 

composition distribution at the monolith inlet. 

Analyser unit and sensors: The analyser unit consisted of a thermo flame ion­

ization unit (TFID), multi-component and multi-method analyzer (MLT), and 

hydrogen monitoring system, although hydrogen was not monitored in this 

work. TFID is used to measure hydrocarbon in the stream, carbon monox­

ide, carbon dioxide and oxygen are measured by MLT, carbon monoxide and 

carbon dioxide measurements utilizes infrared (IR) technique while oxygen 

uses a paramagnetic sensor. In MLT , all trace of water are to be removed 

before the mixture enters the equipment so as to prevent damage of IR cells, 

all measurement are done on dry basis. K - type thermocouples were used to 

measure temperatures, and a pressure sensor was used to measure pressure. 

Details on thermocouple placement are given shortly. As noted earlier, all 

analog measured signal were interfaced to a computer by Labview which 

records all data. 
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6.2 Experimental procedures and results 

The experiments were planned with the objective of investigating ignition and 

extinction behaviours, the dependence of catalyst activity on surface temperature 

and inhibition effect of combustion products or other possible impurities, for a 

catalytic lean methane combustion on palladium catalyst. Both temperature and 

concentration programmed experiments were designed to meet these objectives. 

The gas hourly space velocity (GHSV) used in all experiments was 25000 hr_1 , 

calculated at atmospheric pressure and 298 K. 

6.3 Temperature programmed experiments 

Temperature programmed experiments were performed to determine the ignition-

extinction curve for methane combustion under a variety of feed compositions. 

This type of experiment gives a large amount of data over a wide temperature 

range, which is needed for kinetic modelling. 

6.3.1 Inlet compositions 

A variety of inlet compositions was tested to cover the range of interest. Further, it 

was desired to determine the effect on reaction rate of both reactants and products. 

With this objective in mind, the methane concentration was varied from 500 to 9000 

ppm. Two oxygen concentrations were used, 6 % and 20 % by volume. 6 % oxygen 

represents the composition that might be expected in the exhaust from a natural 

gas fuelled lean burn engine, while 20 % represents combustion in air. The effect 

of injected water was tested, as well as the effects of hydrogen, carbon monoxide 

and carbon dioxide. Water and carbon dioxide are both reaction products, as well 

as being present in the exhaust from a lean burn engine. Carbon monoxide and 

hydrogen are both present in the exhaust from lean burn engines. 
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Table 6.1: Gas Composition for light-off experiments. 

Experiment Number Pretreated CH4 ppm [Nominal] CH4 ppm [Valves] 

Runs with 6% Oxygen 

146_2 

146-3 

147_1 

147_2 

149_1 

149_2 

151_1 

151-2 

yes 

no 

yes 

no 

yes 

no 

yes 

no 

500 

500 

1000 

1000 

2000 

2000 

9000 

9000 

515 

515 

984 

984 

1941 

1941 

9090 

9090 

Runs with 20% Oxygen 

153_1 

153-2 

156_1 

156_2 

yes 

no 

yes 

no 

1000 

1000 

5000 

5000 

913 

997 

4623 

4623 

Runs with 10% water and 6% Oxygen 

162_1 

162_2 

yes 

no 

5000 

5000 

5715 

5715 

Runs with 1000 ppm CO and 6% Oxygen 

164_1 

164_2 

yes 

no 

2000 

2000 

1811 

1811 

Runs with 1000 ppm hydrogen and 6% Oxygen 

165-1 

165-2 

yes 

no 

2000 

2000 

1811 

1811 

Runs with 8000 ppm CO2 and 6% Oxygen 

168_1 

168_2 

yes 

no 

2000 

2000 

1810 

1810 
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Table 6.1 summarizes the gas compositions for the experiments performed. In 

all cases the balance of the mixture was nitrogen. Unless otherwise specified, 

the experiments used 6 % oxygen. Note that the nominal and valve methane 

concentrations refer to the set-point values and the values recorded from the mass 

flow controllers respectively. In all cases, the fractional conversion was based on 

the measured value. 

6.3.2 Experimental procedure 

Two runs of experiments were performed, one run was made on a pretreated cata­

lyst and another on an unpretreated catalyst. Prior to any pretreated experiments, 

the catalyst was pretreated online with a flow of 7 % hydrogen in nitrogen for 15 

minutes. The procedure of the online hydrogen pretreatment is as follows. 

The hydrogen pretreatment procedure started with the flow of pure nitrogen to 

purge the system, at the same time the temperature ramp was started at a rate of 

8 K per minute. The 7% hydrogen flow was introduced into the system when the 

inlet temperature reached 643 K, the 7% hydrogen flow continued for 15 minutes 

and the temperature ramping continued until the temperature reached 843 K; After 

this point, the temperature was slowly decreased by ramping down at the same 

rate until the temperature of 353 K was attained. At this point the system is ready 

to start the pretreatment run of the experiment. Immediately after completing the 

pretreatment run, the same experiment was repeated without the 7% hydrogen 

pretreatment step, and such a run has been called an unpretreated experiment. 

6.3.3 Reactor temperature measurement 

The reactor temperature was measured using eight K - type thermocouples placed 

in the monolith channels, and one thermocouple placed in front of the reactor 

(thermocouple Tl). The other thermocouples were inserted into the channels from 

the reactor exit end and were securely sealed with alumina cement. The position 

of the thermocouples is summarized in Table 6.2. 

The axial position is measured from the front of the reactor to the thermocouple 
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Table 6.2: Positions of Thermocouple 

Thermocouple 

T2 

T3 

T4 

T5 

T6 

T7 

T8 

T9 

Axial position [mm] 

20 

1 

70 

70 

1 

35 

35 

20 

Radial position[mm] 

7.6 

8.9 

7.6 

5.1 

5.1 

6.4 

0 

6.4 

tip, and the radial position is measured from the monolith axis. Both distances 

are given in millimeter (mm). With hot gas flowing through the system before 

the temperature ramping was started, the thermocouple in front of the reactor 

(thermocouple Tl) read about 5 K lower than the other thermocouples inside the 

reactor. The difficulty of measuring accurately the gas temperature in front of the 

monolith using a thermocouple placed there has been noted by others (Liu, 2000) 

and thermocouple Tl was not used in the data analysis. The thermal response 

of the reactor during the ignition - extinction cycle has a large influence on the 

shape of the ignition - extinction curves. Therefore in the following paragraphs 

the measured response is examined in some detail. The thermocouple response 

showed a similar pattern in all experiments. The responses of thermocouple Tl (at 

reactor front), T3 (1 mm), T2 (20 mm), T7 (35 mm) and T4 (70 mm) for several runs 

are shown in Figure 6.4 to 6.9. 

It can be seen from these figures that during the positive temperature ramp 

(ignition curve) the temperature at the front of the reactor is higher than that 

downstream. This effect is expected, certainly in the absence of reaction, because 

the hot inlet gases transfer heat at the inlet. As the reaction starts to occur, liberating 

thermal energy, the downstream portion of the reactor can increase in temperature, 
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100 150 200 

Time on stream, minutes 

Figure 6.4: Temperature ramp profile for the gas mixture with 500 ppm methane 

and 6% oxygen, pretreated (run 146_2). 
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l—i—i—l—I—i—i—i—r 

Thermocouple T1 (front) 
Thermocouple T3 (1 mm) 
Thermocouple T2 (20 mm) 
Thermocouple T7 (35 mm) 
Thermocouple T4 (70 mm) 

100 150 200 

Time on stream, minutes 

Figure 6.5: Temperature ramp profile for the gas mixture with 1000 ppm methane 

and 6% oxygen, pretreated case (run 147_1). 

i — i — i — i — i — i — i — i — i — I — r 

— Thermocouple T1 (front) 
— Thermocouple T3 (1 mm) 

Thermocouple T2 (20 mm) 
Thermocouple T7 (35 mm) 
Thermocouple T4 (70 mm) 

100 150 200 

Time on stream, minutes 

Figure 6.6: Temperature ramp profile for the gas mixture with 1000 ppm methane 

and 20% oxygen, pretreated (run 153_1). 
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Figure 6.7: Temperature ramp profile for the gas mixture with 2000 ppm methane 

and 6% oxygen, pretreated case (run 149_1). 

100 150 200 

Time on stream, minutes 

250 

Figure 6.8: Temperature ramp profile for the gas mixture with 9000 ppm methane 

and 20% oxygen, pretreated (run 151-1). 
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becoming hotter than inlet region. The temperature rise in the reactor under 

reaction conditions depends on the methane concentration. Thus with 500 ppm 

methane the maximum temperature attained was about 850 K (see Figure 6.4) whilst 

for 9000 ppm methane the maximum temperature attained was more than 950 K 

(see Figure 6.8). Note also that at the position of maximum temperature (inflection 

point) for the lowest methane concentration, the front of reactor is the highest 

temperature, while at 9000 ppm methane, the exit of the reactor is the hottest part. 

It can also be noted that after about 1 hour the gradients of all ignition temperature 

curves quickly changed and at higher concentration were merged together. 

As the reactor is slowly allowed to cool, the temperature along the reactor length 

slowly merge. Thus the axial gradient are much smaller for the extinction than for 

the ignition curve. It was also observed that pretreatment and differing oxygen 

concentrations had no observable effect on the pattern of the temperature curves. 

Figures 6.4 to 6.8 show that the thermal response of the monolith reactor was 

significantly different for the ignition and extinction curves. This difference has 

important ramifications for the understanding of the conversion profiles and for 

the subsequent kinetic modelling of the reaction. Both of these points are discussed 

in detail later in the thesis. However, before proceeding to those discussions some 

further graphs are presented that illustrate more clearly the temperature gradients 

present during the heating and cooling cycles. 

Recall from Table 6.2 that pairs of thermocouples were positioned at four axial 

locations along the reactor, i.e. at 1 mm, 20 mm, 35 mm and 70 mm. The radial 

distance between each pair, and the radial position varied with each pair; refer to 

Table 6.2. Figures 6.9 to 6.12 show the temperature differences recorded for each 

thermocouple pair as a function of time. The corresponding percent conversion is 

also shown on each graph. There are several important observations to be made 

from these graphs. 

The first is that a significant radial temperature gradient exists during the tran­

sient response. The gradients are particularly strong during the ignition curve, 

and become relatively minor during the extinction curve. The gradients are the 

largest for the highest methane concentration. Clearly there is significant radial 
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heat transfer occurring during the ignition. 

Figures 6.13 to 6.16 show the axial temperature differences recorded during the 

ignition and extinction cycles. In general the same conclusion can be drawn, in 

that during ignition the axial gradients are much larger than that observed during 

extinction. The implications for the conversion during the ignition - extinction 

cycles are discussed in the following section. The ramification for modelling are 

discussed in Chapter 7. 

Time, s 

Figure 6.9: Variation of radial temperature difference with time for the gas mixture 

with 500 ppm methane and 6% oxygen, unpretreated (run 146_3). 
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Figure 6.10: Variation of radial temperature difference with time for the gas mixture 

with 1000 ppm methane and 6% oxygen, unpretreated (run 147_2). 

=1 100 

8 

c 

*= 

v . 

2 
a. 
E 

a: 

c 
o 

> 

a. 

16000 

Figure 6.11: Variation of radial temperature difference with time for the gas mixture 

with 2000 ppm methane and 6% oxygen, unpretreated (run 149_2). 
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Figure 6.12: Variation of radial temperature difference with time for the gas mixture 

with 9000 ppm methane and 6% oxygen, unpretreated (run 151_2). 
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Figure 6.13: Variation of axial temperature difference with time for the gas mixture 

with 500 ppm methane and 6% oxygen, unpretreated (run 146-3). 
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Figure 6.14: Variation of axial temperature difference with time for the gas mixture 

with 1000 ppm methane and 6% oxygen, unpretreated (run 147_2). 
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Figure 6.15: Variation of axial temperature difference with time for the gas mixture 

with 2000 ppm methane and 6% oxygen, unpretreated (run 149-2). 
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Time, s 

Figure 6.16: Variation of axial temperature difference with time for the gas mixture 

with 9000 ppm methane and 6% oxygen, unpretreated (run 151_2). 

6.3.4 Ignition and extinction curves 

In this section the results obtained from all of the temperature programmed exper­

iments are presented. The results are presented in the form of ignition/extinction 

curves, in which the temperature recorded by thermocouple 3 are plotted against 

the fractional conversion. The experimental results will first be presented, with 

some discussion, and then a further discussion of all of the results will be made 

afterwards. 

Effect of methane concentration 

The first set of experiments presented is the ignition and extinction curves for the 

four cases of varying methane concentration with and without hydrogen pretreat-
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merit. Recall from Table 6.1 that these experiments were 146, 147, 149 and 151. 

Figures 6.17 to 6.20 give the ignition and extinction curves for the four methane 

concentrations used; 500,1000, 2000 and 9000 ppm with 6 % oxygen. Each graph 

shows the complete ignition extinction curve for the pretreated and unpretreated 

cases. Figures 6.21 to 6.24 then give the ignition branch and the extinction branch 

plotted with the different methane concentrations shown on the same graph, for 

the pretreated and the unpretreated cases, to illustrate the effect of the methane 

concentration. 

The general trend follows the classical pattern for ignition/extinction or light-

off curves. At low temperature, the catalyst is not active, and a zero conversion 

is the result. As the temperature is increased, the conversion starts to increase as 

well, and then as the reaction ignites the conversion rises fairly rapidly to 100 %. 

Hysteresis is present in the ignition/extinction curve, in that the catalyst shows 

a higher activity on the extinction branch. The pre-treated catalyst shows more 

activity for both ignition and extinction branches, although the difference between 

the pretreated and unpretreated extinction curves is smaller than for the ignition 

case. Also can be observed that for the ignition curve, there appears to be a change 

in slope at 690 to 700 K. 

The pretreating by hydrogen, which should reduce the surface PdO to Pd, is 

consistent with some previously reported results in the literature. There is a lot of 

controversy currently over whether Pd or PdO is the active catalyst for methane 

oxidation. Indeed, it has been shown that at high temperature in the presence of 

oxygen the PdO transforms to Pd, which causes a reduction in catalyst activity. 

This type of behaviour has led to a hysteresis effect where the reaction extin­

guishes at a higher temperature than the ignition (opposite to the effect observed 

here), see Farrauto et al. (1992). Lyubovsky and Pfefferle (1998) discussed the 

activity of Pd and PdO in detail, and showed that the activity could depend on the 

composition. However, all of this work achieved the transformation from PdO to 

Pd by exposing the catalyst to temperatures above about 1100 K, which was not 

done here. Zheng et al. (2000) showed that the activity of the catalyst depended on 

where the PdO and Pd were located on the surface, and demonstrated that catalyst 
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Figure 6.17: Ignition and extinction curves for 500 ppm CH4 and 6% 0 2 , based on 

themocouple T3. 
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Figure 6.18: Ignition and extinction curves for 1000 ppm CH4 and 6% 0 2 / based on 

themocouple T3. 
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Figure 6.19: Ignition and extinction curves for 2000 ppm CH4 and 6% 02, based on 

themocouple T3. 
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Figure 6.20: Ignition and extinction curves for 9000 ppm CH4 and 6% 02, based on 

themocouple T3. 
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Figure 6.21: Ignition curve as function of methane inlet concentration, pretreated 

case, 6% O2, based on themocouple T3. 
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Figure 6.22: Extinction curve as function of methane inlet concentration, pretreated 

case, 6% O2, based on themocouple T3. 
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Figure 6.23: Ignition curve as function of methane inlet concentration, unpretreated 

case, 6% O2, based on themocouple T3. 
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Figure 6.24: Extinction curve as function of methane inlet concentration, unpre­

treated case, 6%02, based on themocouple T3. 
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partially reduced by exposure to hydrogen could result in an increase in catalyst 

activity up to 15 times. 

It was observed that the light-off temperature (50 % outlet conversion) increases 

as a function of methane concentration. This effect is often observed when there 

is an inhibition effect by the reactants, as is commonly observed with LHHW type 

kinetic models. This result is particularly interesting, because it contradicts most of 

the observations in the literature, which tend to show a reaction rate dependence 

on methane concentration around first order. See, for example, Cullis and Willatt 

(1983) or Groppi (2003). 

The observed hysteresis in the ignition-extinction curves can often be attributed 

to one of three factors. For methane combustion over palladium, one observed 

cause of hysteresis is the transition from PdO to Pd, which causes a loss in activity. 

This transition is not expected to be important in this investigation, because the 

reactor was not heated to a sufficiently high temperature to cause the transition. 

The maximum reactor temperature was about 950 K, and therefore provided that 

the oxygen concentration is above 2.2 % by volume the decomposition will not 

occur (Hayes and Kolaczkowski, 1997). 

Hysteresis in ignition - extinction curves can also result when the reactant 

inhibits the reaction, as was observed here. These type of kinetics give rise to 

multiple steady states which give hysteresis, and it is likely that this is indeed a 

contributing factor in the present study. 

The third source of hysteresis can result from temperature effects. The plots 

shown so far are presented as a function of the temperature recorded near the inlet 

of the reactor (Thermocouple T3,1 mm from the front). However, it was seen from 

the plots of all of the thermocouples with time over the whole experiment that 

the temperature profiles within the reactor were different during the heating and 

cooling cycles. Recall that during the heating, the temperature near the front of the 

reactor was consistently higher than the temperature further downstream. During 

cooling, the temperature downstream could be higher or similar to that near the 

inlet. Furthermore, radial temperature maldistribution was seen to be higher for 

ignition than for extinction. Because catalyst activity (and hence conversion) is 
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a function of the local temperature, one has to be careful when considering the 

hysteresis shown by thermocouple T3. 

The concentration and temperature both vary along the axis, therefore it is not 

possible to separate exactly the causes of the hysteresis from the outlet conversion 

only. However, some insight can be gained by examining the ignition extinction 

curves in light of the temperature time response of the different thermocouples. It 

has been noted that during ignition, the reactor inlet is hotter than the reactor outlet, 

whilst during cooling the opposite was true. For example, for runs 151_1 (9000 ppm 

methane) and 146_1 (500 ppm methane), the relationship between T3 and T4 during 

heating and cooling is represented on Figure 6.25. Figure 6.26 compares the effect 

of pretreatment on temperature hysteresis between for higher concentration case. 

From this figure it is clear that some of the hysteresis is the result of thermal 

effects. It is instructive to plot the ignition extinction curves using temperatures 

other than T3. Considering the thermal hysteresis, plotting the ignition extinction 

curves using T3 will tend to maximize the hysteresis. If we use T4 instead, the 

effect of the hysteresis should be reduced, because on heating T4 is lower than T3 

and the conversion curve will shift to the left. Figures 6.27 to 6.30 show the ignition 

extinction curves plotted using thermocouple T4. 

It is observed from these curves that for the pretreated cases, the hysteresis is 

much reduced, and indeed disappears at the lowest concentration. For the unpre-

treated case, there is always some hysteresis present. Overall, one must be careful 

when interpreting the hysteresis, because of the temperature maldistribution, es­

pecially during ignition. 
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Figure 6.25: Temperature hysteresis between inlet (T3) and outlet (T4) during 

heating and cooling. 
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Figure 6.26: Comparing effect of pretreatment on temperature hysteresis between 

inlet (T3) and outlet (T4) during heating and cooling. 

176 



Sec. 6.3 Temperature programmed experiments 

- I I I I I I I I I I I I I I ! I I I 

Ignition 146_2 
Extinction 146_2 
Ignition 146_3 
Extinction 146 3 

I i i i i I i i i i I i i i i I i i i i I i i i i I i i i i I 

450 500 550 600 650 700 750 800 850 

Temperature, K 

Figure 6.27: Ignition extinction curves for 500 ppm methane, pretreated and un-

pretreated cases, based on thermocouple T4. 
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Figure 6.28: Ignition extinction curves for 1000 ppm methane, pretreated and 

unpretreated cases, based on thermocouple T4. 
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Figure 6.29: Ignition extinction curves for 2000 ppm methane, pretreated and 

unpretreated cases, based on thermocouple T4. 
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Figure 6.30: Ignition extinction curves for 9000 ppm methane, pretreated and 

unpretreated cases, based on thermocouple T4. 
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Effect of oxygen concentration. 

The next graphs show the effect of increasing the oxygen concentration from 6 % to 

20 %. Two experiments are presented. The first experiment shown in Figure 6.31 

was at 1000 ppm methane and the second shown in Figure 6.32 used 5000 ppm. It 

is seen that for 20 % oxygen the pretreated and unpretreated cases show essentially 

the same activity. A possible explanation for the fact that the curves coincide is that 

the higher oxygen partial pressure causes a rapid reoxidation of the surface from 

Pd to PdO, thus negating the benefit of pretreatment. 

Figures 6.33 and 6.34 compare the ignition extinction curves for 1000 ppm 

methane with the two oxygen concentrations. Some interesting observations can 

be made from this comparison. 
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Figure 6.31: Ignition and extinction curves for 1000 ppm methane in 20% 0 2 , based 

on thermocouple T3. 
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Figure 6.32: Ignition and extinction curves for 5000 ppm methane in 20% O2, based 

on thermocouple T3. 

The first observation is that the ignition curves for the 20 % oxygen case follows 

the ignition curves of the pretreated case at 6 % oxygen. The second observation 

is that for the unpretreated case, the activity is higher at 20 % oxygen. The latter 

observation would support the case for a dependence of the reaction on the oxygen 

concentration. This dependency of the reaction rate on oxygen is usually reported 

as being close to zero order, and therefore to observe a dependence in these exper­

iments is interesting. However, during the extinction curve the effect of oxygen 

concentration is much smaller. 

Figure 6.35 shows the ignition extinction curve for the case of 1000 ppm methane 

plotted using thermocouple T4, and it is seen that as before the hysteresis becomes 

very small. Figure 6.36 shows there is no difference in temperature hysteresis 

between temperature T3 and T4 at higher oxygen concentration. 
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Figure 6.33: Comparison of ignition and extinction curves of 6% and 20% O2 with 

1000 ppm CH4, pretreated case, based on thermocouple T3. 
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Figure 6.34: Comparison of ignition and extinction curves of 6% and 20% O2 with 

1000 ppm CH4/ unpretreated case, based on thermocouple T3. 

L1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 

- 1 1 1 1 1 1 1 1 1 1 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 -

- 1 1 1 1 I 1 ' 1 ' I 1 1 1 1 1 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 

181 



Sec. 6.3 Temperature programmed experiments 

100 h 
I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I 

Ignition 153_1 
Extinction 153_1 
Ignition 153_2 
Extinction 153 2 

i i i i i i 

450 500 550 600 650 700 

Temperature, K 

J_ 
750 800 850 

Figure 6.35: Ignition/extinction curves for 20 % oxygen with 1000 ppm methane, 

based on thermocouple T4. 
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Figure 6.36: Comparing effect of pretreatment on temperature hysteresis between 

inlet (T3) and outlet (T4) during heating and cooling. 
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Effect of added water. 

Figure 6.37 shows the effect of adding 10 % water to the feed for 5000 ppm methane. 

The water is seen strongly to inhibit the reaction and almost eliminates the hystere­

sis (based on thermocouple T3). A very high temperature is required to achieve 

complete conversion of the methane. Furthermore, the pretreated and unpretreated 

catalyst acts in essentially the same manner. This result is not surprising, because 

it has been widely reported (as discussed in Chapter 5) that water strongly inhibits 

the reaction. If the ignition extinction curves are plotted with thermocouple T4 

rather than T3, the result shown in Figure 6.38 is obtained. It now appears that 

there is some hysteresis with the extinction branch lying to the right of the ignition 

branch. With added water obvious the temperature hysteresis exist as illustrtated 

by Figure 6.39 but the effect of pretreatment was undermined. 
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Figure 6.37: Effect of adding 10% H 2 0 to the feed with 6% 0 2 and 5000 ppm CH4/ 

based on thermocouple T3. 
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Figure 6.38: Effect of adding 10% H 2 0 to the feed with 6% 0 2 and 5000 ppm CH4, 

based on thermocouple T4. 
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Figure 6.39: Comparing effect of pretreatment on temperature hysteresis between 

inlet (T3) and outlet (T4) during heating and cooling. 
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Effect of added hydrogen. 

Figure 6.40 shows the effect of adding 1000 ppm of hydrogen to a feed of 2000 

ppm methane in 6 % oxygen plotted using thermocouple T3. Figure 6.41 shows the 

same plot with thermocouple T4. The pattern is similar to that observed without 

hydrogen, however, there appears to be a sudden increase in methane conversion 

at about 740 K on the ignition curves. 

h i I I I I I I I I j I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I H 

L l I I I I M I I I I I I I I I I I I I I I I i I I I I I I I I I I I I I I I I N 

450 500 550 600 650 700 750 800 850 

Temperature, K 

Figure 6.40: Ignition and extinction curves for 1000 ppm H2 added into 2000 ppm 

CH4 with 6% 0 2 , based on thermocouple T3. 

The results are compared to those obtained without hydrogen in Figures 6.42 

and 6.43 for the pretreated and unpretreated cases respectively. From these figures 

it appears that there is a small inhibition effect for the ignition curves up to about 

740 to 750 K, and then a rapid jump in methane conversion. This jump at 750 

K could mark the point where the hydrogen suddenly reacts, and the enhanced 

activity is the result of the exotherm. The temperature profile for the unpretreated 

case with 1000 ppm hydrogen are given in Figure 6.44. It is observed that there is 

not any obviously different behaviour in the temperature profiles compared to the 

other experiments. 
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Figure 6.41: Ignition and extinction curves for 1000 ppm H2 added into 2000 ppm 

CH4 with 6% 0 2 , based on thermocouple T4. 
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Figure 6.42: Effect of H2 addition on ignition - extinction curves, 2000 ppm CH4, 

pretreated case based on thermocouple T3. 
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Figure 6.43: Effect of H2 addition on ignition - extinction curves, 2000 ppm CH4, 

unpretreated case based on thermocouple T3. 
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lOOOppm added H2, based on thermocouple T3. 
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Effect of added carbon monoxide. 

Figure 6.45 shows the ignition extinction curves for 1000 ppm added CO, with 2000 

ppm methane in the feed. Figures 6.46 and 6.47 show the comparison to the case 

without CO. The main observation is that CO causes some decrease in activity. 

Inhibition effect is clear during extinction, while in ignition period, the reaction 

temperature and pretreatment influence the effect as shown in Figure 6.46 and 6.47. 
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Figure 6.45: Ignition and extinction curves for 1000 ppm CO and 2000 ppm CH4, 

based on thermocouple T3. 
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Figure 6.46: Effect of adding 1000 ppm CO to the feed of 5000 ppm CH4 in 6 % 02, 

pretreated, based on thermocouple T3. 
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Figure 6.47: Effect of adding 1000 ppm CO to the feed of 5000 ppm CH4 in 6 % 02/ 

unpretreated, based on thermocouple T3. 
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Effect of added carbon dioxide. 

The final result shows the effect of added carbon dioxide. Figure 6.48 and 6.49 

show the ignition and extinction curves for the case where 8000 ppm of carbon 

dioxide was added to a feed of 6 % oxygen and 2000 ppm methane. For both runs, 

the ignition and extinction curves for 2000 ppm methane are added for comparison 

purposes. It is seen that for the unpretreated case there appears to be a small effect 

on the ignition curve, and in both cases the extinction occurs at a higher reactor 

temperature in the presence of carbon dioxide. As discussed in Chapter 5, carbon 

dioxide has been shown by some researchers to inhibit the reaction rate. 

Figure 6.50 illustrate the existence of temperature hysteresis and at the same time 

shows that the effect of pretreatment is negligible in presence of carbon dioxide. 
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Figure 6.48: Effect of CO2 on conversion for 2000 ppm CH4 in 6 % O2, pretreated, 

based on thermocouple T3. 
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Figure 6.49: Effect of CO2 on conversion for 2000 ppm CH4 in 6 % 02, unpretreated, 

based on thermocouple T3. 
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Figure 6.50: Comparing effect of pretreatment on temperature hysteresis between 

inlet (T3) and outlet (T4) during heating and cooling. 
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6.3.5 Summary of ignition extinction experiments 

The experimental results reveal a number of interesting observations, some of 

which are contrary to other literature works. It should be pointed out, however, 

that there is no complete agreement among other workers, as discussed in Chapter 

5, and this work likely does not differ more than the current state of disagreement. 

Further, it points to the necessity of conducting experiments on the catalyst of inter­

est, rather than relying on literature results. Table 6.3 summarizes the ignition and 

extinction temperatures, were defined as the temperature at which a 50% conver­

sion is first achieved either in ascending or descending respectively, as a function 

of methane concentration and pretreatment history, for all runs. Tabulated tem­

peratures are based on thermocouple T3. A general observation is that the ignition 

and extinction temperature increase with increasing methane concentration in the 

feed for both with and without pretreatment. For the pretreated case the difference 

between the ignition and extinction temperature is low while for the other case, it 

is high and increases as the concentration of methane increase in the feed. Also 

it should be noted that the ignition and extinction temperatures for the case of 

unpretreated experiments are higher than those of pretreated experiments. 

Figures 6.51 and 6.52 show the variation of ignition and extinction temperature 

with methane for 6% and 20% oxygen. The unpreteated cases always have higher 

ignition and extinction temperature when compared to pretreated, and in both 

cases the temperature increases with methane concentration almost linearly. The 

extinction curves have narrow separation as compared to ignition curves, this holds 

for 6% and 20% oxygen. The key findings which will affect the resulting kinetic 

model (kinetic model that accounts for these findings is developed in chapter 7.) 

are: 

1. CH4 exhibits a self - inhibition, which is contrary to most literature findings. 

2. H 2 0 and C02 both inhibit the reaction, which is consistent with the literature. 

3. H2 and CO also appear to show inhibition. 
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4. Increasing 0 2 concentration enhances ignition for the unpretreated case but 

has a fairly small effect during extinction. 
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Figure 6.51: Variation of extinction temperature for 6% and 20% O2, based on 

thermocouple T3 
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Figure 6.52: Variation of ignition temperature for 6% and 20% 02 , based on ther­

mocouple T3 
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Table 6.3: Ignition and extinction temperature based on thermocouple T3. 

Experiment Ignition temperature 

[K] 

Extinction temperature 

[K] 

Without pretreatment 

146_3 

147_2 

149_2 

151_2 

153_2 

156^ 

159_2 

162_2 

164_2 

1 6 5 ^ 

168_2 

675 

701 

756 

810 

640 

720 

796 

806 

769 

750 

783 

573 

597 

620 

675 

590 

632 

752 

807 

648 

652 

662 

With pretreatment 

146.2 

147_1 

149_1 

151.1 

153_1 

156_1 

159_1 

162_1 

164_1 

165-1 

168_1 

642 

662 

682 

728 

668 

768 

nn 

811 

681 

692 

684 

568 

587 

606 

636 

588 

642 

nn 

810 

630 

636 

642 
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6.4 Concentration programmed experiments 

The dependence of catalyst activity on surface temperature was also studied 

through concentration programmed experiments. In these experiments the methane 

concentration in the feed was changed using three different methods, which were 

pulse, steps and ramp. These experiments were designed to evaluate the influence 

of surface temperature on palladium monolith catalyst activity, by monitoring the 

change of methane concentration with time at reactor outlet. The experimental pro­

cedures for each category of concentration programmed experiment are detailed 

in the following: 

• Pulse experiments: In these experiments the methane concentration was 

varied using a sequentially larger pulse. The concentration was increased 

from zero to a desired value, held there for a few minutes, and then decreased 

back to zero. The concentration was then held at zero for a few minutes before 

the next pulse was introduced. The concentrations used in the pulses were 

500, 1000, 2000, 5000 and 9000 ppm. A typical pulse sequence is given in 

Figure 6.53. 
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Figure 6.53: Methane pulse input for concentration programmed experiments. 
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Figure 6.54: Methane steps input for concentration programmed experiments. 

• Steps experiments: For these experiments the methane concentrations were 

increased in a stepwise manner from 0 to 9000 ppm, as shown in Figure 

6.54. After each step increase the concentration was held constant for a few 

minutes. The methane concentration for each step was 500,1000, 2000, 5000 

and 9000 ppm. 

• Ramp experiments: The variation of methane concentration was increased 

and decreased between 0 and 9000 ppm using a constant ramp concentra­

tion. A typical ramp input used is as shown in Figure 6.55. The methane 

concentration was increased or decreased at a rate of 4.6 ppm per second, 

and when the maximum concentration of 9000 ppm was reached the flow 

remained constant for a few minutes before the decrease was started. 

The pulse experiments were performed first, followed by two minutes wait 

time for cleaning the reactor. The pulse experiments were then repeated followed 
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Figure 6.55: Methane ramps input for concentration programmed experiments. 

by a further two minutes wait. The ramp experiments were then run in the same 

manner, and finally the step experiments were performed. The catalyst was not 

pretreated with hydrogen in these experiments. 

6.4.1 Results and discussion 

The common trend in all experiments was an increasing conversion with tem­

perature (which is obviously expected). Other features of these experiments are 

discussed in the following. 

(i) Pulse experiment: Figure 6.56 shows the inlet and outlet methane at nominal 

reactor inlet temperature of 673 K and 723 K. It is evident that the conversion 

increases with temperature. Figures 6.58 and 6.59 show the temperatures recorded 

at all of the thermocouples during the experiments, and Figures 6.60 and 6.61 

show temperature recorded by thermocouple T3 and T5 only. Tables 6.4 and 6.5 

summarize the data in tubular form. 
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Figure 6.56: Inlet and outlet methane concentration as function of time for pulse 

experiment at 673 K and 723 K. 
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Figure 6.58: Temperature variation against time during pulse concentration pro­

grammed experiments. Nominal temperature of 673 K was fixed at inlet. 
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Figure 6.59: Temperature variation against time during pulse concentration pro­

grammed experiments. Nominal temperature of 723 K was fixed at inlet. 
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pulse experiment at nominally fixed temperature of 723 K. 
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Figure 6.62: Comparison of temperature near the inlet, middle and outlet of the 

reactor in one pulse period at nominally fixed temperature of 673 K. 
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Figure 6.63: Comparison of temperature near the inlet, middle and outlet of the 

reactor for one pulse period at nominally fixed temperature of 723 K. 
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Sec. 6.4 Concentration programmed experiments 

The observed temperature distribution with and without reaction is first con­

sidered. Prior to any reaction, it was observed that thermocouple Tl read lower 

than any of the ones located inside the reactor. This observation is consistent with 

the behaviour observed during the ignition - extinction curves. It was further ob­

served that there were axial and radial gradients present. There was about 10 - 20 

K axial as well as radial temperature differences. These gradients again illustrate 

that the reactor was not adiabatic. 

For both cases the fractional conversion was similar for all concentrations, with 

a possible trend of a small decrease in conversion with increasing concentration. At 

higher inlet concentration, however, the average reactor temperature was higher. 

Therefore it can be concluded that these results are consistent with an inhibition 

effect by methane, which supports the conclusion reached in the temperature pro­

grammed experiments. 

Examining Figures 6.62 and 6.63, it is notable that thermocouple responses 

both rise immediately. There is also an overshoot in the thermocouple response, 

especially thermocouple T5 at 70 mm. These observations illustrate that the reaction 

starts everywhere in the reactor and there is strong self methane inhibition effect. 

(ii) Step experiments: The step experiments were also conducted at nominal 

inlet temperatures of 673 K and 723 K. Figure 6.64 shows the inlet and outlet 

methane concentrations recorded during step changes. Figures 6.65 and 6.66 show 

the temperatures for all of the thermocouples, and Figures 6.67 and 6.68 show 

temperature of thermocouple T3 and T5 only. The data are presented in tabular 

form in Tables 6.6 and 6.7. 

The same comments can be made regarding the temperature distribution in the 

reactor in the absence of reaction as were made for the pulse experiments. The 

temperature recorded by the thermocouples are similar. The step responses are 

essentially the same as the pulse responses, without the return to zero concentration 

between steps. It would be reasonable to expect that the temperature distribution 

and fractional conversion would be similar at each input concentration. 

204 



Sec. 6.4 Concentration programmed experiments 

10000 

8000 

E 
Q. 
Q. 
C 
o 
jS 6000 

8 
c 
8 
o 
I 2000 h 
CD 

4000 

0 

i i i i i i i i i i i i i i i i i i i i i i 

Eiffi 

Inlet 
Outlet at 673 K 
Outlet at 723 K-l 

I I I I I I I I I I i^"T U . 

0 2000 4000 6000 8000 10000 12000 

Time, s 

Figure 6.64: Methane concentration as function of time for step at inlet and outlet 

of reactor. Nominal temperature in front of reactor was fixed at 673 and 723 K. 
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Figure 6.65: Temperature variation against time during steps concentration pro­

grammed experiments. Nominal temperature of 673 K was fixed at inlet. 
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Figure 6.66: Temperature variation against time during steps concentration pro­

grammed experiments. Nominal temperature of 723 K was fixed at inlet. 
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Figure 6.67: Comparing the reactor temperature near the inlet and outlet for step 

experiments at fixed nominal temperature in front of reactor of 673 K. 
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Figure 6.68: Comparing the reactor temperature near the inlet and outlet for step 

experiments at fixed nominal temperature in front of reactor of 723 K. 
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Figure 6.69: Comparing the reactor outlet temperature for step experiments for 
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Figure 6.70: Comparison of temperature near the inlet, middle and outlet of the 

reactor in one pulse period at nominally fixed temperature of 673 K. 
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Figure 6.71: Comparison of temperature near the inlet, middle and outlet of the 

reactor for one pulse period at nominally fixed temperature of 723 K. 
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Sec. 6.4 Concentration programmed experiments 

If one compares the temperatures and conversion for the pulse and step experi­

ments, it is observed that this in indeed the case. For any given input concentration 

the fractional conversion is essentially the same, and the thermocouple readings 

are within a few degrees. This agreement also suggests a good experimental repro­

ducibility. It should also be noted that negligible hysteresis was observed, and the 

up steps had essentially the same results as the down steps. 

Figures 6.70 and 6.71 show that thermocouple responses both rise immediately 

and almost at the same time as observed in the case of pulse experiments. But in 

this case the overshoot which observed to occur for T5 and T8 did not appear. It 

should be noted that the temperature attained as well as the temperature difference 

between corresponding temperatures are slightly higher in pulse compared to step 

experiments, this could be explained by the slow surface poisoning by methane. 

(iii) Ramp experiments: Concentration ramp experiments were conducted at 

nominal reactor inlet temperatures of 673 K and 723 K. The inlet methane concen­

trations was ramped from 0 to 9000 ppm at 4.6 ppm/s. The concentration were 

held constant at 9000 ppm for a few minutes, and then the descending ramp back 

to 0 ppm was started. Figure 6.72 shows the inlet and outlet methane concen­

trations measured during the ramping process. Figures 6.73 and 6.74 show the 

temperatures recorded by all of the thermocouples, and Figures 6.75 and 6.76 show 

temperature of thermocouple T3 and T5 only. Tables 6.8 and 6.9 summarizes the 

data in tubular form. 

There were some small differences in behaviour for the ramped response when 

compared to the pulse and step changes. Comparing the conversions as were used 

in the pulse and the ramp experiments, significant differences in the fractional 

conversions can be seen. In both the pulse and step changes the conversion is 

essentially constant and, for the case of the step cycle no hysteresis was observed. 
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Figure 6.72: Methane concentration as function of time for ramp experiments at 

inlet and outlet of reactor. Nominal temperatures infront of reactor was fixed at 

673 K and 723 K. 
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Figure 6.73: Temperature variation against time during ramp concentration pro­

grammed experiments. Nominal temperature of 673 K was fixed at inlet. 
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Figure 6.74: Temperature variation against time during ramps concentration pro­

grammed experiments. Nominal temperature of 723 K was fixed at inlet. 
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Figure 6.75: Comparison of reactor temperature near the inlet and outlet as function 

of time for ramp experiment at fixed nominal temperature of 673 K. 
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Figure 6.76: Comparison of reactor temperature near the inlet and outlet as function 

of time for ramp experiment at fixed nominal temperature of 723 K. 
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Figure 6.77: Comparison of reactor outlet temperature as function of time for ramp 

experiment at fixed nominal temperature of 673 and 723 K. 
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Sec. 6.5 Summary 

For the ramp experiment, however, the fractional conversion tends to decrease 

much more as the methane concentration increases, and then tends to stay the same 

or decrease slightly even when the concentration is reduced. It is notable, however, 

that the temperatures are about the same for the three types of experiments. Clearly 

there are unsteady state processes occurring at the catalyst surface over the time 

scale of the ramped experiments. 

6.5 Summary 

In this chapter experimental results were presented on the catalytic combustion of 

methane on a palladium catalyst. The findings are that methane, water, hydrogen, 

carbon monoxide and carbon dioxide all show inhibition effects for the reaction. 

Pretreating the catalyst with hydrogen can offer an increased initial activity, this 

activity increase is last after exposure to an oxidizing environment. The use of the 

data collected to build a kinetic model for the system is shown and discussed in 

Chapter 7. 
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Chapter 

Kinetic modelling of methane 

combustion 

One of the principal objectives of this work was to model the catalytic flow reversal 

reactor for the combustion of lean methane. As part of this modelling study, the 

use of palladium catalyst was investigated. A necessary condition for reactor 

modelling is to have a suitable kinetic model for the reaction. In Chapter 6, the 

procedure and results for the experimental investigation of methane combustion 

over palladium catalyst were presented. The purpose of this chapter is to present 

the results of modelling studies aimed at elucidating the kinetics of the reaction. 

The detailed literature review of the catalytic combustion of methane was pre­

sented in Chapter 5. In brief, there are two main approaches that are used to model 

kinetic reactions. A global kinetic model is often used as a simplification of the 

complex surface mechanisms, see for example Golodets et al. (1983), Cullis and 

Willat (1983), Ribiero et al. (1994a), Monteiro et al., (2001), Liu et al. (2001a), Ibashi 

et al. (2003), and Araya et al. (2005). This type of approach leads to relatively 

simple models that may be applicable over a small range of operating conditions. 

Usually the constants in the model are obtained by fitting with experimental data 

using an optimization procedure such as least squares regression analysis. This 

type of modelling is commonly used in chemical reaction engineering. Global 

models offer simplicity and speed of computation which, in spite of the advances 
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in computer technology, is still a significant advantage over more complex models. 

They may be suitable for engineering design. 

The second approach to kinetic modeling treats the surface kinetics at the mech­

anistic level, where each step in the reaction, from adsorption, multi-step surface 

reaction and desorption is included. The advantage of this type of model is that 

they might have a better predictive ability and be more easily extrapolated to new 

operating conditions. Where fast transients are modelled, with changing surface 

conditions, a model incorporating explicitly the microscopic steps is really neces­

sary. The drawback of this type of model is the complexity, combined with the fact 

that the surface mechanism is often unknown. Implementation of such complex 

models into reactor simulators can also lead to extremely long execution times. 

Modelling of catalytic combustion reactions is complicated by the high exother-

micity of the reaction, and the importance of heat and mass transfer effects, which 

are usually significant in these systems. In this chapter, results from both global 

and mechanistic modelling are presented. 

7.1 Global rate models 

As discussed in Chapter 5, a global rate model can be written or developed in 

many ways, but the result is generally considered at best semi-empirical because 

there are always simplifying assumptions made, and the constants in the model 

are best fit parameters based on some experimental data. In the most rigorous 

development of such a model, a reaction mechanism is assumed, and then a rate 

equation developed using some simplifications. A typical example of this type of 

rate model is the LHHW type model as developed by Langmuir, Hinschelwood, 

Hougen and Watson. Although the model assumptions are seldom valid, the 

resulting models nonetheless can be useful design equations. Some models make 

no pretence at a theoretical basis, and are simply empirical. Some models also 

include the transport effects in the kinetic parameters, while others do not. The 

term global model is sometimes used for models that include transport effects, 

while those that do not are often called intrinsic models. In this thesis, the term 
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global kinetic model is meant to refer to a non-mechanistic model. For the catalytic 

combustion of methane on palladium, global rate equations have been shown to 

be effective for modelling, as reviewed in Chapter 5. 

The data used for this investigation are those described in Chapter 6, and the 

selection of which data to use is described shortly. First, the tools required for 

determining the rate equation are described, followed by the model development. 

These tools include an efficient reactor model and a good non-linear optimizer, 

both of which are now described. 

7.1.1 Reactor model 

Reactors may be modelled at various levels of complexity, depending on the un­

derlying assumptions. Simple models use less computer time, which can be ad­

vantageous, however, overly simplified models will lack sufficient accuracy for 

design purposes. For heterogeneous reactors, the first choice is whether to use a 

continuum or a discrete model. In a discrete model, the domain of each phase is 

considered; that is, the actual physical space occupied by the fluid and solid is con­

sidered. Discrete models of an entire monolith reactor (even a relatively small one) 

would require vast computational resources for their solution, and therefore are 

not seen. A continuum model based on a volume averaging process is usually used 

(e.g., Zygourakis (1989); Luoma and Smith (1996)). These models are discussed in 

more detail in Chapter 8. 

It was seen from the data in Chapter 6 that there were axial and radial tem­

perature gradients in the reactor during all experiments. This observation would 

imply that for the best accuracy a two or three dimensional model should be used 

to simulate the experimental reactor. However, to couple such a simulator to an 

optimizer, would be beyond the ability of the available computational resources 

to solve in a reasonable amount of time. It was therefore decided to use a single 

channel model. A single channel model represents only a single channel, and rests 

on the assumption that all of the channels in the monolith experience essentially the 

same reaction conditions. Clearly this was not the case here, and the assumptions 
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and approximations made are discussed in further detail presently. Single channel 

monolith reactor models (e.g. Hayes et al. (1992), Leclerc et al. (1993)) are discrete 

models. 

To develop a single channel model, decisions concerning the number of space 

dimensions to be used must be made. A real monolith channel does not have 

axial symmetry, and the washcoat distribution is often not uniform around the 

perimeter. Therefore, a three dimensional model is really required to represent 

accurately the behaviour (see for example More et al. (2003)). However, a three 

dimensional model is extremely expensive to execute, and therefore a two or one 

dimensional model is preferred. A one dimensional (ID) model is the simplest 

and easiest to understand. A major advantage is that it uses significantly less 

computational time than two dimensional (2D) or three dimensional (3D) models. 

The ID model ignores radial and angular velocity, temperature and concentration 

gradients and considers only axial variations. The temperature and concentration 

in the fluid phase are taken as the mixing cup values. This averaging of the radial 

values creates a discontinuity at the wall, which is accounted for by the use of heat 

and mass transfer coefficients. 

A 2D model requires the representation of the monolith channels as right cylin­

ders with symmetry about the axis and of the same hydraulic diameter as the 

channels. The hydraulic diameter is defined as the ratio of the inside perimeter 

divided by the cross sectional area for one channel. The gas phase temperature and 

concentration gradient are considered in the radial as well as axial directions. The 

2D model can capture the velocity profile in the channel, including the developing 

flow at the inlet. The steady state model requires the solution of mole and energy 

balance as well as the momentum balance equations for the fluid phase. A 2D 

model requires more computational time than the ID model. 

Both ID and 2D models can account for internal and external mass and heat 

transfer resistance. The ID model uses mass and heat transfer coefficients, and 

provided that they are chosen carefully, the ID and 2D models can give close 

agreement. Single channel modelling of monolith reactors is discussed in detail in 

Hayes and Kolaczkowski (1997). Because of the need for an extremely fast simulator 
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to couple with the optimizer, it was decided to use a ID model. Furthermore, 

because of the assumptions made in developing the model, it was felt that there 

would be no added benefit to using a more complicated 2D model. 

The ID model can also be written in various forms. As mentioned earlier, a 

ID model ignores radial and angular gradients in temperature, concentration and 

velocity, and considers only axial variations. Sometimes a further simplification 

is made, and the wall and fluid temperatures are assumed to be the same. This 

type of model is called a pseudo-homogeneous model. For catalytic combustion 

applications, there is often a significant difference between the temperature at the 

wall (where the reaction occurs) and the mean bulk temperature. In this case, 

the wall is assumed to be a discontinuity and separate mole and energy balance 

equations are written for the solid phase. These equations are coupled to the fluid 

equations through mass and heat transfer coefficients. This type model is known 

as heterogeneous model. 

In both models, the effects of diffusion resistance in the washcoat can be in­

cluded by incorporating an effectiveness factor in the rate expression. The pseudo 

homogeneous model can run very fast, however it was found here that the hetero­

geneous model was able to run with sufficient speed in these investigations. An 

assumption often made in the ID model is that the fluid flows through the reactor 

in plug flow. The resulting model is called the plug flow model. Alternatively, 

some axial dispersion may be included. There are two methods commonly used 

for modelling tubular type reactors with axial dispersion. These are the dispersed 

plug flow model (dispersion equation) and the tanks-in-series model (TIS). Pandya 

(2006) compared both axial dispersion models and the TIS model for simulating 

and optimizing the kinetics for a diesel oxidation catalyst. He reported that the 

two models gave similar speed, although the TIS model was more robust under 

extreme reaction conditions. In this work, the axial dispersion model was chosen 

because it was found to work over the range of experiments and to execute quickly. 

The development of the axial dispersion model is explained in detail in Hayes 

and Kolaczkowski (1997), and the main equations are given here (adapted from 

Pandya (2006) and Hayes and Kolaczkowski (1997)). The derivations are also given 
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in further detail in the Appendix. The axial dispersion is superimposed on to a 

bulk flow term giving the advection dispersion equation. Consider flow down a 

channel with catalyst located on or in the wall. If the possibility of the reaction 

in the gas phase is ignored (a reasonable assumption given the low temperatures 

used) the steady state gas phase mole balance equation can be written in terms of 

the mole fraction as: 

d ( dYu\ dYjf 

Tz \D'c<-±) ' c'u-lt+ «•»* ( ^ " r") " ° (71) 

The constant a„, is the effective area for mass transfer from the bulk gas. It 

is defined as the ratio of the gas volume to the gas/solid interfacial area, which 

is equivalent to the channel perimeter, P, divided by the cross sectional area of 

the channel, Ac. This ratio is related to the hydraulic diameter, DH, for a duct of 

arbitrary shape by: 

4Ac 4 

The mole balance can thus be expressed in terms of the hydraulic diameter: 

/ dY](\ dYif 4 , 
[DiCi-^J - Cfum-^- + -^km,f( (Yj,f - Yj,s) = 0 (7.3) 

D[ is the dispersion coefficient in m2/s, C/ is the total fluid concentration in 

mol/m3 , Yf and Ys are mole fractions of the component in fluid and solid re­

spectively. The dispersion coefficient for laminar flow in a circular tube can be 

calculated from the Taylor-Aris equation: 

D, = D A B + i | i (7.4) 

where DAli is the molecular diffusion coefficient of A in a mixture of A and B, u,„ 

is average velocity and r is the radius of the tube. Equation 7.4 is valid provided 

that the following condition is met: 
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- > 0 . 1 6 ^ (7.5) 

The boundary conditions for Equation 7.1 typically imposed are the so-called 

Dankwerts condition. They are: 

(~D/^r) ( ) (
 = Um tY/'/o ~Ymo+)^ at z = ° (7.6) 

dY, 
- 7 ^ = 0 at z = L (7.7) 

in Equation 7.6 the term 0+ indicates the position at z = 0 but inside the reactor. 

The mole fraction, Y^0 , is the mole fraction of species / in the feed. The solid phase 

mole balance is: 

km,ff {Yjj - Yhs) = n (-R,)s (7.8) 

The effectiveness factor, 1] , is included to account for diffusion resistance in 

the porous washcoat. Internal diffusion resistance is discussed shortly. In this 

equation, the reaction rate has units based on the surface area of the catalyst, that 

is, the interfacial contact area between the fluid and solid. This definition of the rate 

is often used in monolith reactor modelling, however it may be preferable to base 

the rate on unit washcoat volume. To base the reaction rate on the volume of the 

washcoat, assuming a circular channel with an annular washcoat layer of outside 

diameter Dwc , we can directly transpose the solid phase mole balance equation: 

Askm,,Cf (Yj,f - Y;,) = rj (-Rj)v Vw (7.9) 

As is the washcoat surface area and Vw is the volume. If substituted and 

simplify, the following expression is obtained: 

D2 - D2 

, U WC lJH 
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The steady state gas phase energy balance equation is: 

L 
dz 

( * > § ) - « . to), § + f ( 7 i - 7 » - 0 (7.11) 

where kt is an effective axial thermal conductivity defined by analogy with the 

Taylor - Aris diffusion coefficient: 

(umrpCp), 

The boundary conditions used were a fixed inlet temperature and a zero flux 

outlet condition. 

The solid phase energy balance is transient. If the wall is modelled in one 

dimension, then all of the thermal mass is lumped into the transient term. Allowing 

for axial conduction in the wall gives the equation: 

^fl-M^lew,) 

. S H / 

(7.13) 

Where kw is the effective thermal conductivity of the wall in W/(mK). 

If heat transfer from the ends is ignored, then zero flux boundary conditions 

can be imposed at each end. It is necessary to have correlations for the external 

heat and mass transfer coefficients. More (2007) has provided an extensive review 

of heat and mass transfer coefficients in monolith reactors. Generally speaking, in 

the developing flow region it is not clear what are the best values to use, whilst 

in the fully developed region the values lie between those found for constant 

wall temperature and constant wall flux boundary conditions, and depend on the 

rate of reaction. Typically, the local Nu value in the system is approximated by 

interpolating between and using the interpolation formula of Brauer and Fetting, 

(1966): 
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Nu - N„„ _ DaNu 

N„T-NUH ~ (Da + NU)NUT
 { • } 

The Damkohler number, D„, is defined for an arbitrary reaction of component 

A by: 

Da - (7.15) 
*^A,SDAB 

The Nusselt number is: 

K = ^ (7.16) 
Kf 

For constant wall temperature, Tronconi and Forzatti (1992) presented a corre­

lation for simultaneously developing thermal and hydrodynamic boundary layers 

for a fluid with a Prandtl number of 0.7: 

* „ - 3.657 + 8.827 ( f ^ e x p ( - f f ) ,7.17) 

The Graetz number is defined as: 

Gz - —RePr (7.18) 

A correlation for simultaneously developing flow at a Prandtl number of 0.7 

with constant wall flux is given in Hayes and Kolaczkowski, (1997): 

The Sherwood number can be obtained by substituting the Schmidt number, Sc, 

for the Prandtl number in the equation for Graetz number, that is, Equation 7.18. 

The Sherwood number is: 

Sh = ^ (7.20) 
DAB 
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For the ID model, the pressure drop is usually assumed to be negligible and 

is ignored. Analytical solution for the preceding PDE that describe the axial dis­

persion model is not possible, hence a numerical method is required. The solution 

methodology is discussed shortly. 

In spite of the thin washcoat layers in monolith catalytic combustion reactors, it 

has been shown that diffusion resistance in the washcoat can be significant. See for 

example, Hayes et al. (2005). The following paragraphs briefly describe diffusion 

resistance in porous catalyst. 

Many textbooks, for example, Satterfield (1970), Hayes and Kolaczkowski 

(1997), or Froment and Bischoff (1990), provide the background on diffusion in 

catalysis. Consider, for illustration purposes, a flat slab of porous catalyst of thick­

ness L, see Figure 7.1, where diffusion into the slab occurs only at the face where x 

= L, with the face at x = 0 being impermeable., 

x = L 

x = 0 

Figure 7.1: Flat slab of porous catalyst 

If a reactant A is considered to diffuse into the catalyst, it will undergo a si­

multaneous reaction as some of the reactants encounter active sites. This reaction 

will cause a diminution of the reactant, and, as a result, a concentration gradient 

will develop along the catalyst depth. The magnitude of the gradient will depend 

on the relative speed of the diffusion and reaction processes. At any point in the 

catalyst the rate of reaction is given by the intrinsic rate expression evaluated at 

local concentration and temperature, which will clearly vary within the catalyst. 

The diffusion of species is modelled using an effective diffusion coefficient, D,,//. 

The mole balance equation for species A is then written: 

d2CA 

dx2 
Deff~-{-RA)-0 (7.21) 
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This equation is the mole balance in a flat plate for simultaneous diffusion 

and reaction. The equation requires two boundary conditions. At the surface the 

concentration is given by the surface concentration, while at x = 0 the diffusive flux 

is zero, because it is either a line of symmetry or an impermeable boundary. Thus 

we write: 

CA=CAS at x = L, and ~ = 0 at x = 0 (7.22) 
ax 

Note that the rate, (- RA) , has units of mol/m3 s, that is, the rate is measured in 

terms of volume of catalyst. It is convenient to put the equation into dimensionless 

form as an aid in identifying the important dimensionless groups which govern 

the diffusion/reaction process. Consider a first order reaction: 

(~RA) = kvCA (7.23) 

Define the dimensionless concentration as the ratio of the concentration to the 

surface concentration, C* = CA/CA/S , and the dimensionless coordinate as x* = x/L. 

The dimensionless form of the differential equation is: 

d2C* fr2 kv C* = 0 (7.24) 
dx*1 V Deff 

The dimensionless boundary equations are: 

dC* 
C* - 1 at x* = 1 and —- = 0 at x* = 0 (7.25) 

dx* v ' 

The equation can be simplified by introducing another dimensionless group, 

called the Thiele modulus, cp , which is defined (for a first order reaction in a flat 

slab) as: 

^ff <t>~Ld7r- (7-26) 

Substitute into Equation 7.24: 
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% - 4>2C* - 0 (7.27) 

Equation 7.24 with the boundary conditions of Equation 7.25 has an analytical 

solution ((Satterfield, 1970; Thomas and Thomas, 1967; Fogler, 1992; Froment and 

Bischoff, 1990): 

cosh ((bx*) c* = —rhr <7-28> 
cosh {(b) 

This equation gives the concentration profile in the catalyst and hence the 

reaction rate at any point can be calculated. 

The observed rate for the entire plate is an average of all the local intrinsic rates. 

It is common to use an effectiveness factor to quantify the effect of the diffusion in 

the catalyst. This factor is defined as: 

average rate for a catalyst pellet 
rate evaluate at surface conditions 

The ratio of the average rate to the rate calculated at the surface conditions is 

the effectiveness factor. Using the solution from the mole balance equation, it can 

be shown that the effectiveness factor is given by: 

tanh ((b) 
t\ = — j ^ (7.30) 

This result is valid for a first order reaction occurring in an isothermal flat plate 

of catalyst with a uniform catalyst activity. 

For complex non-linear kinetics such as the LHHW type other behaviour is 

observed. Consider a typical yet simple LHHW model: 

(-RA) = , kvCA ,2 (7.31) 

Define the additional dimensionless group: 

T=(CA)SKA (7.32) 
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The diffusion reaction equation in a one dimensional plane wall could now be 

written: 

d2C* C* 
-~-<f j = 0 (7.33) 
dx* (i + re*) 

Equation 7.33 does not have an analytical solution, and thus must be solved 

numerically. This type of non-linear kinetics is interesting because it allows the 

possibility of effectiveness factors greater than unity. To model the diffusion wash-

coat, it is necessary to have values for the effective diffusivity and the characteristic 

washcoat length. The effective diffusion coefficient Deff in the washcoat is cal­

culated by combining the effects of bulk and Knudsen diffusion in the catalyst 

pores: 

Deff = ~ 
X 

1 1 
+ 

(7.34) 
DK DAB_ 

In this equation, the diffusion terms are the Knudsen diffusion coefficient, given 

by: 

r 

The bulk diffusion coefficient was obtained from the Fuller correlation. For 

methane diffusing in air, for example, the equation is (Hayes and Kolaczkowski, 

1997): 

Jl.75 
DAB = 9.99 x KT5- (7.36) 

V 

The mean pore diameter, dp , is taken as 1 x 10~8 metres (10 nanometres), the 

catalyst porosity/;, as 0.5 and the tortuosity factor, T as 1. These values are based 

on earlier work that studied effective diffusion coefficients in similar washcoats 

(Zhang et al., 2004). The characteristic length of the washcoat was taken as 4 x 

10"s metres. 
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7.1.2 Reactor model - implementation and solution 

As noted above the reactor model selected was the heterogeneous dispersed plug 

flow model in one dimension. This model is comprised of a set of partial dif­

ferential equations and related algebraic equations. The equations were solved 

numerically using the Galerkin finite element method. There are currently several 

products available for the numerical solution of PDE, and for this work the pack­

age MONOID was used. This software package has been developed over the last 

dozen years by the catalytic combustion group in the department of Chemical and 

Materials Engineering, University of Alberta. It is designed to model catalytic com­

bustion reactions in monolith reactors. It includes a library of physical properties. 

Previous users of this code include Liu (2000) and Pandya (2006). The software 

has been extensively validated against other software and experimental data. For 

the work of Pandya (2006) the package was modified to enable kinetic parameter 

optimisation. The major changes for this work involved the addition of the rate 

function forms that were desired to be tested. Other changes will be discussed as 

introduced. 

7.1.3 Choice of an optimisation routine 

Although kinetic models have been used in catalytic converters for more than three 

decades, there has not been much effort at computer aided tuning. In most cases 

the tuning is done in a very empirical manner. Montreuil et al. (1992) presented 

an attempt at systematically tuning the parameters for a TWC using a conjugate 

gradient method with steady state data. Dubien and Schweich (1998) used a similar 

method to adjust pre-exponential factors for simple rate expressions from light-off 

curves. 

The most classical approach to the optimization of parameters in rate equations, 

and the one presented in most standard textbooks, is a re-paramaterisation of the 

rate equation followed by linear regression. With the increase in computing power, 

and the advent of user friendly software packages, the use of non-linear regres­

sion analysis has become widespread. The Levenberg-Marquardt (LM) method is 
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commonly used. The LM method is gradient based and shares a common problem 

with other gradient methods, namely the possibility to achieve a local minimum, 

especially in complex non-linear problems. Although this problem can be allevi­

ated by using several initial guesses, this step increases the computational expenses 

especially when a large number of parameters is involved. Also, when modelling 

reaction mechanisms containing adsorbed species, it is often not a priori obvious 

what are good initial guesses for the parameters, and thus gradient methods will 

face difficulty. Under this condition, use of results obtained from gradient based 

solvers can be misleading. A further drawback of gradient based solvers is that 

they may be cumbersome to implement, especially if the objective function must 

be generated by the solution of a complex simulator, for example, a CFD package. 

Generalized optimization methods include both deterministic (Schnepper and 

Stadtherr, 1996; Esposito and Floudas, 1998) and stochastic (Cardoso et al., 1996; 

Belohlav et al., 1997). Deterministic methods tend to be more complicated to im­

plement. Stochastic methods are simpler, using a random search of the defined 

parameter space. Stochastic methods have been reported by Wolf and Moros 

(1997), Kalies et al. (1996). Stochastic methods include simulated annealing and 

genetic algorithms. Eftaxieas (2002) reported that the increased cost of a simulated 

annealing algorithm compared to the LM was more than compensated for by its 

robustness. Among the most recent developments in the area of non-linear opti­

mization are the generalized pattern search (GPS) algorithms (Audet and Dennis, 

2003). Compared with the traditional methods, generalized pattern search algo­

rithms provide a higher potential for achieving a global minimum, even when there 

are large numbers of parameters and the search space is large. They are capable 

of searching efficiently through parameter spaces where the parameter range is 

not reliably known. This situation may be found in mechanistic rate models that 

include adsorbed species. In recent work (Hayes et al., 2003) a GPS algorithm was 

shown to be superior to a more traditional gradient based Fletcher-Reeves algo­

rithm. Hayes et al. (2003), used light-off curves for the oxidation of CO in their 

work. GPS algorithms have also proven very useful in other engineering contexts 

(Burns and Cliff, 1998; Kokkolaras et al., 2001). In this work the GPS methodology 
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used by Pandya (2006) was adopted. 

7.1.4 Deve lopment of the rate model 

The objective in this part of the work was to develop an empirical rate model 

that was consistent with the experimental observations. No attempt is made to 

justify the model mechanistically. However, the model form considers typical 

and classical forms of rate models that have been successfully used by others (see 

Chapter 5). The primary observations from the experimental ignition extinction 

curves for the untreated case (mainly the extinction curves) are that methane, water 

and carbon dioxide all appear to inhibit the rate. Oxygen did not seem to have 

a major impact on the rate. Recall from the earlier discussion that for reactions 

with adsorption inhibition, the classical LHHW form is often developed based on 

an assumed mechanism and some simplifying assumptions. Here, an empirical 

equation of the LHHW type is adopted, to give a proposed model of the form: 

(1 + KICCH4 + K2Cco2 + K3CH20) 

This equation is expected to be the simplest model that should be able to include 

all of the effects observed. The first goal was to determine if this model could 

successfully fit the data. 

7.1.5 Choice of experimental data and implementation method 

The optimisation procedure requires a comparison between predicted and ob­

served data, in this case, the predicted and observed data used were the outlet 

fractional conversions. In the first instance, the residual, or objective function, for 

n data points is defined as: 

1 " 
R?s = ~Z-i \^obs ~ Xpred) (7.38) 
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The goal is to determine the value of the parameters in the proposed kinetic 

model that gives the lowest possible value of the residual, Res. 

The first step was to choose the data to be used in the optimisation process. The 

experimental data for the ignition and extinction curves were presented in Chapter 

6. Because these data were obtained over a broad temperature range, and included 

a wider range of concentrations compared to the constant inlet temperature exper­

iments, it was decided to use them. Significant hysteresis was observed. Large 

temperature gradients were also observed during the ignition part of these curves, 

and to a lesser extent the extinction curves. The hysteresis observed was thought 

to be largely a result of the temperature hysteresis. 

There are a number of possible choices for modelling the experimental reactor. 

For example, in the optimisation work of Hayes et al. (2003) and in Pandya 

(2006) ignition curves were modelled in the simulator. In both works, the inlet 

reactor temperature was imposed as the inlet boundary condition. The reactor 

simulator (single channel model) was solved with the appropriate kinetic models 

assuming that the reactor was adiabatic. Thus both the mole and energy balance 

equations were solved and the temperature in the reactor was dependent on the 

imposed inlet conditions and the extent of reaction. This approach is good if the 

reactor really is adiabatic. However, in this work, it was clear that there were 

significant radial gradients, which indicated that the adiabatic assumption would 

not really be valid. During the extinction curves, the radial temperature gradients 

were smaller, however, there would not be a correspondence between the mole 

and energy balances because the reactor was not adiabatic during the ignition 

phase, and it is not evident how to compute the rate of energy transfer to the 

surroundings. Therefore it was felt that the simultaneous solution of the transient 

mole and energy balances would not give an adequate representation of the reactor. 

Rather, the following approach was adopted. First, the extinction curves were used 

because of the smaller radial and axial gradients present during operation. From 

each of the extinction curves used (discussed shortly), about 16 to 17 conversions 

were selected, with the conversion value ranging from approximately 2 to 96 %. 

These data formed the observed data. The predicted data were then computed 
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from the simulator as follows. At each data point, the temperature profile in the 

reactor was extracted from the experimental data file. The temperatures at four 

axial positions in the reactor were known, at 1 mm, 20 mm, 35 mm and 70 mm. At 

each of these axial locations, two thermocouples were used. At each location, the 

two thermocouple values were averaged. Between these points, the temperature 

was calculated using linear interpolation. In this way, a temperature profile for 

the reactor was generated. This temperature profile was imposed in the reactor 

simulation, and the mole balance equation was solved at steady state to generate 

the predicted conversions. 

Solving the steady state mole balance only for the observed temperature profile 

offers some advantages. First, it is not necessary to have an adiabatic system. 

Second, solving only the steady state mole balance equation rather than the coupled 

mole and energy balances in transient form offers a much quicker simulation, which 

is quite important when performing optimisation studies with many adjustable 

parameters. The extinction curves used were those for the unpretreated case, 

because in the operation of the large scale reactor (described in Chapters 8 and 9) 

the catalyst would not be pretreated with hydrogen. The four primary runs used 

are 146-3,147 J., 149_2 and 151_2 to capture the effect of the methane concentration. 

Because the model must contain inhibition terms for carbon dioxide and water, 

the runs with added water (run 162J2) and added carbon dioxide (run 168_2) were 

included. Note that when these products are not added to the feed, it is not possible 

to determine independently the effects of products, because their concentrations 

are correlated by the reaction stoichiometry. The extinction curves and the data 

points taken from them are shown in Figure 7.2. The points were extracted to cover 

the range of rapidly changing concentration. 

The reactor operated in conditions where washcoat diffusion was expected to be 

significant. One modelling option often employed for monolith reactor modelling 

is to incorporate the diffusion effects in the kinetic parameters, to give "global" 

parameters. Alternatively, the effectiveness factor maybe used, as discussed earlier. 

However, the determination of the effectiveness factor for this type of non-linear 

kinetics must be made numerically, and this calculation is very expensive in terms 

235 



Sec. 7.1 Global rate models 

of the CPU time. While it is easily done in the MONOID software, it takes over 

a minute for each reactor simulation. Although this time is insignificant in the 

context of modelling the reactor, it is far too long for use with the optimizer and a 

model with a large number of adjustable parameters. Therefore the effectiveness 

factor was approximated using the first order solution. Although this will possibly 

introduce some error, it is a necessary simplification to achieve computational 

simplicity. Note also that the resulting rate equation is to be used in the modelling 

of the full monolith reactor (see Chapter 9) where it is also necessary to make 

this simplification, thus the model is consistent. This approximation is felt to an 

improvement over ignoring the diffusion and using lumped parameters. 

As noted earlier, the optimizer used was the GPS optimizer contained in the 

Matlab optimization toolbox. A Matlab script was used to interface the optimizer 

H I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I H 

L i i i I i i i i I i i i i I i i i i 1 i i i i I i i i i i i i i i i i i i i i i i i i i u 

450 500 550 600 650 700 750 800 850 900 

Average Reactor Temperature, K 

Figure 7.2: The six experimental extinction curves used in the optimization proce­

dure. The lines show the experimental data and the circular symbols the points 

from each curve used in optimizer. 
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with the reactor simulator, MONOID. The main factor to set for the GPS optimizer 

is the parameter range to be searched, which is unknown. Therefore the parameter 

range was originally set fairly wide with what were thought to be good values. 

After the optimization was stopped, the final parameter values were examined. If 

the values were close to the upper or lower limits of the range specified, then the 

range was increased and the optimisation re-run. This method was found to be 

effective. 

7.1.6 Optimization results 

In this section the results are presented. In the first instance, the optimization was 

performed using the six extinction curves and the rate equation as proposed in 

Equation 7.37. All the kinetic parameters are assigned an Arrhenius type temper­

ature dependency, that is: 

Kl . A**p(0) * - ^exp(^) (7.39) 

The first objective was to determine the best value for n. In classical LHHW 

modelling this power usually has the value of either 1, 2 or 3 (less often 4). When 

the optimisation was performed with the six extinction curves, it was observed that 

the final value of the constant n was 1.92, and therefore in all other runs (unless 

specified to the contrary) this value of n was fixed to 2. Following this specification, 

many different scenarios were tried and the convergence behaviour of the algorithm 

was observed. Some general observations are given in the following: 

a) Overall, when the residual was less than about 10 for all six runs combined, 

the solution appeared by eye to be reasonable, and the errors between the 

observed and predicted conversions were less than 10 %. 

b) There were several different sets of parameter values that could give low 

residuals (less than 10) and the match between experimental and predicted 
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curves would appear to be reasonable, and therefore it is not possible to state 

absolutely what the optimal parameters are, especially considering that there 

is some experimental error. Therefore no physical meaning should be given 

to the parameter values finally determined. 

c) After the set of optimized parameters was determined, the simulations were 

run again for all of the data points. However, in this case the reactor tem­

perature was held constant at the average reactor temperature rather than 

imposing the temperature profile. The residual changed by an insignificant 

amount, indicating that it is sufficient to assume an isothermal reactor. 

The first result presented shows the best fit parameters obtained on the full 

model with a power on the denominator of 2. This scenario is called Model Al. 

The rate model is: 

(1 + K\CCH4 + K2CCO2 + K3Ctf2o) 

The activation energy was held constant over the entire temperature range. 

Figure 7.3 shows the difference between the experimental and predicted light-

off curves. The predicted light-off curves were generated assuming a uniform 

reactor temperature. The experimental curves are plotted using the average reactor 

temperature. Figure 7.4 shows the difference between predicted and observed 

values for each of the data points used in the optimization. The optimal parameters 

are given in Table 7.1. 

It has been observed in the literature (see, for example, (Liu et al., 2001c)) that the 

activation energy for methane oxidation can undergo a transition in the temperature 

range of 650 to 850 K. It was found that setting a transition temperature of, for 

example, 700 K and allowing different activation energies above and below this 

value gave an equivalent fit, and the activation energy above 700 K was observed 

to decline, consistent with the literature observations. This model is referred to as 

Model Bl. In this case, the pre-exponential factor for the high temperature region 

is fixed so that the value of the rate constant at 700 K is the same for both forms 
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of the rate equation. The curves are shown in Figures 7.5 and 7.6. It should be 

pointed out, however, that based on the data obtained here, it is not possible to 

state whether or not this catalyst exhibited the transition behaviour or not. It can 

be seen that the run at 9000 ppm methane is fit a little better with model. 

It is noted from the comparison of the predicted and observed values that there 

is generally a smaller deviation at the higher conversions. This is likely an artifact 

of the method by which the residual is calculated, because the absolute error was 

used rather than a relative error. The optimisations were repeated with the objective 

function modified to compute a relative error, thus: 

Table 7.1: Summary of parameter values for the models A and B: 

Parameter 

Av Ts: 700 K 

Ev Ts: 700 K 

A^ T^ 700 K 

Ev T^ 700 K 

AT 

Ei 

A2 

E2 

A3 

E3 

Model Al 

2.89 x 105 

3.00 x 104 

2.89 x 105 

3.00 x 104 

2.18 x 10"2 

5.00 x 104 

4.25 x lO-4 

5.00 x 104 

2.35 x 10~6 

8.72 x 104 

Model Bl 

2.19 x 105 

3.00 x 104 

1.90 x 103 

2.36 x 103 

2.31 x 10"2 

3.71 x 104 

4.29 x 10"3 

3.81 x 104 

1.14 x lO"5 

7.73 x 104 

Model A2 

1.64 x 105 

3.00 x 104 

1.64 x 105 

3.00 x 104 

4.50 x lO"3 

4.50 x 104 

6.30 x lO"4 

4.76 x 104 

1.36 x 10-4 

6.25 x 104 

Model B2 

1.83 x 105 

3.00 x 104 

1.22 x 103 

8.60 x 102 

8.08 x lO"3 

4.21 x 104 

5.71 x lO"4 

4.85 x 104 

1.53 x lO"5 

7.47 x 104 
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Figure 7.3: Observed and predicted extinction curves for Model Al. 
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Figure 7.4: Differences between predicted and observed values at the data points 

used in the optimization for Model Al. 
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Figure 7.5: Observed and predicted extinction curves for Model Bl. 
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Figure 7.6: Differences between predicted and observed values at the data points 

used in the optimization for Model Bl. 
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Figure 7.7: Observed and predicted extinction curves for Model A2. 
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Figure 7.8: Differences between predicted and observed values at the data points 

used in the optimization for Model A2. 
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Figure 7.9: Observed and predicted extinction curves for Model B2. 
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Figure 7.10: Differences between predicted and observed values at the data points 

used in the optimization for Model B2. 
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The optimisation for models A and B were repeated, and are denoted models 

A2 and B2. The results are shown in Figures 7.7 to 7.10 and the parameter values 

are given in Table 7.1. In this case, it is seen that the run at 9000 ppm methane is fit 

much better with the two step model. 

As noted earlier, there should not be a physical significance attached to the 

values. Also, there are many additional combinations of parameters that will 

give a reasonable looking fit, although the residual will be higher. However, 

for the purpose of evaluating the catalytic flow reversal reactor, the model is felt 

to be adequate. The parameter set represented by Model Bl was used in this 

investigation (see Chapter 9). 

An additional simulation is presented for interest. The inhibition term for 

methane in the denominator was excluded. The purpose was to determine if 

the inhibition terms for the water and carbon dioxide alone could account for 

the decrease in activity with increasing methane concentration. This model was 

referred to as Model C. It was found out that this assumption could not result into 

an acceptable fit. 

7.1.7 Modelling the full curve 

In this section the Model Bl generated previously was used to generate the full 

ignition-extinction curves for the six cases used in the optimization. In this instance, 

the full transient single channel model was used with the solution of the coupled 

mole and energy balance equations. For each of the six runs, the temperature 

hysteresis and the conversion curves are shown. For the model data, the plots 

are based on inlet and outlet temperatures. For the experimental runs, the plots 

are based on thermocouples T3 (inlet) and T4 (near outlet). The inlet temperature 

ramp to the model was the experimental ramp recorded by thermocouple T3. The 

purpose of these plots is simply to give an idea of non-adiabatic performance of the 

experimental reactor. It is also seen that the model predicts hysteresis in conversion, 

which is the result of the temperature hysteresis. Figures 7.11 to 7.22 compare the 

experimental and model Bl results for conversion and temperature curves. 
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Figure 7.11: Model and experimental ignition-extinction curves, Run 146_3, 500 

ppm methane. 
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Figure 7.12: Model and experimental temperature curves, Run 146_3, 500 ppm 

methane. 
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Figure 7.13: Model and experimental ignition-extinction curves, Run 147_2, 1000 

ppm methane. 

400 500 600 700 

Inlet temperature, K 

800 

Figure 7.14: Model and experimental temperature curves, Run 147_2, 1000 ppm 

methane. 
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Figure 7.15: Model and experimental ignition-extinction curves, Run 149_2, 2000 

ppm methane. 
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Figure 7.16: Model and experimental temperature curves, Run 149_2, 2000 ppm 

methane. 
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Figure 7.17: Model and experimental ignition-extinction curves, Run 151_2, 9000 

ppm methane. 
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Figure 7.21: Model and experimental ignition-extinction curves, Run 168_2, 2000 

ppm methane and 8000 ppm carbon dioxide. 
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Figure 7.22: Model and experimental temperature curves, Run 168_2, 500 ppm 

methane and 8000 ppm carbon dioxide. 
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7.2 Mechanistic model 

Understanding the detailed surface reaction mechanism can be useful for improv­

ing reactor performance. Development of detailed mechanisms which can capture 

and predict experimental data and real reactor performance accurately is a chal­

lenging task. Due to limited knowledge of the elementary surface reaction kinetics, 

most numerical studies have been performed with single-step global surface reac­

tion. Global reaction models should be used with care as predictive tools, due to 

the limitation that the kinetics parameters associated with them are usually fitted 

to a narrow range of operating conditions. Detailed reaction mechanisms based 

on elementary steps are better options if they are able to capture the underlying 

science and physical operations, from a fundamental point of view. 

7.2.1 Introduction 

As discussed in detail in Chapter 5, extensive experimental and numerical studies 

have been used to help to understand the fundamentals of catalytic methane com­

bustion and its detailed surface mechanism on noble metals, over a broad range of 

conditions. Some relevant studies were carried out by Deutschmann et al. (1996) 

So far, the detailed surface mechanism for methane catalytic combustion on 

platinum surface is more extensively studied and thus more widely accepted. For 

palladium catalyst, the surface mechanism is still in debate and no agreement ex­

ists; in most cases the established mechanism for combustion of methane on Pt 

catalyst has been adopted for use in the case of Pd catalyst, with some minor ad­

justment. Systematic attempts to develop a methane catalytic multi-step surface 

mechanism started with the effort of Deutschmann et al. (1996), who proposed a 

detailed surface mechanism for catalytic hydrogen combustion. A five species and 

13 elementary reaction steps mechanism was proposed, and was able to fit their 

experimental data for lean hydrogen - air mixture combustion. Later, Moallemi 

et al. (1999) adopted the proposed mechanism and added some more species and 

elementary surface reaction steps to obtain a methane multi-step surface mech­

anism with ten species and twenty one elementary reaction steps, although the 
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proposed mechanism failed to capture hysteresis behaviour of methane combus­

tion on palladium based catalysts. Using the Deutschmann mechanism as a base, 

Zhu (2001) introduced the oxygen physical adsorption idea to propose another 

mechanism. Sidwell et al. (2002), also used the hydrogen mechanism proposed by 

Deutschmann et al. (1996) and Zhu (2001) to build on the methane mechanism by 

combining the two mechanisms with some modification and adjusting the kinetic 

parameters. 

Among the multi-step surface mechanism discussed in Chapter 5, the one pro­

posed by Deutschmann et al. (1994) for Pt based catalyst was the basis in this 

analysis, because this mechanism is simple, successfully applied, widely accepted 

and most proposed Pd mechanisms are based on it. This multi step mechanism was 

developed with kinetic and thermal data along with several assumptions, such as 

dissociative adsorption of oxygen and methane, perfect catalyst surface, monolayer 

coverage, etc. Table 5.1 shows this surface reaction mechanism. 

The Deutschmann mechanism is comprised of adsorption of reactants and in­

termediate species, surface reaction and desorption of products and intermediates 

species. In total there are 22 elementary reactions and about 20 species. 

In this work, the mechanistic models proposed in the literature were tested and 

compared to the results observed in the experimental study. Although the global 

model developed earlier in the chapter was felt to be sufficient for the main goal 

of the thesis (estimating the performance of the large scale reactor), there was the 

opportunity to compare the trends predicted by the mechanistic models. 

7.2.2 Reactor model 

The mechanistic model was used in conjunction with a single channel reactor model 

to investigate the trends in reactor performance. The single channel model was 

described in some detail earlier in the chapter, and the basic equations that govern 

it were given. For the work on the mechanistic model, a different simulation soft­

ware from the one used in optimization study was used. When dealing with a large 

number of species, the development of an efficient simulator is a challenging task. 
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The tool adopted was a program developed by Mukadi and Hayes (2002). This 

software uses the finite volume method to solve the governing partial differential 

equations for the mole and energy balances. The solver uses the Newton-Krylov 

method with a GMRES preconditioner. Detailed surface chemistry is included via 

a '" chemistry'" module that computes source terms for all reactions. This module 

contains a database of thermodynamic and other properties such as diffusion co­

efficient, thermal conductivity, viscosity, etc. The steps in the reaction mechanism 

are defined by the user. This software was developed for Umicore AG and used 

with their permission. 

The software can model the monolith channel in both ID and 2D, and it can 

incorporate washcoat diffusion. Because of the lengthy execution time that resulted 

when either the 2D model or washcoat diffusion was included, the ID model 

without diffusion in the washcoat was used. Although the development version of 

this software (as described in Mukadi and Hayes (2002)) allowed for execution on 

a parallel computer, the production version used here does not have this capability. 

7.2.3 Performance of mechanism 

Mechanistic models for methane combustion were discussed in detail in Chapter 5. 

For this investigation the Deutschmann mechanism (Deutschmann et al., 1994) was 

adopted as the basis. The complete Deutschamnn mechanism is shown in Table 5.1. 

Contrary to other researchers who adopted this mechanism for Pd catalyst, in this 

work the reaction parameters will be used as proposed in the original mechanism. 

Only the value of activation energy for oxygen desorption was changed to allow 

the study of its effect on the reactor performance and response as will be discussed 

later in this chapter. 

In the preliminary runs, the complete Deutschmann mechanism was tested, 

however it was found that when both competing oxygen adsorption steps were 

included, the temperature required for reaction to commence was extremely high. 

Furthermore, most literature does not support the competing oxygen adsorption 

steps on a Pd catalyst, thence reaction number 3 in Table 5.1 was eliminated. 
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Table 7.2: Elementary reaction mechanism schemes for 

catalytic methane combustion over Pd catalyst. 

Elementary reaction A s Ea 

Adsorption 

Rl 

R2 

R3 

R4 

0 2 + 2Pd_ — 20_Pd 

CH4 + 2Pd_ — CH3_Pd +H_Pd 

CO + Pd_ -» COJM 

H 2 0 + Pd_ — HzO_Pd 

2.3 x 10-2 

1.0 x 10-2 

8.4 x 10"1 

7.5 x 1Q-1 

surface reaction 

R5 

R6 

R7 

R8 

R9 

RIO 

Rll 

R12 

R13 

CH3_Pd + Pd_ -» CH2 JPd +H_Pd 

CH2_Pd + Pd_ - CH_Pd +H _Pd 

CH_Pd + Pd_ -> C_Pd +H_Pt 

H_Pd + 0_Pd ^ OH_Pd + Pd_ 

H_Pd + OH-Pd ^ H20_Pd + Pd_ 

20HJPd ^ H2O.Pd + 0_Pd 

C_Pd + 0_Pd - COJPd + Pd_ 

COJPd + Pd_ -> C_Pd + 0_Pd 

CO_Pd + O-Pd -»COz_Pd + Pd_ 

3.7 x 1021 

3.7 x 1021 

3.7 x 1021 

3.7 x 1021 

3.7 x 1021 

3.7 x 1021 

3.7 x 1021 

1.0 x 1018 

3.7 x 1021 

20 

20 

20 

11.5 

17.4 

48.2 

62.8 

184 

105 

Desorption 

R14 

R15 

R16 

R17 

20_Pd -* 0 2 + 2Pd_ 

CO_Pd > CO + Pd_ 

H20_Pd -» H 20 + Pd. 

C02JPd -* C02 + Pd_ 

3.7 x 1021 

1.0 x 10~13 

1.0 x 1013 

1.0 x 1013 

213.2-60 xd0* 

125.5 

40.3 

20.5 

NB: In Table 7.2, A = reaction pre-exponential constant, unit in [mol,cm,s], 

S = sticking coefficient, units in [ - ] and 

Efl = activation energy, unit in [kj mol -1]. 
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Because the reaction temperature was relatively low (below 1000 K) and the re­

action is predominantly surface reaction, other simplifications were made, one 

was: omission of the homogeneous combustion steps, which are not important, 

as illustrated by Reinke et al. (2004) in their reduced Deutschmann mechanism. 

However, in this work none of surface reaction steps were combined as Reinke 

et al. (2004) did. The final mechanism used in this work has 17 species (which 

include 5 gaseous species and 12 surface species) and 17 reactions (which include 

4 adsorption, 4 desorption and 9 surface reactions) as shown in Table 7.2. 

(a) Model parameters: The many parameters in the mechanistic model are based 

on fundamental processes and in the first instance these were not modified. 

The main adjustable parameter in the model is the catalyst loading factor, acat. 

Loading factor, also known by others as specific surface area of the catalyst 

active sites, is a function of catalyst preparation. It is used in transforming 

the reaction rate unit into mole,4/(nr?ars), this can be achieved either by the 

following equation: 

RCH* = acat{-RCHi) 
moleA 

mlat •s 
(7.42) 

or just by transforming the density of active sites, which is given as moles per 

surface area and is characteristic of a given catalyst to concentration of active 

sites as: 

LA = OcatU (7.43) 

The effect of changing the catalyst loading over the range of 0.25 m2 m~3 to 

10.0 m2 m - 3 was first investigated. The inlet mole fraction of methane was 

0.01 and the temperature ramp was 8 K per minute. Figure 7.23 shows how 

the activity increases as the catalyst loading increases. The rate of increase of 

activity is more pronounced at low loading values, and increasing the loading 

beyond 7.5 m2 m 3 does not significantly improve the activity of the catalyst, 
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see Figure 7.23. The plot of inlet versus outlet temperature is shown in Figure 

7.24. 

500 550 600 

Inlet Temperature, K 

700 

Figure 7.23: Effect of catalyst loading on methane conversion. 
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Figure 7.24: Effect of catalyst loading on reactor temperature. 
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Both temperature - conversion and inlet - outlet temperature plots exhibit 

hysteresis, as was seen in previous experimental and global modelling stud­

ies. Figure 7.23 and 7.24 shows that the hysteresis is more pronounced with 

high catalyst loading. The loading of 7.5 m2 m~3 was used in further analysis. 

(b) Initial surface coverage: In studying the influence of initial coverage of catalyst 

surface by adsorbed species, the main interest was on oxygen coverage taking 

the fact that most researchers believe that the active state of Pd is PdO as well 

at ordinary conditions the surface of Pd catalyst exists as PdO, thus it is 

obvious that oxygen adsorption and desorption can be the main factor in 

controlling and initiating the surface reaction. 

In this study, the initial coverage by oxygen was varied from zero to full 

coverage, while the value of inlet methane concentration and temperature 

ramping were the same as those used in studying the influence of catalyst 

loading. Figure 7.25 shows that initial oxygen coverage had no direct in­

fluence on the reaction performance. In that figure the curves of methane 

fractional conversion versus inlet temperature are all the same despite of the 

changing values of initial oxygen coverage. Figure 7.26 to 7.29 illustrate that 

immediately at start-up of the catalytic combustion process, the catalyst sur­

face will be fully covered by adsorbed oxygen independent on initial surface 

coverage started with. In other words, the surface rapidly fills with oxygen 

regardless of the initial value. This mechanistic model observation confirms 

that initial surface coverage does not influence the surface catalytic reaction, 

but at the same time it contradicts the experimental observation that the re­

duced catalyst was observed to be more active. Clearly the experimental 

rate of surface oxidation is slower than predicted by the mechanism. Fig­

ure 7.30 superimposes surface coverage variation and methane conversion as 

function of inlet temperature, and shows that the surface reaction starts as 

soon as the adsorbed oxygen begins to desorb from the catalyst surface. The 

extinction occurred as the surface becomes recovered by adsorbed oxygen. 

This observation suggests that for surface reaction to occur, a co-existence of 
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Figure 7.25: Effect of initial catalyst coverage on methane conversion. 

adsorbed oxygen species with a vacant active site is necessary. Also, it has 

been observed that the start of surface reaction depends on the activation 

energy of the oxygen desorption process. If the activation energy is high, the 

reaction will start at very high temperature and as the value decreases the 

starting temperature also decreases, as will be discussed later. 

Another important observation, based on the mechanistic model used, is that 

at any time, the catalytic surface is mainly covered by adsorbed oxygen or 

by adsorbed oxygen and vacant active sites, as shown in figure 7.26 to 7.29 

as well as Figure 7.31 to 7.33, which show the concentration of other surface 

species. This observation means that other involved elementary reactions 

are faster than oxygen desorption, and thus oxygen desorption is the main 

factor controlling the catalytic reaction. Most of other surface species, like 

CHx_Pd, C02_Pd and OH_Pd, have surface coverage less than 1 x 10~5 which 

is negligible compared to surface coverage of O-Pd and Pd_ (vacancy sites) at 

any time. 
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Figure 7.26: Variation of surface coverage with temperature. Initial oxygen frac­

tional coverage was zero. 
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Figure 7.28: Variation of surface coverage with temperature. Initial oxygen frac­

tional coverage was 0.75. 
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Figure 7.30: Variation of surface coverage and methane concentration with time. 
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(c) Effect of Oxygen desorption: From the result of study of the influence of 

initial surface coverage, it has been shown that oxygen desorption process is 

the key element in driving the reaction. The catalyst surface is always rapidly 

covered by adsorbed oxygen, and it has been seen that methane conversion 

begins when the desorption of adsorbed oxygen begins. Thus the parameters 

of oxygen desorption are the major factor in controlling the reaction, and one 

of the major parameters is the activation energy. In this section the effect 

of changing the value of activation energy for oxygen desorption process is 

analysed. 

When the activation energy of oxygen desorption was changed, the reaction 

starting temperature also changed. If the activation energy is low, the reaction 

starts at a lower temperature, see Figure 7.35. Higher activation energy initi­

ates the reaction at higher temperature and that results in negligible methane 

conversion with the chosen working temperature range (i.e. temperature less 

than 1000 K), see Figure 7.34. 

Overall, the adsorption - desorption of oxygen on a Pd catalyst surface seems 

to control the reaction, as observed in Figure 7.30. The reaction starts only 

when the desorption of adsorbed oxygen starts and the complete extinction 

occurs when the surface is again full covered by adsorbed oxygen. This 

means that with lower activation energy of oxygen desorption, the oxygen 

adsorption - desorption process on the catalyst surface can occur at lower 

temperature as shown in Figure 7.35. In the same Figure 7.35 , it can be 

observed that the hysteresis effects became more visible as the activation 

energy decreased. 
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Figure 7.34: Oxygen desorption effect on methane conversion at actual value of 

activation energy. 
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Figure 7.35: Effect of oxygen desorption by varying its activation energy. 
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7.2.4 Effect trends comparison 

Based on the experimental results, it was concluded that methane, water and carbon 

dioxide inhibit the reaction. In this section the mechanistic model is used to examine 

the effect of methane, water and carbon dioxide on the ignition - extinction curves, 

the results were compared to the global model results. As observed earlier, the 

mechanistic model pretreated and unpretreated cases can not be differentiated, as 

the initial coverage showed no influence to reaction, thus the analysis was limited 

to unpretreated cases. 

(i) Methane inlet concentration: 

Figure 7.36 shows the ignition curves obtained from the mechanistic model 

for varying methane inlet concentration, while Figure 7.37 displays the extinction 

curves of the same study. From both ignition and extinction curves, it can be 

observed that the ignition points decrease with increasing methane inlet concen­

tration, which is contrary to experimental observation. Figure 7.38 shows ignition 

- extinction curves for 500, 2000 and 9000 ppm methane inlet concentration to 

illustrate the same trend observed above. 

Figure 7.39, 7.40 and 7.41 are temperature ignition - extinction and ignition-

extinction curves respectively obtained from the mechanistic model, and show the 

same trend of increasing methane inlet concentration. The hysteresis behaviour 

is observed in this mechanistic model, but at low methane inlet concentration the 

hysteresis is almost negligible as show in Figure 7.42. Figure 7.43 shows that as 

methane inlet concentration increases the hysteresis effect is more visible. This can 

be explained as the effect of heat of reaction released once the mixture is ignited. 

The high concentration will release more thermal energy than low concentration 

mixture, and thus cause the difference in temperature rise. 

Figures 7.41 to 7.43 show that as methane inlet concentration increases, the 

extinction curve needs much more cooler temperature to complete the process. 
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Figure 7.36: Ignition curves comparing the effect of methane initial concentration. 
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Figure 7.37: Extinction curves comparing the 
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Figure 7.39: Temperature ignition curve comparing the effect of methane initial 

concentration. 
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Inlet temperature, K 

Figure 7.40: temperature extinction curves comparing the effect of methane initial 

concentration. 

Inlet temperature, K 

Figure 7.41: Temperature ignition-extinction curves comparing the effect of 

methane initial concentration. 
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Figure 7.42: Ignition -extinction curves showing the effect of low methane initial 

concentration. 
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Figure 7.43: Ignition - extinction curves showing the effect of higher methane initial 

concentration. 
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(ii) Oxygen concentration: 

In previous observation, using the mechanistic model, it was shown that oxygen 

desorption is important step for surface catalytic reaction to occur. Here, the effect 

of inlet oxygen concentration was examined and the results are shown in Figures 

7.44 to 7.46. Figures 7.44 and 7.45 compare the ignition and extinction curves 

respectively for oxygen inlet concentration of 6% and 20%. From these figures, it 

can be observed that increasing oxygen concentration inhibits the reaction. The 

ignition - extinction curves in Figure 7.46 illustrate the same inhibition effect. This 

observation is contrary to experimental results where the main effect of oxygen 

concentration was to offset the influence of pretreatment. 
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Figure 7.44: Ignition curves comparing the effect of oxygen concentration. 
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Figure 7.45: Extinction curves comparing the effect of oxygen concentration. 
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(iii) Water presence: Contrary to experimental observations, by using mechanistic 

model, the presence of water has no effect on the catalytic reaction for methane 

combustion as shown in Figure 7.47. Varying initial concentration of water in 

the feed stream has shown to exhibit the same activity in ignition and extinction 

periods. 
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Figure 7.47: Ignition - extinction curves comparing the effect of water in the feed. 
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(iv) Carbon dioxide presence : 

Figure 7.48 shows that by using the mechanistic model, the presence of carbon 

dioxide generally has no effect on the catalytic combustion of methane. Streams 

with varying concentration of carbon dioxide resulting essentially a similar per­

formance particular during ignition period. During the extinction period, streams 

with more carbon dioxide observed to be slightly faster, see Figure 7.48. 
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7.3 Concluding remarks 

Current catalytic combustion research focuses on reactor design, to increase ef­

ficiency and productivity of the operation, for the given suitable catalyst in use. 

This notion stresses the need of better and clearer understanding of the physical 

and chemical processes occurring on the catalytic surface and their coupling to the 

flowing fluid. 

For the data obtained on the experimental monolith, an empirical model based 

on the classical LHHW form was found to fit the data very well. It is felt that this 

model is sufficient for preliminary design purposes, and is used in Chapter 9 to 

explore the development of a new catalytic reverse flow reactor configuration. 

Observations made experimentally, such as self inhibition by methane, and 

inhibition by carbon dioxide are at variance with many published models, how­

ever, this likely serves to emphasize the complexity of the palladium catalysted 

combustion of methane. 

The mechanistic model, based on the reduced Deutschmann scheme for plat­

inum, is in general not able to capture the experimental observations. In particular, 

the ignition is enhanced by increasing methane concentration and inhibited by oxy­

gen. These trends reflect the fact that the rate determining step in the Deutschmann 

mechanism is the desorption of oxygen from the surface. Furthermore, carbon diox­

ide and water do not show reaction inhibition effects. Although it might have been 

possible to develop a multi-step rate model, it was not felt that the data available 

justified the exercise. In conclusion, it seems what is happening on the Pd surface 

is more complex compared to what is happening on the Pt surface and thus the 

kinetics evaluated from Pt surfaces can not simply satisfy the mechanism on a Pd 

surface. There is clearly much work of fundamental interest that can be carried out 

in the palladium catalyzed methane combustion. 
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Chapter KJ I 

Catalytic flow reversal reactor: 

Background and model development 

In Chapter 4 the capture of fugitive methane emissions from the natural gas com­

pressor station was studied. It was demonstrated that based on typical emission 

levels, a stream containing about 0.2 to 1 % methane in air could be captured. In 

Chapters 5 to 7 the catalytic combustion of methane was discussed, and experi­

mental and modelling results were presented. In this chapter the catalytic flow 

reversal reactor (CFRR) is presented, as a candidate for the combustion of the lean 

methane stream from the compressor building. This reactor has been shown to be 

effective for lean methane combustion in other situations, such as in coal mine vent 

gas. 

8.1 Introduction 

There are many reactor designs used in practice, including fixed and fluidized beds. 

Fixed bed reactors are the workhorse of the chemical process industries, especially 

for gas phase reactions, with the two most commonly used configurations being 

wall-cooled tubular fixed beds and adiabatic fixed beds. The former are used in 

many oxidation and hydrogenation reactions, and an example application of the 

latter is sulfuric acid production. They have also been used for the thermal com-
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bustion of traces of VOC in tail gas. Traditionally, packed bed reactors operate at 

steady state and the key issues of interest, such as gas flow patterns, wall heat trans­

fer coefficient, radial and axial effective bed conductivities, as well as inter-phase 

heat and mass transfer have been extensively studied. Steady-state operation of­

fers simpler design and operation, including easier control. Such reactors typically 

operate over a narrow range of operating conditions. Over the last several years, 

there have been many papers published that discuss the advantages of operating 

in a forced unsteady manner, with benefits to conversion and selectivity being re­

ported. There are different means by which unsteady operation can be forced, such 

as feed concentration cycling, or forced flowrate variations. One design, which is 

the focus of this investigation, is the catalytic flow reversal reactor (CFRR). In this 

mode of operation, the feed stream is periodically switched between the two ends 

of the reactor. A diagram of the reverse flow reactor is shown in Figure 8.1. In 

Figure 8.1 (a) the valves 1 and 4 are open and the feed flows to the reactor from left 

to right (forward flow). In Figure 8.1 (b) valves 2 and 3 are open and the feed flows 

to the reactor from right to left (reverse flow). The cycle time is the term given to 

the length of both the forward and reverse flow cycles. The partial cycle time or 

switch time (forward or reverse flow) may be the same (symmetric operation) or 

different (un-symmetric operation). 

8.2 Heat trapping in a reverse flow reactor 

The operating characteristic exhibited by a CFRR that can be successfully exploited 

for lean methane combustion is the so-called heat trap effect. This effect is observed 

in a CFRR for an exothermic reaction. Ideally, the operation of a fixed bed reactor for 

the destruction of methane should operate in the auto-thermal region. This region 

occurs when the thermal energy liberated in the reaction is sufficient to sustain 

the catalytic combustion at the given inlet reactor temperature. However, for low 

temperature feed (around room temperature) with a low concentration of methane, 

auto-thermal operation cannot be maintained for a standard uni-directional flow 

operation. Therefore, for this type of operation, the choice is either to pre-heat 
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a) 

b) 

Figure 8.1: Typical arrangement for a CFRR in (a)forward flow and (b)reverse flow 

reactor mode(from Hayes(2004)). 

the feed, add thermal energy to the bed or add additional fuel. However, with 

reverse flow operation, the heat trap effect can be used to maintain a high reactor 

temperature at low feed temperature and concentration. Figure 8.2 shows how the 

heat trap can develop in a reactor under reverse flow operation. 

Figure 8.2 (a) illustrates a reactor temperature profile that might be observed 

with uni-directional flow operation for a combustion reaction under auto-thermal 

operation. This type of steady state could occur if, for example the feed was hot. 

Moving downstream in the reactor, it is seen that the temperature initially rises 

slowly as the reaction commences, and then more sharply as the heat liberated in 

the reaction accelerates the rate owing to the exponential temperature dependence 
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Figure 8.2: Illustration of heat trap effect in the reverse flow reactor (from 

Hayes(2004)). 
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of the rate constant. Downstream of this ignition front the temperature of the 

reactor will be essentially constant as the reactants are all depleted. If the reactor 

feed temperature were now lowered, then what would be observed is a reduction 

in reaction rate, and the reaction front would propagate downstream. If the feed 

temperature is sufficiently low, the reaction front will exit the reactor and the 

reaction will effectively be extinguished. However, consider the effect of switching 

the feed position to the other end of the reactor while the hot zone remains inside of 

the reactor. The incoming cold feed will be pre-heated by the energy stored in the 

catalyst bed, and the reaction can be maintained. The reaction profile will now move 

back towards the former entrance. Periodic switching will now trap the reaction 

zone within the reactor, and a stationary state will eventually develop, in which a 

hot zone oscillates back and forth between the two ends of the reactor. Because the 

stored energy is added to the feed stream, it is possible to achieve temperatures 

higher than the adiabatic temperature rise based on the fresh feed inlet temperature. 

Provided that the reactor is initially at a sufficiently high temperature (which may 

require some auxiliary heat source) and the cycle duration is carefully chosen, it is 

possible to achieve auto-thermal reactor operation at feed temperatures well below 

those required for auto-thermal operation with unidirectional flow. A reverse flow 

operation in which the solid phase temperature rise was as high as 13 times the 

adiabatic temperature rise has been reported (Hanamura et al , 1993). 

8.3 Literature review of reverse flow reactors 

The reverse flow reactor concept has been shown to be an effective technique 

for pollutant removal and has recently received attention in the literature (see 

for example, Hayes (2004) ). It has been subjected to detailed numerical and 

experimental investigation. The first use of reverse flow was reported by Cottrell 

(1938), who observed that periodically switching the gas flow direction through a 

fixed bed traps heat in the centre of the bed. The extension to fixed bed reactors 

first appears in the literature in 1955 (Frank-Kamenetski, 1955). A detailed review 

of applications and studies of reverse flow reactor has been presented by Matros 
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and Bunimovich (1996). 

Significant applications include the oxidation of SO2 (Boreskov et al., 1982; 

Matros, 1989; Bunivovich et al., 1990; Boreskov and Matros, 1983; Boreskov and 

Matros, 1984), methanol synthesis (Vanden Bussche et al., 1993; Matros, 1989; 

Neophytides and Froment, 1992), NOx reduction (Guit, 1993; Snyder and Subra-

maniam, 1998; Bobrova et al., 1988; Noskov et al., 1993), production of syngas 

(Blanks et al., 1990), ethylbezene dehydration into styrene (Kolios and Eigenberger, 

1999) and oxidation of carbon monoxide (Nieken et al., 1994; Purwono et al., 1994). 

Many papers discuss the use of reverse flow in catalytic combustion, see, for 

example, Boreskov and Matros (1984), Eigenberger and Nieken, (1988), Matros 

et al. (1993), Sapundzhiev et al. (1993); van de Beld et al. (1994); Grozev and 

Sapundzhiev (1997) ; and Purwono et al. (1994), Salomons et al., (2003), and 

Kushwaha et al., (2004). The application to natural gas engine exhaust has also 

been reported by Strots et al. (1998); Matros et al. (1999); Liu et al. (2000; 2001b), 

Liu et al. (2001c) and Liu et al. (2001a). 

Recent investigations of reverse flow reactors focus more on the dynamics of the 

reaction, reactor stability, catalyst activity and catalyst selection as well as paramet­

ric studies. These studies have extended the usability of the reverse flow reactor in 

industrial applications and better understanding of the behavior of the reverse flow 

reactor, which may lead to new CFRR applications. Some of the significant studies 

are mentioned in the following Ferreira et al. (1996) and (1999) who used three 

different transient reactor models to study the effect of intra particle convection on 

the transient behavior of fixed bed reactors. The models which they used are the 

1-D, heterogeneous, intra particle diffusion/convection model; the 1-D, heteroge­

neous, intra particle diffusion model; and the pseudo-homogeneous model. Their 

results show that the intra particle convective flow model allows higher reactant 

conversion with a higher hot spot temperature compared to the other two models. 

It is also interesting to note that the concentration waves that traverse through the 

reactor bed are delayed due to the additional reactant penetration that arises inside 

the solid catalyst by convection. Groote and Froment (1996) performed a number 

of simulations to investigate the feasibility of producing synthesis gas by partial 
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oxidation of natural gas on a Ni-catalyst in a fixed bed reactor with reversed flow, 

used the numerical model of one-dimensional unsteady state heterogeneous reac­

tor with internal diffusional limitations. Based on their results, high selectivity and 

conversion can be obtained by using CFRR. These results imply that the production 

of synthesis gas by partial oxidation with air in a CFRR is feasible. The influence 

of several reactor operating conditions, such as interstitial velocity and reactor 

length, on the reactor performance was also studied. Their results showed that 

by decreasing the interstitial velocity, a lower maximum peak temperature in the 

catalyst bed can be observed, which is favorable from a controllability standpoint 

of view. The results also imply that longer half-cycle duration reduces the effect of 

the perturbations occurring upon the flow reversal. In addition, the influence of 

the reactor length mainly implies the influence of the duration of half-cycle. It is 

surprising to notice that the difference in reactor length only reflects in the reactants 

conversion, however, the selectivity of the products is practical^ unchanged. 

Many studies of CFRR for complete lean methane combustion were carried out 

world wide. Eigenberger and Nieken (1988) discussed the influence of operating 

parameters on temperature profiles and stability of the CFRR operation. They 

demonstrated that an inert section determines the efficiency of hot gas withdraw 

from the system. Matros et al. (1999) showed that for treatment of exhaust from 

a natural gas fueled diesel engine using CFRR for oxidation of methane, the in­

sufficient catalyst activity can be compensated by higher catalyst temperature and 

thus only thermal stability of the catalyst will determine the efficiency of methane 

oxidation in the system. Then, Aube and Sapundjiev (2000) developed a transient 

two dimensional model for CFRR, which can be used for design of CFRR as well 

as in parametric studies. The model was validated by experimental data of lean 

methane mixture oxidation. Also, this model proved to be accurate in determining 

the dynamic behaviour of CFRR with small reactor diameter and low flow-rate 

with or without heat withdrawal. Salomons et al. (2003) through their experi­

ments showed that CFRR is capable to destruct lean methane mixture in air of 

concentration as low as 0.19% by volume. Also, they showed that parameters (like 

space velocity, cycle time, feed concentration, inert section) govern the stability 
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of the reactor operation as well as determine the amount of energy to be trapped 

in the reactor. Kushwaha et al.(2004) carried out a parametric study on CFRR, 

using three different type of materials for inert sections. The results showed that 

the use of monolith inert sections reduces the pressure drops. Inert sections with 

lower thermal capacity gave a greater temperature front movement which will 

demand shorter cycles. Sheintuh (2005) showed that the main parameters that 

determines the maximum temperature in CFRR configuration are thermodynamic 

parameters, heat loss through reactor walls, conductivity and length of the inert 

sections. Later Marin et al. (2005) compared the performance of CFRR, when the 

catalyst section is either occupied by packed bed or monolith, in both cases the 

active catalyst was palladium supported on alumina. Using numerical analysis, 

they showed that for combustion of lean methane mixture in air, a packed bed 

gives stable operation at low velocity. As velocity increased the difference between 

packed bed and monolith become negligible, also packed bed always results in 

higher pressure drop compared to monolith catalyst. Hevia et al. (2007) concluded 

that noble metal catalysts are more suitable for leaner and stable mixture with con­

stant concentration, while metal oxides catalyst should be used for richer mixture 

and can accommodate concentration variation to some extent. They also suggested 

that with enhancement of thermal stability, noble metal catalysts may increase the 

working window and thus further improve the CFRR performance. 

8.4 Reverse flow reactor configurations 

A number of catalytic reverse reactor configurations have been proposed. Figure 8.3 

shows some of them. As discussed, CFRR are designed to trap the reaction thermal 

energy within the reactor. The temperature rise can be very dramatic, exceeding 

by far the adiabatic temperature rise. Although this is beneficial for achieving 

complete combustion, at the same time care must be taken to avoid excessive 

accumulation of heat energy, which can lead to excessively high temperatures that 

will damage the catalyst or the reactor walls. To avoid thermal runaway and to 

enhance the storage of energy in the reactor, inert sections are often included in 
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addition to the active catalyst. For example, in Figure 8.3 (a) the reactor is shown 

with a single catalyst bed, which will be responsible for all storage and reaction. 

Figure 8.3 (b) shows a three bed system where a bed without a catalyst is added on 

either side of the active catalyst. The two inert beds, in which no reaction occurs, are 

known as recuperators. The inert sections can have the same or different thermal 

properties as the catalytic beds. The inert sections also reduce thermal leakage 

from the system and may extend the catalyst life. Furthermore, inerts add thermal 

mass to the system and potentially reduce the need for expensive catalyst. 

Because of the possibility of excessively high temperatures being achieved in the 

catalyst, it may be desired to remove excess thermal energy from the bed. Energy 

removal can be accomplished either by passing the hot effluent gases through 

external coolers (heat exchange) or withdrawing some mass of hot gases. Typically 

this heat exchange or mass removal would occur in the centre of the reactor, where 

the temperature will be high. For example, Figure 8.3 (c) shows a two bed system. 

For energy removal, typically a heat exchanger would be placed between the two 

beds, or hot gas extracted from this position. For energy extraction from a CFRR, 

Kushwaha et al. (2005) observed that the extraction of energy from the system by 

removal of hot gases from the centre is more efficient than using an heat exchanger, 

because it can maintain high conversion as well as avoid asymmetric temperature 

profiles as observed when the heat exchanger is used. Also, after studying the effect 

of the mode of heat withdrawal from CFRR, Gosiewski et al. (2007) agreed that heat 

withdrawal by withdrawing part of hot gases guarantees autothermal operation 

and stability in operations compared to the use of an external heat exchanger 

which may create an asymmetric temperature profile. Further, Gosiewski et al. 

(2007) suggested that although hot gases withdrawal is an efficient mode of energy 

extraction, care should be taken, because the conversion may be reduced. 

8.5 Pilot reactor at CTEC Varennes 

Studies by Salomons (2003), Kushwaha (2003) and Fuxman (2008) were all based on 

the pilot scale CFRR located at CANMET Energy Technology Centre Varennes. The 
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Figure 8.3: Common catalytic flow reverse reactor configuration, (a) single bed 

without inerts, (b) single bed with inerts and, (c) and (d) multiple beds. 

same reactor forms the basis of the parametric studies presented shortly, and will 

be the test bed for the results presented here. Therefore a description of that reactor 
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is now given, based on the information provided in the three afore-mentioned 

references and by CTEC Varennes. 

A diagram of the reactor is given in Figure 8.4 with the configuration used 

by Salomons (2003). In that study, the inert sections were ceramic monoliths. 

Kushwaha (2003) used the same system and varied the inert materials, using packed 

beds as well as monoliths (both metal and ceramic). As shown, the reactor was 

comprised of two cylindrical reaction sections in parallel joined by a U-bend at 

the bottom. Three-way valves are used to control the flow direction. The reactor 

system is made from Hastelloy to permit operation at temperatures up to 1300 K. 

The reactor walls were 3.2 mm thick with a density of 7800 kg/m3, a heat capacity of 

460 J/(kgK) and a thermal conductivity of 14.3 W/(mK). The reactor is insulated by 

a blanket 0.28 m thick with a density of 128 kg/m3, a heat capacity of 1340 J/(kgK) 

and a thermal conductivity of 0.144 W/(mK). 

The reactor internals consisted of a combination of open spaces, inert and cat­

alyst sections. Salomons (2003) used three ceramic monolith sections in each side 

as inert material. Each monolith section was 0.2 m in height and had a 2.5 cm air 

gap between them, to give a total monolith height of 0.65 m. The monoliths were 

Celcor 9475 (EX-20) Cordierite with a density of 1683 kg/m3. The cell density was 

100 cells per square inch (CPSI) with a fractional open frontal area (or porosity) 

of 0.75 to give a bulk density of 423 kg/m3. The hydraulic diameter of each cell 

was 2.16 mm. The heat capacity of the monolith was 1020 J/(kgK). The thermal 

conductivity of the monolith substrate was 1.46 W/(m K). Kushwaha (2003) used 

these ceramic monoliths in her study, but also examined the effect of other inert 

material. In one alternative, four metal monoliths was used in each reactor side. 

Each monolith section was 0.15 m long with a gap of 2.5 cm between them. The 

metal monoliths were supplied by Performance Industries Inc., and had a porosity 

of 93% and a bulk density of 532 kg/m3. The thermal conductivity of the metal 

substrate was 26 W/(m K) and the heat capacity was 461 J/(kgK). The hydraulic 

diameter of each channel was 1.57 mm. Kushwaha (2003) also considered a packed 

bed of Denstone balls 0.7 m high in each reactor side. The ball diameter was 1 cm. 

The bulk density of the balls was 1440 kg/m3, the void fraction was 0.4 and the heat 
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capacity was 1040 J/(kgK). 

The catalyst sections used in the cited investigations were packed beds of 

Raschig rings with a characteristic length of 7.5 mm and containing a non-noble 

metal catalyst. Properties of the catalyst packing were given by Aube and Sa-

poundjiev, (2000). The solid density was 1240 kg/m3, the thermal conductivity was 

0.5 W/(mK), the heat capacity was 1020 J/(kgK) and the bed porosity was 0.51. It is 

proposed to replace the catalyst sections with monoliths with Pd catalyst of loading 

of 15 g/ft3, that is, the same type of monolith as used in the kinetic studies reported 

in Chapter 6 but with a lower palladium loading. Investigations of the effect of 

changing the packed bed for Pd monoliths, and the effects of monolith length and 

position are reported later in the thesis. 

Different methods have been used to pre-heat the catalyst bed. In Salomons 

(2003) an electric blanket was used on the right side reactor section. This catalyst 

section was heated from ambient temperature to about 830 K, measured at the 

electric blanket. Once the right reactor side was hot, the system was operated with 

inlet flow to the right side (forward flow mode), to push thermal energy to the left 

side. This method ensured that the reaction occurred in both sections, and that the 

left side made significant kinetic contributions to the system. In Kushwaha (2003) 

the apparatus was modified, and pre-heating was accomplished by adding hot air 

at the reactor mid-point (in the U-bend). Hot air was alternatively passed through 

both sides of the reactor, until a temperature in each catalyst bed of around 675 

K was achieved. At this point, a stream with a relatively high methane stream 

was introduced, and the reactor operated in cyclical mode to achieve the desired 

starting temperature. 

Kushwaha et al. (2004; 2005) discussed and compared the performance of the 

various types of inert. Also, they suggested that the rate of hot gas extraction at the 

centre of U - bend can be used as a means of controlling the reactor temperature. 

The latter point was used as a control strategy in the work of Fuxman (2008). In 

the current work, the effect of reaction parameters (inlet velocity, switch time, inlet 

methane concentration), thermal properties (thermal mass, thermal conductivity, 

insulator thickness), reactor geometry (radius, length of active catalyst, catalyst 
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activity), and the catalyst type (packed bed and Pd monolith catalyst) are further 

studied and investigated numerically. 

8.6 Modelling the CFRR 

8.6.1 Introduction to reactor modelling 

Extensive investigation has been done to explore ways and means of maximizing 

the stored energy and its utilization externally. The stored energy depends much 

on reactor geometry, catalyst activity, thermal stability, thermal properties of in­

ternals and reaction parameters. Manipulation and clear understanding of these 

factors and their effects are beneficial in realizing maximum generation as well as 

utilization of energy released during the exothermic reaction (Litto et al., 2006). 

Computer modelling is a valuable tool for understanding the processes and 

assisting with design. Modelling of catalytic monolith reactors was discussed 

in Chapter 7, with the focus there being on the single channel model. In the 

following paragraphs, a discussion of modelling of monoliths and packed beds 

will be presented, but the focus will be on the whole reactor. 

As with any engineering process, a reactor model may vary from simple to 

complex, depending on the nature of design and the simplifying assumptions. 

Generally, it is advisable to use the simplest model possible, that is consistent with 

a useful solution, to minimize computer time. Generally speaking, heterogeneous 

reactors are usually modelled using a continuum approximation (e.g., (Zygourakis, 

1989; Luoma and Smith, 1996)). In this method, the actual solid and fluid domains 

are not solved for at the pore level, but rather a volume averaging approach is 

used to approximate the domain, and account for the two phases. A continuum 

model can be either heterogeneous or pseudo-homogeneous. In the former case, 

the fluid and solid phases are both considered, and in general the temperature 

and concentration in the fluid and the solid are different, and are coupled by the 

appropriate mass and heat transfer mechanisms. In a pseudo-homogeneous model 

the fluid and solid temperatures and concentrations are assumed to be the same. 
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Another important criterion is the number of dimensions in the reactor model. 

Reactors are often tubular with a circular cross section, which leads naturally to 

the use of one and two dimensional (axi-symmetric) models. A one dimensional 

model assumes no radial gradients of temperature, concentration and velocity, 

which is not very realistic for a large diameter reactor. Two dimensional models 

are better, especially if there is axi-symmetry. Full three dimensional models are 

very expensive in terms of computer time. For the pilot plant reactor discussed 

earlier, a three dimensional model is really desired, but not possible to use in the 

time available. 
i 

The mathematical modelling of packed bed reactors is widely reported, see for 

example De Wash and Froment (1972), who gave a good summary and discuss 

the importance of the radial boundary conditions. Aube and Sapoundjiev (2000) 

reported a two dimensional model for a packed bed flow reversal reactor. Monolith 

reactor models have also been widely presented in the literature. Models of a single 

channel of a monolith reactor as well as complete monolith reactors have been 

developed (see Chapter 7). A review of packed bed and monolith reactor models 

can also be found in Hayes and Kolaczkowski (1997). 

Models specific to CFRR have been reported for a variety of applications, and 

used to investigate a variety of operating parameters, either from a theoretical 

point of view or coupled with experiments. Reported models include one dimen­

sional, either pseudo-homogeneous or heterogeneous (Eigenberger and Nieken, 

1988; Purwono et al., 1994; Bhatia, 1991; Gawdzik and Rakowski, 1988; Gawdzik 

and Rakowski, 1989; Gupta and Bhatia, 1991; Haynes et al., 1992; Liu et al., 2000; 

Liu et al., 2001b; Liu et al, 2001a), and two dimensional models (Aub6 and Sa­

poundjiev, 2000; Salomons et al., 2004). Limited work on 3D has been reported (Liu 

et al., 2007). 

The principle features of the CFRR and the phenomena occurring in it can be 

completely described by using transport phenomena, reaction kinetics, thermody­

namics and the system properties. The resulting mathematical model is comprised 

of a system of partial differential and algebraic equations. The partial differential 

equations are obtained from the conservation equations, applied separately to the 
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gas and solid phases. Algebraic equations are used to estimate the physical and 

transport properties of the system. The following sections give a summary of the 

equations that were used to build the model for the system. The equations are es­

sentially those used by Salomons (2003) and Kushwaha (2003), which are derived 

from many sources. The equations are also given in general form in Hayes and 

Kolaczkowski (1997). Equations for reaction in monolith sections are also given, 

which are not used in the models of Salomons (2003) and Kushwaha (2003). 

8.6.2 Basic transport equations 

There are four basic conservation equations; the mole and energy balances for 

the fluild and solid phases. The form of these equations will vary depending on 

whether or not the solid is a packed bed or monolith, and whether or not there is 

a solid [present. A fifth conservation equation, the momentum balance, may also 

be used. One of the numerical difficulties encountered when modelling transient 

systems containing a fluid and a solid is the different time scales involved. For 

example, for gas flow systems with a fairly short residence time, the response of 

the fluid phase occurs much more quickly than the solid. These different time 

scales can cause badly conditioned systems. If the solid response is relatively slow, 

therefore, it is usually sufficient to assume that the fluid temperatures and both 

concentrations are in a pseudo steady state with a slowly evolving temperature. 

This assumption is commonly used (Hayes et al., 1992; Lee and Aris, 1977). 

Fluid phase mole balance: 

The mole balance equation can be written to include convection and dispersion 

terms. I n a packed bed and open section, mass transfer occurs by dispersion in both 

axial and radial directions, and by convection in the axial direction. In a monolith 

section, the structured packing effectively prevents radial dispersion. The mole 

balance for the packed bed reaction section is: 
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_ . WcH4A 6 / n 6YC 1 ?> ( r, „ 5YCH4j\ 6 / „ „ 8YCH4,f\ r, &YCH4,f 

r<5rV " , ; / <5r J ' 5z \U*JJJ 5z J ° J bz ( 8 < 1 ) 

- kmavCf (YcH4,f ~ YCH4,S) = 0 

If there is no reaction, then the solid and fluid concentrations are the same, and 

the equation is: 

1 5 / MCHi,f\ 5 ( dY£!±L\ r 6YcH*f n « ™ 

This equation is also valid for the open sections. In a monolith with reaction, 

there is no radial dispersion in the fluid, and we have: 

( D < M / / Q ^ | ^ ) - ^Cf'-^- - kmavCf (YcH4,f - YCH4,S) = 0 (8.3) 

The porosity appears in front of the dispersion term because of the way that 

the dispersion coefficient is defined. For the inert monolith sections the reaction is 

zero and the mole balance is: 

€6z i ^ ^ - f e - ) ~ VsCf-5T = ° (8"4) 

Note also that the dispersion coefficients are defined differently for each medium, 

and will be described shortly. 

Solid phase mole balance: 

In the solid phase the rate of mass transfer to the solid surface equals the rate 

of reaction: 

kwavCf {Yau.f - Yaus) = (1 - e) 77 (-RCHJ (8.5) 

In the inert and open sections, the reaction rate is zero and the solid and fluid 

concentrations are equal. 
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Fluid phase energy balance: 

The energy balance for the fluid also includes the effects of convection and 

conduction. As noted earlier, the fluid phase energy balance is written at steady 

state. The equation for a packed bed is: 

1 b ( 6Tf\ 5 ( STA bTf 

~rb~r [rkrMfCf~^J + & \kaMfCf~5z~) ~ VsPfCpf~bT + lWv ' T / ~ Ts> = ° (8 '6) 

In a monolith there is no radial conduction in the fluid phase, and the radial 

term is dropped to give: 

b ( 5Tf\ bTf 

£Tz ( > e / / C / & J ~ VsPfCpf~d+hav (7> -Ts) = ° (8-7) 

For an open section the equation is: 

1 b / 6Tf\ 5 ( 6Tf\ 6Tf 

7b-r {rk^fCf-aT) + fa ( ^ C / f a f J " **&r£ = 0 (8.8) 

As with the mole balance, the effective thermal conductivities are defined dif­

ferently for the different media. 

Solid phase energy balance: 

The energy balance in the solid phase includes the effects of accumulation, axial 

conduction, radial conduction, convection, and energy generation by the reaction, 

as necessary. The form of the equation is the same for both monoliths and packed 

bed reactors: 

1 b ( 6Tf\ b ( 6Tf\ 

;* O^/ir)+ s {k""'c>^)+ M" <?' - r ' ) • • • (8 9) 
+ (\-e)AHm(-RCHl) - (I - e) p,Cp,^-

In the inert sections, the reaction rate term is dropped. 

\ i ( ' W Q ^ ) + | ( W / C / ~ ) +hav (Tf - TS) = (1 - e) PlCp.^ (8.10) 
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For the solid reactor walls and insulation the conduction equation is applied: 

1 5 / <5TS\ b f,6Ts\ _ 6TS 

r*{rk°-b7) + te{k'-te)-P'Cp'-W (8-11} 

The solid thermal conductivity takes on the value for the wall or insulation. 

Fluid phase momentum balance: 

For essentially one dimensional flow, many investigators do not solve the mo­

mentum balance, but rather impose a velocity. If we make the ideal gas assumption, 

and ignore the pressure gradient, the velocity in the reactor can be simply described 

in terms of the inlet velocity and temperature, an the local temperature. The ve­

locity of the fluid in the reactor is defined in terms of the superficial velocity, v s , 

which is based on the empty cross sectional area, and the interstitial velocity, v , 

which is the actual fluid velocity in the void space. The relationship between the 

two is: 

vs = ve (8.12) 

The local velocity in terms of the inlet conditions is then defined as: 

vs = v s j n i e t ( = ^ - ) (8.13) 
Vf,inlet/ 

For most of the simulations reported in this work, the above method was used 

to determine the velocity. Some work was also done using the momentum balance 

equation. For flow in porous media, the volume averaged Navier Stokes equation 

can be used to describe the flow. The equation is: 

^ (Pfv) + A ' {Pfw) = ~Ap + A • (?) + pfg + St (8.14) 

The source term, S„ introduced for the porous medium can be generically 

defined in the form (Hayes et al., 1996; Hayes and Kolaczkowski, 1997): 

S,= (jVi + C2\p + f\v\v)j (8.15) 
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The first term on the right hand side accounts for the viscous loss and the 

second term the inertial loss. For laminar flow through porous media, the inertial 

loss is negligible and can be neglected. The viscous loss term is essentially a Darcy 

term, where K is the medium permeability. The permeability is a tensor. For 

a packed bed, the tensor nature of the permeability is retained, however, for a 

structured monolith the flow is permitted along the channel direction only. The 

permeability in the flow direction was determined from experimental pressure 

drop measurements. In the directions transverse to the flow, the permeability is set 

to an arbitrarily small value to ensure one dimensional flow. 

8.6.3 Reaction kinetics 

The reaction kinetics for the packed bed catalyst (Rashig rings) were reported by 

Aube and Sapoundjiev (2000) to be first order with respect to methane, with the 

rate equation: 

( - J W = 1-35 x 105exp l-jT-J Cau (8.16) 

For the palladium catalyst in the monolith support, the rate equation developed 

in Chapter 7 was used. The model parameters found were based on a catalyst 

loading of 80 g/ft3, and to simulate the reaction rate at different catalyst loading, 

the rate was multiplied by the ratio of Pd loading. For example, the rate at 15 g/ft3 

was found by multiplying by the ratio 15/80. Further discussion is given in Chapter 

9. 

8.6.4 Diffusion in the catalyst 

Both the packed bed catalyst and the Pd monolith catalyst will operate in the region 

of pore diffusion limitation. Interparticle diffusion resistance was expected to be 

significant owing to the large size of the catalyst pellets. The diffusion resistance 

was incorporated using an effectiveness factor based on the effective diffusivity in 

the catalyst, as described in Section 7.1.1. 
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The characteristic length of the particles, Lc , is defined as the volume divided 

by the surface area, which for the Rashigs rings used is equal to 1.25 mm. The 

generalized effectiveness factor for an isothermal first order reaction can be defined 

using either a flat plate, sphere or infinite cylinder geometry; all solutions give 

essentially the same answer (Froment and Bischoff, 1990). Here we used the flat 

plate equation: 

tanh ((b) 
q = —y1 (8-17) 

For the palladium monolith, the rate equation was also derived using the first 

order flat plate assumption (see Chapter 7) and the same assumption was also used 

here. 

8.6.5 Transport properties ins ide the reactor 

There are many published works on the transport properties in packed beds and 

monoliths. In this work, those recommended by Hayes and Kolaczkowski (1997) 

and used by Salomons (2003) and Kushwaha (2003) were also used. They are 

summarized in the following. The packed bed radial and axial dispersion coeffi­

cients are calculated using a method cited by Carberry (1976). Define a hydraulic 

diameter for the particle: 

D = ®1 (8.18) 
g(l-e) + l 

where DR is the reactor diameter and DQ is the characteristic particle diameter, 

defined as: 

Dc = 6 j (8.19) 

The characteristic diameter of the Rashigs rings was 7.5 mm. The axial and 

radial Peciet numbers for mass transfer are defined as: 
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(Per)* = ~ ^ (Pe.)m = %&• (8.20) 
>~>r,eff L'a,eff 

The Peclet numbers were calculated using the method of Dixon and Creswell 

(1979). 

1 0.73e 0.5 /0#VIX 

+ 7 7 - ^ T (8-21) (p^n ReSc ( l+!f) 

1 0.1 + ^ (8.22) 
(Per)m • ReSc 

The Reynolds and Schmidt numbers are defined by: 

vsDcPf u 
Re = ±J£L Sc = _ ^ _ (8.23) 

P P/DAB 

In the open sections, the axial and radial dispersion coefficients were calcu­

lated by multiplying the molecular diffusivity by 10 and 100 respectively. These 

terms were selected to approximate the degree of mixing in the open sections, as 

suggested by (Lee and Brodkey, 1964). 

The dispersion coefficient for the monolith channels is calculated using Taylor-

Aris dispersion (Taylor, 1953; Aris, 1956), as discussed in Chapter 7 for the single 

channel model. 

The effective radial and axial thermal conductivity of the fluid krf,eff and kaf,eff, 

in the packed bed were calculated from the Peclet number for heat transfer. 

v^DcPfCpf , , VgDcpfCpf 
(Pe.)m = ' f (Per)m = . m Ff (8.24) 

K-ajfiff Krf,eff 

The axial and radial fluid phase Peclet numbers were calculated using the 

method of Dixon and Creswell (1979), as given by Equations 8.21 and 8.22, with 

the Schmidt number replaced by the Prandtl number, where: 

Pr=-^- (8.25) 
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The packed bed the model of Dixon and Creswell (1979) was used to calculate 

the effective thermal conductivity of the solid, which is the same in both axial and 

radial directions. 

k(ts,eff = kar,eff = J. 
(M) 

I"?* 

ti, { k \ B + l B - 1 
rln 

( i -4) J w 2 (>-»*); 
(8.26) 

where: 

B = 1.2 ( J = 1.15 (8.27) 

The effective thermal conductivity of the monolith solid is a function of the 

porosity in the axial direction and a function of the monolith structure in the radial 

direction, thus: 

hvff = h (1 - e) and keSieff = ksG (8.28) 

The factor G accounts for the structure of the monolith in the radial direction. A 

value of 0.2 was used, based on the results of numerical simulations (unpublished 

work of Hayes, (2002)). 

The effective axial thermal diffusivity of the fluid in the monolith was calculated 

by analogy to Taylor-Aris dispersion, again as discussed in Chapter 7. 

Heat and mass transfer coefficients were required for both monolith and packed 

bed sections. The rate of heat and mass transfer depends on the fluid/solid inter-

facial area. The ratio of area to volume for a packed bed is given by Bird et al. 

(2001): 

: - 6J^ (8.29) 

The area to volume ratio for a monolith is calculated using the fractional open 

frontal area, or porosity, of the monolith structure and the hydraulic diameter of 

the channels. 
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av = ^- (8.30) 

The mass transfer coefficient depends on the Reynolds and Schmidt numbers, 

and the heat transfer coefficient on the Reynolds and Prandtl numbers. For a 

packed bed, the Reynolds number and Prandtl numbers are given by Equation 

8.23, and the Schmidt number is: 

Sc = - £ - (8.31) 
PfL>AB 

The Sherwood number was computed using the correlation of Wakao and 

Kaguei (1982). 

Sh = % ^ = 2 + l.lSc^Re06 (8.32) 
DAB 

The Nusselt number is: 

Nu = ^ = 2 + l.lPr^Re06 (8.33) 

The flow in the monolith channel was laminar and entrance effects are not 

significant because of the length of the monoliths used. For inert monoliths with 

square channels, the asymptotic value for the Nusselt number of 2.977 was used. 

For reactive monoliths, the value was calculated using the method described in 

Chapter 7. 

8.6.6 Auxiliary equations 

The fluid can be approximated as an ideal gas with mass and molar densities of: 

MP P 

"-jji " d c = v > <a34) 

The heat capacity of each gas species was described by a third-order polynomial 

function of temperature given by Hayes and Kolaczkowski (1997). The thermal 
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conductivity and viscosity of the fluid were functions of temperature. Functions 

were fit to the values for air using data from Incropera and DeWitt (1996). The 

thermal conductivity is: 

kf = 0.01679 + 5.073 x Kr57) (8.35) 

The viscosity is: 

H = 7.701 x 10~6 + 4.166 x \0~*Tf - 7.531 x 10~12T2 (8.36) 

The enthalpy of the reaction in kj/mol is (Hayes and Kolaczkowski, 1997): 

(AHR)CH4 = -806.9+1.586 x 10-2T-8.485x 10-6T2-3.963 x KT9r3+2.16 x lO"12!4 

(8.37) 

8.6.7 Boundary and initial conditions 

The radial boundary conditions were based on axial symmetry, and therefore all 

fluxes were zero at the centreline. The molar flux is zero at the impermeable walls. 

At the external surface of the reactor (outside of the insulation), heat transfer occurs 

by radiation and natural convection, although radiation was found to be negligible. 

The external heat transfer coefficient was assigned a value of 3 W/(m2K), and was 

estimated from a natural convection correlation (Incropera and Dewwit, 1996). 

The axial boundary conditions were zero flux conditions for fluid phase mole 

and energy balances at the reactor outlet, and also for the inlet and outlet for 

the solid phase energy balance. For the inlet conditions, conditions of constant 

temperature and concentration were imposed for the fluid phase equations. 
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Figure 8.4: Diagram of the pilot scale CFRR at CTEC Varennes showing the 

configuration used by Salomons (2004). The catalyst was a packed bed and the inert 

sections were monoliths. The letters indicate thermocouple locations. Kushwaha 

(2003) used the same reactor and included different inert materials in her study. 

Diagram from Salomons (2003). 
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mpty section 

Catalyst section 

Inert section 

Figure 8.5: Two dimensional axi-symmetrical model for the CFRR used in the 

parameter study, (a) shows the sub-domains in the model and (b) shows a fi­

nite element mesh of the domains generated in COMSOL Multiphysics modelling 

package. 
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The initial conditions were imposed temperature profiles for the solid and fluid. 

8.6.8 Solution methodology 

The model described in Salomons (2003), was solved using the finite element 

method in a Fortran code which was based on software developed in the catalytic 

combustion group at the University of Alberta. Since that work was reported, the 

commercial software tool COMSOL Multiphysics has become available as a useful 

tool. COMSOL Multiphysics uses the finite element method to solve engineering 

problems. It facilitates all steps in the modelling process from defining the ge­

ometry, specifying physics, meshing, solving and then post-processing the results. 

It can be easily interfaced to Matlab, for a user friendly modelling environment. 

For this project, the model of Salomons (2003), as summarized in the preceding 

sections, was implemented in a COMSOL environment. The model was developed 

in collaboration with Fuxman (2008), who used the model in the development and 

evaluation of control strategies for the CFRR. The COMSOL Multiphysics model 

was compared to the code of Salomons (2003) by Fuxman (2008) and found to give 

the same results. 

In COMSOL Multiphysics it is easy to divide the overall domain into computa­

tional sub-domains, each of which can be assigned different properties. Further, the 

conservation equations to be solved in each sub-domain can be easily selected. The 

CFRR domain was sub-divided into different sub-domains depending on whether 

or not the sections contained a solid phase or not. Unstructured meshes were used 

in the solution, with a typical (coarse) mesh shown in Figure 8.5. In use, the mesh 

was refined until the solution obtained did not change. 

8.7 Summary 

This chapter has presented an overview of the catalytic flow reversal reactor and 

the development of a model for its study. In the next chapter, the model will be 

used to perform a parametric study of the reactor. 
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Chapter 

Parametric studies of the CFRR for lean 

methane combustion 

9.1 Introduction 

The catalytic flow reversal reactor (CFRR) was introduced in Chapter 8 as a poten­

tially effective means for the destruction of lean methane. The CFRR has shown 

great promise for combustion of lean methane mixtures at ambient temperature. 

The technology has been successfully tested in underground coal mine applica­

tions, and has potential to be used in the oil and natural gas sector. However, 

outstanding issues to be resolved include optimisation of reactor design and de­

velopment of robust control strategies. Control strategy was the subject of Fuxman 

(2008), and in this work a parametric study was performed to illustrate some 

of the critical operating parameters of the system. Numerical experiments were 

conducted to examine the effects of operating parameters, catalyst type, catalyst 

activity, reaction kinetics, equipment parameter and properties. The choice of cat­

alyst was investigated, and the new palladium catalyst at different activity levels 

was compared to the existing non-noble metal catalyst. Higher catalyst activity 

affect the conversion and selectivity, and hence improve the reactor temperature in 

the positive way. However, excessive catalyst temperature can lead to deactivation 

and other harmful effects. 
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9.2 Energy extraction and reactor optimisation 

CFRR operation is more complicated than standard chemical reactors, conse­

quently, increasing conversion or selectivity can not be accomplished simply by 

increasing the reactor size or the amount of catalyst in the reactor. There are a num­

ber of concerns when developing CFRR units for practical use. A major concern 

is the scale-up or scale-down of these units. In particular, the performance change 

that can occur as the reactor diameter increases, leading to a diminution of the wall 

effect, has not been thoroughly explored. Many of the earlier modelling studies 

performed on CFRR used ID models, which ignore the wall effects, including the 

effects of insulation. For large diameter reactors, such as those envisaged for coal 

mine vent gas operation, this may be a reasonable approximation. However, the 

current interest is the installation of smaller units in natural gas compressor sta­

tions, and it is expected that wall effects will be much more important in units of 

this size (diameter less than one meter). Hevia et al. (2006) showed that for bench 

to medium reactor sizes, the effect of the reactor wall in heat transfer phenomena 

is important. Therefore, the effects of various operating parameters on these rela­

tively small reactors needs to be examined and analysed. The optimal operation of 

catalytic reactor needs a good compromise between pressure drop, flow uniformity, 

catalyst activity and stability. The monolith catalyst has shown the possibility of 

achieving this goal. Studies done by Salomons (2003) and Kushwaha (2003) used 

the CANMET CFRR, (see Chapter 8), with the packed bed catalyst. The detailed 

composition of the non-noble metal catalyst was not disclosed. To reduce pressure 

drop, increase catalyst activity and improve flow uniformity in this system, it is 

desirable to study the effect of using a monolith catalyst in comparison with a 

packed bed catalyst. The monolith catalyst is deposited in a thin washcoat film on 

the surface of a ceramic support, thence there is possibility of increasing the catalyst 

active area and hence improve catalyst activities as well as reactor performance. 

For methane combustion, Pd catalysts can have higher activity compared to non-

noble metal catalyst, which makes it possible to work at lower temperature and 

leaner concentration (that may mean less energy requirement at start up). On the 
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other hand a Pd catalyst has inferior thermal stability and thus potentially limits 

the maximum temperature to be attained in the CFRR. A commercial Pd monolith 

catalyst developed by Umicore AG, Germany and discussed in Chapter 6 and 7 

was used in this work. 

As noted in the introduction, factors which cause stability problems to CFRR are 

directly related to changes of design parameters (bed length, cycle period, prop­

erties of reactor materials, fraction of inert materials, properties of inert materials), 

operating parameters ( inlet concentration, flow rate, heat loss, heat extraction), 

catalyst activities and thermal stability. It is important to identify limits of their 

influence on CFRR performance and operational stability. In this chapter, the 

sensitivity of reactor performance due to varying the factors stated above will be 

analysed and studied numerically. Catalytic combustion of typical lean methane 

mixtures from fugitive emissions in the natural gas subsector, on non-noble metal 

catalyst in a packed bed and on a commercial Pd monolith catalyst will be consid­

ered. 

Although catalytic combustion is carried out at lower temperature than homo­

geneous combustion, the reaction temperature is still high enough that it may be 

possible to extract energy from the system. As discussed in Chapter 8, the CFRR 

develops a stationary state in which the reactor temperature profile has a maximum 

value near the centre of the reactor, which slowly oscillates as the feed is switched 

between the two ends of the reactor. Because the temperature in the centre of the 

reactor can exceed by many times the adiabatic temperature rise, energy can be 

extracted from the centre both as a means of controlling the reactor operation and 

as a source of useful energy. Ideally, one would like to maximize the temperature 

in the reactor, both to maximize conversion with minimum catalyst requirement, 

as well as to maximize the extraction of useful energy. The stored energy and re­

actor temperature depend on reactor geometry, catalyst activity, thermal stability, 

thermal properties of internals and reaction parameters. Manipulation and clear 

understanding of these factors and their effects are beneficial in realizing maximum 

generation as well as utilization of energy released during the exothermic reaction 

(Litto et al., 2006). 
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The heat removed from the reactor may be used for tasks such as heating a 

building or driving a small turbine. Combating fugitive emissions in facilities 

usually means the addition of operating and capital cost, but with the possibility 

of heat removal from the reactor there is the chance of an economic payback. 

9.3 Parametric study of CFRR 

One of the key advantages of a computer model is that it may be used to explore 

the effects of changing parameters individually. Further, long time experiments 

can be performed which would be too expensive or time consuming to perform in 

the pilot or full scale experimental system. 

In this work the computer model described in Chapter 8 was used to explore 

the influence of operating parameters, as a precursor step in the development of 

optimization and control strategies. From numerous previous experimental and 

modelling work, a number of variables are known to be important for proper oper­

ation. These include the thermal stability, design parameters, operating parameters 

and catalyst activities. Results showing trends due to variation of these parameters 

are presented and discussed. 

9.3.1 Comparison of catalyst activity 

As discussed earlier, the 200 mm ID pilot scale CFRR at CANMET Varennes has 

been extensively studied by Salomons (2003) and Kushwaha (2003). A significant 

amount of information was obtained in those studies, however, all of that work used 

the packed bed catalyst in the form of Rashigs rings. Their works demonstrated the 

advantages of using monolith inert materials in giving a lower pressure drop. A 

key purpose of the current work was to study the influence of replacing the packed 

bed catalyst with a commercial Pd monolith catalyst. The advantage of using 

monolith internals to give low pressure drop has been demonstrated, but the effects 

of changing the activity have not. For comparison purposes, a base case scenario 

was defined based on the current CFRR with non-noble metal catalyst in a packed 
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bed and the ceramic monolith in the inert sections, which is the configuration used 

by Salomons (2003). 

The model studies for the packed bed catalyst used the rate expression given in 

Chapter 8, with the rate based on catalyst volume: 

/ •„ x - ^ /—6543\ „ mol ,„„, 
(-RCHJ = 1.35xl05exp - — - CCH4 - 5 - (9.1) 

\ 1 ) nVs 

For the palladium catalyst in the monolith support, the rate equation developed 

in Chapter 7 was used, where the rate is expressed in terms of washcoat volume. 

/ p x KCCH4 mol 

{-RCHJ = -2 — r (9.2) 

(1 f KCcK + K2CC02 + K3CHlof m 3 s 

The parameters from Model Bl were used. These model parameters found 

were based on a catalyst loading of 80 g/ft3. There are five commercially available 

loadings for this catalyst, varying from 15 to 150 g/ft3, with 80 being the middle 

loading. To simulate the catalyst activity at different loadings of Pd, the rate was 

assumed to be linearly proportional to the Pd content. Thus, for example, to obtain 

the rate at 15 g/ft3, the rate at 80 was multiplied by the ratio 15/80. Liu et al. (2001a) 

showed that this approximation is reasonable. In this work, Pd loadings of 15, 

80 and 150 g/ft3 were compared, which represent the lowest, middle and highest 

loadings. 

A base case scenario was defined based on the CFRR configuration of Salomons 

(2003) with a non-noble metal catalyst in a packed bed and the ceramic monolith 

in the inert sections. The base case superficial velocity at STP was 0.21 m/s and 

the cycle time was 1000 s (switch time 500 s). The methane concentration was 0.5 

% on volume basis. An arbitrary temperature profile was imposed as the initial 

condition. 

The progression of the centreline axial temperature profile as a function of the 

number of cycles is shown in Figure 9.1. 

The temperature profile observed in this simulation is typical of the operation 

of the CFRR. The initially imposed temperature is sufficient to initiate the reaction. 
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Figure 9.1: Centerline axial temperature profile for the base case with packed bed 

catalyst. The temperature continues to increase with each cycle, and a stationary 

state was approached. 

The energy lost through the reactor walls and the exiting fluid is lower than the 

thermal energy generated by the combustion reaction, and the temperature in the 

reactor increases. After about sixty cycles it is seen that a stationary state is nearly 

reached, where the energy loss and generation are in balance. 

The first test of the monolith reactor was made using a reaction section of the 

same length as the packed bed section. As noted above, three Pd loadings were 

tested. After having tested these three loadings, it was observed that the reactor 

response was essentially the same for all three catalyst activities. For example, 

Figure 9.2 shows the axial temperature profile achieved after 60 cycles for the three 

Pd loadings, with the packed bed result included for comparison purposes. It is 

seen that the profile for the three monolith catalysts are the same. Therefore, all 

further work was done using the lowest Pd loading, 15 g/ft3. Figure 9.3 shows the 

evolution of the axial temperature profile for this catalyst loading. 
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Axial distance along reactor, m 

Figure 9.2: Centerline axial temperature profile at the end of 60t/! forward cycle, 

comparing packed bed and Pd monolith catalyst. 

0.0 0.5 1.0 1.5 2.0 2.5 
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Figure 9.3: Centerline axial temperature profile progression for reactor with Pd 

monolith catalyst with loading at 15 g/ft3 . 
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Figure 9.4 shows the evolution of the axial methane concentration profile with 

the cycle number. It is seen that at the initial conditions, most of the conversion in 

the packed bed occurs in the first encountered catalyst bed, with some additional 

conversion in the second bed. At the initial condition, there is some unreacted 

methane leaving the reactor, although as the temperature rises the conversion 

becomes complete. However, even at the stationary state value the second bed is 

required to obtain 100 % conversion. In contrast, the Pd catalyst shows a much 

higher activity, and even at the imposed initial condition 100 % conversion is 

achieved in the first monolith. Indeed, only a very short length of active reaction 

section is needed, and most of the catalyst is not utilized. 

Both starting from the same arbitrary temperature profile, the packed bed cat­

alyst had attained a higher fluid temperature in the central part of the reactor than 
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Figure 9.4: Methane concentration variation along length of reactor at centerline, 

comparing between the packed bed and Pd monolith catalyst activity. 
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Pd monolith reactor. At the same time, the Pd catalyst loses more energy in its 

effluent stream, as its fluid outlet temperature appears to be slightly higher, see 

Figure 9.2. Though complete combustion was achieved in the Pd monolith catalyst, 

more of the heat generated was lost by the outlet stream compared to the packed 

bed. Figures 9.5 and 9.6 show the radial temperature profile near the reaction 

zone during a forward and reverse operation respectively, for both packed bed and 

monolith reactors. For the Pd monolith, the radial temperature was taken at 1.05 

m and 1.85 m positions, for forward and reverse flow respectively. In the packed 

bed the positions were 0.82 and 1.85 m for forward and reverse flow respectively. 

Radial temperature in the packed bed was raising fast compared to that in the 

monolith reactor and its walls appeared to be slightly hotter, while the monolith's 

radial temperature profile was almost flat. 

Figure 9.4 shows that the Pd monolith catalyst is more active than the non-

noble metal packed bed catalyst. Even with the lowest catalyst loading, the Pd 

monolith catalyst can achieve complete conversion of methane and only needs a 

small fraction of reactor length to accomplish the task. Thus, in further analysis 

only the minimum loading of 15 g ft-3 for Pd monolith catalyst was considered in 

the new CFRR setup. Because only a short length of active catalyst section was seen 

to be needed, further simulations were performed using a modified catalyst section 

of the reactor. The original catalyst section was 40 cm long on each side of U-bend. 

In the new setup, each catalyst section in the reactor was divided into two equal 

lengths of 20 cm to each section. One of the 20 cm sections was replaced with inert 

monolith. Tests were performed on two configurations. In the first configuration, 

called PI, the catalyst sections were far from U-bend, see Figure 9.7 a. In the other 

configuration, called P2, catalyst sections were close to U-bend, as shown in Figure 

9.7 b. 

With the new CFRR configurations PI and P2, the performance of the reactor 

was evaluated and compared to the packed bed catalyst. Figures 9.8 to 9.10 compare 

the performance of the new setup of CFRR using the Pd monolith catalyst to the old 

CFRR setup with non-noble metal packed bed catalyst. The Pd monolith still shows 

higher activity and utilizes just a small fraction of reactor length at the entrance 
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comparing packed bed and Pd monolith catalyst. 
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Figure 9.7: Symmetrical model of new proposed CFRR reactor to be used with Pd 

Monolith catalyst. Position PI and P2 are possible position for catalyst. 
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point for complete reaction. Moreover, Figure 9.10 shows that the new CFRR 

setup has improved the temperature profile in the reactor, especially when the Pd 

monolith catalyst was inserted at position P2, near the U-bend. This configuration 

resulted in higher temperatures than those obtained from the packed bed catalyst, 

also the temperature profile became more narrow. When the Pd monolith catalyst 

was inserted into position PI, away from the U-bend, the temperature was lower 

than Pd monolith catalyst in position P2 and almost the same as the packed bed 

temperature profile in magnitude and shape except it became wider, see Figures 

9.9 and 9.10. Figure 9.8 shows that almost complete conversion of methane can be 

realized independent of the catalyst location in the new CFRR setup and still only 

a small fraction of length of the active reactor section was used, as illustrated in 

Figure 9.11. In the Pd monolith, the reaction is localized at a point of active reactor 

zone entrance, while in the packed bed reactor the reaction is distributed along 

the whole length of the two catalyst section, when flow is in either direction, see 

Figure 9.11. For the new CFRR configuration, inserting the Pd monolith catalyst 

into position P2 is shown to result in higher temperature in the middle of the reactor 

and it is ideal for energy 
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Figure 9.8: Methane concentration variation along centerline of reactor, comparing 

catalyst activity in the packed bed and new Pd monolith catalyst configuration. 
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Figure 9.9: Temperature profile along centerline at end of 5th half cycle, comparing 

a packed bed and new Pd monolith configuration. 
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Figure 9.11: Surface plot of methane concentration showing the length of reactor 

zone used for reaction, left side is packed bed and right side is Pd monolith at P2. 

Red indicates high methane concentration and blue for zero concentration. 
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withdrawn, thus it has been recommended to have the Pd monolith at this position 

and all the following analysis is based on it. Figures 9.12 and 9.13 show surface 

plots of fluid temperatures for the packed bed and Pd monolith P2 respectively. 

9.3.2 Velocity and switch time 

The switch time is one of the key variables that can be used to control reactor 

operation. The best switch time will depend to an extent on the superficial gas 

velocity, which in turn may be related to the feed concentration. Velocity affects 

the residence time in the reactor, and hence affects the conversion. At low velocity 

there is decreased methane fed to reactor. The combination of velocity and switch 

time also determines the movement of the axial temperature profile. Increasing 

the velocity increases the flowrate and may diminish the contact time, which may 

lead to extinction of the reaction. A larger fluid residence time may lead to lower 

temperature and reaction extinction as well. The next set of results shows the 

effects of changing both the velocity and switch time such that the product of 

velocity and switch time is a constant. Figure 9.14 and 9.15 show the centreline 

axial temperature profiles after 60 cycles for a wide range of velocity and switch time 

combinations for the case of the Pd monolith and packed bed reactor respectively. 

When the superficial velocity is very low or very high, the reactor does not achieve 

the practical maximum temperature. Indeed, it was observed that for the lowest 

velocity of 0.1 m/s, the reactor reached a maximum temperature of about 800 K and 

900 K in the packed bed and Pd monolith P2 respectively. Increasing the superficial 

velocity leads to a higher reactor temperature, provided that full conversion of the 

feed methane is obtained. It was observed that in the packed bed after 0.7 m/s, 

further superficial velocity increases resulted in incomplete conversion, and as a 

result the temperature begins to fall. Figure 9.17 illustrates that when the superficial 

velocity was increased to 2.0 m/s the methane conversion in the packed bed reactor 

was negligible. For the case of Pd monolith P2 catalyst, Figure 9.14 shows that it can 

sustain higher superficial velocity without any significant decrease in temperature, 

contrary to the packed bed behaviour, but above 1 m/s the temperature 
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of velocity and switch time on packed bed reactor. 
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started to drop. Figure 9.16 show that still high conversion can be achieved in 

the Pd monolith catalyst with higher superficial velocity. Achieving complete 

conversion is the goal, but reactor temperature raising above 1000 K is against 

thermal stability of the catalyst, although heat extraction can be used to control 

the temperature, particularly for the palladium catalyst. Thus the CFRR with Pd 

catalyst can either operate at lower superficial velocity which also can achieve 

complete combustion, as shown in Figure 9.16 that when superficial velocity below 

0.7 m/s is used the complete combustion is guaranteed, or at moderate superficial 

velocity with short switch time. 

Changing the switch time alone at a constant velocity will result in more move­

ment of the temperature front in the reactor. The effect is shown in Figure 9.18 for 

a range of cycle times, at a constant superficial velocity of 0.21 m/s. Longer cycle 

times lead to higher outlet temperatures, and thus energy loss from the system. 

Ultimately, longer switch times will lead to extinction of the reaction. With short 

switch time, the fluid stream was leaving the reactor at relatively lower temperature 

and most of the heat was retained in the reactor, as shown in Figure 9.18. 

Figure 9.18: Centerline temperature profile at end of cycle 60 for different cycle 

time, in Pd monolith. The larger cycle time shows more motion of the profile. 
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Axial distance along reactor, m 

Figure 9.19: Center line temperature profile at the mid-point for operation using 

superficial velocity of 0.1 m/s and switch time of 1050 s, in pd monolith. Stationary 

state was attained after 12 cycles. 

With lower superficial velocity, the stationary state can be attained in shorter 

time, and at low superficial velocity there is decreased amounts of methane fed to 

the reactor. For example, Figure 9.19 shows that with the lower superficial velocity 

of 0.1 m/s in the Pd monolith P2 the stationary state was reached after fewer than 

15 cycles. Figure 9.20 shows that with higher superficial velocity, the stationary 

state is even not been approached after more than 59 cycles of operation. At the 

same time Figures 9.19 and 9.20 show that the higher superficial velocity case left 

the reactor at higher temperature, meaning a loss of useful energy. Though the 

higher temperature made it possible to attain the highest temperature compared 

to low superficial velocity case, in a practical point of view that may create another 

big problem on catalyst thermal stability. A heat extraction strategy can be used to 

control the higher reactor temperature to produce useful energy. 
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Axial distance along reactor, m 

Figure 9.20: Centerline temperature profile at the mid-point or operation using 

superficial velocity of 0.7 m/s and switch time of 150 s, in Pd monolith. The 

stationary state was not attained even with 60 cycles. 

9.3.3 Thermal properties 

Heat transfer phenomena is an important factor influencing the stability of the 

CFRR operation. Therefore, material thermal properties of inert, reactor and cat­

alyst are determining factors for operational stability and the amount of energy 

to be withdrawn from the system for external use. In this section the extent and 

limitation of material thermal properties was investigated as follows. 

Catalyst thermal stability: The thermal stability of catalyst was discussed in 

Chapters 6 and 8. For this work the focus is a palladium catalyst and its operational 

limitation is around 1000 K. In that case the operation of CFRR should operate below 

this limiting temperature otherwise the catalyst will be damaged. 

Thermal mass: In the earlier experimental investigations by Kushwaha et al. 

(2004; 2005), it was found that the higher thermal mass (product of density and 
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Axial distance along reactor, m 

Figure 9.21: The centerline axial temperature profile at the end of cycle 60 (forward) 

for different thermal mass. For packed bed, the highest temperature and the least 

movement are seen with the highest thermal mass. 

Axial distance along reactor, m 

Figure 9.22: The centerline axial temperature profile at the end of cycle 60 (reverse) 

for different thermal mass. For packed bed, the highest temperature and the least 

movement are seen with the highest thermal mass. 
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Figure 9.23: The centerline axial temperature profile at the end of cycle 60 (forward) 

for different thermal mass. For Pd monolith P2, the highest temperature and the 

least movement are seen with the highest thermal mass. 
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Figure 9.24: The centerline axial temperature profile at the end of cycle 60 (reverse) 

for different thermal mass. For Pd monolith P2, the stable temperature and the 

least movement are seen with the highest thermal mass. 
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heat capacity) inert sections gave less movement in the axial temperature profiles 

for a given cycle time. This observation is consistent with intuition; however, in 

the experimental runs it was not possible to change only a single variable. In this 

work thermal mass comparison for the axial temperature profiles obtained after 60 

full cycles with different thermal mass only was done. It should be pointed out 

that a stationary state was not achieved at 60 cycles. Indeed, for these conditions, 

the stationary state occurs at a temperature higher than the safe operating region 

for the system. For a series of experiments, the thermal mass was set to a given 

percentage of the base case. Figure 9.21 shows the centerline axial temperature 

profiles obtained in the middle and at the end of cycle 60. It is clear that the highest 

temperatures are achieved with the highest thermal mass. This result is in line 

with expectations. It is evident that for low thermal mass, the outlet temperature 

of the gas increases, resulting in energy loss from the system, and hence a lower 

temperature. Further, the movement of the temperature wave during a cycle is the 

lowest with the highest thermal mass. It is clear that this variable is one of the most 

important, from a standpoint of reactor stability. 

Thermal conductivity: The other principal thermal property is the thermal 

conductivity of the solid. The key effect of an increase in thermal conductivity is 

to increase the rate of heat transport through the solid phase. This effect could 

theoretically be beneficial in smoothing temperature gradients. It was noted by 

Kushwaha (2003) that metal monoliths gave quite different behaviour compared to 

ceramic ones, although as stated above, this difference could be caused by a number 

of property changes. It has been pointed out that in the flow direction in a monolith 

the solid thermal conductivity plays a minor role in axial transport. Figure 9.25 

shows the result after 60 cycles of changing only the thermal conductivity over a 

wide range. It appears that the lower thermal conductivity gives a slightly higher 

centerline temperature, although overall the effect is not that large. The main 

effect is to promote increased radial conduction, which is the result of heat transfer 

into the insulation section. These results indicate that the role of the thermal 

conductivity, within physically attainable bounds, should not be that significant. 
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Axial distance along reactor, m 

Figure 9.25: Centerline axial temperature profile for different thermal conductivities 

at the end of cycle 60. The effect is relatively minor in a packed bed. 

Axial distance along reactor, m 

Figure 9.26: Centerline axial temperature profile for different thermal conductivities 

at the end of cycle 60. For reactor with Pd monolith P2, the effect is relatively minor. 
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This is especially important as a contribution to controlling heat transfer effects to 

and from the insulation. 

Wall materials: Wall material, in particular its heat transfer phenomena, can 

not be neglected for smaller diameter reactors. This work analysed the effect of 

changing thermal capacities of reactor wall materials. Figure 9.27 shows that as 

thermal heat capacities of the wall decreases the fluid heat increases. 

Figure 9.27: Axial temperature profiles after 60 cycles at varying values of wall 

thermal capacity, in reactor with Pd monolith P2. 
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9.3.4 Reactor geometry 

Possibly the most important variable from a scale up standpoint is the effect of 

reactor geometry. Two important geometrical effects were considered; insulation 

thickness and reactor diameter. 

Insulation thickness: It has previously been noted by Salomons et al. (2004; 

2003) and Kushwaha et al. (2004; 2005), that the insulation plays a significant role 

in the reactor operation. The insulation adds thermal mass to the system, and 

during operation energy is transferred to and from the insulation. The effect of the 

insulation can be shown independently by adjusting the insulation thickness from 

0.28 m insulation thickness as a base case. Figure 9.29 and 9.28 show the result 

of increasing the insulation thickness from 50 mm to 1000 mm in catalytic flow 

reversal reactor of reactor diameter of 200 mm, for packed bed and Pd monolith 

reactors respectively. For a thickness larger than 20 cm, no significant difference 

in the temperature profile was observed using the base case operating conditions. 

The thickness beyond which no change is observed is related ultimately to the 

heat transfer rate and the thermal properties of the insulation, which, in terms of 

a transient heat transfer analysis, are determined by the values of the Biot number 

and Fourier modulus. 

Methane conversion in the Pd monolith was not affected by insulation thick­

ness but with small thickness of insulation more heat energy will be lost to the 

surroundings thus causing the temperature in the reactor to drop even if complete 

combustion can be achieved. In the packed bed case, conversion and insulation 

thickness are closely related (see Figure 9.30), as mentioned earlier, reaction in the 

packed bed is distributed all over the bed, which is why the packed bed is victim 

to heat loss as heat is generated over the wide area. 
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Figure 9.28: Axial temperature profiles after 60 cycles at various insulation thick­

ness and constant reactor diameter. Above 200 mm thickness the effect is insignifi­

cant. 
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Figure 9.29: Axial temperature profiles after 60 cycles at various insulation thick­

ness and constant reactor diameter. Above 200 mm thickness the effect is insignifi­

cant. 
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Figure 9.30: Axial methane profiles after 60 cycles at various insulation thickness 

and constant reactor diameter. Above 20 cm thickness the effect is insignificant. 

Reactor diameter: Figure 9.31 shows the effect of changing reactor diameter 

using a constant insulation thickness. The axial centerline temperatures after 20 

cycles are higher with larger reactor diameter by a significant amount. This result 

points to a significant wall effect, which is not surprising. As the reactor diameter 

increases, the radial temperature profiles become flatter, and the insulation effect 

diminishes. This in turn leads to higher centerline temperatures. These results 

must be included when scale-up is to be considered. Also it should be pointed out 

that based on estimates of gas flow rate from the applications in the oil and natural 

gas sector, reactor diameters less than one meter can be expected, hence careful 

attention must be paid to the insulation thermal properties and thickness. 
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Figure 9.31: Axial temperature profiles after 60 cycles at various reactor diameter 

in packed bed. 
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Figure 9.32: Axial temperature profiles after 60 cycles at various reactor diameter 

in reactor with Pd monolith P2. 
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9.3.5 Initial condition 

The effect of initial condition on the operation of CFRR is investigated, in this work 

the investigation is limited to the initial temperature and methane concentration 

of the reactor. This investigation will help assess the influence of CFRR start-up 

on its operation. The results, see Figures 9.33 and 9.34, show that the initial tem­

perature profile has little effect on the reactor operation. The trend of temperature 

progression in the reactor is independent of the initial temperature profile used, 

but the higher the initial temperature makes it quicker for the reactor temperature 

to attain the maximum temperature. Starting with any arbitrary profile, the final 

centreline profile looks the same.lt is sufficient that the initial profile can start the 

ignition in the reactor. The results shown are for the Pd monolith P2, but also the 

packed bed showed the same general trend. 

r i i i i I i i i > I i i i i i i i i i I i i i i I i t i 

Figure 9.33: Axial temperature profiles progression starting from arbitrary initial 

temperature profile in reactor with Pd monolith P2.. 
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Sec. 9.4 Discussion 
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Axial distance along reactor, m 

Figure 9.34: Axial temperature profiles progression starting from arbitrary initial 

temperature profile, in reactor with Pd monolith P2. 

9.4 Discussion 

It has been observed that systems such as the CFRR demonstrate intricate dynamic 

behaviour, with a complex inter-relationship among the operating and design vari­

ables. Development of optimization and control strategies must take such rela­

tionships into account, and a certain amount of customization towards a particular 

application is expected. The primary scaling parameter being the reactor diameter, 

special care must be paid to this variable. For large units, such as those used in coal 

mine applications, it is expected that the wall effects will be minimal; however, for 

smaller units in other applications, the two dimensional behaviour of the reactor 

cannot be ignored. Reactor wall and inert materials can influence reactor perfor­

mance and thus determine the reactor stability in terms of general operation and 

scaling up of the reactor. Thermal properties of the reactor wall and inert materials 

have a particular major part to play. Velocity and switch time should be selected 

carefully, since their influence in reactor dynamics are very important. 
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Chapter 

Conclusions and recommendations 

Global wanning is one of the most important environmental issues and poses 

exceptional challenges to the global environmental community. Scientists have 

suggested that global warming causes serious global climate changes and will 

have a great impact on human well being, and further suggested that human 

related activities are one of the main driving factors in global warming. It is a well 

known fact that atmospheric GHG have grown significantly since pre-industrial-

times. These trends are largely attributed to human activities and mostly the usage 

of fossil fuel; the current, main challenge is to find and implement best available 

technologies and practices to minimize the GHG emission and possibly create an 

added value in the process. 

The work presented focuses primarily on development of a suitable mitigation 

method for fugitive methane emissions occurring in the oil and natural gas sector. 

It was suggested that catalytic combustion is a suitable option to be used to combat 

this kind of emissions. CFRR technology was recommended to utilize the capability 

of this technology, in which a lean mixture of methane in atmospheric air (which is 

the main characteristic of fugitive methane emission) can be oxidized without need 

of an auxiliary fuel. There is also the possibility of tapping energy generated in 

the reactor which can offset energy demands required within the facility. To arrive 

to the solution this study was conducted in three major stages, which are: fugitive 

emissions capture,evaluation of catalyst activity and CFRR reactor analysis. The 

334 

10 



Sec. 10.1 Conclusion 

main observation, results and conclusions of each stage are summarized in the 

following sections. 

10.1 Conclusion 

10.1.1 Fugitive emission capture 

Fugitive methane emissions in the oil and natural gas sector are a major contributor 

to GHG emissions. At the same time, they are potentially much easier to reduce 

or eliminate than other GHG such as carbon dioxide, which is very expensive to 

capture and sequester using current technology. Fugitive emissions in natural gas 

compressor stations can potentially be collected using the building itself. Possi­

bly the most important variable that affects the capture rate is the opening of the 

large doors. The large doors are often opened in the summer to keep the building 

cool. Using controlled extraction rates, typical emission rates can lead to an accept­

able feed for a reverse flow catalytic reactor. This effluent can also be potentially 

combined with instrument vent streams, or the engine exhaust stream (which also 

contains significant methane and carbon monoxide), to increase the reduction of 

GHG emissions. 

10.1.2 Catalytic activity 

Important experimental observations from the catalytic combustion experiments 

using the commercial palladium based catalysts are: Existence of hysteresis: Hys­

teresis was observed across the range of methane concentration used, also with dif­

ferent levels of oxygen concentrations. Even with the presence of carbon monoxide, 

carbon dioxide and hydrogen the hysteresis behaviour persisted, but the presence 

of water seems to eliminate the occurrence of hysteresis behaviour as well as it 

inhibit the reaction rate. 

Pretreatment: Pretreating the catalysts with reducing media (in this case 7% 

H2 was used) promotes the reaction rate. The experimental results showed that 

pretreated cases were more active than non-pretreated cases. Another observation 
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on pretreatment is that the concentration of oxygen seems to influence the effect of 

pretreatment. As oxygen concentration increases, the difference in activity between 

pretreated and non-pretreated cases tends to dissappear and this can be a sign of 

elimination of pretreatment effect at higher oxygen concentration. After some time 

of operation, the benefit of pretreatment disappears. 

Reaction inhibition: Two types of inhibition were observed in the experiments; 

the first one is the self inhibition of methane itself. The experimental results showed 

that as methane concentration increases, the reaction rate decreases and requires a 

higher temperature to achieve complete combustion. The second type of inhibition 

is due to impurities in the feed or reaction products. Particularly, water showed a 

strong inhibition effect. 

Surface Reaction Mechanism: Observations of hysteresis behaviour signify 

that the surface reaction mechanism is non-linear and complex. Using a detailed 

multi-step surface mechanism is the best way to capture the real chemistry and 

physics of surface reaction. Many have tried directly to translate the well devel­

oped multi-step mechanism of methane combustion on platinum based catalyst to 

palladium based catalyst. In this work, the platinum based mechanism was used 

to fit the experimental data and proved to be a failure and signifies that what Ls oc­

curring on the palladium surface is quite different from the platinum surface. Thus, 

an independent detailed mechanism for palladium based catalysts is required. An 

empirical model of the LHHW form was able to fit the data successfully. 

10.1.3 Performance of CFRR 

Numerical modelling was used to evaluate the performance of the catalytic flow 

reversal reactor, and several important conclusions were made. 

Catalyst activity: The Pd catalyst was seen to have a much higher activity 

than the non-noble metal catalyst. It was seen that with the Pd catalyst supported 

on a monolith, the position of the catalyst within the reactor had a strong influence 

on the axial temperature profiles. It is suggested that optimal performance is 

achieved when the catalyst is closest to the centre of the reactor. At typical reactor 
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temperatures achieved in the CFRR the reaction is strongly limited by the internal 

mass transfer. 

Operating characteristics: The thickness of the insulation is an important 

parameter affecting the CFRR operation, especially at smaller reactor diameters. 

The insulation adds thermal mass to the system, which provides a heat sink and 

source during operation. The effect is diminished as the reactor diameter increases, 

and overall the wall effects are small at large reactor diameter. 

The combination of velocity and switch time are important, and must be chosen 

with care to ensure complete conversion, the thermal mass of the reactor internals 

also plays an important role in the movement of the temperature profiles in the 

reactor. 

10.2 Recommendation and future work 

The current study has added some new information on the unusual behaviour of 

supported Pd in combustion of methane, fugitive emission capture and CFRR anal­

ysis. Overall the proposed approach for lean methane combustion looks viable, 

and testing should proceed at the pilot scale and field trial. Specifically, the mono­

lith catalyst should be tested on the 200 mm diameter CFRR located in Vareennes. 

This validation is important to verify the results of the modelling studies. Once 

the pilot scale work has been completed, a trial project should be performed on a 

selected compressor station site. 

There were also several interesting phenomena observed during the catalyst 

activity studies. In particular, the inhibition of the reaction by the methane, the 

catalyst activation by hydrogen and the behaviour with hydrogen present in the 

feed are all worthy of investigation. It is also clear that the development of a 

reaction mechanism for methane combustion on Pd needs to be investigated. 
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Appendix 

Single channel model derivation 

This appendix shows the derivation of a one dimensional single channel model for 

a monolith reactor. The single monolith channel is represented as a right circular 

cylinder with a uniform washcoat and substrate thickness. Consider a short section 

of monolith channel, as shown in Figure A.l 

Figure A.l: Section of monolith channel 
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ASingle channel model derivation 

Let 

DH = inside diameter of channel 

DWc = diameter to outside surface of washcoat 

(Washcoat/substrate interface) 

Ds = diameter to outside of substrate 

The cross sectional area of channel, washcoat and substrate are set equal to 

those of the real channel. Consider a small length of channel, Az. The reaction 

occurs in the washcoat volume. The changes in temperature and concentration 

are considered in the axial direction only. Perform a steady state shell balance for 

specie A over the increment AZ: 

- (AcUmCfYAf)z^z - kmamCf (YAf - YAs) = 0 

The symbols represent: 

D; = the dispersion coefficient, which includes the molecular diffusion 

and the effect of laminar flow. 

Ac = cross sectional are of the channel 

Cf = total molar density of the fluid 

U„, = mean velocity of the fluid 

k,„ = mass transfer coefficient , 

a,„ = area for mass transfer 

YAf - mole fraction of A in the fluid, which is the mixing cup value 

Y/is = mole fraction of A at the surface 

Take the limit as Az -> dz and substitute for the two areas: 

5Y/iA 5YAf 4 
- D / C / - ^ ) - U^f-^ ' ofrCf iYAf ~ YAS) = 0 (A.2) 
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ASingle channel model derivation 

The above Equation represent the fluid phase mole balance for species A. The 

equation can be written for each species in the mixture. 

The reaction rate for the washcoat is sometimes written in terms of the wash-

coat/channel interface area, with units of mol/(m2s). With this convention the solid 

phase mole balance for species A is: 

kmamCf (YAf - YAs) = q {-RA)S (A.3) 

The factor 77 is the effectiveness factor that accounts for diffusion resistance in 

the washcoat. 

In this thesis, the reaction rate is written in terms of the washcoat volume, the 

rate of mass transfer balances the rate of reaction, or: 

kmamCf (YAf - YAs) = rj (-RA)V AVW (A.4) 

Here AVW represents the washcoat volume contained in length increment Az, 

which is the volume of the annular washcoat segment 

AVa, = j (D2
WC - D2

H) Az (A.5) 

Recall that 

am — nDHAz (A.6) 

The solid phase mole balance is therefore: 

H <-R*)v = / n 2
4 P H

n 2 ^ C / (y^/ " y * 0 (A.7) 
\UWC UH> 

The volumetric reaction rate is evaluated at the surface concentration, YAs. 

The steady state fluid phase energy balance can also be written as a shell balance: 

K), - (-*^L+M/^/]^- (A.8) 
(pCp) f UmTf] Ac - ham (Tf -Ts)=0 
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ASingle channel model derivation 

Substitute for am and take the limit: 

S ( ^ ) - W ) / U . - ^ - 5 j ( T / - T . ) - 0 (A.9) 

Note that k; is an effective thermal conductivity that corporates the fluid con­

ductivity. 

The solid phase energy balance equation retains the transient term, because the 

solid temperature changes slowly with respect to the gas temperature. The shell 

balance for single reaction is : 

\ u z / z \ UA / z+Az (A 10) 
5T. ' 

+&VW11(-RA)VAHR = AcsAz(pCp)s-^ 

The symbols are: 

k, = thermal conductivity of the solid, which is a combination of washcoat 

and substrate. 

A^ = cross sectional area of the solid, both catalyst and washcoat 

AVa, = Volume of washcoat, as before 

Note that the solid cross sectional area is given as: 

Acs = {D2 - D2
H) £ (A.11) 

Take the limit, perform substitution and simplifications: 

5 ( <5TS\ WHh , , [D2
wc-D

2
H\t 5TS 

(A.12) 
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