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Abstract

This thesis contains three chapters on financidlmacroeconomics.

Chapter 1 is an empirical study on what is referedn the finance
literature as “pairs trading”. Pairs trading invedvsimultaneous trades in two
equity securities that have been identified as dewery highly correlated
historically. The idea is to trade the pairs whieeirt prices diverge from another
and to unwind the trade when their prices (hopgfudbnverge. The contribution
of chapter 1 is to rigorously examine alternatigehhiques for identifying stock
pairs. | consider two main techniques: a “distanapproach and cointegration.
Each of these techniques is evaluated when pagrselected within the same
industry (“restricted pairs”) and when pairs artesed from the broad universe
of stocks (“unrestricted pairs”). The main findinge that unrestricted pairs are
preferred to restricted pairs for the distance aepgn and that restricted pairs
work better for the cointegration approach, esplgcfar the services, financial
and retail trade sectors. In addition, the coirdegn approach yields a higher
excess return than the distance approach. Nevesthahore risk-averse investors
might prefer the distance approach based on mysisaf information ratios for
the two approaches.

Chapter 2 is an empirical study of monetary polityChina. The main
focus is identifying the effectiveness of altermatimonetary instruments in
affecting real economic activity. This chapter eaysl a structural vector
autoregression (SVAR) methodology that is tailot@dpecific characteristics of

the environment faced by Chinese policymakers—ngmelxchange rate



targeting, capital flow restrictions, and steritiva of the buildup of foreign
exchange reserves. Briefly, we find that the moseypply is an effective

monetary instrument while the interest rate is not.

Chapter 3 contains a theoretical model of bank .rufike main
contribution is to show that bank runs—more broaidferpreted as financial
instability—can arise purely from the joint intetian of business cycle
fluctuations and ordinary consumption smoothinghmyseholds. To highlight
this, chapter 3 shows that, in addition to clagsisic-based bank runs, bank runs

can be caused by a decrease in aggregate labonence., a recession.
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Chapter 1:  Stock-Price Pairs Arbitrage

1.1 Introduction

Pairs trading is widely used by hedge funds andstment banks because
of its easy conceptualization. The idea is simfahet two stocks that have similar
price paths; monitor the spread between them; wherspread between them is
large enough, long the loser and short the winmewind the position when the
two stocks converge. The strategy is, however, mormaplicated in practice than
in principle. The biggest practical challenge isidentify pairs. The literature
provides two main approaches to selecting paies:stitcalled distance approach

and the cointegration approach.

The distance approach is based on a conceptuathplesi statistical
method: the co-movement in pairs is measured bstddce”, defined as the sum
of squared differences between two normalized m&sees. In effect, this method
looks for two stocks that have the closest his&bricormalized prices. This
approach is based on the simple rule of “law of pnee” proposed by Ingersoll
(1987), who states that “two investments with tame payoff in every state of
nature must have the same current value.” In p@aceven though prices may
diverge in matched pairs temporarily because ofketainefficiency, arbitrage
should cause the prices to converge. This apprdacmormative, easily
implemented, economics free, and it avoids somesiples mis-specification
problems in regression analysis. A potential probigith this approach is that,
being non-parametric, the strategy lacks forecgspiower in pairs spread. Put
differently, one is never really sure why the statal relation exists, and thus one
cannot be certain when it will end: for every diyemce, one is not sure if it is
because of the market inefficiency or becausedtaionship no longer exists, in

which case the divergence of price paths is perntane

The cointegration approach looks for stocks thateslhe same stochastic
trends, so that a linear combination of the twalstprices is a stationary mean-

reverting time series. One advantage of the coiatey approach is that the
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relation is not based on pure statistical argurrestsnmon stochastic trends
deriving from common fundamentals drive the valfiehe assets. Vidyamurthy
(2004), for example, relates the cointegration rhddethe Arbitrage Pricing

Theory. A problem with this approach is that, beseait is parametric, it may be
prone to errors from mis-specification. These esftiom errors may result in
spurious estimates. Another shortcoming of the tegmation model is that it is
not well suited for automated computer pair matghirsing simple algorithms
because of its increased complexity.

An important question that arises from the pairsemag process is
whether the pairs should be selected from the sseuntors or simply from the
universe of stocks. Stocks in the same sectors may have common factor
exposure, which may increase the likelihood of iflgdmatched pairs. Stocks
from the same sectors may be subject to less emager variance in shocks by

construction, and a close price path may argualaligeneconomic sense for such
Nx(N-1)
T2

the potential matches to stocks within the sametosedhe process is

stocks. FolN stocks

possible pairs need to be compared. If we cart limi

computationally simpler than if we do not limit tiséocks. On the other hand,
selecting pairs from a larger set may yield a bettatch. The best pairs are those
that continuously repeat the process of divergingd aonverging with a high
spread and quick reversal. The literature contiiths work on the topic of pairs
matching source. Most papers either choose sexsiritom all sectors or else
choose industry-restricted pairs. Only three papeee found that discuss this
issue. Gatev, Goetzmann and Rouwenhorst (2006)Camdmins (2010) argue
that no difference exists between the profitabitifyindustry-restricted pairs and
unrestricted pairs. Do and Faff (2010) argue thdustry-restricted pairs are more
profitable than unrestricted pairs. However, aksh papers use the distance
approach, and their trading strategy is predetexdhiso nothing guarantees that

the operating return is optimal.

! Restricted pairs can dominate unrestricted paicabse the latter will increase the probability of
spurious correlation, which may cause substantis.| The literature includes several papers
comparing pairs from same sectors and from allersies.

2



In this chapter, we offer a more comprehensive yaialof the pairs-
matching problem—where the pairs should be chosem.f We compare the
unrestricted and industry-restricted pairs fromhltbie distance approach and the
cointegration approach. When comparing the pairsimag strategy, we
consider the optimal trading strategy that willlgiehe highest return for the

selected pairs.

The rest of chapter is organized as follows. Sacii@® is the literature
review. Section 1.3 introduces pairs trading mesh&#ction 1.4 is the estimation

results and section 1.5 concludes.

1.2 Literature review

The pairs-trading strategy has been widely usedesmid-1980s, when
Nunzio Tartaglia led his quantitative team at Mar@tanley to uncover arbitrage
opportunities in the equities markets. One of #ahhiques the team used was to
trade pairs of securities. The important procedsrbetrading was identifying
securities pairs with high co-movement of pricese Team traded pairs with the
idea that any divergence between them would finadlyverge. This activity was
the beginning of pairs trading. Although pairs tragdhas become more popular in
the financial industry, few academic studies hagenbpublished. The most well-
known works are by Gatev et al. (20G6)d Vidyamurthy (2004) The former
paper examines pairs trading empirically usingdiséance approach. Gatev et al.
(2006) use daily U.S. stock price data from 1962802 and find that pairs
trading generates an excess return of 11% perayghia monthly sharp ratio six
times larger than that of the overall mark@hey also show that pairs-trading
returns have high risk adjusted Jensen alphas]oareexposure to common
measures of systematic risk, cover reasonabledctina costs, and do not come
from short-term return reversals mentioned by Lemm&1990). Gatev et al.

(2006) find the excess returns from pairs tradiagehdeclined over time, which

2 Gatev et al.’s work was published in 2006. Howetee first draft appeared as an unpublished
working paper in 1999, which used data from 198388. After the first draft, the authors use the
sample period 1999-2002 as an out-of-sample tetsteaf strategy.

% Sharp ratio measures the excess return per usianélard deviation.

3



they attribute to pairs trading strategies becormmmaye common (i.e., increased
competition).

Vidyamurthy (2004) discusses pairs trading using tointegration
approach. He motivates his approach by appealingheo Arbitrage Pricing
Theory, and adopts Engle and Ganger’s two-stepoappr (Engle and Granger,
1987) to first test for cointegration and secontheste an ARMA process to look

for mean reversion of the difference in normalipeides of the pairs.

More recently, a number of papers have considesas grading. One

group of papers focuses on the distance approasth g Gatev et al. (2006).
These studies include Nath (2003); Papadakis andoky (2007); Ehrnrooth
(2007); Engelbert, Gao, and Jagannathan (20090nR2008); Plater and Nisar
(2010); Do and Faff (2010); Bolgun, Kurun and Guy2810); Cummins (2010);
and Broussard and Vaihekoski (2010). Nath (2003)reres the reward of pairs
trading in the secondary market for U.S. Treasegusties. The research finds
that the pairs-trading strategy outperforms moshefbenchmarks. Papadakis and
Wysocki (2007) examine the impact of accountinginfation events on the
profitability of pairs trading strategies. Theydithat earning announcements and
analyst forecasts can cause drift in relative grieéhich often trigger the opening
of pairs trading. But since the divergence is cdusg the under-reaction/over-
reaction of investors, such event-triggered panmadibg is less profitable
compared to non-event-triggered one. Ehrnrooth {p0fkamines the pairs-
trading strategy on the Helsinki stock exchange famdi that the strategy works
even better on the Helsinki stock than on the NewrkYstock exchange.
Engelbert et al. (2009) investigate how informatemmd liquidity influence the
profitability of the pairs trading strategy. Thesesearchers find that profit is
lower when the news is specific to only one statkhie pairs. The idiosyncratic
news increases the divergence risk and horizon Vidken the news affects both
stocks in the pairs and sluggish response for toek ®Xxists, pairs trading will
earn a high return. They also find that tradinglange and liquid pairs tend to
outperform trading on smaller and less liquid p&iezause liquid pairs have a

higher probability of opening a position and uspyabnverge faster after initial
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divergence. Perlin (2008) researches the performaicpairs trading in the
Brazilian market. The researcher finds that paadihg generates positive excess
returns and high frequency (daily) data yields dveteturns than weekly and
monthly data. Plater and Nisar (2010) implementpthies trading strategy in non-
equity assets—price indexes, commaodities, and oaies. They find this strategy
produces an excess return of 1.6% every six maautilsa Sharpe ratio almost
doubles sharp ratio of the benchmark portfolio.dnd Faff (2010) take the exact
same pairs trading algorithm of Gatev et al. (2008B)ese researchers find a
higher excess return, higher volatility and supeBibarpe ratio when pairs trading
is operated in a bear market. They argue the deglitrend in pairs-trading
profitability in a bull market is because of thegler arbitrage risk, not the
increasing market efficienéyBolgun et al. (2010) test the pairs trading sggpte
for the Istanbul stock market. They find that arpéiading portfolio outperforms
the market portfolio. Cummins (2010) tests the paading strategy in the U.S.,
Japan, Hong Kong, and China mainland markets. Ttieoafinds excess returns
in the Japan and U.S. markets, but no significaoess returns in the Hong Kong
and China markets. Like Do and Faff (2010), Cumn(2310) finds a better
performance for pairs-trading strategy during tloogl financial crisis. Broussard
and Vaihekoski (2010) study the pairs-trading stygtfor the Finland stock
market, a market with less liquidity than the Un%arket. They find that pairs
trading produces an excess return of 14.99% inaRthimarket, which is higher

than excess return in the U.S. market.

A second group of papers studies the cointegraproach detailed by
Vidyamurthy (2004). These papers include Agarwaadibgaria, and Narayanan
(2004); Lin, Mccrae, and Gulati (2006); Mavrakidahlexakis (2011); and Kim
(2011). Agarwal et al. (2004) find that pairs trefdbased on the cointegration
approach is profitable. Lin et al. (2006) apply twntegration approach with a

* The arbitrage risks include fundamental risk, naoisde risk and synchronization risk.
Fundamental risk refers to the possibility of arexpected disruption in the relative relationship
between paired securities. Noise-trader risk cofraa irrational trading of noise traders, which
will deter the convergence. Synchronization riskis& that other arbitrageurs will also exploit the
mispricing.



minimum profit constraint. The empirical result©ghthat their method does not
reduce absolute profits compared with the origina@thod. Mavrakis and
Alexakis (2011) examine the pairs-trading perforogim the German and Greek
stock markets. These researchers find that meansien of the spread in the
pairs’ prices is more likely to hold with moderateerall market performance
than with other types of performant@hey suggest the pairs-trading strategy
should be used cautiously when large movement# priees occur, because the
long-term relation may be changed in this case. K1) examines the pairs-
trading strategy in the Korea stock market withhhifyjequency data. The
researcher finds positive return in all market ¢bads with superior performance
in bear markets. Kim (2011) also finds the perfano®of the strategy is related
to the market entry timing. The superior perfornens found for trades

originated around the opening and closing of thky daarket.

The other papers study some new approaches. Hug@7,22010)
develops a methodology that combines the fore@agichniques and multi-
criteria decision making method. The researcheksdine assets according to the
expected return and pairs the assets with the &igheer-valuations and under-
valuations. The empirical result shows that thigprapch is successful in
generating positive returns. Elliott, Der, and M (2005) propose a mean
reverting Gaussian Markov chain model. They useaas&an noise process to
predict the spread between pdit&/hen the subsequent observation of the spread
is larger than the predicted spread, these resmaradpen the pairs position by
longing the stock with the lower price and shortihg one with the higher price.
When the observation of the spread is smaller tharpredicted spread, they do
the opposite operation to close the position. Hand Susmel (2003) study the
pairs trading strategy by longing the Asian shamd ahorting corresponding
American Depositary Shares. These researcherstlisdthe strategy generates

significant profit. Perlin (2007) proposes a newltwmariate approach to replace

®The period of moderate market performance is #réog in which the market experiences more
than 50% down returns.

® Gaussian noise is a statistical noise that itbadity density function is equal to the normal
distribution.



traditional one-by-one pairs trading. The researshggests for a particular asset,
pairs can be built with the information ofi (m > 1) assets. Baronyan,
Boduroglu and Sener (2010) examine the pairs-ttpsirategy by combining the
distance approach, the cointegration approachttenstochastic spread approach.
They find that pairs-trading strategy works betteder severe market conditions.

Most papers use the distance approach to selepatrefrom the universe
of stocks, i.e., without an industry constraint. Arception is Engelbert et al.
(2009), who limit the pairs matching to stocks witthe same industry. They use
the Fama-French twelve-industry classification sobe Most papers use the
cointegration approach to select pairs from thekstavithin the same industries.
Lin et al. (2006) use two Australia bank stocks (Rustralia New Zealand Bank
and the Adelaide Bank) to test the cointegratiopeldaprocedure. Mavrakis and
Alexakis (2010) only apply pairs-trading strategy Bank stocks. Kim (2011)
considers the pairs that are selected in the sathestry groups. The researcher
classifies the groups according to FnGuide IndusBsoup Classification
Standard. Only Agarwal et al. (2004) (with the ¢egration approach) do not
limit their pairs to the same industry. Howeveg thethod these researchers use
to implement the trading of pairs is extremely denprhey only consider the
correlation between the residuals from the regoesBnes, which is arguably a

problematic method.

The practical reason why studies using the distanethod typically use
unrestricted pairs is that the distance approachnsputationally very simple: the
only step is to calculate the “distance” of pricés pair. On the other hand, in the
cointegration approach, the matching process isensomplicated, so often an
industry restriction is used. An economic argunahtanced by some authors for
using an industry restriction is that using indgsgstricted pairs avoids risk due

to different relative shocks to different indusstie

| found only three papers that mention the choievben the unrestricted
pairs and industry-restricted pairs. The earliest is by Gatev et al. (2006). After
testing the behavior of unrestricted pairs, they fasir broad industries classified



by Standard and Poor’s to form restricted pairgityjttransportation, financial,
and industrials. These researchers find that padng is profitable in restricted
pairs and especially high in the utility and finexisectors. However, they find no
difference between the profitability of the indystestricted pairs and
unrestricted pairs. Do and Faff (2010) test théricted pairs with the same sector
classification as that used by Gatev et al. (2006a cross-sectional analysis that
regresses pairs returns on a time trend, the swsquared differences (SSD), the
square of SSD, the “crossing rate” of the pairs,iradustry dummy, industry
volatility, and the square of industry volatilitpo and Faff (2010) find that pairs
of stocks within the same industry perform bettent pairs in different industries.
However, theR? value is only 0.009, which raises doubts aboul tenclusion.
Cummins (2010) uses nine industry sectors specifigdBloomberg. Unlike
Gatev et al. (2006) and Do and Faff (2010), Cumn{2@4.0) finds utilities is the
worst performing among all sectors. The researalser finds no superior results
for industry-restricted pairs when compared to sinieted ones. Even though
restricted pairs have a higher returns it comes Wit cost of higher variance.
Cummins (2010) argues that unrestricted pairs emefit from the diversification
effect. All these three papers use the distanceoapp. No paper using the
cointegration approach compares restricted andstriveed pairs. Moreover, in
all papers that do consider restricted and unodstti pairs, the same trading
strategy is used for the compared pairs (e.g., Samateng sign, same trading
period). Given that the variance for unrestricteadrg is smaller according to
Cummins (2010), the optimal signals for the operpags trading strategies for
restricted pairs and unrestricted pairs might eerint. As well, for different

industries, the optimal interval for a pair relatitm exist could be different.

There is no comprehensive analysis of pairs tradisgng both the
distance and cointegration approaches and consgddooth restricted and

unrestricted pairs. This chapter fills this gapha literature.



1.3 Pairs trading method

Pairs trading consists of two stages. The firglesia the formation period,
where pairs of stocks are selected according tohisterical data. The second
stage is the trading period, where trades are madde chosen pairs if trading
conditions are met.

1.3.1 The distance approach

The first step in the distance approach is to nbemdhe price of each
stock to a unity value at the beginning of the fation period. The reason to
make such a transformation is straightforward: distance calculated based on
the raw prices could be misleading, because twokstcan move together but
have a high squared distance between them. Afeentlimalization, all stocks
will have the same standard unit and this permgaanmtitatively fair formation of
pairs.

Let T, denote the number of trading days in the formapeniod. The

normalized price of each stock at the end of eaatirtg dayt, t = 1,2, -+ T¢is
PE=TIE 1 x (1 +7), 1)

whereP} is stocki’'s normalized price at the end of the trading dayis the
index for all the trading days from the first tragiday to the trading dayandr;
is the stock’s daily return (inclusive of dividendsr stocki on trading day. The
distance between two stocks over the formatioropas calculated as
Tf (pi_pi)?
x —\P¢—P

D;; = %;t). 2)
whereP} andPtj are the normalized prices for stoc&nd stock respectively on
trading dayt in the formation period. Fd¥ stocks available for consideration, we

need to computw distances. Then we rank the candidate pairs fowmest

to highest according to the distance and take togypairs that have the smallest



distance. The standard deviation of the squarechaared price difference can be

calculated as

. ) 2
StdD;; = \/#zzl [(P;—Ptf) —Di,j] : (3)

1.3.2 The cointegration approach

The first step is to test each series individudiy their order of
integration. We use Augmented Dickey-Fuller (ADE¥ts to divide the stocks
into sub-samples with same orders of integrati@eabhse only two series that are

integrated of the same order can have a cointegragiationship.

The second step is to calculate the price ratimvofstocks in the possible
pairs.PR = log P{ —log P/, wherePRY is the price ratio for stockandj, P
andPtj are the prices for stodkandj on trading day in the formation period.

Then we use ADF test to test for the mean-reversi@macteristics of the spread.
That is, regress the difference of the price ramf;jon the lagged value of

PR;'{1 (i.e.,APRf;j = }/PR;'{1 + & ) and test the null hypothesis that 0. If the

null hypothesis can be rejected, it indicates thatprice ratio is following a weak
stationary process and therefore the spread meaartirey. Herlemont (2004)
suggests a confidence level of 99%. He arguesithie confidence level is
lower, the pairs’ mean-reversion property will besd certain and thus the

profitability of the pairs trading strategy mayWweakened.

The third step is to test for cointegration. Acéngdto common trends
models (Stock and Watson, 1988), any time seriasbeaexpressed as a simple
sum of two component time series: a stationary arapt and a non-stationary
one. Vidyamurthy (2004) states that if two timeies®rare cointegrated, the
cointegrating linear composition can nullify thenrstationary components and
leave the stationary part. In this chapter, wetheeJohansen cointegration test to

find those pairs with cointegration characteristics
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The fourth step is to use Granger causality testgetermine whether
stock prices within the same pairs can informatignaad each other. Granger
causality does not indicate causality in the loggense. “A Granger causes B”
only means the former can be used to predict thierlaA two-way Granger
causality is stronger than one-way Granger caysaitpair selected based on a
two-way relation is less likely to experience penasat divergence caused
perhaps by a structural breakdown in the pairstioglships. Therefore, in this

chapter, we only consider the pairs with two-wdgtren.

After these four steps, if there is still a veryga number of pairs left, we
consider a fifth step—the Market Factor Spread (MPRairs-trading strategy is
in some sense a market-neutral strategy. Even thowog all pairs trading are
100% market neutral, we prefer those pairs with Bstematic risk. This is done
by picking pairs that have highly similar markepesures. The closer the market
exposures are, the better the market risk hedginghe market factor spread is

calculated aMFS = |[3i — ﬁj|, whereg; andp; are the market factors for stock

cov(R;Rm)
var(Ry)

and stock calculated in the Capital Asset Pricing Moggl= , Where

R; is the return of the stodk R, is the return of the market (measured by the
Standard and Poor’s 500 Index). We rank the paos fthe lowest to highest
based on MFS, and choose the top ones with thestospeead.

1.3.3 Opening a pairs position

After the “formation period”, we track the behaviof the chosen pairs
over the “trading period.” For each pair, theraigreshold for trading, which is
named as “trading sign”. The “trading sign” is defil as the scaled standard
deviation of the pairs spread calculated in thenfiion period. Specifically, for a
pair with stocki andj, Trading Sign”/ = n x stdD;; , wheren is the multiplier of
the standard deviation, asttiD;; is the standard deviation of divergence of stock
i and stockj. Gatev et al. (2006) use a multiplier of two tintbe standard

deviation as a benchmark. In this chapter, wetwjiltifferent multipliers.

11



In the beginning of the trading period, again, wenormalize the stock
prices to equal unity, and track the normalizecepread. WheR; —Ptj >
Trading_Sign/, we open a pair position by longing the stock viith relatively
lower price and shorting the stock with the relelyvhigher price’. Here we
assume one dollar long-short position; i.e., wendpene dollar in buying the
“cheap” stock and short sell one dollar of the ‘exgive” stock.

1.3.4 Closing a pairs position

After the pairs-trading position is open, it wik iheld until the prices of
the stocks converge during the trading periochéfpairs position remains open at
the end of the trading period, the position is matcally closed and profit or
loss will be calculated based on the closing stogkes on the last day of the
trading period. For any pairs that have been clegigibut convergence, further
trades are prohibited until the pairs spread eqeis again.

1.3.5 One day later rule

Gatev et al. (2006) apply the “one day later ruleg;, open the position
one day after the day the stock spread exceedsraimg sign and close the
position one day after the day the normalized ppaths cross (i.e., converge).
The reasoning behind this rule is to minimize thieats of bid-ask bounce
associated with using daily closing stock pricesrfrthe Center for Research in
Security Price (CRSP) database. CRSP uses thegavbi@d-ask closing price as
the index of the daily stock price. The excessrretialculated from these prices
could be biased upwards, because in practice wieeapgn the position we buy
at the ask (higher) and sell at the bid (lowerkgsi The opposite is also true
when closing the position. However, applying the diay later rule may cause a
downward bias to excess returns if the mean remersharacteristic is very

strong; i.e., market effect will rapidly adjust adivergence in prices of pairs.

" We assume that traders can long and short sesunitithe market without any restrictions. We
do not consider options in this chapter.

12



Therefore, in this chapter, we also consider arr@ditive to the one day later rule

called the “transaction cost approach.”

1.3.6 Transaction cost approach

The transaction cost approach explicitly accouatstie bid-ask spread in
return calculations from pairs trading. Gatev et(a006) estimate the effective
spread is 81bp, i.e., a transaction cost of 16Zypppir per round trip. Peterson
and Fialkowski (1994) find that the average effextspread for a stock in the
CRSP is 37bp. Bessembinder (2003) studies thedkidiareads on the New York
Stock Exchange and National Association of SeasitDealers Automated
Quotations market, and finds that the average dpr@ar all stocks) are 0.486
and 0.739 percent of the share price respectielylarge stocks the spreads are
0.212 and 0.238 percent. Given this range of bidsgpsead calculations in the
literature, we assume a spread of 50bp, i.e., &rdfsactions cost adjustment per

pairs trade from market entry to position clearing.

1.3.7 Calculation of returns

We use the same method to calculate portfolio metig in Gatev et al.
(2006). For paipt, p* = (1}, s') indicates it is composed by the longed stBck
and shorted stoc¥. Letd! indicates the most recent day of divergence far pa
p. R.(1%) andR,(s?) respectively represent the return on stcknd stocks’ in
dayt. The return fop' in dayt, R,(p') is

R(p") = Re(l') = Re(sY). (4)
The return on a portfolio dfl pairs on day is

R;(Portfolio) = X, W{R,(p'), (5)

where the weight?} = w;/¥Y_, w/ , captures the compound effeet; =
wt =1, fort >d' + 1. In words, we use thH open pairs that are held in the

portfolio on dayt to calculate the daily return of the portfolio, ialn is equal to

13



the weighted average return of tie pairs. The weight given to a pair is
determined by its cumulative return relative to suen of cumulative returns of

all pairs in the portfolio. Thus, the excess retpen month for the portfolio in the

] __ X1 R¢(Portfolio)

trading period isE[R;(Portfolio) M

, whereT is the number of

trading days in the trading period, aMdis the number of months included in the
trading period. The return after considering tratisa costs is
E[R;(Portfolio)](1 — C), whereC is the transaction cost in percentage. Because
the strategy is based on a long-short position red dollar, the return of the
portfolio has the interpretation of excess retiue; the net investment in a pair is

Zero.

1.4 Empirical results

We use CRSP daily data from Jan 2005 to Dec 201Risnchapter. Like
Gatev et al. (2006), we consider only common stdgstacks with share code 10
or 11) and filter out stocks that have either raglitng data or invalid return data
for one or more days. Unlike Gatev et al. (2008)pwassign the securities to four
major industry groups, we divide the securities is¢ven groups according to the
Standard Industrial Classification: 10-14 for mmi§l04 stocks), 20-39 for
industry (1153 stocks), 40-49 for transportationpéblic utilities (245 stocks),
50-51 for wholesale (102 stocks), 52-59 for reteable (181 stocks), 60-67 for
financial (535 stocks), and 70-89 for services (4&frks). This is a total of 2770
stocks generates 3,835,065 possible pairs. For #ack, we use the total return
index, which includes dividends, instead of theutagstock price. As mentioned
above, the optimal trading strategy for differerdups could be different. We try
several different opening signs and different faroraperiods and treat the ones
with the best results as the optimal results fat group. Do and Faff (2010) find
a declining trend in the profitability of pairs diag, which could occur because
the time period that the co-movement of pairs lasts shortened over time. We
begin by using Gatev et al.’s (2006) strategy vaith2-month formation period;
we also try two shorter formation periods, 9 mordghsl 6 months. The trading

period is 6 months because we find that a shaielirtg period may cause many
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pairs either to be unclosed or inactive at the &od.the trading sign, we consider
multipliers of {0.3, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0)e compare unrestricted pairs and

industry-restricted pairs with the optimal strag=gior each group.

In this chapter, we use an “overlapping methodinaSatev et al. (2006):
the implementation periods are staggered by one thmone., the first
implementation period begins on the first tradiray of Jan. 2005, the second
period begin on the first trading day of Feb. 20 both formation and trading
periods roll forward by one month. There are 5%litrg intervals for the 12-6
strategy (12 formation months and 6 trading month8)trading intervals for 9-6

strategy and 61 trading intervals for 6-6 strategy.

1.4.1 The distance approach with transaction cost adjustmnt

14.1.1 Profitability of the strategy

Table 1-1 lists the excess return for both unreteri and industry-
restricted pairs net of the transaction cost. Tkar®nth excess return for the top
5 pairs is the highest in the unrestricted paits1513%° The profits for the
industry groups are somewhat lower: service 3.9%ancial 11.01%, retail trade
10.45%, wholesale 7.09%, transportation & publitities 10.2% and mining -
0.42% for top 5 pairs. Pairs from the “industry’ctse have the highest top 5
excess return, 16.17%, but they underperform umcesd pairs in the top 10, top
20, top 100 and top 200. The distribution of excetarns of the unrestricted
pairs and pairs in services, financial, and whaéesae all skewed right and
exhibit positive excess kurtosis relative to a rarrdistribution. This result
indicates pairs trading in these groups is profabDiversification benefits from
combining multiple pairs in a portfolio. As the nber of pairs increases, the
portfolio standard deviation falls, the minimum liead return increases, and the
maximum realized return either remains stable erefeses. Figure 1-1 shows a
more apparent profitability comparison of the difiet matching strategies. The

unrestricted strategy outperforms the restrictedtspatrategy. For industry-

8 The top pairs in the distance approach are thws paih the lowest distance. The top pairs in the
cointegration approach are the pairs with the |owesrket factor spread.
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restricted strategies, greater profit occurs infifl@ncial, transportation & utilities
and industry sectors, possibly because these melsighight arguably contain
more common shocks to firms within these industtleen some of the other
industries. Except for the financial sector paaknost all pairs trading are less
profitable as more pairs are added to the portfdiecause as the number
increases, more imperfectly matched pairs are addedportfolios. The reason
for the gradual increase in profitability for thendncial sector pairs is not

obvious.

Table 1-1: Optimal excess return - distance appredth transaction cost

Top 5 Top 10 Top 20 Top 50 Top 100  Top 200
All_9 months formation period multiplier=2.5
Mean excess return ~ 0.151325 0.149779 0.11719 0.0930 0.081049 0.078339
Standard deviation 0.184608 0.145373 0.094095 Q%B9 0.062082 0.058261
t statistics 6.242739 7.846555 9.485023 10.25036942884 10.24036
skewness 0.957081 0.867872 0.893416 0.740391 1542971.438632
kurtosis 4.76004 3.98539 3.566246 2.915612 4.56845%7103986
minimum -0.23885  -0.14543  -0.04574 -0.@199-0.00912
maximum 0.745525 0.617023 0.378038 0.285483312087
median 0.119756 0.139242 0.106836 0.083058 0.07723®67826
Positive return (%) 89.65517 87.93103 94.82759 94.82759 98.27586
Services_12 months formation period uhiplier=3
Mean excess return ~ 0.039418 0.034189 0.043333 (08®91 0.05329 0.04979
Standard deviation 0.150619 0.096298 0.114644 (@317 0.119574 0.108633
t statistics 1.940867 2.633009 2.803173 2.6369783053.69 3.399105
skewness 1.295792 0.98366 0.778276 1.299095 1.25955897722
kurtosis 6.295921 4.190884 3.194666 4.298783.777015
minimum -0.23064  -0.1375 -0.13048 -0.130470.1291
maximum 0.646256 0.359602 0.350149 0.478188 0.42659.343312
median 0.017292 0.024292 0.018061 0.018464 0.03066.028735
Positive return (%) 54.54545 61.81818 60 54.54543.63636 65.45455
Financial_12 months formation period uhiplier=2
Mean excess return ~ 0.110146 0.073358 0.087962 (00B33 0.108239 0.130765
Standard deviation 0.192771 0.11136 0.11084 0.0B95P.084216 0.094161
t statistics 4.237497 4.885368 5.885433 8.5396845319.36 10.2991
skewness 2.054923 0.456084 1.323321 0.927749 18G80531.183497
kurtosis 8.3077 4.265768 8.186205 5.839534 3.83104416179
minimum -0.19204 -0.21152 -0.20314 -0.@364-0.02865
maximum 0.894792 0.403563 0.566373 0.439297 0.34860.445246
median 0.062556 0.065045 0.06511 0.094006 0.09390316748
Positive return (%) 70.90909 80 90.90909 92.727274.54645 96.36364
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Retail trade_12 months formation period

multiplier=2.5

Mean excess return ~ 0.104478 0.057075 0.044488 01043 0.046166 0.051733
Standard deviation 0.164144 0.126986 0.107424 @4PR3 0.099382 0.106149
t statistics 4720411 3.333269 3.071291 3.424701445081 3.614344
skewness -0.35101 -0.16392 -0.50545 -0.1334 -004240.692948
kurtosis 4.621086 4.048228 3.998834 3.093731 3.35094.832801
minimum -0.47313 -0.33403 -0.31962 -0.20352 -0.976-0.19043
maximum 0.435235 0.336075 0.277522 0.238219 0.39988.419667
median 0.096275 0.045097 0.060006 0.029601 0.03189938755
Positive return (%) 72.72727 74.54545 65.45455 ®BXI3 72.72727 69.09091
Wholesale_6 months formation period rtiplier=3

Mean excess return ~ 0.070913 0.042237 0.062161 080%0 0.07457 0.06537
Standard deviation 0.16733 0.142196 0.131889 082430.145298 0.155417
t statistics 3.309933 2.319923 3.681095 3.194515008406 3.285063
skewness 0.169042 0.170074 0.263742 0.30029 0.97418B19911
kurtosis 3.221392 3.548609 3.276593 2.57606 4.8B934.768334
minimum -0.34127 -0.34731 -0.2787 -0.1865 -0.168440.17027
maximum 0.50573 0.429121 0.412375 0.391284 0.61750%52508
median 0.065517 0.029009 0.024002 0.027906 0.07433955093
Positive return (%) 63.93443 59.01639 67.21311 3IKI7 67.21311 63.93443
Transportation & public utilities_12 months formati on period multiplier=3

Mean excess return ~ 0.102105 0.079449 0.065902 00288 0.044775 0.050317
Standard deviation 0.132295 0.09593 0.08721 0.08726.081259 0.08223
t statistics 5.72382 6.142055 5.604234 4931716 864182 4.538049
skewness -0.612 0.35076 0.370821 0.91717 1.23008533082
kurtosis 4.059427 2.639143 2.57349 3.348892 3.96214.562054
minimum -0.31247 -0.1469 -0.09985 -0.06984 -0.059010.18929
maximum 0.397306 0.312738 0.275224 0.281903 0.2¥029.280195
median 0.119273 0.068027 0.056706 0.040547 0.02580846445
Positive return (%) 83.63636 74.54545 7454545 (99 63.63636 70.90909
Industry_12 months formation period uhiplier=2
Mean excess return ~ 0.161729 0.088472 0.058879 09045 0.040634 0.038116
Standard deviation 0.168643 0.100765 0.080013 Q%67 0.063152 0.059244
t statistics 7.112185 6.511453 5.457325 5.063329771825 4.771401
skewness 0.278216 0.478246 1.034168 0.203504 -010700.071209
kurtosis 4.2175 2.86531 6.433886 2.988659 2.253824576673
minimum -0.36952  -0.11274 -0.08074 -0.11001 -0.@851-0.08418
maximum 0.599594 0.332986 0.381283 0.213578 0.1§228.173306
median 0.116886 0.077 0.057548 0.046704 0.048622D41625
Positive return (%) 92.72727 80 78.18182 78.1818Z7.2®R73 72.72727
Mining_12 months formation period multiplier=0.3
Mean excess return ~ -0.0042 0.006204 0.01368 0.0@369-0.00909 -0.01355
Standard deviation 0.125906 0.10562 0.106839 0I1H030.056442 0.042196
t statistics -0.24718 0.435618 0.949619 0.389035.194R -2.38217
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skewness 0.529758 0.535305 2.071174 0.693943 -®1623-0.52503

kurtosis 4.366451 3.477833 10.12309 3.891229 641484.407482
minimum -0.32511 -0.21712 -0.13286  -0.14957 -0.8292-0.16162
maximum 0.392604 0.293058 0.515907 0.235599 0.11538.077302
median -0.01261 -0.00042 -0.00409 -0.00839 -0.0144D.00992

Positive return (%) 45.45455 49.09091 47.27273 3KB6 38.18182 36.36364

Summary statistics for the excess return distriufor pairs trading from the distance approach
over the six-month trading period. Pairs-tradingtfoetios include all stocks and stocks from
different sectors. Here, we choose the optimateggathat will get the highest excess return for
different sectors. We trade according to the raég bpens a position in a pair at the end of the da
when prices of the stocks in the pair diverge bytiplier-historical standard deviation. The “top
n” portfolios include then pairs with the least distance measures.

Figure 1-1: Optimal excess return - distance apgrodth transaction cost

18

16

14

12

10

Top 5 Top 10 Top 20 Top 50 Top 100 Top 200 o

0

BAIl OservicesOfinancial @retail trade @wholesaledtransportationd@industry @mining

1.4.1.2 Information ratio

Given that excess return does not consider thedfigkairs trading, we
next compare the information ratios for the varigastfolios of pairs trades.
Figure 1-2 reveals that, except for the top-5 pawstfolio, the financial and
industry sectors have higher information ratiog] #mat unrestricted pairs have

superior information ratios.

° The information ratio is defined as the activeuretdivided by the tracking error. The active
return is the difference between the return ofgbeurity and the return of a selected benchmark
index. The tracking error is the standard deviatibthe active return.
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Figure 1-2: Information ratio - distance approadthwransaction cost
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In summary, for the distance approach with tramsaatost adjustment,

the unrestricted pairs are preferred to the inguststricted pairs.

1.4.2 Distance approach with one day later rule

1421 Profitability of the strategy

Table 1-2 lists the excess return for both unregi and industry-
restricted pairs with the one day later rule. Thghést return in the unrestricted
pairs, service, and financial sectors are 6.16%3%, and 6.14%, respectively,
with the top-5 pairs portfolio. The highest retumrthe wholesale sector is 8.92%
with the top-20 pairs portfolios. The excess redurom the remaining sectors are
lower. Figure 1-3 shows that in the case of the dmge later rule, the wholesale
sector is more profitable than the rest of therigst sectors and the unrestricted
one. For the transportation & utility, financiahdaindustry sectors, we find no
difference between the profitability of the indystestricted pairs and
unrestricted pairs. Our finding is consistent witht in Gatev et al. (2006). Figure
1-4 presents the information ratio for all stragsgi Here, we find that the
restricted pairs of the wholesale sector are sap#ithe unrestricted pairs, but at
the cost of higher volatility. When we consider tiek, industry-restricted pairs
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do not improve the result. This conclusion is cstgsit with Cummins’ (2010)

findings.

Table 1-2: Optimal excess return - distance appreath one day later rule

Top 5 Top 10 Top 20 Top 50 Top 100 Top 200
All_6 months formation period multiplier=2.5
Mean excess return ~ 0.06158 0.023669 0.033209 0.@®10 0.01836 0.017613
Standard deviation 0.112389 0.118943 0.071422 6388 0.04860 0.047737
t statistics 4.279348 1.554215 3.631504 3.393572950B6 2.881702
skewness 3.092615 -2.76480 0.690146 0.897702 1212941.096447
kurtosis 14.90088 15.11907 4.228017 4.158217 633374.567541
minimum -0.18124  -0.60770 -0.13012 -0.07133 -0.@884-0.07325
maximum 0.573708 0.234617 0.258429 0.181319 0.2D198.160155
median 0.032069 0.026035 0.027714 0.016176 0.01220.007191
Positive return (%) 96.72131 83.60656 67.21311 ®BHF 62.29508 59.01639
Services_12 months formation period multiplier=3
Mean excess return ~ 0.059791 0.033163 0.028616 04@B9 0.014297 0.029470
Standard deviation 0.121576 0.130735 0.129752 (@D»98 0.091695 0.088840
t statistics 3.647261 1.881259 1.635575 1.461015156B12 2.460118
skewness -0.65663 0.489551 0.796893 0.44194 0.07651.269349
kurtosis 5.509536 2.345294 3.180786 2.341783 3%5132.810223
minimum -0.40142  -0.20270 -0.17452 -0.15664 -0.3652-0.16257
maximum 0.330702 0.325092 0.373814 0.228149 0.2050.229376
median 0.068303 -0.0029 -0.00107 0.003175 0.011089025022
Positive return (%) 67.27273 49.09091 47.27273 &5 58.18182 60
Financial_9 months formation period Hiplier=2.5
Mean excess return ~ 0.061398 0.024173 0.017805 0.013542 0.012486
Standard deviation 0.124714 0.103154 0.106698 Q®94 0.081035 0.075913
t statistics 3.749353 1.78471 1.270851 1.000205 7224 1.252585
skewness 1.469379 0.263324 -0.66447 -0.63495 -8807-1.70069
kurtosis 6.736418 3.019042 3.872238 5.139388 462867.203019
minimum -0.15095 -0.19593 -0.29795 -0.30273 -0.2351-0.27507
maximum 0.574463 0.319291 0.23408 0.288826 0.190682167715
median 0.048304 0.016768 0.027807 0.023824 0.022324€30585
Positive return (%) 70.68966 58.62069 63.7931 7[H68 68.96552 70.68966
Retail trade_6 months formation period multiplier=3
Mean excess return ~ 0.044836 0.0279 0.025712 0.003870.007969 0.002211
Standard deviation 0.135951 0.168668 0.151479 0250 0.129099 0.110384
t statistics 2.575807 1.291946 1.325693 0.201773482132 0.156420
skewness 0.139832 -0.73209 0.638782 -0.92158 -09143-0.83314
kurtosis 2.696495 4.542034 4.711404 6.430516 538576.793764
minimum -0.25369 -0.58139  -0.3045 -0.57236  -0.3702-0.37519
maximum 0.347685 0.386521 0.553696 0.401797 0.3¥680.325727
median 0.036328 0.027641 0.013669 0.016388 0.0155@014171
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Positive return (%) 62.29508 60.65574 55.7377 5025 59.01639 57.37705
Wholesale 12 months formation period multiplier=3

Mean excess return ~ 0.048789 0.087202 0.089173 00384 0.048246 0.033399
Standard deviation 0.12282 0.163437 0.161949 08%350.172328 0.166797

t statistics 2.945997 3.956923 4.083534 2.450345076292 1.485009
skewness 0.842231 0.795845 0.740469 -0.86754 -17579-0.10070
kurtosis 4.083817 3.330537 5.213779 4.568042 9®2945.606054
minimum -0.19066 -0.19097 -0.25797 -0.4816 -0.726840.44206
maximum 0.459146 0.579005 0.654135 0.378142 0.3360.586485
median 0 0.067157 0.084626 0.061717 0.067382 05335
Positive return (%) 49.09091 60 72.72727 72.7272R.72727 63.63636
Transportation & public utilities_9 months formatio n period multiplier=1

Mean excess return ~ 0.00825  0.016778 0.011614 0.0&3 0.022166 0.017038
Standard deviation 0.165284 0.097808 0.066917 @8I®8 0.05277  0.042488

t statistics 0.380116 1.306394 1.321778 2.47585819W86 3.054064
skewness -2.40491  -0.29207 0.245212 1.655394  0142800.177985
kurtosis 10.27356 4.090069 4.769709 8.526889 34®374.387659
minimum -0.69528 -0.25992 -0.15752 -0.13985 -0.0932-0.10769
maximum 0.352303 0.302428 0.235196 0.317097 0.18630.157070
median 0.042379 0.028148 0.016288 0.013813 0.02089®16427
Positive return (%) 72.41379 62.06897 63.7931 5862 70.68966 67.24138
Industry_12 months formation period multiplier=2.5

Mean excess return  0.043152 0.030146 0.015471 08385 0.012434 0.026282
Standard deviation 0.17725 0.144071 0.131397 O0&8270.076024 0.07129

t statistics 1.805507 1.551784 0.873219 1.420128212B76 2.734108
skewness 2.241819 -1.42528 -0.27154 0.303015 -0.2680.228436
kurtosis 14.27191 9.772576 6.330285 3.522392 358093.185933
minimum -0.49249  -0.62668 -0.46764 -0.16401 -0.8666-0.12054
maximum 0.835523 0.355549 0.404421 0.261959 0.18068.232487
median 0.016841 0.031496 0.029528 0.012077 0.0185@D27053
Positive return (%) 70.90909 65.45455 61.81818 &2 61.81818 63.63636
Mining_9 months formation period uhiplier=3

Mean excess return ~ -0.04511  -0.03187 0.006831 O 0.016086 0.008727
Standard deviation 0.174261 0.210738 0.16228  028960.160304 0.156778

t statistics -1.97138 -1.15159 0.320599 0.610767764243 0.423932
skewness -0.37955 -1.20854 -0.27353 -0.08664 -0.1910.198206
kurtosis 3.393552 8.077303 3.756918 3.017167 48B713.786185
minimum -0.51741  -0.95646 -0.49187 -0.36009 -0.4636-0.40874

maximum 0.284998 0.444167 0.358468 0.329985 0.417485.424603
median -0.04652  -0.02436 -0.00038 -0.01042 -0.00128.01623

Positive return (%) 37.93103 43.10345 48.27586 &®K/2 50 44.82759

Summary statistics for the excess return distridvufor pairs trading from the distance approach
over the six-month trading period. Pairs-tradingtfotios include all stocks and stocks from

different sectors. Here, we choose the optimategsathat will get the highest excess return for
different sectors. We trade according to the ongelar rule, which opens a position in a pair at

21



the end of the next day when prices of the stock¢hé pair diverge by multiplier-historical
standard deviation. The “top n” portfolios incluithe n pairs with the least distance measures.

Figure 1-3: Optimal excess return - distance apgrodth one day later rule
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Figure 1-4: Information ratio - distance approadthwne day later rule
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1.4.3 Cointegration Approach

1.4.3.1 Profitability of the strategy

Table 1-3 lists the excess return from the coirgtegn approach. Because
the pair-matching process of the cointegration @ggh is more complicated and
strict than the process of the distance approaehdavnot have enough matching
pairs for the multiple portfolios in the retail, wlesale, transportation & public
utilities, and mining sectors. For example, for timal strategy, in the retail
trade, there are 58 trading intervals, the maximmumber of matched pairs for all
intervals is 28, and there are 13 intervals withoatched pairs; in the wholesale
sector, there are 58 trading intervals, the maxinmumber of matched pairs is
16, and there are 30 intervals that have no matphed; in the transportation and
public utilities sector, there are 61 trading imtds, the maximum number of
matched pairs is 92, and there are 9 intervalsdbatot have matched pairs; in
the mining sector, there are 55 trading intervlils,maximum number of matched
pairs is 26, and there are 29 intervals that hav&ading at all. The largest six-
month excess return for the unrestricted pairs0i®% with the top-5 portfolio,
which is much lower than that for the industry-rieséd pairs in financial sector
(20.03%), retail trade (11.44%), and industry (8%2. The unrestricted pairs are
skewed left in the top 5, top 20, and top 50 ptidfo Except for the top 10 pairs
in the service sector and the top 200 pairs irfittencial and industry sectors, all
other portfolios are skewed right in the industegtricted pairs. This result
indicates that an industry-restricted strategy i®rem profitable than the
unrestricted strategy. Also, if we omit those sextthat do not have enough
matched pairs, the return under the unrestrictedesty is lower than that for the
industry-restricted strategy. Figure 1-5 clearlpwh that the restricted pairs are
more profitable than the unrestricted pairs infthancial, service, retail trade and

industry sectors.
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Table 1-3: Optimal excess return — cointegratigoreach with transaction cost

Top 5 Top 10 Top 20 Top 50 Top 100  Top 200
All_12 months formation period multiplier=2.5
Mean excess return 0.105056  0.102324 0.067041 O033® 0.060319 0.075945
Standard deviation 0.367261  0.354729 0.278509 0&£®0 0.181359 0.219699
t statistics 2.121418 2.139246 1.785182 1.847283466578 2.563599
skewness -0.06243 0.145608 -0.40019 -0.18295 03B231.516868
kurtosis 6.428431 3.005645 3.201761 2.480704 3(@9157.839868
minimum -1.23336 -0.78597 -0.79057 -0.4282 -0.3537-0.40685
maximum 1.272326  0.947453 0.55635 0.448469 0.54596897854
median 0.076462  0.055182 0.071896 0.087203 0.06938037344
Positive return (%) 61.81818 60 58.18182 65.4545%.3@364 61.81818
Services_6 months formation period multiplier=2
Mean excess return 0.084672  0.097589 0.172498 0204 0.184672 0.189482
Standard deviation 0.347628 0.295194 0.31302 0&B880.283712 0.290889
t statistics 1.902339 2.582002 4.304048 4.710452083m12 5.087516
skewness 1.151584  -0.2986 0.506826 0.115144 0.0883B295842
kurtosis 9.17643 5.116686 3.967204 4.345623 4.53418.119902
minimum -0.83333 -0.97674 -0.61892 -0.76233 -0.8523-0.76233
maximum 1.667571 0.946302 1.166839 0.946541 0.946524.099006
median 0.089227  0.089904 0.143718 0.147352 0.14882252196
Positive return (%) 63.93443 59.01639 70.4918 7#HB8 78.68852 78.68852
Financial_12 months formation period rtiplier=3
Mean excess return 0.200361  0.16937 0.17593 0.1418MM.164912 0.175603
Standard deviation 0.429031 0.341256 0.271705 G&®9 0.220485 0.199621
t statistics 3.463427 3.680764 4.802031 4.58498FH4@58 6.523884
skewness 1.610963 1.07796  1.127974 1.008875 0.60753.12014
kurtosis 5.875998 4.592 4.100001 4.736559 5.6450926/48774
minimum -0.40707 -0.4969 -0.22663 -0.3444 -0.47550.29786
maximum 1.829784  1.305147 1.050971 0.940475 0.97940.570283
median 0.021898  0.087557 0.11477 0.130477 0.13430883201
Positive return (%) 58.18182 69.09091 74.54545 4=45 81.81818 83.63636
Retail trade_9 months formation period rtiplier=2
Mean excess return 0.114392  0.11442 0.104505 0.BI61 n/a n/a
Standard deviation 0.419655 0.430105 0.369345 Q@&¥1 n/a n/a
t statistics 2.075957 2.026006 2.154868 2.382203 n/ n/a
skewness 1.726993  3.126973 2.439702 2.32116 n/a n/a
kurtosis 9.276938  16.24472 11.2462 10.72947 nla n/a
minimum -0.9896 -0.59517 -0.59517 -0.59517 n/a n/a
maximum 1.773688 2.358099 1.665744 1.665744 nla n/a
median 0 0 0 0 n/a n/a
Positive return (%) 46.55172  48.27586 44.82759 HB/R nla n/a
Wholesale_9 months formation period rtiplier=1

Mean excess return 0.044397 0.061929 0.057202 nl/a /an n/a
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Standard deviation 0.203355 0.175216 0.17616 n/a a n/ n/a

t statistics 1.662676 2.69174 2.472957 nla n/a n/a
skewness 1.172411  2.057009 2.092997 nl/a n/a n/a
kurtosis 6.341134  9.124349 9.620181 nl/a n/a n/a
minimum -0.46198 -0.32085 -0.32085 nl/a n/a n/a
maximum 0.821447 0.833588 0.854671 nla n/a n/a
median 0 0 0 n/a n/a n/a
Positive return (%) 29.31034  34.48276 32.75862 n/a nla n/a
Transportation & public utilities_6 months formatio n period multiplier=3
Mean excess return 0.060618 0.06235 0.066427 0.@33 0.076951 nl/a
Standard deviation 0.335916  0.275197 0.228535 84812 0.241595 nl/a

t statistics 1.40941 1.769524 2.270144 2.423143 87847 nla
skewness 2.542797  2.170044 1.09379 1.852981 1.8740ia
kurtosis 13.92577 9.931383 5.591196 8.42646  8.5B86ii/a
minimum -0.73848 -0.45868 -0.38072 -0.33557 -0.3355n/a
maximum 1.723844  1.284018 0.903103 1.09502 1.09502/a
median 0 0.001372 0.046654 0.051878 0.051878 n/a
Positive return (%) 4754098 50.81967 54.09836 XkI(7 55.7377 nla
Industry_9 months formation period uhiplier=1
Mean excess return 0.112776  0.126663 0.090845 0261 0.078732 0.079375
Standard deviation 0.348099  0.292303 0.181082 G434 0.105956 0.111148
t statistics 2467335 3.300114 3.820668 5.739173%5%. 5.438697
skewness 1.966238 1.50226  1.158053 0.509371 0.@1840.05324
kurtosis 10.17629 6.552514 4.925604 3.165071 28@734.007446
minimum -0.50763 -0.40135 -0.32324 -0.14455 -0.4727-0.19226
maximum 1.758226  1.306812 0.715919 0.483831 0.3156.431479
median 0.073911 0.040712 0.070248 0.080389 0.0763mD81918
Positive return (%) 56.89655 62.06897 68.96552 8G2% 72.41379 79.31034
Mining_12 months formation period Hiplier=3
Mean excess return 0.045731 0.039736 0.021902 05222 nl/a n/a
Standard deviation 0.28254 0.311543 0.247889 02280n/a n/a

t statistics 1.200375 0.945912 0.655239 0.673387a n/ n/a
skewness 2.102152 2.162191 2.228962 2.217557 nla a n/
kurtosis 8.717843  9.302693 8.890309 8.847474 nla a n/
minimum -0.50474 -0.52699 -0.3442 -0.3442 n/a n/a
maximum 1.105169 1.357857 0.968155 0.968155 n/a n/a
median 0 0 0 0 n/a n/a
Positive return (%) 23.63636 20 18.18182 18.18182a n n/a

Summary statistics for the excess return distrdsutior pairs trading from the cointegration
approach over the six monthPairs-trading portfolios include all stocks andcks from different
sectors. Here, we choose the optimal strategywiibget the highest excess return for different

9We get an extremely high excess return for paisnfall universes with the strategy of 6
months formation period and a 3 multiplier of thanslard deviation. The top 5 pairs return is
44.65%, while for the rest of the multiple portfidj the returns are all lower than 9%. We think
this extremely high return is caused by a one-&wvent.
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sectors. We trade according to the rule that opepgsition in a pair at the end of the day when
prices of the stocks in the pair diverge by mukdiphistorical standard deviation. The “top n”
portfolios include the pairs with the least market factor spread.

Figure 1-5: Optimal excess return - cointegratippraach with transaction cost
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1.4.3.2 Information ratio

The industry-restricted strategy provides a higk&urn. This result makes
us wonder if this higher profit occurs at the cohigher risk. Figure 1-6 shows
the information ratios for different sectors. Wedithat the pairs from the
services, financial, retail trade, and industryt@echave higher information ratios

than those for the unrestricted pairs.
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Figure 1-6: Optimal information ratio- cointegratiapproach with transaction
cost
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In summary, when we consider both return and megtricted pairs are
better than unrestricted for the cointegration epph with transaction cost

adjustment. This result also occurs when we agm@yone day later rule.

1.4.4 Distance approach vs. cointegration approach

Here, we simply compare the distance approach hadcointegration
approach. When we do the comparing, we just consigeunrestricted pairs in
the distance approach and the restricted pairfsarcointegration approach net of
transaction cost. From Table 1-1 and Table 1-3cavecompare the excess return
from the two approaches. The pairs-trading returomf the cointegration
approach in the financial and services sectorh@gteer than the return from the
distance approach. But in the cointegration apgro#ite standard deviation is
much higher than the one in the distance approabich indicates that higher
profit in the cointegration approach is at the aafshigher volatility. Comparing
Figure 1-2 and Figure 1-6, higher information rasofound from the distance
approach compared to the cointegration approacérefore, for those who only
focus on higher excess return, and consider usifeyeht portfolios to diversify

the risk, the cointegration approach is a bett@icgh And for those looking for

27



higher risk adjusted returns and simply apply tlarsptrading strategy, the
distance approach a better choice.

1.4.5 What determines the returns in the distance approdt?

From the distance approach, after considering ittwesaction costs, we
find that unrestricted strategy with 2770 candidatecks is better than the
restricted strategy. In all restricted pairs, pardinancial and industry sectors,
with 535 stocks and 1153 stocks respectively, perfoetter in both excess return
and information ratio. For the remaining sector$i@ do not perform well),
fewer candidate stocks exist. This raises the tpress to whether the number of
candidate stocks is related to the performanceanf grading in the distance
approach. If a positive relationship exists, therhie distance approach the more
stocks that are included the higher the profit &hdne. We randomly draw 500,
1000, and 2000 stocks from 2770 stocks, 5 timeh @ad compare the pairs-
trading results. To simplify the comparison, we lgghe 12 formation period, 6
trading period and 2 multiplier trading strategeddy the Gatev et al. (2006).
The excess returns are presented in Figure 1-7ofldrege bars represent the 500
draws of pairs; the purple and blue bars repreeni000 draws; and the green
and yellow bars represent the 2000 draws. Thedstiexg result is that the larger
draws have the higher excess return for the topop,10, and top 20 pairs
portfolios, while the lower draws have a slightigtrer return for the top 50, top
100, and top 200 pairs portfolio. The higher resuior the top 5 and top 10 pairs
indicate better matched pairs when more stocksadded in as candidates. The
higher return for the top 100 and top 200 pairs e®ritom the higher standard
deviations that result from the imperfectly matcheairs, which may create
higher return once two stocks converge. Figureréw@als the information ratio
of the different draws. Clearly higher draws havkigher information ratio for
top 5, top 10, top 20, top 50 and top 100 pairser@l, the random draw results
show a positive relationship exists between théitpgad the number of candidate
stocks.
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Figure 1-7: Excess return for 500, 1000, and 20@Wd
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Figure 1-8: Information ratio for 500, 1000, andd@@raws
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1.5 Conclusion

This chapter studied alternative techniques fontifigng stock pairs in a
pairs-trading strategy. We considered two mainngplkes: the distance approach
and the cointegration approach. Each of these tggbs was evaluated when
pairs were selected within the same industry andnapeirs were selected from
the broad universe of stocks. We found that fordiseance approach, unrestricted
pairs were preferred to restricted pairs and tlat dointegration approach,
restricted pairs worked better, especially forgdbevice, financial, and retail trade
sectors. The cointegration approach yields a higkeess return than the distance
approach at the cost of high volatility. Therefaitge more risk-averse investors
might prefer the distance approach, and the lsgsawerse investors might like
the cointegration approach. In addition, we fouhdt tfor distance approach, a
positive relationship exists between the profitépihnd the number of candidate

stocks.

Future studies can improve upon this study in dllewing ways: first, as
in other studies, we ignore possible restrictiond the costs of shorting stocks.
This factor can be expected to reduce the canditattks and lower the returns
from pairs trading. Second, using higher frequedaya would provide more
accurate results. Third, finding the optimal trafdstrategy is also important for

pairs trading.
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Chapter 2: Measuring Monetary Policy in China

2.1 Introduction

According to the “impossible trinity”, an indepamd monetary policy
cannot be pursued in an open economy with a fixedhange rate and perfect
capital mobility. The feasible policies are any twombinations of the three
conditions—free capital mobility, fixed exchangeeraand independent monetary
policy. It is probably fair to say that opting farflexible exchange rate, relatively
free capital mobility, and an independent monetgylicy has become
increasingly fashionable. The notable exceptiordude China, which is the
world’s second-largest economy. Guided partly by desire to maintain some
control over monetary policy and partly by the deso target the exchange rate,
the Chinese authorities have relied on a complicatex of controls over
international capital movements. Nevertheless, stypes of capital flows, e.g.,
inward and outward foreign direct investment (F&4)well as some categories of
portfolio investment, remain considerably mobil@. this context, a natural
guestion is how much control does China in factehaver domestic monetary

policy? In a broad sense, the answer to this quesithe subject of this chapter.

The goal of this chapter is to construct a schewre nieasuring of
monetary policy shocks and their real effects byinmaparticular attention to the
broader policy framework in place in China. We me@ a structural specification
scheme that centered on the central bank’s balgineet and the money supply
system in China. The questions addressed inclugghehChina has an effective

monetary policy and which monetary instrumentsedfective.

The main analytical framework used in this chaehat of the structural
vector autoregression (SVAR) model and the factmn@ented structural vector
autoregression (FASVAR) model. The SVAR model isdshon the simpler
vector autoregression (VAR) framework. In the stadd VAR model, the
residuals are often contemporaneously correlatedsacequations in the VAR.

This feature presents a well-known problem whendacting impulse response
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analysis—the effects of a shock to the money supplgcause the results can
depend greatly on the order of the variables in W#R. A technique that

overcomes this problem is SVAR: a structure is isggbon the reduced-form
residuals in order to identify structural (i.e.,thmgonal) innovations to the
variables in the VAR. We also go a step furtheebimating a factor-augmented
SVAR (referred to as “FASVAR”). This fairly recerdea incorporates a factor
into the SVAR framework where the factor summarimdégrmation contained in

a large set of economic variables. The motivation doing so is that, in

determining monetary policy, central bankers oftensider a very wide range of
economic variables. The FASVAR is a parsimonioushioe to capture this idea

in a SVAR framework.

The rest of the chapter is organized as follows:ti®e 2.2 introduces
China’s economy. Section 2.3 is the literature eeviSection 2.4 introduces the
VAR model, SVAR model, and FASVAR model and estimatresults. Section

2.5 concludes.

2.2 The Chinese monetary policy framework

2.2.1 History

Before 1978, China’s production and resource alionavere planned by
the government. The deficient resources were iredaaihd the exports of excess
goods were used to finance the imports. The domestonomy was largely
dominated by state-owned companies. Banks madadigadecisions based on
government orders rather than profit. In 1978, ecoin reforms started and
China underwent substantial decentralization i botustry and banking. Now,

a market-oriented system has replaced the cenémahing system.

2.2.2 Exchange rate

China has an inflexible (nominal) exchange ratecgolFrom 1994 to
2005, the Renminbi (RMB) was pegged to the US dolkiter the Asian

financial crisis, the daily range of the exchangt rfluctuation was narrowed to
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the extent of a virtual fixed exchange rate. IN200hina announced that it would
peg the RMB against a basket of unannounced cuesrapparently with the aim
of allowing more flexibility in the exchange rate.

2.2.3 Capital movements

International capital movements in China are retd by the State
Administration of Foreign Exchange (SAFE). SAFEuisder the leader of both
the People’s Bank of China (PBC) and State Couridie capital controls in
China are aimed at the quantitative limitation #mel direction of financial flows
between China and foreign countries. The restnetiare mainly focused on
capital outflow, although significant restrictiormse made on some types of
inflows. But in recent years, given the high foreexchange reserves, the capital
account has been gradually liberalized.

2.2.4 Targets of monetary policy

In 1994, the PBC announced three money supply atalis: MO, M1 and
M2. In 1996, the PBC announced M2 as the main nmeeliate target. The
theoretical assumption about China’s monetary gasichat the GDP growth rate
and the inflation rate are correlated with the nyosepply and that the money
supply is determined to a large extent by the PBi@ce 1994, Chinese monetary
policy has had three ultimate targets: “inflati@rget, economic growth target
and exchange rate target” (Geiger, 2006); i.e.PBE has aimed for a policy that
realizes price stability, promotes economic growtid maintains the de facto
pegged exchange rate systém.

2.2.5 Monetary policy instruments

“The major monetary policy instruments include: mpearket operation,
reserve requirement, interest rate policy, re-legdand rediscount, and credit
policy.” (PBC, n.d. (b))

1 “The objective of the monetary policy is to maintéhe stability of the value of the currency
and thereby promote economic growth.” (PBC, n.J. (a

35



2251 Open market operations

In 1993, Open market operations were introduced asonetary policy
instrument to adjust the money supply. Except fading government securities,
the PBC also issues its own boriihe PBC withdraws base money by issuing
central bank bonds and selling government secsritield by the PBC, and

increases base money by undertaking the oppoaitséctions.
2.25.2 Reserve requirements

Since 1984, the PBC has used minimum reserve egaints to adjust
financial sector liquidity. Recently, the changasthe reserve requirement have
been aimed mainly at fighting inflation. Both thenimum and excess reserves
held at the PBC are interest-bearing. The PBC argoiat the interest rate on
reserves is helpful in constituting a lower limitr fthe money market rate (Xie,
2004). Substantial excess reserves are on depdbie #BC. The PBC alters the
minimum reserve requirement to influence the irdereate and money
multiplier.** However, compared to the other instruments, reseequirements

are seldom used.
2.2.5.3 Interest rate

The interest rate here refers to the deposit andiig rates. In China,
interest rate liberalization began in 1993 andriwseen completely finished yet.
Liberalization is closer to complete in wholesalansactions that include the
bond and interbank markets. In retail transacti@enfipor exists for the lending
rate, and a ceiling exists for the deposit ratee Banchmark lending and deposit
rates of the PBC represent the administrative srttem the monetary authority.
Through these benchmark rates, the PBC controlcrbeit flows to the non-
banking sector and adjusts the tempo in the reabise Although commercial

12 Once the PBC has determined to issue bonds,liskl commercial banks to report on demand
for those bonds.

13 The money supply is the product of the base mamay money multiplier. Theoretically,

money multiplier = % We assume that people hold a constant fractiotheif deposits as

cash;c is the currency-deposit ratio, anés the reserve requirement rate.
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banks can set the rate according to their own sss®¥, the rates must not

breach the benchmark rates.
2254 Rediscount rate

The rediscount rate was first introduced in 1988&n#1988 to 1997, the
rediscount rate was set within a floating rang® ¢d 10 percent below the same
year benchmark lending rate. Since 2004, the redidcrate was installed as the
reference of the benchmark lending rate; i.e. RBE sets the benchmark lending

rate within an upward floating range above thesealint rate.

The rediscount rate operates as the lending ratertonercial banks, and
it influences the base money as well as the mondtiptier. However, in China,
because of the undeveloped commercial paper mattketreal effect of the

rediscount rate is limited.

2.2.6 The realities of the Chinese policy framework

Under the relatively rigid exchange rate policygbiced by China, when
domestic interest rates diverge from foreign ratesendency for capital flows
occurs. Given the low interest rate in China, tapital control policy aims to
prevent large private capital outflows from Chirkdowever, limiting private
capital outflows, along with the enormous tradebis for many years, has led to
soaring official foreign exchange reserves. Morepespecially since 2005 when
the exchange rate regime was weakened somewhha#ra gse has occurred in
foreign capital inflows, a significant portion oflweh has been labeled “hot
money.” In order to hold down the value of the RMB, thebatance of
payments requires the PBC to intervene almost daylypurchasing foreign
currency. These large interventions in the foregohange market have given the
PBC the enormous challenge of sterilizing the aased rise in the money

supply. Without sterilization, the growth in the may supply would fuel an

14 uhot money” has no formal definition. It usuallgfers to the flow of capital from one country
to another in order to earn a short-term profitrterest rate differences or anticipated exchange
rate shifts.
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explosion of bank credit and broad monetary agdesgdhe dangers of which

include a surge in non-performing bank loans a$ agetiomestic inflation.

2.3 Literature review

2.3.1 Monetary policy

Early notable studies in monetary policy includeoiftion (1802),
Bagehot (1873), Wicksell (1907), Fisher (1920, 1)928imons (1936), and
Friedman (1948, 1960). Barro and Gordon (1983)ysadtivist rules that allow
the policy instrument to be set conditional on ¢ete of the economy. In their
model, the practice of “discretion” with period-pgriod re-optimization is
preferred to a “rule”. The practical application af discretionary policy is
complicated by difficulties in defining the natuaed magnitude of shock or the
target value. Taylor (1993) argues that we shoudtdngjuish “rule-like” behavior
from discretionary behavior in practice. “Rule-likedicates that the central bank
policy committee will enrich its consideration bgcaunting for the instrument
setting in the formula instead of following theelial formula. McCallum (1993)
argues that the monetary authority must considemptivate sector’'s expectation
and response when designing the rule. Taylor (19833) and McCallum (1995,
1997) argue that an independent central bank @lyfiset the monetary policy

instrument.

From the monetary-policy perspective, both movieg pnd narrow band
exchange rate policies should be categorized asl ®exchange rate regimes. The
selection of level of the fixed exchange rate degeon the advantages and
disadvantages of the exchange rate level. Bas@tleoaxample of the European
monetary union, Bruno (1993) argues that thererereroeconomic advantages of
fixed exchange rates. McCallum (1999) states adfiggchange rate policy is

more suitable for small economies.
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2.3.2 Model development

The VAR has been widely used as a standard instrurfe policy
analysis in econometrics since the critique of S{t®80). The reduced form
relates endogenous variables to lagged endogenatsbles and exogenous
variables. These models assume a causal orderintpeindynamic response
functions: the latter variables in the ordering assumed to have no immediate
effect on the earlier variableS. The assumed-order makes the relationship
between endogenous variables predetermined. Beadube ordering issue, a
VAR is structurally fragile and is therefore deéint as a tool for estimating the
effects of monetary policy. Brunner (2000) proposasisforming the reduced-
form model (VAR) into a “structural VAR” (SVAR), wbh allows for
contemporaneous interaction between the endogenausables. The major
advantage of SVAR is that it can deliver empiriealalysis of the dynamic
response of key economic variables without reqgiarcomplete structural model
of the economy. One problem of the SVAR modehét it has limited variables,
whereas central banks and financial market padit® may have to make
decisions based on hundreds of data series. Ben&uivin and Eliasz (2005)
argue that the spare information in SVAR will caaséeast two potential sets of
problems. First, since the information normallydissenot completely reflected in
the SVAR analysis, the estimation of monetary polinonovations may be
incorrect. Second, SVAR’s use of a specific vaeahbd represent a general
economic concept is usually arbitrary to some degkéoreover, SVAR assumes
all the variables, are observable and usually;abservable” measure is likely to
be contaminated by collection or measurement erfaastor Augmented SVAR
(FASVAR) offers a possible solution to these pratde the idea is to pool the
information of many time series, averaging awaysgncratic variation in the
individual series. The FASVAR was first used by &&t@nd Watson (2002) to

develop a dynamic factor model to summarize therinétion in large data sets

5 For exampleY; =[GDP, CPI, MS, INT, EX]. In the VAR model, the camser price index
(CPI) has no immediate effect on GDP, the moneyplsufMS) has no immediate effect on the
CPI, the interest rate (INT) has no immediate ¢féecthe MS, and the exchange rate (EX) has no
immediate effect on the INT.
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for the purpose of forecasting. Bernanke et al05Gshow that FASVAR can

improve the analysis of monetary policy.
2.3.3 China monetary policy

At a very general level, two opposite schools auijhts about China’s
monetary policy exist. One school argues that Chiag a largely independent
monetary policy and there is little difficulty fathe PBC to control excess
liquidity (Anderson, 2004; Green, 2007). The otkelnool argues that the pegged
exchange rate has greatly reduced the ability ialect an independent monetary
policy and China should increase currency flexipi{iGoldstein and Lardy, 2006;
Lardy, 2006; Prasad, Rumbaugh, and Wang, 2005).

The literature contains limited works of China’s matary policy,
especially works in English. Gong and Gao (200&typlate a theoretical model
of the Chinese economy under the assumptions ofpan capital account and a
pegged exchange rate. In the empirical literatdne,and Luo (2002) argue that a
Taylor Rule describes fairly well the monetary pwgliin China. However,
subsequent studies (Lu and Zhang, 2003; Liu, 2@¥), 2006; Zhang and
Zhang, 2007) reach varying conclusions. A numbestaflies (Yin, Zhao, and
Zhan, 2001; Xiang and Yuan, 2004; Yuan, 2006; SamdjLi, 2007), in Chinese,
analyze the McCallum rule for the Chinese econdione of these studies allow

for a dynamic response among variables.

Liu and Zhang (2007) evaluate China’s monetarygydiiamework with a
three-equation New Keynesian model, i.e., a Phkiltprve, an IS curve, and a
monetary policy reaction function. They argue thatybrid of an interest rate rule
and a money supply rule best describe monetargyahl China. Kong (2008)
studies the monetary policy rule for China during®4-2006 with modified
Taylor and McCallum rules. He finds that Tayloresilare better than McCallum

rules in explaining China’s monetary polit8/Sun (2009) examines the autonomy

16 Taylor rule stipulates changes of the nominalrggerate in response to changes in the inflation
and output. McCallum rule specifies a target fa thoney base given the desired rate of inflation
and the growth rate of real GDP.
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and effectiveness of monetary policy in China witbnthly data from 1998 to
2005 using a VAR model. The researcher arguesnth&ranger causality exists
between the foreign exchange reserves and the nsupgp)y, which indicates an
autonomous monetary policy; and there is no Grangasality from the interest
rate (or the money supply) to the price level amdpot, which indicates an
ineffective monetary policy. Lauren and Maino (2P0%e a VAR model to assess
the effect of monetary policy on output, the exaemnate and prices. They find
that changes in the interest rate have little ihpaxw economic variables.
Dichinson and Liu (2007) examine whether institnéibchanges have affected
interactions between the real economy and mongtaligy in China. They find
increasing interest rate effects on output over41®81997 and non-state owned
enterprises increasingly respond to monetary pdheyvation. None of these
papers clearly examine how economic variables,(ewdput, inflation, exchange

rate etc.) respond to monetary policy shocks.

There are other papers that discuss monetary pwli€hina in general,
but do not formulate empirical models (Goldsteinl &mardy, 2004, 2006, 2007,
Anderson, 2004; Prasad, Rumbaugh, and Wang, 2@08y|.2006; Geiger, 2006;
Goodfriend and Prasad, 2006; Gu and Zhang, 20G&rG2007).

2.4 Models and estimations

2.4.1 VAR model

The VAR model is a basic framework for measuringnatary policy
shocks and their effects on macroeconomic variabA® is a model in whiclK
endogenous variables over the same sample pergod anear function op of
their own lagsp of the otherK-1 variables and possible additional exogenous
variables. The set of lagged variables is assuroedeta good proxy for the

information set available to economic agents ab#ginning of period t.

Lety, = (y1s,*+, Vke)' be aK x 1 vector of endogenous variablespAh
order VAR, written VAR(p) is defined as
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Ve =V + Alyt—l + .-+ Apyt—p + Boxt + -+ let—l + Uy, (1)

wherev is aK x 1 vector of parameterd,; areK x K coefficient matricesy; is
S x 1 vector of exogenous variabldy,areK x S matrices of coefficients, and

u, is a K-dimensional process assumed to be whitgenoi

We can represent the VAR(p) process as a VAR(19qs® by redefining
the dependent variables:

m; =a+ Amy_y + Bn; + g, (2)
[A1 Az " Ap-1 Ap]
Ve 0 1 o ~ o o]
where m; = : ya=|. A=lo 1 - 0 Oi’
Ve-p+1 0 P . I
lo o —~ 1 o |
BO b Bl xt ut
. 0
B = 0 ?,ntz[:],’utzlsl,
0 - 0 Xe-1 0

where the dimensions of the vectets, a, n;, andu, areKP x 1, the dimension
of the matrixA isKP x KP, and the dimension of the matiixis KP x SL. For a
given sample of the endogenous variables and mirifipre-sample values, we
can use least squares to efficiently estimate tbhdetn Once VAR(p) has been

estimated, we can do further analysis.

If the VAR is stable, i.e., ifA] <1 for det(A — Al,) =0, we can

rewritey, as
Ve =0+ X220 Dixei + XiZo Piusy, 3)

wherew is theK X 1 time-invariant mean of the procedy. and®; are the
K x § and theK x K matrices of parameter®,, = I, and®,, can be computed
recursively according t@y = XL, ®y_;A;, whered; = 0 for j > p. Equation
(3) is the moving average decomposition for thélst&/ AR(p). This equation
states that the process by which the variableg, ifuctuate about the time-

invariant mearw is dependent on the parameter®pandd;, the past history of
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the exogenous variableg, and the innovations;, u;_4,:--. D; is the dynamic-

multiplier function, andb; is the simple impulse response function.

2.4.2 SVAR approach

2421 SVAR model

SVAR is based on the VAR framework. A structurengosed on the
reduced-form residuals in order to identify struatyi.e., orthogonal) innovations
to the variables in the VAR. The structure imposadhe reduced form residuals
is based on economic theory and/or the realitieshef economic and policy
framework in a country. Usually, the estimationaoEVAR model requires two
steps. The first one is to estimate the VAR modék residuals from the VAR
(theu's) are referred to as “innovations.” Second, timovations are regressed on
themselves, by using one of several statisticatgutares, and given a structural
interpretation (i.e., identification) (Brunner, ZI)0The identification is important.
First, it has to provide enough restrictions. Selcah should reflect the actual
macroeconomic reality being studied. Third, it iet mecessarily based on
practical theories but it should have a reasona&xglanation. Theoretically,
SVAR identification is achieved by imposing contergneous restrictions on
both the structure of the economy and the stoahatstiicture of the model. The

details of this process are discussed next.

A structural VAR withp lags is

Coye =y +Ciyr1+ -+ Cpyr—p + Egxp + -+ Eixe + Ggy, (4)
wherey is aK x 1 vector of parameters; areK x K coefficient matricesy, is
aS x1 vector of possible exogenous variablés, are K X S matrices of
coefficients,G areK x K coefficient matrices, ang is aK x 1 vector of the

error terms that are assumed to be white nois@r8ynmultiplying the SVAR with

the inverse of’,, we get the reduced form of the VAR model:

Ve =Co Y+ Co  Cyyeog o CO_lcpyt—p +Co "Eoxe + - +
Co 'Epxe_; + Cy"'Ge,. (5)
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Let C, 'y =v, G 'C;=4; fori=1,--,p, C, 'Ej=B; forj=1,--,1 and
C, 'Ge = u,, we obtain equation (1).

As discussed above, we can easily estimate (3)fdget (4) from the
reduced form (3), we must solve a problem of idmatiion. Here, we consider
the reduced form residuals as "innovations" of the economy for the current
period. Being innovations, these reduced-form resglare observable, but these
observable innovations are the result of the unobbée shocks; that happened
in the current period. The unobservable shocksatgtt more than one of the
observable innovations; one innovation can be gddkom more than one of the
shocks. Therefore, determining the underlying shoisk difficult because the

innovation can be the result of different setshafcks.

Consider a SVAR model of the vectgr, which is different from equation
(4):
Coye =V +Ciyeq ++ Cp*yt—p +Ey'xe + -+ E X + G'g. (6)
Multiply both sides of (6) byC,")~* to obtain
ye = (Co )y + (Co ) Yoy + - (CO*)_lcp*yt—p +
(Co)XEq xp 4+ + (Co ) LE) %oy + (Co)71G e, (7)

Assume there existskax K orthogonal matrix? such that, = PC,", y = Py*,
C; =PC fori=1,--,p, Ej = PE;" forj = 1,---,1 andG = PG*. From equation
(5) we get
ye = (PCy ) (Py*) + (PCy) H(PCL)yeq + -+
(PCo ) (PC, )ye—p + (PCY)HPE )Xy + -+ +
(PCy" )M (PE)xe—y + (PCy ) H(PG)ey. (8)

Since(PC," )™t = (C,")~tP~1, we have

ye = (Co) @) + (G C )y + - + (Co*)_l(cp*)J’t—p +
(CoD) T E)xe + -+ (Co ) THE ) xe—y + (G )G, 9)
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which is same as equation (7). The second mometieofeduced-form VAR of

the model is

=1 _

Euu,’ =3 = C, 'GAG'(C,) ™t = (PCy") PG A(PG*) (PCy") ™ =

Co 6 NG (G (10)

whereEe;e,' = A. Therefore, both structural models yield the saedeiced-form
representation; i.e., without identification, we &ot sure which set is the optimal

structural parameter.

The identification is important. Theoretically, SRAidentification is
achieved by imposing contemporaneous restrictionbath the structure of the
economy and the stochastic structure of the mdédmlording to equation (4), the

restrictions are placed on the element§ cAndG:
Eugu,’ = Cy 'GAG'(C,) ™ =3, (11)

whereA = E¢.g,' is a real symmetric matrix with a rank kf An estimate of

can be obtained by estimating the VAR model. Weettqii," = £ , whereil, is
the vector of the residuals obtained from estingagquation (1). At mos’i@

unique, non-zero parameters are presefl imhile K? parameters are ify,, K>

parameters irG, andK parameters are in; i.e., there ar@K? + K structural

2
parameters. Therefore, at Ieascé{{;—l{ restrictions have to be imposed @pandG

for identification®’
2422 Identification

The SVAR model in this chapter contains nine endogs variables: M2
growth rate (MS), foreign exchange reserves (FR)jmum reserve requirement
(MR), rediscount rate (RR), net securities heldtly central bank (OMO), real
GDP growth rate, inflation rate (INF), nominal effiwe exchange rate (EX) and

In a basic SVAR model, it is usually assumed that I and that the diagonal elements Gf
are equal to unity. The Ieﬁ(';;l) restrictions come from the assumption thgtis a lower
triangular.
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the 6-month to 1-year loan rate (IN¥)jThe reduced-form residuals are denoted

{ums, Urr, U, Urr, Uomor Ugpps UinE UEx, UINT) -

We choose M2 and a 1-year loan rate as the ind&aib monetary
policy.*®* We use USEUGDP, the sum of the European Uniontasd real GDP
as an exogenous variaifeBecause the European Union and U.S. are the top tw
targets of China’s exports and also are sourcderefgn direct investment. We

also use the U.S. Treasury bill rate and U.S. batelas exogenous variables.

The identification scheme in this chapter usesrinédion from the items
on the balance sheet of the PBC and money supptersyin China. The money
supply is important because it has served as ametliate target in China. From
the well-known relation, money supply = money npliéir x base money. The
money multiplier is a function of the minimum resgemrrequirement set by the
PBC. According to the PBC balance sheet: base mendgreign exchange
reserves (denominated in domestic currency) + mivdomestic credit +
government securities held by the central bankcurstges issued by the PBC.
Here, private domestic credit reflects the refirabasiness, which is affected by
the PBC rediscount rate. Net value of governmeatirsigees held by the central
bank and securities issued by the central bankatsflopen market operations.
Therefore, the innovation of money supply (MS) ihia is affected by the
innovation in the minimum reserve requirement (Migjeign exchange reserves
(FR), rediscount rate (RR), and open market opersfi We write the associated

identity as

(@) ups = Sppupr + SmrUMR + OrrURR T SomoUoMo T Vs,

18 Net securities held by the central bank = govemtnsecurities held by the central bank -
securities issued by the PBC. When OMO is negatheyalue of government securities held by
the central bank is less than the value of borsiseid by the PBC.

¥ The literature reveals a debate about whethecreit supply or money supply should be used
as the indicator of monetary policy in China. S feo consensus on this issue has been reached.
Because we cannot obtain credit supply data poi@0tLO, we choose to use the money supply as
the indicator in this chapter.

20 European Union real GDP is based on the 2005 Earopnion price index. U.S. real GDP is
based on the 2005 U.S price index.

L Given that the loan rate is also considered afabat affects the money supply, we have tried
to use the loan rate to replace the rediscount fites method yields similar results to those
obtained by using the rediscount rate.
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vys denotes the “structural” money supply shock, ameluts are the reduced-
form innovations from the VAR. Equation (a) desesba key relationship to
identify. To precisely trace the effect of monetaoficy in China, we need more
conditions to account for the behavior of the endésector of the economy and
markets for the items in the money supply system.

According to SAFE, foreign exchange reserves maielyve from current
account and capital account balances. The main acoemp of the current account
is international trade (i.e., net exports) and mh&n component of the capital
account is FDI. The exchange rate has two effett€lina’s international trade.
The first one is the direct effect: there is a niegacausality from the exchange
rate (US dollar per RMB) to exports—an appreciatodrthe RMB will reduce
foreign demand for Chinese goods. Thorbecke anah@lfa009) argue that an
appreciation of the RMB will reduce exports of laditensive goods from China.
However, how significant the effect of an appreaomt of the RMB is
controversial. It is possible that the effect oé thppreciation can be offset to
some extent by a reduction in costs of import ispMarquez and Schindler
(2007) and Thorbecke and Smith (2010) find thaRMB appreciation causes a
larger decline in ordinary exports than in procdsegports®” Given the large
share of processed exports in total exports, aluedaRMB may not lead to a
significant drop in exports. The second effect loé £xchange rate lies in its
rigidity rather than in its movements; i.e., a pedgexchange rate reduces
exchange rate risk. China has one of the mostes@atidhange rates in the world.

Low exchange rate volatility may attract foreignmarations.

The literature reveals wide discussion about thierdenants of FDI.
Generally speaking, there are four key factors: Gbfation, exchange rate and
interest rates. GDP as the determinant for the etadeking behavior of
multinational corporations is one of the most impot factors that attract large
FDI inflows to China. Choe (2003) finds there i®ag causality from economic
growth to FDI. Basu, Chakraborty and Reagle (2003) find a bitdoaal

= Ordinary exports are products produced with lagalts.
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causality between GDP and FDI for more open ecoesnand a unidirectional
causality from GDP to FDI for less open economidsiao and Hsiao (2006)
discover that GDP strongly contributes to FDI imffoto China. High inflation
may increase the cost of capital and reflects anttgs macroeconomic
instability, which may also indicate a politicaktability. An appreciation of the
RMB will reduce the relative wealth of foreign irsters and increase the relative
labor costs in China, which may cause a reductidnward FDI. Kok and Ersoy
(2009) find that per capita GDP growth has a pasitnfluence on FDI, while
inflation has a negative influence. Majeed and Atr(2009) argue that GDP and
GDP growth have significantly positive effects dnlfand the exchange rate and
inflation rate have significantly negative effecs FDI. China has a relatively
low lending rate, which is an attractive factor foreign investors, given the

higher financing cost in some other countries.

According to interest rate parity, interest ratéfedentials are offset by
expected exchange rate changes. However, in Chewguse of the inflexible
exchange rate, the local interest rate is an impofiactor in determining capital
inflows. The PBC has sought to keep local interatgs low in order to limit such
inflows. Recently, higher interest rates and apptem of the RMB have raised
the issue of the inflow of hot money. From 2005 2008, the RMB has
appreciated in value by approximately 22%. Li (2088jues that “hot money”
speculators can obtain over 10% profit with litikk from these hot money flows
into China. Overall, the innovation in foreign eacdlge reserves in China is
affected by innovations in the GDP, inflation rae@change rate, and the interest

rate. So we write the following condition for fogeiexchange reserves:
(b) upgr = agppUcpp + A npUnr + ApxUsx + AnrUine + VEg,
wherevgy is the foreign exchange market structural shock.

China’s monetary policy has three final targetsorneenic growth,
inflation, and the exchange rate. Therefore, theimum reserve requirement,
rediscount rate and open market operations asngteuments of the monetary

policy should be the response to the shocks iatiofi, GDP and exchange rate:
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(©) umr = PeppVepp + PinrVine + PexVex + Vurs

(d) uggr = BeprVepp + BinrVine + BexVex + Vrr,

() uomo = PeppVepp + PINFVINF + PEXVEX + VoMo,
whereVur, Vrr, @ndvgye denote structural monetary policy shocks.

GDP can be affected by many factors. Given the gewous variables
used in this model, we consider four factors: mosegply, inflation, exchange
rate, and interest rates. The motivation for udimgse variables is as follows.
First, Burdekin and Siklos (2008) find that the rapsupply in China is related to
GDP growth. Second, the Phillips curve implies sifpee, short-term relationship
between inflation and output. Recent works, prifgam growth economics,
suggest that inflation may be harmful to outputvgtoat longer horizons (Barro,
1991; Fischer, 1993; Bullard and Keating, 1995; f&dn, 1998; Michener,
1998). In addition, several papers have documeatidreshold effect”: inflation
rates below the threshold are neutral or possilggelicial to output growth,
whereas inflation rates over the threshold are hdrto output growth (Bruno
and Easterly, 1998; Mubarik, 2005; Khan and Senh&{)01). Khan and
Senhadiji (2001) find that the average level ofshodd for developing countries
is about 11 percent. Third, in China, the excharage affects GDP through net
exports. In 1996, exports amounted to 17% of GDIA. 2005, the number
increased to 37% of GDP. Even in 2009, given thedmade recession, exports
still amounted to 23% of GDP in China. From 19802@08, Chinese exports
have increased at an average rate of 12.4%, whiiegithe same period, global
exports only expanded at 4.0%. Fourth, the interatt is widely used as a
monetary policy instrument because of its effectrdiation and output. Different
from other monetary policy instruments in Chinag thterest rate affects GDP
both directly and indirectly through the money dypjn sum, the innovation in
GDP is affected by innovations in the money suppiffation rate, exchange rate,
and the interest rate:

(f) ugpp = Amsums + AinrUinrg + Apxtpx + AnrUint + Vepp,
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wherev,pp is the structural demand shock.

It is widely known that high rates of inflation acaused by excessive
growth of the money supply. Geiger (2006) statet the PBC manipulates the
monetary growth rate to influence the inflationetaflso according to New
Keynesian theory, when GDP grows too fast, thetfith rate will accelerate as
suppliers increase their prices. Therefore, we hitaee identity condition for

innovations in inflation rate:
(9) winr = Oysums + OgppUcpp + VinF,
wherev;yr denotes the structural cost push shock.

China adopts a pegged exchange rate. Therefotedarominal exchange
rate, the most important factor is the inflatioter&ven though China’s exchange
rate is still pegged, it is now more flexible thibefore. The exchange rate had
substantial movements in the past few years andPB€ has the incentive to
adjust the nominal exchange rate in response talthages in the inflation rate.
Researchers argue that China can increase thermehate to lower the inflation
rate. A strong local currency reduces the costgdarted products, which has a
negative effect on inflation. Also because of insgional competitions, domestic
producers may cut their prices in response to gmegfation in RMB. Thus, we

write
(M) ugx = Yinrtinr + Vix
wherevgy denotes structural shocks to the currency peg.

The interest rate is a monetary policy instrumdtst.innovation should
respond to the shocks to GDP, inflation rate amdetkchange rate. Since we use
the nominal interest rate, it should also be affédty the innovation in inflation

rate. Therefore, we have the identity conditioniforovations in interest rate:
(1) wint = KeppVepp + KiNpVing + KexVex + Kinp2Uine + Vins
wherev,yr IS a structural monetary policy shock.

In a matrix form, equation (a)-(i) can be expresaed
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1 —8rr—6mr—0rr—00m0 O 0 0 0 71 uys-
0 1 0 0 0 —agpp ~QAUINF —QApx—NT UFR
0 o 1 o0 0 0 0 0 0 UyMR
0 0 0 1 0 0 0 0 0 Ugg
0 0o O 0 1 0 0 0 0 |[x|uomo
—Ays 0 0 0 0 1 —Aivr —Agx Anr Ucpp
—Oys 0 0 0 0 —Bpp 1 0 0 Ynr
0 0 0 0 0 0 —Yine 1 0 UEx
0 0 0 0 0 0 —Kpnpz O 1 1 ‘Unrd

10000 0 0 0 01 | vys
01000 0 0 09 VER
00100 PeopPinePex 0 UMR
00010 Bspp Binr Bex O URR
= OOOOlpGDP pINF pEX 0 X |Vomo |. (12)

00000 1 0 0 O Vepp
00000 0 1 0O VINF

00000 0 O 10 Vex
_O O 0 0 O KGDP KINF KEX 1_ _UINT_

2.4.2.3 Data

In this chapter, we use quarterly data from 1994t@Q2010:Q3. These
data were collected from the National Bureau ofi§tes of China, the PBC, the
SAFE, the Bank for International Settlements, thierhational Monetary Fund,
Eurostat, and Federal Reserve Economic Data. W&98:t as the base year to
calculate the inflation rate and real GDP. All data detailed in Appendix A. All
tests are presented in Appendix B. First, we tsafstationary process by using
the ADF test, Generalized Least Squares DickeyeFu{DF-GLS) test and
Phillips-Perron (PP) test. Except for the inflatiate, we cannot reject a unit root
at the 1% significance level and differences ofséhgariables are found to be
stationary. Sims (1980) and Sims, Stock, and Wa($680) recommend against
differencing to induce a stationary process if alales are co-integrated. These
researchers argue that the purpose of the estimasoto examine the
interrelationships among the variables through ithpulse response functions,
rather than the significance of individual coe#icis. If the related variables are
not co-integrated, then using the first differensepreferable. We find co-

integration between variables, but the AR rootdetahhows that if all variables
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are in levels, the SVAR will not satisfy the stalilcondition. This problem may
cause invalid results. Therefore, we use the Gty rate and M2 growth rate
instead of levels. The Schwarz Criteria (SC) sutggese lag; the Likelihood-
ratio test (LR), Final prediction error (FPF), dddnnan Quinn (HQ) suggest two
lags; and Akaike Information Criterion (AIC) sugtefour lags should be used in
the SVAR model. According to the test of the seaiatiocorrelation and normality

of the residuals, we use one lag in the SVAR model.
24.2.4 Impulse response analysis from the SVAR estimation

We use the impulse response function to evaluateetaoy policy. The
impulse response function represents the dynanmsporese of a particular
variable in the system to a positive shock (erforpne of the equations. Any
variable can be expressed as a combination ofutrerdt and all past errors in the

equations, with weights given by the impulse resgsn

Figure 2-1 presents the impulse response of théblas to a one-
standard-deviation money supply shétRhe shock causes a short-term hike in
GDP growth rate with a one-period-response lag. &@ne-standard-deviation
shock in M2 growth rate, which is about 1%, the GipEwth rate rises by about
0.15%. Cochrane (1994) shows that for the U.Snexstandard-deviation shock
in M2 (0.5%) causes the GDP to rise by about 0.5P& relatively small effect
found for China may be explained by China’s high/GR2P ratio. In 2009,
China’s M2/GDP ratio was 1.78, while the Unitedt&saratio was only 0.5¢
The increase in foreign exchange reserves peak$&#t in the sixth period, after
that foreign exchange reserves increase at a d#ogeeate. This result can be
simply explained by the response path of exchaage After the money supply
shock, exchange rate decreases. The lower exchategeill attract more foreign
direct investment and increase the trade surphignports decrease and exports
increase. The effect on hot money is uncertain. Siwek could decrease the hot

money inflow by undermining speculators or it coatttact more speculators, as

2 Figure shows the percentage changes of variablesponse to the money supply shock.
059 is a very high ratio in U.S. history. Becaw$dhe recession in 2008, the United States
expanded its money supply to stimulate the econior2p09.
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they will expect that after the shock, the excharege will gradually go back to
its original level. The response of the inflatiater is puzzling. After the money
supply shock, inflation rate decreases.

Figure 2-1: SVAR response to money supply shock
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Figure 2-2 shows the response of the variablesoimeastandard-deviation
interest rate shock, which is about 1%. An une)gekcise in the interest rate is
followed by a 2-period rise in the money supplyakeg at 0.036% in the second
period and then followed by a protracted decreagbe money supply. After the
interest rate shock, a 4-period rise occurs inrnfation rate, peaking at 0.13% in
the second period and then followed by a protractedrease. A long-term
increase in the exchange rate occurs in responfigetmterest rate shock. The
movements in the exchange rate are much largentiagxpected for, it peaks at
21%. Bernanke et al. (2005) shows that for the ,UaSone-standard-deviation
shock in the federal fund rate (0.1%) causes tlehange rate to rise by about
0.1%. GDP growth rate falls in the initial peridayt quickly rebounds. Foreign
exchange reserves have a protracted decline a&dnterest rate shock. We can
explain these responses as follows. As the inteegstincreases, the exchange
rate rises. A stronger RMB raises the price of @lsiexports, diminishes China’s
attractiveness as a destination for FDI, and resnla slowdown of the inflow or
even the outflow of hot money. All of these resulisise a decline in the foreign
exchange reserves and a decrease in GDP growthedowas reveals, after the
initial tumble, GDP growth rate almost recoverghe third period to its original

level.

Figure 2-2: SVAR response to interest rate shock
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2.4.3 FASVAR approach

2431 FASVAR model

FASVAR combines the SVAR analysis with factor asaédy FASVAR
uses an estimated factor to summarize the infoomati a variety of economic
variables by pooling the information to average ywwhosyncratic variation in
the individual serie§> In this chapter, we follow the method introducedSigck
and Watson (1998, 1999, 2002), which estimatesfdélobors by using static
principal components. It is a two-step procedurethie first step, the augment
factors are estimated by using the first principanponents of the unobserved
variables. In the second step, we do SVAR withuhebserved variables replaced
by the corresponding augment factors. The FASVARIehds the SVAR model
with some compressed data, which reduces the nuailldmensions, hopefully

without much loss of information.

Let m, be a vector of the economic variables, with din@ang x 1. m;
contains perhaps many economic time sengsis anM X 1 vector of the
observable macroeconomic variables. Some unobdenfabdamental forces
affect the dynamics ofi,, which can be represented by & 1 vector of factors
ft» such that

mt = Aft + et, (13)

whereA is aN x Q matrix of factor loadings, angl ~i.i.d N(0,R") is aN x 1
vector of the error term. Take a partition @f,, denotedn,, m,?, ---,m,!, where
m,! is a vector with dimensioN; x 1 and}; N; = N. Each of the vectoms,’ is
explained by only some of the elements of vegtomhat is, a partition of;, say

.5 f.2, - f." occurs, whergf! is a vector with dimensio@; x 1 andy; Q; = Q

Q; < N;. Therefore, we can transfer (13) into

% Here, like Belviso and Milani (2006), we assumat tbach set of series is explained by exactly
one factor.
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Equation (13) states that the large number of beetinm, are affected
by some common factofs. To simplify the problem, in this chapter, we assu
thatm,' is explained by only one factor; i.@; = 1 for all i. Thus,f; become a
vector with dimensior X 1, andA becomes & x [ matrix. Then the FASVAR

model becomes

wl=lo nlx[]+ (5] as)
and
Z )’j’;] = A(L) Jf’ftﬂ + 14, (16)

whereZ is a(M + 1) x (M + I) matrix,A(L) is a(M + 1) x (M + I)P matrix,
Aj
27—

AZLTY

such thatA(L); = AfL‘z andt,~i.i.d N(O,R") is a(M +I) x 1 vector.e,

APL;p+1
L ] J
andr, are independent.
2432 Data

In the FASVAR model, we assume three unobservedblas: money
supply growth rate (MS), output growth rate (Y)danflation (INF). We also
assume five observed variables: foreign exchanggrve (FR), minimum reserve
rate (MR), rediscount rate (RR), net securitiesd st the central bank (OMO),
loan rate (INT) and nominal effective exchange r&#). We use USEUGDP,
the U.S. bill rate, and the U.S. government bond &3 the exogenous variables.
According to the method proposed by Stock and Wa{2002),m; should be

1(0). Thus, all series in the unobserved varialdéadset are first transferred to
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induce stationary process. The descriptions ofsérées in the data set and the

transformation are listed in Appendix C.

All tests are presented in Appendix B. The Joharsemtegration test
indicates that co-integration occurs between allabdes and that the FASVAR
satisfies the stability condition. SC and HQ sugge® lag; LR and FPF suggest
two lags; and AIC suggests four lags should be .uBaded on the test of the
serial autocorrelation and the normality of theidesls, we use one lag in the
FASVAR model.

2.4.3.3 FASVAR estimation

Figure 2-3 presents the impulse responses of thables to a one-
standard-deviation money supply shock. We get resppaths similar to those in
the SVAR model. An exception is the inflation ratehich increases after the
money supply shock with one-period lag, while itila rate decreases in the
SVAR model. In the FASVAR model, a money supply gdhdas a stronger
influence on GDP growth rate and inflation rated an weaker effect on the
interest rate, exchange rate and foreign reser@s®rall, money supply is
effective as a monetary instrument. After the mosapply shock, just as we
expected, the minimum reserve rate and rediscaiatare both hiked, and the
net securities held by the central bank fall. Waththese changes, the money
supply growth rate immediately decreases and alnedstns to its original level
in the second period. We can conclude that thermini reserve rate, rediscount
rate and open market operation can be effectivesisuments for adjusting the

money supply.

58



Figure 2-3: FASVAR response to money supply shock
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Figure 2-4 shows the impulse responses of varidioles one-standard-
deviation interest rate shock. From the FASVAR nhode= get an improved
result. As in the SVAR model, after the shock, &xehange rate increases, the
foreign exchange reserves decrease and the mopply giowth falls. Unlike the
GDP growth in the SVAR model, the GDP growth in tRASVAR model
displays a protracted decrease after the intea¢stshock. To stem the decline in
the money supply, the PBC increases the net sesuhield through open market
operations. In the FASVAR model, the response fanctompletely fits the

theory we mentioned in the SVAR model.
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Figure 2-4: FASVAR response to interest rate shock
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Figure 2-5 shows the response of variables to astarelard-deviation
foreign exchange reserve shock. According to PBl@noa sheet, an increase in
foreign exchange reserve means more money is futhe market. The excess
money supply causes downward pressure on the egeheate. The lower

exchange rate attracts more foreign investors mcr@ases exports. This results in

an increase in aggregate demand and GDP growth rate

Figure 2-5: FASVAR response to foreign reserve khoc
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2.4.4 Robustness

Considering the sterilizing done by the PBC, we denwhether the
money supply shock in our model is the result ohetary policy or simply of
excess liquidity. Given that the PBC also putsaisgiministrative limits on loan
growth to assist in controlling the money supply @ompare the credit supply
growth rate and money supply growth rate to seerevbar shock comes from.
Figure 2-6 reveals that the movements of the ceegiply and money supply are
fairly consistent. We conclude that the money sygblock is the result of the
monetary policy. For the FASVAR model, we also ¢hé&wr the robustness by
altering the number of factors used in the augrfeator. Our results are robust to
these changes. Also, we have tried to use the RI8B#kichange rate and real
effective exchange rate to replace the nominalceffe exchange rate. We get

very similar results.

Figure 2-6: Credit growth rate vs. M2 growth rate
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2.4.5 Variance decomposition

Table 2-1 reports the variance decomposition resulhe first two
columns list the contribution of the money suppipak to the variance of the
forecast error at the 8 and 16-quarters horizoh& [ast two columns list the
contribution of the interest rate shock to the aaces. The money supply shock
explains less than 10 percent of the forecast negiaf all variables, while the
interest rate shock explains more than 10 percérihe forecast variance in
inflation, exchange rate and interest rate at 8iqua horizons. Overall, the
interest rate shocks play a larger role than thenayosupply in explaining
fluctuations in real activity. However, both shockspear to explain a relatively
small part of the variation. This result is not @mising. It is consistent with
Lagana and Mountford’s (2005) statement that “maryepolicy shocks account
for only a small proportion of the total variatiom the data set.” That said, we
note that the interest rate shock appears to héargar contribution in China than
in other countrie&®

Table 2-1: Fraction of variance explained by moseyply shock and interest rate
shock

Variables Money supply (%) Interest rate (%)
quarter 8 16 8 16
MS 2.52157. 0.91927! 9.06624: 6.11492
FR 0.04839! 0.03774. 1.03811! 3.44353!
Y 0.24365 0.09748: 6.41204: 6.43277.
INF 0.45368I 0.02259! 16.2195! 10.1776!
EX 0.05204 0.00735! 11.3752! 8.72560!
INT 0.73416! 0.03967 32.2661! 9.33925:

% See Banbura (2010).
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2.5 Conclusion

This chapter used SVAR and FASVAR models to idgntthe
effectiveness of alternative monetary instrumemtsaffecting real economic
activity in China. The SVAR methodology is tailoréal the specific economic
characteristics faced by Chinese policy makers:ahgnexchange rate targeting,
capital flow restrictions, and sterilization of &gn exchange market intervention.
Both the SVAR and FASVAR approaches showed thatmbeey supply is an
effective monetary instrument in China and intereie is not an effective
instrument. Facing the enormous challenge of stEwg the excess money
supply, the PBC cannot raise the interest rateotdract the money supply and
reduce the inflation rate, because the higher esterate will cause upward
pressure on the exchange rate and substantiallgiin@hina’s economy. To
minimize the interest rate effect on the excharage,rthe PBC has to restrict
interest rate fluctuation in a small range. Thistrietion limits the effectiveness
of the interest rate as a monetary policy instrumErom the FASVAR model,
we also found that a positive foreign exchangeruesshock would benefit real

activity in China.
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Appendix B: Econometric tests

1. Unit root test

Variable ADF DF-GLS PP
INF -3.24% -3.22%% -2.98*
GDP 0.98 0.44 0.89
M2 2.15 2.64 1.42
INT -1.48 -0.20 152
EX -1.94 -0.63 -1.68
D(GDP) 7 .21% 2.14% 7.22%%
D(M2) -5.40%% -1.03 54T
D(INT) -6.59%* -6.58%* -6.62%%
D(EX) -5.33%% -5.36%% -5.38%+
FR -0.29 1.21 -1.33
MR 1.92 -0.48 175
RR -1.40 -0.10 -1.45
OMO -0.51 -0.23 -0.82
D(FR) -4.06% 2.07* -3.87%
D(MR) 3.72%% -3.658745%* -3.645754%
D(RR) -7.663551%* 763 7725
D(OMO) 12,127 -12.08%* -12.88%*
M1 -0.21 1.64 -0.57
MO -0.92 1.64 1.22
D(M1) -6.92%% -4 525 -6.90
D(MO) -9.36%* -0.06 -9.33%%
INF-MF -3.85%% -4.20%% 215
INF-TF 231 -1.89 2.04
INF-HF 279 -2.35% -2.66*
INF-REF 317 -3.12%% 252
INF-PPF -1.85 -1.86% -3.02%
INF-EPF -2.00 -2.08* -2.84*
INF-NRF 2.81* 2.86%* 2.81*
INF-FF -3.00% 2.98%% 273
INF-CF 2.15 217 2.19
INF-ESF 2.04 2.02% -1.88
D(INF-TF) -6.22%% 627+ -6.22%%
D(INF-CF) -8.09%* -8.15%* -8.09%*
D(INF-ESF) 2.94% -2.99%% -7.33%%
GDP-FI 0.80 1.28 0.43
GDP-SI 0.26 1.06 0.30
GDP-TI -1.07 -0.23 1.22
D(GDP-FI) -3.30% 113 -10.36%*
D(GDP-SI) -8.90%* 677 -8.89%
D(GDP-TI) -8.70% -6.55%% 8.77
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***indicates significant at 1%, ** indicates signttint at 5%, * indicates significant at 10%.

2. Lag selection and cointegration tesf

2.1 SVAR:y, = [M2, FR, MR, RR, OMO, GDP, INF, EX, INT[—GDP, M2

in level

Lags test

The SC suggests using the model with only oneTag.LR test and FPF suggest

using of three lags. AIC and the HQ suggest theofiseur lags.

Lags LR FPF AlC SC HQ
1 837.440: 9.50¢13 -2.19531: 1.784790 -0.62992.
2 154.423: 3.59¢13 -3.39031 3.34525 -0.74117!
3 117.9700 2.07¢13* -4.50544. 4.98558. -0.77257
4 84.3463" 2.35¢13 -5.601248 6.645231 -0.784646

AR roots table

All VAR(1), VAR(3) and VAR(4) specifications do nogatisfy the stability

conditions.
VAR(1)
Root Modulus
1.00602! 1.00602!
0.931834- 0.12165zZ 0.93974.
0.931834 + 0.12165 0.9:9741
0.92737 0.92737
0.79409¢- 0.205461 0.82024
0.794098 + 0.20546 0.82024
0.47646! 0.47646!
0.061222z- 0.111887 0.12754.
0.061222 + 0.11188 0.12754.
VAR(3)
Root Modulus
1.00888 1.00888
0.96024. 0.96024.
0.93002z- 0.168846 0.94522.
0.930022 + 0.16884 0.94522.

2" We first do the lag length test to determine thegible lag orders. Enders (2004) states that the
lag length can be examined regardless of whetherviriables in question are stationary or
integrated. Second, we use the Johansen cointegtast to determine whether we should use the
variables in level or in first difference. Finallwe do the portmanteau autocorrelation test to
determine the best lag order.
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0.84616¢€- 0.286692 0.89341.
0.846166 + 0.28669 0.89341.
0.35789C- 0.730677 0.81361
0.357890 + 0.73067 0.81361:
-0.521023 + 0.61729 0.80778:
-0.52102% 0.61729¢ 0.80778:
0.5€7732- 0.50018C 0.75663
0.567732 + 0.50018 0.75663
0.214965 + 0.69901 0.73132
0.21496¢%- 0.69901< 0.73132
-0.602481- 0.38283¢ 0.71382
-0.602481 + 0.38283 0.71382
0.342911 + 0.59550 0.68718!
0.342911- 0.595507 0.68710
-0.327931- 0.54074¢ 0.63241.
-0.327931 + 0.54074 0.63241.
-0.17037C- 0.58105¢ 0.60552.
-0.170370 + 0.58105 0.60552.
0.57810: 0.57810:
-0.56779 0.56779
-0.45549i 0.45549:
0.04922¢- 0.29035¢€ 0.29450!
0.049226 + 0.29035 0.29450(
VAR(4)
Root Modulus

0.996736 + 0.20791 1.01818!
0.99673€- 0.20791% 1.01818!
0.987100 + 0.00791 0.98713.
0.98710C- 0.00791Z 0.98713.
-0.91128: 0.91128.
-0.453883 + 0.78639 0.90798.
-0.45388%- 0.78639¢ 0.90798.
0.1227¢7 + 0.88296¢ 0.89146.
0.122797- 0.882964 0.89146.
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0.467730 + 0.75558 0.88864!
0.46773C- 0.75558¢ 0.88864!
0.767377 + 0.440898 0.88501:
0.767377- 0.44089¢ 0.88501:
0.779374 + 0.18648 0.80137
0.779374- 0.18649¢ 0.80137
-0.712068 + 0.34604 0.79169:
-0.71206¢&- 0.346043 0.79169:
0.21434%- 0.72790¢ 0.75881.
0.214343 + 0.7279C 0.75881.
0.48778¢€- 0.55502¢ 0.73890!
0.487786 + 0.55502 0.73890!
0.515673 + 0.51574 0.72932.
0.51567Z- 0.515747 0.72932¢
-0.535812 + 0.4925C 0.72777
-0.535812- 0.49250¢ 0.72777
0.050589 + 0.68867 0.69053!
0.05058¢- 0.68867¢ 0.69053!
-0.150353 + 0.66727 0.68400:
-0.15035%- 0.667274 0.68400:
-0.66868. 0.66868.
-0.526926 + 0.01896 0.527%67
-0.52692¢- 0.01896¢ 0.52726
-0.16494C- 0.420764 0.45193:
-0.164940 + 0.42076 0.45193:
-0.30186! 0.30186!
-0.11529 0.11529

2.2 SVAR:y, = [M2, FR, MR, RR, OMO, GDP, INF, EX, INT]

Lags test

The SC suggests using the model with only oneThag.LR test, FPF and the HQ

suggest the use of two lags. AIC suggests the uleiolags.




Lags LR FPF AIC SC HQ
1 699.020! 5.48¢13 -2.748609. 1.265418 -1.17265!
2 153.0569 2.06¢13* -3.96221. 2.830891 -1.295066
3 84.0232 3.39¢-13 -4.05973! 5.51236! -0.30148i
4 88.5510! 3.04¢13 -5.471878 6.87922! -0.62252.

* indicates optimal lag order.

Johansen cointegration test

We reject the null hypothesis for

variables in level.

all model spesifions. It is better to use the

Lags Trace 5%Critical Value Max-Eigen S%Critical
Value

1 378.661! 91.3222.

2 407.368: 197.37 114.333: 58.43

4 710.102: 199.509:

Ho: no cointegration.

AR roots table

All VAR(1), VAR(2) and VAR(4) specifications satisthe stability condition.

VAR(1)
Root Modulus
0.951972- 0.088714 0.95609
0.951972 + 0.08871 0.95609
0.82126€- 0.12531¢ 0.83077!
0.821268 + 0.12531 0.83077!
0.527991- 0.06098¢ 0.53150:
0.527991 + 0.06098 0.53150:.
0.29495! 0.29495!
-0.07093¢- 0.23883i 0.24914.
-0.070938 + 0.23883 0.24914.
VAR(2)
Root Modulus

0.952153 + 0.07783 0.95532!
0.952155- 0.07783C 0.95532!
0.896877 + 0.30503 0.94733I
0.896877- 0.30503Z 0.94733l
0.373021 + 0.73488 0.82413
0.373021- 0.73488¢ 0.82413
-0.533121 + 0.10780 0.54391.
-0.533121- 0.107807 0.54391.
-0.424434- 0.326574 0.53553.
-0.424434 + 0.32657 0.53553.
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0.482823 + 0.19301

0.51997.

0.482825- 0.193014 0.51997.
-0.002951- 0.47371¢E 0.47372:
-0.002951 + 0.43715 0.47372:
0.370225 + 0.26973 0.45806:
0.37022t- 0.26973¢< 0.45806:
-0.004713 + 0.34012 0.34016:
-0.00471% 0.34012¢ 0.34016:
VAR(4)
Root Modulus

0.994962 + 0.07941 0.99812
0.994962- 0.079414 0.99812
-0.97958: 0.97958.
0.916460 + 0.25572 0.95146!
0.91646C- 0.25572% 0.95146!
0.91900: 0.91900:
0.504077- 0.75729:& 0.90971
0.504077 + 0.75729 0.90971
-0.448507 + 0.78943 0.90794!
-0.448507- 0.78943¢ 0.90794!
0.142855 + 0.86490 0.87661!
0.142855- 0.86490C 0.87661!
0.61686¢E- 0.60084¢ 0.861121
0.616865 + 0.60084 0.861121
-0.778391 + 0.36280 0.85878!
-0.778391- 0.362804 0.85878!
0.70837€- 0.41231¢ 0.81963!
0.708378 + 0.41231 0.81963!
0.236777 + 0.74432 0.78108z
0.236777- 0.74432¢ 0.78108:
-0.290004- 0.675063 0.73471!
-0.290004 + 0.67506 0.73471!
-0.17931¢- 0.670252 0.69382!
-0.179319 + 0.67025 0.69382!
0.354717- 0.58779C 0.68652!
0.354717 + 0.58779 0.68652!
-0.544782 + 0.3781fi 0.66316:
-0.54478z- 0.378153 0.66316:
-0.453061 + 0.38656 0.59556.
-0.453061- 0.386562 0.59556.
0.103454- 0.57312¢ 0.58239.
0.103454 + 0.57312 0.58239:
-0.55117¢&- 0.14625€ 0.57025:.
-0.551178 + 0.14625 0.57025:
0.38396. 0.38396:
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| -0.06903!

| 0.06903

Lagrange Multiplier autocorrelation test (p-value)

To determine how many lags should be used in th&RS¥odel, we first run the
Lagrange Multiplier (LM) test to test the no semailtocorrelation assumption. At

conventional significant levels (5% or 10%), thedfications with one and two

lags outperform the four lags in the terms of absesf autocorrelation.

Lags |1 2 3 4 5 6 7 8 9 10 |11
VAR(1 | 0.00C | 0.C | 0.9C 0.6C | 0.€ |0.9¢ | 0.6 |0.9¢ [0.9¢ [0.€ |01
VAR(2 | 0.00C | 0.5 | 0.81 0.37 |0.c | 0.8 |01 |06z |0.66 |04 |0.2
VAR(4 | 0.1¢ 0.¢ | 0.00C |0.0C |04 |0.0C |0.c |0O.7¢ |09t |0.t |0O.C

Ho: no serial correlation.

SVAR residual normality tesy?

Second, we try to determine if the residuals of 8pecifications can be

considered to be normally distributed. VAR(2) and\R(4) specifications

outperform the VAR(1) specification.

VAR(1) VAR(2) VAR(4)

M2 6.44E+11 7.25E+10 8.33E+09

FR 1.74E-08 3.04E-06 6.71E-08
MRR 0.00135. 2.75E-05 8.50E-06

RD 0.11557! 0.01722; 0.00046'
OMO 6.45E+17 7.26E+16 8.35E+15
GDP 7.23E-07 6.83E-08 1.06E-08

INF 4.22E-08 1.58E-09 8.98E-16

EX 14.31149 1.90305. 0.11833

INT 0.09661. 0.01489¢ 0.00057.

Ho: residuals are multivariate normal. * indicatefect at 5% significant level, ** indicates reject

at 10% significant level.
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Portmanteau test —p value

Third, we use the portmanteau test to further itigate the autocorrelation
problem. The VAR(1) specification performs bettdrart the VAR(2) and
VAR(4).

Lags VAR(1) VAR(2) VAR(4)
1 NA NA NA

2 0.000( NA NA

3 0.000: 0.000( NA

4 0.000° 0.000( NA

5 0.005¢ 0.000( 0.00(

6 0.053( 0.000: 0.00(

7 0.126¢ 0.000- 0.00(

8 0.420¢ 0.002: 0.00(

Ho: no residual autocorrelation up to lag “h”.

Correlation of VAR

Finally, we check the correlation matrix of the idesls. The VAR(1) and
VAR(2) specifications have lower correlation betweesiduals than the VAR(4)
specification.

VAR(1)

M2 FR MRR RD OMO GDP INF EX INT

M2 1

FR 0.272 |1

MRR | 0.11% | 0.09¢ |1

RD 0.02¢ | 0.11« | 0.25Z |1

OMO | -0.22¢ | -0.27]1 | -0.05¢ | 0.07¢ |1

GDP | 0.11z | -0.02¢ | -0.05¢ | 0.277 | 0.01¢ |1

INF 0.03z | -0.197 | 0.10¢ | 0.14¢« | -0.08C | 0.15Z |1

EX 0.01¢ | -0.157 | -0.13¢ | -0.43C | -0.15¢ | -0.40¢ | -0.25C | 1

INT 0.02¢ | 0.147 | 0.27¢ | 0.50C | 0.000: | 0.10¢ | 0.13¢ |-0.297 | 1

VAR(2)

M2 FR MRR RD OMO GDP INF EX INT

M2 1

FR 0.27F |1

MRR | 0.18% | 0.09¢ |1

RD 0.03z | 0.052 | 0.352 |1

OMO | -0.331 | -0.27¢ | -0.02¢ | -0.05¢ |1

GDP | 0.147 | 0.00¢ | 0.25¢ | 0.27¢ | -0.11% |1

INF | -0.02¢ | -0.36C | 0.10¢ | 0.1971 | -0.19¢ | 0.197 |1

EX 0.04¢ | -0.05z | -0.36¢ | -0.34z | -0.232 | -0.297 | -0.10¢ | 1

INT 0.08¢ | 0.14Z | 0.33f | 0.521 | -0.01¢ | 0.03¢ | 0.221 | -0.25¢ |1
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VAR(4)

M2 FR MRR RD OMO GDP INF EX INT

M2 1

FR [0.22¢ |1

MRR | 0.39¢ | 0.27C |1

RD |0.16: | 0.177 |0.57¢ |1

OMO | -0.41¢ | -0.41( | 0.02¢ |-0.05C |1

GDP | 0.38] |0.18¢ |0.347 |0.267 |-0.21% |1

INF | -0.115 | -0.30C | -0.221 | -0.26¢ | 0.32¢ | -0.01% |1

EX |0.09¢ |0.01t |-0.52z | -0.30¢ | -0.365 | -0.14Z | -0.07¢ | 1

INT | 0.30¢ |0.257 | 0.75¢ |0.52¢ | 0.16¢ | 0.25¢ |-0.06¢ | -0.46¢ |1

Overall, the VAR(1) specification performs betterthe autocorrelation test. The
Portmanteau test shows low correlation between abbes. Although it
underperforms in the normality test, the non-noitya less important. Here, we
use one lag in the SVAR model.

2.3 FASVARYy, = [MS, FR, MR, RR, OMO, GDP, INF, EX-NE, INT]

Lags test
The HQ and the SC suggest using the model with ong/lag. The LR test and

FPF suggest using three lags. The AIC suggestg fim lags.

Lags LR FPF AIC SC HQ

1 685.190- 0.527341 248448 28.85829 26.42022
2 137.366. 0.29298 24.0229: 30.8160: 26.6900
3 103.8252 0.254933 23.2866: 32.8587. 27.0448:
4 83.0129 0.29457! 22.12622 34.4773. 26.9755

* indicates optimal lag order.

Johansen cointegration test
For all specifications, we reject the null hypotkex no cointegration.

Lags Trace 5%Critical Value Max-Eigen 5%Critical Value
1 374.885. 87.6851!
3 429.787 197.37 104.474! 58.43
4 761.9171 208.261!

Ho: no cointegration.
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AR roots table

All VAR(1), VAR(3) and VAR(4) specifications satisthe stability conditions.

VAR(1)
Root Modulus
0.942124- 0.07321zZ 0.94496.
0.942124 + 0.07321 0.94496:
0.85188¢- 0.18157¢ 0.87102:
0.851889 + 0.18157 0.87102:
0.44314¢%- 0.08609z 0.45143:
0.443145 + 0.08609 0.45143.
0.40754. 0.40754.
-0.20170C- 0.15952C 0.25715
-0.201700 + 0.15952 0.25715
VAR(3)
Root Modulus

0.914582 + 0.35473 0.98096!
0.914582- 0.35473C 0.98096!
0.971070 + 0.08302 0.97461.
0.97107C- 0.C83029 0.97461.
0.251457%- 0.79363Z 0.83251.1
0.251457 + 0.79363 0.832511
-0.593160 + 0.52808 0.79417.
-0.59316(- 0.52808C 0.79417.
0.43087¢- 0.66466¢ 0.792111
0.430876 + 0.66466 0.792111
0.77407! 0.77407!
-0.268822- 0.7183¢8i 0.76701!
-0.268822 + 0.71836 0.76701!
0.304841- 0.702124 0.76544!
0.304841 + 0.70212 0.76544!
-0.75597. 0.75597.
-0.58355z2- 0.25521¢ 0.63692.
-0.583552 + 0.25521 0.63692:
-0.36342¢5- 0.467184 0.59189:
-0.363425 + 0.46718 0.59189:
0.426973 + 0.32299 0.53537
0.426973- 0.32299C 0.53537
0.10660%- 0.48580C 0.49735!
0.106603 + 0.48580 0.49735!
0.40117. 0.40117.
-0.320172 + 0.04870 0.32385!
-0.32017z- 0.04870C 0.32385!
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VAR(4)

Root Modulus
0.98%699- 0.155271 1.00180!
0.989699 + 0.15527 1.00180!
0.856857- 0.516157 1.00031:
0.856857 + 0.51615 1.00031:
0.96364. 0.96364.
0.484181 + 0.78118 0.91906!
0.484181- 0.78118¢ 0.91906!
0.223255 + 0.88619 0.91388.
0.22325E- 0.88619¢ 0.91388.
-0.683527 + 0.58482 0.89956!
-0.683527- 0.58482C 0.89956!
-0.468297 + 0.75548 0.88884!
-0.468297- 0.755481 0.88884!
-0.808082 + 0.30051 0.86215:.
-0.808082z- 0.30051¢& 0.86215:
0.05752¢- 0.82962¢ 0.83161!
0.057528 + 0.82962 0.83161!
-0.812911 + 0.08866 0.81773.
-0.812911- 0.088662 0.81773.
0.781482z- 0.11304ct 0.78961!
0.781482 + 0.11304 0.78961!
0.643736 + 0.42539 0.77159:
0.64373¢€- 0.425394 0.77159:
-0.610549 + 0.43278 0.74838:
-0.61054¢- 0.43278¢ 0.74838.
0.312535- 0.674572 0.74345!
0.312533 + 0.67457 0.74345!
-0.072813 + 0.72079 0.72446.
-0.072815% 0.72079¢& 0.72446.
-0.223844- 0.67927¢€ 0.71520:¢
-0.223844 + 0.67927 0.71520:!
0.360394 + 0.489:8i 0.60759:
0.360394- 0.48916¢ 0.60759.
-0.51550: 0.51550.
0.12922! 0.12922!
0.03988 0.03988
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LM autocorrelation test (p-value)

To determine how many lags should be used in th8\FR model, we first run
the LM test to test the no serial autocorrelati@suanption. At conventional
significant levels (5% or 10%), the specificatiothwone lag outperforms the

other two specifications.

Lags |1 2 3 4 5 6 7 8 9 1C 11
VAR(1) | 0.0z | 0.0¢ | 0.6C | 0.6¢ | 0.87|0.92|0.97|0.71|0.97 | 0.2¢ | 0.2F
VAR(3) | 0.0¢ | 0.0¢ | 0.00¢ | 0.00z | 0.07 | 0.77 | 0.2¢€ | 0.8z | 0.3% | 0.1€ | 0.0¢
VAR(4) | 0.2¢ | 0.7€¢ | 0.2C | 0.3 | 0.01|0.6%|0.0%|0.97 | 0.3C | 0.0 | 0.00¢

Ho: no serial correlation.

SVAR residual normality tesy?
Second, we try to determine if the residuals of #pecifications could be

considered to be normally distributed. The VAR(8d a/AR(4) specifications
outperform the VAR(1) specification.

VAR(1) VAR(3) VAR(4)

M2 6.10E+11° 5.18E+10r 2.25E+09

FR 0.00030! 9.55E-06 4.94E-08
MRR 0.01298! 6.09E-06 1.84E-05

RD 0.03070: 0.00667- 0.000391
oMO 6.16E+17 5.35E+16° 2.23E+15
GDP 10.47590 0.00059! 0.01191.

INF 528.2223 0.21285: 1.91E-06

EX 8.176691 0.69340: 0.18837!

INT 0.C2799: 0.00550! 0.00025!

Ho: residuals are multivariate normal. * indicatefect at 5% significant level, ** indicates reject

at 10% significant level.
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Portmanteau test —p value
Third, we use the portmanteau test to further itigate the autocorrelation

problem. The VAR(1) specification performs betteart the VAR(3) and VAR(4)

specifications.
Lags VAR(1) VAR(3) VAR(4)

1 NA NA NA

2 0.000( NA NA

3 0.000: NA NA

4 0.003: 0.00( NA

5 0.012% 0.00( 0.00(

6 0.056: 0.00( 0.00¢

7 0.188: 0.00( 0.00(

8 0.306¢ 0.00( 0.00(

Ho: no residual autocorrelation up to lag “h”.

Correlation of VAR

Finally, we check the correlation matrix of the idesls. The VAR(1)
specification has a lower correlation between redsl than the VAR(3) and
VAR(4) specifications.

VAR(1)

M2 FR MRR RD OMO | GDP INF EX INT

M2 1

FR 0314 |1

MRR | 0.04¢ | 0.13C |1

RD |-0.03(|0.08¢ |0.23: |1

OoMO | -0.18¢ | -0.277 | -0.03Zz | 0.08C |1

GDP | 0.05¢ |-0.04¢ | -0.06z | 0.26¢ | 0.00¢ |1

INF | -0.36( | -0.237 | 0.01¢ | 0.10¢ | -0.071|0.15¢ |1

EX |0.007 |-0.11< | -0.06%¢ | -0.41t | -0.19¢ | -0.407 | -0.18¢ | 1

INT | 0.067 | 0.091 |0.17¢ | 0.50C | 0.03z |0.10¢ | 0.127 |-0.251 |1

VAR(3)

M2 FR MRR RD OMO GDP INF EX INT

M2 1

FR [0.10¢ |1

MRR | 0.30z |0.18¢ |1

RD |0.16¢ |0.251 [0.297 |1

OMO | -0.23C | -0.38z | -0.04« | -0.08¢ | 1

GDP | 0.44¢ |0.32C |0.22z | 0.217 |-0.22¢ |1

INF | -0.03Zz | -0.051 | -0.04¢ | 0.08¢ | -0.29¢ | 0.007 |1

EX |-0.12¢ | -0.12¢ | -0.331 | -0.29¢ | -0.25¢ | -0.311 | -0.00z | 1

INT | 0.19¢ | 0.20C | 0.22¢ | 0.57¢ |0.06¢ |0.17¢ |0.122 |-0.291 |1
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VAR(4)

M2 FR MRR RD OMO GDP INF EX INT

M2 1

FR [0.10¢ |1

MRR | 0.33¢ | 0.39: |1

RD | 0.06¢ |0.301 |0.42¢ |1

OMO | -0.247 | -0.43¢ | -0.03Zz | -0.037 | 1

GDP | 0.39¢ | 0.25¢ | 0.21: | 0.20¢ |-0.23C |1

INF | -0.02¢ | -0.07% | -0.03% | 0.09¢ | 0.341 |0.101 |1

EX |-0.16f | -0.07C | -0.44: | -0.228 | -0.38C | -0.24(C | -0.351 | 1

INT | 0.081 | 0.25¢ | 0.41¢ | 0.44: |0.13¢ |0.167 |0.32¢ |-0.40¢ |1

Overall, the VAR(3) and VAR(4) specifications perfo better in the normality
test. VAR(1) does better in the LM autocorrelati@st and Portmanteau test.
Given that the non-normality is not important ane wse one lag in the SVAR

approach, we choose to use one lag in the FASVARemo
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Appendix C: Data description

Source: National Bureau of Statistics of China (KBSThe People's Bank of
China (PBC); State Administration of Foreign Exapan(SAFE); Bank for
International Settlements (BIS); International Mtamg Fund (IMF).

Transform: 1 no transformation; 2 first differen@logarithm; 4 first difference
of logarithm; 5 seasonal adjustment; 6 first défere of seasonal adjusted series;
7 logarithm of seasonal adjusted series; 8 fifdeé@ince of logarithm of seasonal
adjusted series.

Money supply
Mnemonic Description Source Transform
M2 Money stock: m NBSC & IMF 8
M1 Money stock: m NBSC & IMF 8
MO Money stock mC NBSC & IMF 8

Foreign reserve

Mnemonic Description Source Transform

FR Foreign reserve dominated by RI NBSC 7

Minimum reserve rate

Mnemonic Description Source Transform

MR Minimum reserve ra PBC 1

Rediscount rate

Mnemonic Description Source Transform

RR Rediscount ra PBC 1

Open market operation

Mnemonic Description Source Transform

Claims on central governme- bond issues b
OMO PBC 1
the central bank

Real output
Mnemonic Descriptiot Source | Transforn
GDF Real GDP total base year 1! NBSC |8
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GDEF-FI Real first industry output base year 1 NBSC

GDF-SI Real second industry output base year NBSC

GDE-TI Real third industry output base year 1 NBSC |8

Inflation

Mnemonic Description Source Transform
National average consumprice index compad

INF _ NBSC 1
to same period last year, base year 1994
National medical treatment care & individt

INF-MF | articles price index compared to same period IasiBSC 1
year, base year 1994
National transport & communications price inc

INF-TF _ NBSC 2
compared to same period last year, base year 1994
National housing price index compared to s:

INF-HF _ NBSC 1
period last year, base year 1994
National recreation, education, cultural article¢

INF-REF | services price index compared to same period |adBSC 1
year, base year 1994
Average purchase price of raw materials fuel

INF-PPF | power compared to same period last year, base NBSC 1
year 1994
National average «factory price index o

INF-EPF | industrial products compared to same period lasNBSC 1
year, base year 1994

INF-NRF | National average retail sale price, base year | NBSC 1
National food price index compid to same

INF-FF _ NBSC 1
period last year, base year 1994
National average retail sale price compare

INF-CF _ NBSC 2
same period last year, base year 1994
National home equipment & services price in

INF-ESF _ NBSC 2
compared to same period last year, base year 1994
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Exchange rate

Mnemonic Description Source Transform

EX Nominal effective exchange r: SAFE 1

Interest rate

Mnemonic Description Source Transform

Benchmark loan rate for loan six months to
INT PBC 1
year
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Chapter 3: Business Cycles, Consumption
Smoothing, and Bank Runs

3.1 Introduction

Recently, bank runs in Greece have attracted ceradite attention. These
runs are arguably not classic Diamond-Dybvig (D@hip-based runs in which
withdrawal decisions are based solely on the bdfiat widespread withdrawals
will occur, and thus a depositor “place in line”liwdetermines how much they
will be able to withdraw before the bank is deatbiesolvent if it must arrange a
fire sale of its illiquid assets. Surely some, pgdmany, of the withdrawals were
motivated by the desire to accumulate euros basethe fear that if Greece
leaves the euro, bank deposits in Greece mighbheetted into a newly issued
Greek currency. However, surely another factofde at work in these bank runs.
Withdrawals in Greece have coincided with a masaierse shock to the real
economy, including large-scale job losses. Greex® been in recession since
2008, and the crisis deepened beginning in 201Qur&i 3-1 reveals that
according to data from Eurostat, a substantial emee in the Greek
unemployment rate has occurred since 2010. In AR@12, Greece’s
unemployment rate was more than double the eure average. According to
Greece'’s statistics service, 1.075 million Greekseaout of work in March 2012
(the labor force in Greece was 7.128 million). “Gtina Tsakalou, 40, who lost
her job as a store manager, said, ‘My unemployrhentfit is 360 euros ($450) a
month and will run out in four months.(Reuters, 2012). It is reasonable to
believe that as more and more people in Greecethasejobs, withdrawals from
banks will intensify. Figure 3-2 (Durden, 2012)skd on data from the Bank of
Greece, shows that between Jan 2010 and Jan 26842y @ third of Greece’s

bank deposits were withdrawn.
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Figure 3-1: Greek unemployment rate
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Figure 3-2: Greek deposits
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The link between the real economy and bank rutiseisnain focus of this
chapter. The principal modification is that depastin banks have uncertain
labor income. In addition to standard panic-basets r(which also exist in our
model), bank runs—which might be better interpreasdinancial fragility—can
occur if enough aggregate variation exists in labmome. Uncertain labor
income in an environment where households seekntooth consumption
translates into uncertainty about withdrawals.Hor§ bank runs can occur as an
equilibrium phenomenon without the traditional eéts of bank-run models.

This chapter supports the view that an economiwddbevn can cause
banking crises. During an expanding economy, bbth émployment rate and
average income are high, whereas during economitramions, the reverse
happens. Motivated by the desire to smooth condompin an economic
slowdown some agents will choose to withdraw moeayy from banks, and this
behavior can have nothing to do with their bel@®ut other agents’ withdrawal
intentions. This view is broadly consistent withatthof Allen and Gale (1998,
2000), who argue that bank runs are in fact reg®n® macroeconomic
fundamental shocks. Mason (2003) argues that ecenfundamentals explain
most of the bank failures prior to 1933.

This chapter considers an environment similar ®@dhe in Diamond and
Dybvig (1983). However, unlike Diamond and DybvitP83), we assume that
long-lived agents’ consumption preferences are $maxs described in Debreu
(21972), with strictly positive utility for both ceumption periods; we assume that,
along with the deposits in banks, labor incomels® @ source of wealth and
consumption. In our model, we show that even ifilakbsets an optimal contract
to maximize depositors’ expected utility, the unair labor income tied to
business cycles will create a positive probabditypank runs.

By analyzing bank runs from a different perspectives chapter makes
three contributions to the literature. First, wéeofan alternative explanation for
bank runs that are caused only by large withdrawadsle by those who need

money for consumption smoothing. Second, by addingpoth consumption
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preferences and labor income, this chapter extandscomplements the standard
bank runs model. Third, this chapter also exhisitategic complementarity in a
run-proof bank contract. When setting a depositreah, the bank manager needs
to consider not only the traditional element thatymause bank runs, but also the
one that may trigger large withdrawals caused k& ¢bnsumption needs of

agents.

The rest of chapter is organized as follows. Sac8@ is the literature
review. Section 3.3 introduces the basic modelti@e8.4 presents the extended

model. And section 3.5 concludes.

3.2 Literature review

Diamond and Dybvig (1983) is the cornerstone oftiaek-run literature.
These researchers assume banks offer a demanditdepasact to depositors
who are ex ante unsure about their preference,shod that in a competitive
market bank demand deposit contracts could impveléare compared to the no
bank case. They show, however, that the bankingiledum is prone to panic-
based bank runs.

The implication that bank runs are caused by paregs has been widely
guestioned in subsequent literature. Gorton (1%8&)ies bank runs during the
U.S. National Banking Era and states that bank rares affected by the
fundamental factors. He argues that if bank pamics random events, the
relations of nominal variables at non-panic datesukd not be able to describe a
bank’s characteristics at panic dates, an impbecathat is against his empirical
results. Calomiris and Mason (2003) study the cawdebank distresses during
the Great Depression and find that bank failurelgted to international, national,

and state level fundamental factors.

In the literature, bank-run models can be divided iwo categories. First,
information-based bank runs, in which bank runs dreen by pessimistic
information about a bank’s financial situation.tkfe information is clear and

accurate, information-based bank runs could beciefft. Most models of
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information-based bank runs assume that uncertainbyt banks’ assets exists.
Jacklin and Bhattacharya (1988) introduce an exagerbank assets’ return
distribution into the bank-run model and allow amortion of depositors to

obtain clear information about the prospects oflihek without observing each
other’s behavior. They show that there exists estiold for bank runs to happen.
When the expected return of bank assets is lowar the threshold, bank runs
will happen and the threshold is inversely relatedhe dispersion of the return.
Similarly, Morris and Shin (2000) and Goldstein aRduzner (2005) study
models that allow depositors to receive a noisyaighat is related to banks’
asset return distribution. Both researchers fittar@shold, below which bank runs
will occur. Empirically, Loewy (1998) finds that éhbank runs triggered by
pessimistic information confirm certain evidenceowatb bank runs during the

1929-1933 period. Schumacher and Liliana (2000) &aidence of information-

based bank runs in Argentina.

The second category is panic-based bank runsisthaénk runs driven by
some random events, as in DD. Unlike informatiosdohbank runs, panic-based
bank runs will cause large welfare loss, so govemtnmtervention is called for.
Chari and Jaganathan (1988) study a model thatvslldepositors to observe
other depositors’ behaviors. They argue that if négemisinterpret liquidity
shocks as a sign of pessimistic information of fatasset returns, bank runs could
happen. Chen and Hasan (2008) argue that deposgtquectations about the
quality of the information can affect the occurreraf bank runs. Bank runs can
take place if agents believe that banks will oryeaal noisy information instead
of precise information. Bank runs also can be #wmnciliation of both panic and
information. Nikitin and Smith (2008) study a modkht allows depositors to
purchase the information about fundamentals (watibn option). Agents
withdraw funds only if they verify the inefficiebianks and all other agents do the
same thing.

Bank runs can also be categorized into non-contiaglmank runs and
contagious bank runs. Contagious bank runs ares thigggered by runs of other

banks. Empirically, Saunders and Wilson (1996) femldence of contagion
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effects of bank failures. They analyze the behawfateposit flows in a sample of
failed national banks and control banks during 1829933. They find that the
control banks’ deposit flow is positively related the matched failing bank’s
deposit flow. The literature contains several empteons for the contagion effect.
One explanation is information asymmetry that umimfed depositors observe
the behavior of informed agents. Chen (1999) arghes when information
acquisition is asymmetric, uninformed depository tneat failures of other banks
as a sign of weakness of their own banks and maitg withdrawals. Vaugirard
(2007) studies the cross-country spread of banls thinough an information
channel. He argues that bank panics in one countllyinduce lenders to
downgrade yields in other countries and bid lowecgs to new debt issued by
banks. As a result, banks become illiquid and prémeruns. The second
explanation is a wealth effect that, with a dedrepsabsolute risk aversion,
reductions in wealth will make agents become misieaverse and increase their
incentives to withdraw their deposits. Kumar andsRed (2002) argue that
contagion can be explained by a reduction in irarsstappetite for risks. They
use the currency market as an example to shovelizaiges in risk appetite occur
and they are negatively related to the investmenirm. Kyle and Xiong (2001)
study a model in which financial contagion is calidey the wealth effect.
Goldstein and Pauzner (2004) find that a crisia particular country will reduce
the wealth of the investors, which results in a enoisk-averse attitude of
investors. This increases the probability of crisesther countries. A third theory
involves balance sheet connections or clearingh@usengements. A clearing
house arrangement can solve liquidity shock probldratween banks, but it
makes banks prone to contagious bank runs. AgtBoiton and Dewatripont
(2000) suggest that in a clearinghouse system ef member is insolvent, the
public will treat it as a signal of an aggregatpiidity shortage and facilitate runs
on the entire system. Dasgupta (2004) suggestsvittainter-bank deposits, once
a creditor bank fails, it will lead to runs on debbanks. Skeie (2004) argues that
bank runs can propagate through the aggregate pricd. When interbank

lending breaks down, one bank’s bankruptcy can ecgqusce deflation. The

97



deflation propagates liquidity shortages and camseacontagion of bank runs.
Diamond and Rajan (2005) argue that bank failuras trigger a liquidity
problem by shrinking the common pool of liquiditywca creating aggregate

liquidity shortages.

In reality, bank runs often cause large wealthdesand deepen economic
recessions. The cost of cleaning up a bankingscdan be large—"with fiscal
costs averaging 13% of GDP and economic outpuéetoaseraging 20% of GDP
for important crises from 1970 to 2007” (Laeven a/alencia, 2008). In the
literature, several papers discuss whether bank can be prevented and how to
prevent bank runs. DD state that bank runs carfflogeatly prevented by deposit
insurance and suspension of convertibility (in tase of knowing the normal
volume of withdrawals). Alonso (1996) argues th&ew bank runs are triggered
by negative signals about banks’ investments, baaks use their knowledge
about the distribution of signals to design a desindeposit contract to prevent
bank runs. Cooper and Ross (1998) argue that beakshold more liquid
investments to stop bank rynéthe probability of occurrence is fixed. Alonso
(1996) and Cooper and Ross (1998) argue that thaughn-proof contract can
forbid runs, the contract does not necessarily mepa depositors’ ex-ante utility.
Smarith (2003) studies a model that compares thgroof contract to a contract
that allows bank runs. He finds that the run-proamitract is only welfare superior
when the liquidation value of long-term assetsowdr than the return of the
bank’s assets and the probability of a low retignabove a threshold. Skeie
(2004) states that the chance of bank runs caredeced in a modern banking
system: if withdrawn currency is re-deposited intber banks, with an efficient
interbank lending system, bank runs will be harsi&Soldstein and Pauzner
(2005) argue that a demand deposit contract thhtiesitly reduces the
probability of bank runs will increase the costbaihk runs once it occurs. Miller
(2008) argues that if the government cares abolviesoy and stability of a
currency peg, medium size banks will not experiebe@k runs; if foreign
exchange reserves are ample or the costs of gintioney are small, all banks

will be immune to runs. Wanger (2009) finds thab#@énk owners purchase put
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options on their own bank, capital financing caduee the inefficient banks runs

and also disciplines bankers.

In the literature, most of the papers rely on medelwhich depositors,
who are not in need of funds, panic and cause hamk Agents withdraw money
early from banks and store the money to consuntleeimext period, because they
are afraid that bank assets will yield a lower meta the next period or that banks
will go bankrupt soon. Bank runs occur just becaokéhe uncertainty of the
number of early withdrawers who are really in neéanoney. One explanation
for aggregate uncertainty is that there are fimtenbers of agents instead of
infinite. When the number of agents is infinitecaing to the large sample
theory, knowing each agent’s probability of beingeatain “type”, banks can
know the proportion of patient and impatient ageHtswever, when the number
of agents is finite, the proportion is uncertaiar@ona (2007) states that under a
finite number of consumers, with the optimal coatrdhat maximize depositors’
expected utility, banks had a positive probabitifyfailure. Green and Lin (2003)
prove that in a finite-depositor model, a flexildemand deposit contract can
solve the bank-run problem. Peck and Shell (20@8)ahstrate that even with a
flexible contract there still exists a bank-run déQuum. Both Green and Lin
(2003) and Peck and Shell (2003) treat the banka asocial planner that
maximizes depositors’ expected utility. Andolfatiod Nosal (2008) treat banks
as self-interested agents and analyze flexibleraotst Their finding supports
Green and Lin (2003)’s conclusion that a flexibtentzact could solve the bank-
run problem. No matter how banks are operatedetlexists a truth-telling
equilibrium. The problem is that such sophisticatedtracts are not observed in
practice, because the flexible contract may endizleks to lie about their

circumstances and pay less to investors.

This chapter offers another explanation for banksrthat are caused by
large withdrawals made by illiquid depositors. Eggregate uncertainty over the
number of early withdrawals could be driven by aonption smoothing with
response to business cycles, whether or not teadinite number of agents. The

inspiration comes from Carmona (2007), where hegesig that we could
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interpret the uncertainty as reflecting businesslecyconditions. Fundamental
shocks lead to a large number of early withdraw@rsmooth their consumption.
Carmona (2007) suggests that the number of pedptenged short-term funding
might be influenced by the unemployment rate. Havetie does not explicitly
model how aggregate uncertainty was related tonkssicycle. In this chapter,
we model aggregate uncertainty affected by businegde through the
introduction of labor income. During a recessiagerds receive a lower income.
To smooth consumption, they demand early withdraviraim their banks. In this
case, even if a bank’s long-term investment retsirmot affected by the business
cycle, a positive probability of bank runs stilligs. We also further supplement
the model of illiquid withdrawal to show that extdpr the DD equilibriums

three more Nash equilibriums exist.

Like Jacklin and Bhattacharya (1988) and Alonso96)9 modeling
smooth consumption preferences, we assume thatlil@yagents have positive
utility functions for consumption in both periotfsTo maximize utility, agents
will seek to smooth consumption across time. Thidifferent from most papers,
in which an agent has only one utility functiore.j.long-lived agents only care
about the sum of the two periods’ consumptionhia tase, smooth consumption
is not necessary. Jacklin and Bhattacharya (198&)Adonso (1996) assume that
banks would offer contracts that allow depositarsrtake two periods’ regular

withdrawals, that is, agents could withdraw monepath periods.

3.3 Basic model

Consider an economy populated by a continuum o&reg- identical
agents of measure one. There are three period8, L=2. Each agent is born in
period O and lives for, at most, three periods. thgean be two different types.
They do not know their own types until the begimniof period 1. With

8 jJacklin and Bhattacharya (1988) and Alonso (198® two-period utility functions for both
short-lived and long-lived agents. Here, to simypttie problems, we assume only the long-lived
agents have two-period utility functions. Allowihgo-period utility functions for both agents will
not change the key findings, because the key terahie bank runs are behaviors of impatient
agents.
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probabilitya, an agent will be a short-lived agent (will dietla¢ end of period 1)
and will derive utility only from period 1 consuni; with probabilityl — «, an
agent will be a long-lived agent (will die at thedeof period 2) and will derive
utility from both period 1 and period 2 consumptioAgents’ types are
independent and identically distributed. lLdie the type of agent. The utility of
each agent can be presented as follows:

u(cy) I = Short Lived

u(cy) + u(c,) I =LongLived’ (1)

U(ey, ¢ 1) = {

x1=P-n
1-p

1
where u(x) = ,p=>1,n>0.2 Whenx > (1/n)s-*, agents will have

nonnegative utilities. Agents with zero consumptieii have infinite negative

utility.

Two technologies are involved: a riskless shomt@roject and a long-
term project. The riskless short-term project &@age technology. For one unit
investment, it has a unit return in the next peridbbde long-term project is a
riskless project with a fixed return ®Banks can invest in the long-term project
directly, but agents can invest in the long-ternojgut only indirectly by
depositing money into banks. Banks will offer anagne deposit contractfy, C,)
allowing depositors to choose either withdra@aln period 1 or withdrawal’,
in period 2. If the long-term investment is intgrred in period 1, it will yield
per unit of period 0 investment. Here, we asstmemin{C;,1}.>* Thus, banks
will put part of their resources in the storagehtemlogy to satisfy early
withdrawals, since liquidation of long-term projgdias a lower return than the
storage technology. Banks satisfy withdrawals dirsd-come, first-serve basis,
and agents can observe the withdrawal behaviotheirs.

Agents have two sources of income. One is a umibwment received at

the beginning of period 0. The second is labor ime& received in period 1. Let

29 Auerbach and Kotlikoff (1987) show that empirieatimate ofp lies between 1 and 10.

% The fixed return assumption rules out any possiidak runs caused by failed investment.
Adding the risk factor into the long-term projedtlwot change the key findings in this chapter.

% In the case ofL > C;, bank runs will never happen. Banks can satiséy lithdrawals by
liquidating their long-term projects.
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k = K(6). As in Goldstein and Pauzner (2008)s the state of the economy. It is
drawn from a uniform distribution on [0,1] and iskmown to agents in period O.
The higher the value @, the better the economy is.is a continuous increasing
function, with mearf K(8)d® = k. When the economy is good, labor income
will be higher thark; when the economy is bad, labor income will loweank.
Assumemin k = 0 andmax k > R; that is, when the economy is at its worst,
everyone loses their job in period 1, and wheret@omy is at its best, everyone
has a labor income no less than R. The latter gssumimplies that long-lived
agents will, for high enough labor income, choaswithdraw in period 2. Agents
know the state of the economy through the labasnme they receive. In the basic

model all agents receive the same labor incoms &sumption is relaxed later).
Figure 3-3 shows the time line of events in thedamdel.

Figure 3-3: Time line - basic model

Each agent learns own type.
Agents receive labor inconke

Agents are born. Short-lived agents withdraw bank

Each agent puts one unit

d in the bank deposits.
endowment in the bank. Long-lived agents choose to Bank assets
withdraw in period 1 or period 2. mature.
Period
0 1 2

3.3.1 Long-lived agents’ problem

If labor income is high enough long-lived agentdl wonsume labor
income in period 1, possibly store some of theotaincome in the short-term
project until period 2, and in period 2 consume shen of stored labor income
and their bank deposits. Ignoring the prospectaolyevithdrawal, the long-lived

agents must choose how much to consume in periatlith we denote by:

Max: u(x) + u(k —x + C,),s.t.x < k. (2)
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The solution is:

whenC, <k, x = k-;i, ()

when C, > k, x = k. 4)

That is, a long-lived agent will store some labwrame in period 1 if and only if

the labor income is higher than the bank paymepennd 2.

On the other hand, long-lived agents may receimrlancome low
enough that they choose to withdraw from bankseinog 1. If long-lived agents
make an early withdrawal, then by the nature ofliaek deposit contract, they
will consume in period 2 only the amount they storeperiod 1. Thus, in this
scenario, long-lived agents must decide in periodofv much to store in the

short-term project, which we denote by

Max:u(C; + k —x) +ulx), s.tk<x<C; +k. (5)

Solving the problem, we get

_ (k+Cy)

=&, (6)
That is, if long-lived agents decide to make anlyearithdrawal, they will
consume half of the money in period 1 and store¢hmaining half in the storage

project.
3.3.2 Bank’s problem

The bank is assumed to maximize expected utilitagents in period O.
We assume that the bank does not factor labor iacono the design of the
deposit contract. We make this assumption becauséoth realistic and greatly

simplifies the bank’s probler® Thus, the bank solves the following problem:

32 0ne could of course solve the more complicatedlpro in which the bank designs a deposit
contract taking into account labour market outcaniéss is a much more complicated problem,
but such a model would have the same qualitativediptions as the simpler framework
considered here.
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Max: & [ u(k + C;) dk + (1 — &) X { [ (k) +u(C,)ldk +

Ji, 2 (55 k] )

st.
(1-a)C, = R(1 — aCy), (8)
Iy uCh) +u(C)l dke + [ 2u (“52) dke > [ 2u (%) dk. 9)

The objective function here is the expected utitiom the population of agents in
period O under the assumption that only type-1 &geithdraw earlya is the
proportion of agents that will be short-lived ageahd have the expected utility

Ju(k + C;)dk in period 1.1 — a is the proportion of agents that will be long-

2

lived agents and have expected utiﬁ(ﬁ?u(k) dk + fciu( )dk in period 1

k+Cy
2

and expected utilit)foczu(Cz)dk + fciu( )dk in period 2. Condition (8) is

the resource constraint. It shows that banks gtareof deposit&(; in the short-

term project to satisfy the liquidity need in peri@ and invest the rest of the
money in the long-term project. Condition (9) ssatkat in designing a deposit
contract the bank must ensure long-lived agents Hagher expected utility
making withdrawals late than they would if they lvdtew early. The left-hand-
side of (9) is the maximum utility of the long-ldeagents if they make a
withdrawal in period 2. The right-hand-side is theximum utility of the long-

lived agents if they make an early withdrawal. dnhde shown that (9) implies

C, > (4, as in other bank run models.
3.3.3 Early withdrawal and bank runs

In the basic model, bank runs are defined as atsiuin which all long-
lived agents attempt to withdraw in period 1. Tomild occur for two reasons.
First, this model always admits a standard DD paamed Nash equilibrium.
That is, because the liquidation of long-term asdst the bank is sufficiently

costly, if the long-lived agents simply believettieaeryone will run, it is optimal
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for all long-lived agents to run as they will reeeinothing if they do nothing. In
the remainder of this chapter we do not studyehigilibrium, as it is well known

in the literature.

The second possibility for early withdrawal by lelinged agents is when
labor income is sufficiently low. Long-lived agemtdl make an early withdrawal
if and only if they can get a higher utility by dgi so. LetM (k) denote the
difference between the utility of a late withdraveald an early withdrawal given
the labor incomd. Bank runs will occur iM (k) < 0. M(k) can be expressed as

follows:

C,+k C;+k
2u< > )—Zu( > ), when C, < k, (10)

M(k) =
u(l) +u(C,) — 2u (Cl K

), when C;, > k. (11)

Equation (10) is the case where labor income isidrighan the late payment.
Becaus&l, > C;, it is easy to prove that in this case the valué#gk) is always
larger than zero; i.e., early withdrawal will nexarcur. Equation (11) is the case
where labor income is lower than the late paym®/g. prove that in this case
there exists a threshold of labor incoRevherek < ¢; . When labor income in
period 1 is lower than this threshold, early withwal will happen. The proof is

provided in the Appendix D.

Sincek is determined by only the state of the economycareexpress the
threshold a® = K~*(C, R, a, p). Once the long-lived agents observe that the
state of the economgis worse than the threshdid all agents will run on the

bank. We get proposition 1:

Proposition 1. The basic model has a Nash equilibrium in whichgHived
agents will run if the state of the economy is betbe threshold

~

0.

Proposition 1 is similar to a finding in Goldsteind Pauzner (2005), who
also state that a threshold exists in terms of ftnelamental for bank runs.

However, the threshold here will cause long-liveeras’ early withdrawal, even
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though banks’ investments are not affected by theddmental. Unlike other
researchers who assume that long-lived agentsawuk any withdrawals until the
final period, we assume that these agents will worespart of their withdrawals
during the first period. In other words, long-livesyents withdraw deposits
because their labor income is low. The bank ruke fdace because long-lived
agents need to consume in period 1 but the lalmome itself cannot satisfy the

desired smooth consumption profile. From Propasifi, we have Corollary 1:
Corollary 1: The thresholdd is increasing irC;.

Corollary 1 states that as the early payment isa®athe threshold for
bank runs increases. It indicates that a loweygmmyment will reduce the chance
of bank runs caused by an economic recession.réhigt occurs because, first, a
low C; will reduce the incentive of long-lived agentsnake early withdrawal.
Second, a low; will reduce the difference betweép and the liquidation value
of long-term projects. It is therefore easier fanks to satisfy early withdrawals.
Therefore, reducing the early payment is a feasilalg to prevent bank runs. This
corollary is consistent with a theorem in Goldstaimd Pauzner (2005), but in a

different context.

3.4 Extended model

Next, we drop the assumption that all agents recéhe same labor
income. In reality, in a recession period the agermcome will be lower than
income in an expansion period, but not all agentxme will be affected. To this
end, we assume that fracti@rof agents labor income will be affected by the
economy factof, while for the rest of agents— g, their income is fixed at
K = K(0.5). B is affected by the state of econorfly,

3_{1—9 ifg € [0,0.5)

= ife €[051]. (12)

Equation (12) indicates that in an expansion perod [0.5,1], the
better the economy is, the more agents will getgadr income; in a recession

period,f € [0,0.5), the worse the economy is, the more agents willagewer
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income. Let us call long-lived agents with flexibleeome as type 1 agents and
long-lived agents with fixed income as type 2 agedtssume that in period 1
agents learn their type: they learn their time gnesfice for consumption and
whether their income is fixed or not, and if ndigy learn whether they are in a
recession or an expansion period. Type 1 agentskwdw the state of the
economy by the level of income they received. Tgpagents have no clear

information abou®.

In this imperfect information framework, four bankn equilibriums are
possible. The first is the classic DD panic equilim in which all agents
withdraw in period 1 simply because they expectygwee else to. We focus on
the other three possible equilibriums. The firssbility is a bank run with the
same basic features as the one discussed in the fpaslel. The other two
possibilities are panic-based bank runs causetidintperfect information of the
subset of type-2 agents that cannot obs@rvehe basic idea is that these type 2
agents may make panic withdrawals in period 1 rathan wait to make a
decision after observing others’ behavior in perdodror these panic-based bank

runs we require an additional assumption on thedafion value®

. 0.5(1-a)R ,
L < min {R(l—aCl')—O.S(l—a) ,Cy 1}. (13)

Figure 3-4 shows the timing of events in the exéshechodel.

33 0.5(1-a)R
IFL> R(1-acy")-05(1-a)’

occur. IfL > C;', bank runs will never occur.

purely panic bank runs (defined in the followipgragraphs) will not
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Figure 3-4: Time line - extended model

Each agent knows own type.
Fractionl — B agents realize their income
will not be affected by the economy.

Agents are born. _ Labor income received.

Each agent puts one unit  Types 1 and 2 agents decide whether to

endowment in the bank. withdraw in period 1 or 2.

Short-lived agents withdraw.
Bank assets
mature.
Period
0 1 2

3.4.1 Bank’s problem

In the extended model, the bank’s problem is:

Max: a [{8 [ ulK(8) + C;'1dK(0)}d6 + (1 — a) [ {B [*[u(K(6)) +
u(C,)] dK(©) + B [ [2u (2] ak (6)} do + a(1 -
Pu(K +¢,") +

(1 - &)(1 - pmax {u(K) + u(c;"), 2u ("*CZ )} (14)

S.t.

(1-a)C,' =R —aCy), (15)

Jy*uCk) +u(C,)] dke + [ [2u ("*CZ )| dk = [ 2u ("+C1 )dk.  (16)

The objective function here is as followsf {8 [u[K(8) + C,'] dK(6)}dO is
the expected utility of short-lived agents whoséolaincome is uncertain;

(1= a) [ {B [ [u(K©®)) +u(C)] dK©) + B [ [2u (22| ar (8)} o is
the expected utility of long-lived agents whoseolalmcome is uncertaim; (1 —

Pu(K + ;") is the expected utility of short-lived agents widabor income is
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K+c,’
2

fixed; and (1 — a)(1 — f)max {u(ﬁ) +u(C,), Zu( )} is the expected

utility of long-lived agents whose labor incomdiied. The two constraints have
the same interpretations as in the basic model.

3.4.2 Early withdrawal

34.2.1 Type 1 agents withdraw first

First, we consider the case in which type 2 agemit and make decisions
after observing type 1 agents’ behavior. As in blasic model, in the extended
model, long-lived agents whose income is affectgdhle economy will make an
early withdrawal if their labor income is lower théhe threshold; i.e., if the
fundamental is worse than the threshold Iévdh this case, to satisfy the extra
early withdrawals, banks will liquidate some ofitHeng-term investments. Here,
three possibilities exist:

Casel:L < BC,/, a7)
, R[1—aC1'——(1_aiﬁcll] ,

Case2:L > fC; and RETTCErS, <C;, (18)
) R[l—acll_—(l_‘XzBCl,] ,

Case3:L > fC; and RIS, > (. (29)

In case 1, banks will go bankrupt because they aarsatisfy the
withdrawal requirements in period IL.is the liquidation value of the long-term

investment, an@C;’ is the amount withdrawn by the type 1 agents.

In case 2, bank runs will also occur. Although maman satisfy the
withdrawal requirement of type 1 agents, the runtye 2 agents will cause the
banks to go bankrupt. When the economy is suffitydoad that type 1 agents,
who are substantial in proportion, make an earlghavawal, it will reduce the

!
R[l—aCl'——(l_azﬁcl ]

1
late payment FETCRrS,

, SO that the late payment is less than the early
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paymentC;’. In such a situation, type 2 agents will also rtsskhe bank to make

early withdrawals.

In case 3, bank runs will not occur. The amountype 1 agents is small
enough that after type 1 agents withdraw the mang@eriod 1, the late payment
for type 2 agents is still higher than the earlymant. Therefore, type 2 agents
will choose to wait for the second period and afiguidating some long-term

investments, banks can continue to operate.

Sincep is determined by the state of the economy, we ladecthat an
information-based bank-run equilibrium exists: bamks will occur if the state of
the economy is below the threshold:

a _ . (4 R RL(1-ac)
Bl—mln{H,R_L (l—a)Cl'(R—L)}' (20)

3.4.2.2 Type 2 agents withdraw first

Now consider the case in which type 2 agents detidevithdraw
immediately in period 1. If type 2 agents know ttihegy are in a recession period,
they might make an early withdrawal in period 1.0Ming that in a recession
period, type 1 agents are likely to withdraw, undee first-come-first-serve
policy, the best choice for type 2 agents may beitbdraw (hopefully) first. In
this situation, the payment for type 1 agents inrigee 2 will be

!
R[1-ac,'-U=B-01']

B(1-a)

If the late payment is lower than the early paymente.,

,_(1—3)(1—0061’]

R[l—aCl 2

o < ¢, all agents will panic. We name this situation epur

panic bank runs. That is, type 2 agents, who abstaatial in proportion, make

early withdrawals, it reduces the late paymenttjpe 1 agents so that the late
payment become less than the early payment. Beeaisssume that the number
of type 2 agents is positively related to the stditeconomy in a recession period,

pure panic bank runs are more likely to happerhenlieginning of a recession
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RL(1-ac,) L
(1-a)(R-L) R-L°

finding is consistent with that in Gorton (1988havfinds that bank runs tend to

period. That is, bank runs will occur whérb > 6 > Our

occur after business cycle peaks. The pure panik bans require that the

0.5(1-a)R
R(1-aC;')-0501-a)

liquidation valueL is small enough thdt <

If the late payment is higher than the early payimbank runs still can
occur: after type 2 agents make panic withdrawbsipe 1 agents may also
withdraw. We name this situation panic-informattzank runs. Panic-information

bank runs have a threshdidfor the flexible income, i.ed for the economy.

Bank runs happen only when the economy is worsetti@threshold.

Based on the analysis above, we conclude that wijye@ 2 agents
withdraw first, two possible equilibriums exist. fidaruns can occur if the state of

the economy satisfies either inequality (21) or (22):

R(1-ac,)L L

0.5>0 2 s — o, (21)
. (R(1-ac,)L L 5
0 < mm{m—ﬁ,e}. (22)

When the fundamental satisfies inequality (21)eppanic bank runs will
occur; when it satisfies inequality (22), paniceirrhation bank runs will occur.

These two equilibriums will exist in different segof a recession period, which

—_— ! e . . .
are detailed in Figure 3-5. In case% —ﬁ > 6, in a recession period,

there is a stage in which bank runs will not ocewen though type 2 agents will
make panic withdrawals in period 1. In case% — RLTL <6, in a

recession period, bank runs are always possible.
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Figure 3-5: Panic-based bank runs

Case 1l i
Panic-
ourel . information
bank runs. pankruns
0
l (_)ﬁ (—}ﬁ
1 r
R(1-aCj)L __L G
0.5 G-d)(A-1)  R-L 6 0
Case 2 i
Panic-
burel ) information
bank runs. pankruns
7]
A A
I ( Y \
. 0.5 R(-ac)L _ L _ 0

(1-a)(R-L) R-L

In summary, we get proposition 2.

Proposition 2 In the extended model, except for the DD equilitor, there exist
three more possible Nash equilibriums: informati@sed bank

runs, pure panic bank runs, and panic-informatiamklruns.

In the extended model, the information-based bamk-equilibrium is
determined by the state of the economy and thédigion value of bank assets.
As the economy turns bad, type 1 agents make vaithals in period 1. If the
liquidation value of bank assets is high enough, whithdrawals will not cause
bank runs; if the liquidation value is low, the mdtawals will lower the late
payment in period 2 sufficiently to cause the mdsthe long-lived agents to rush

to withdraw.

Both pure panic bank runs and panic-informationklbqams are caused by
type 2 agents’ panic withdrawal. Due to the absefogear information on the
fundamentals, the fear of low payment drives ty@@eénts to withdraw money in

the beginning of period 1. Their withdrawals can fodowed by the panic

112



withdrawals of type 1 agents, which are definegwa® panic bank runs, or by the
illiquid withdrawals of type 1 agents, which arefided as panic-information
bank runs. In the extended model, all bank runkcailise welfare losses. Purely
panic bank runs can be prevented by setting a Itheer optimal early payment,
while for the information-based bank runs and pamicrmation bank runs, the
lower early payment can only reduce the probabiitypank runs?* To prevent
bank runs, government intervention such as suspgnaithdrawals and deposit
insurance may be useful as in other models. Inroadel, another effective

method is unemployment insurance.

3.5 Conclusion

This paper presented a theoretical model of bamis rirtom a new
perspective. The paper showed that bank runs daa purely from the joint
interaction of business cycle fluctuations and oomstion smoothing by
households. By introducing labor income to reflbet business cycle, we showed
that along with the DD Nash equilibrium, three mewilibriums are possible:
information-based bank runs, pure panic bank rurt @anic-information bank

runs.

% An optimal payment is the payment that maximibesdepositors’ utilities.
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Appendix D: Proofs

1. Long-lived agent’s problem-basic model
) Max:u(x) +uk —x+C,), s.t.x <k

Foc:(x) ™"+ (k—x+C,)"=0

(k+C3)
P

we getx =

— (k—=C3)

x<k=>k-—-x >0=>k=>C,

@)Max:u(x) +uk+C, —x), sstk<x<k+(C

Foc:(x)™ "+ ((k+C,—x)""=0

we getr = £,

x>k=>(k+2—cl)>k=>cl>k.

Therefore, whelk < C;, early withdrawal will occurx = (Al

Whenk = C,, early withdrawal will not happen: #; <k <C,, x =k ; if

k> Cz, X = (k+2C2).

2. Early withdrawal-basic model

Proposition 1:
C,<k<C,=>Mk)>0

C,=2k=> ‘”;—I((k) > 0, that is, the value a¥ (k)is strictly increasing itk.

Because whek = C;, M(k) > 0 and wherk = 0, M(k) < 0, there must exist a
thresholdk, that when labor income is below this value, Idingd agents will

prefer an early withdrawal.
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Corollary 1:
M(k) = 0 = u(k) +u(C,) = 2u (Cl”‘)

Take total differential:

o~ —aR C; +
w'(k)dk + ' (C) T—dCy = u’( : -

kY, .-
) (dk +dc,)

8) () k= [ (525) s w2

1(C1tk ’ @R

[u (—2 )+u (C2)1—a
dac (B! C1+k
1 u'(k)-u (—2 )

We get

G>k=uw(R)-w () >0 %50
1

. dk _ dk(6)  db
That IS0 =28 X e > 0.
dKk(9) da

b 0= [dcl] >0

3. Early withdrawal-extended model

Proof of existence of:
Let M denotes the difference between the utility ofta leithdrawal and an early

withdrawal. Bank runs will occur i (k) < 0. M can be expressed as follows:

M(k) =

C, +k C,'+k ,
2u 5 —2u 5 ,whenC, <k

C,'+k
lu(k)+u(C2')—2u< ! 5 >,when C, >k

C,'<C' <k=>Mk)>0

C,'<k<C,/=>Mk) >0
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:>6M(k)

C,' > k——= >0, that is the value a¥ (k) is strictly increasing itk.

Because whek = C;’, M(k) > 0 and wherk = 0, M(k) < 0, there must exist

a thresholdt, that when labor income is below this value, typagents will

prefer an early withdrawal.

Proof of existence ofk:
Let M denote the difference between the utility of a latthdrawal and an early

withdrawals. Bank runs will happen #(k) <0. Let the late payment

R[1-ac, -0=R0=@Cs }
[ 15(1—@ k ] denotes a6’, M can be expressed as follows:
2u (2€) — 2u (9, when ¢’ <k
M(k) - k+C
u(k) +u(C') —2u ( 1) when C’ > k

C,'<C' <k=Mk)>0

C,'<k<C =>Mk) >0

C,'>k> 6’;’:‘) > 0, that is the value a¥l (k) is strictly increasing itk.

Because whek = C;, M(k) > 0 and wherk = 0, M(k) < 0, there must exist a
thresholdk, that when labor income is below this value, t§pagents will prefer

an early withdrawal.
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