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Darkness in the Seas and Internal Waves
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"Or (the unbelievers' state) are like the darkness of a 
fathomless sea which is covered by waves above which are 
waves above which are clouds, layers of darkness, one upon 

the other. If he puts out his hand, he can scarcely see it. 
Those God gives no light to, they have no light."

(The Qur'an, 24:40)
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ABSTRACT

Over the past 25 years, researchers have applied depth-averaged de St. Venant 

(i.e. depth-averaged conventional) models to a wide variety of hydraulics 

problems. These conventional models are based on several assumptions that limit 

the use of those models in complicated non-uniform flow applications. In the case 

of movable bed applications, the minimum length scale that can be resolved by 

the conventional models is generally larger than the typical wavelength of 

bedforms. The local variations, smaller than this scale, are spatially averaged and 

the bed surface is assumed flat with a higher total roughness to account for the 

bedforms effect.

Within the last decade several methods have been proposed to extend the ability 

of the conventional models in resolving more detailed flow fields. These methods 

include: the vorticity approach, the weighted-residual (the energy) approach and 

the moment of momentum approach.

In this study, the main objective is to investigate the possibility of developing a 

more refined depth-averaged model that can produce a finer spatial resolution and 

can also predict local flow features and evolution of bedforms. To accomplish this 

objective, the moment approach was chosen and its ability to provide better 

resolution is examined through out this work.

It has been found that, by using a moment approach the spatial variations of the 

local bed shear stress and the spatial field of the local depth-averaged turbulent
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kinetic energy can be predicted for flow over bedforms. For the bed shear 

stresses, a moment-version of the Chezy formula has been proposed. A linear 

stability analysis has been also performed and results have shown that the new 

bed stress formula is capable of predicting the modes of instabilities of bedforms. 

For a better description of the depth-averaged turbulence field, a modified version 

of k-£ model has been proposed. The model showed its ability to capture the local 

variations of the depth-averaged turbulent kinetic energy over bedforms.

A refined version of depth-averaged model (assuming a hydrostatic pressure 

distribution and using the moment version of the Chezy formula) was developed. 

The model has been used to directly simulate the evolution of dunes following a 

finite amplitude approach. In this model, a simplified version of ENO scheme was 

applied to solve for the hydrodynamics whereas a traditional MacCormack 

scheme was used to update the bed profile. The model was able to show that from 

an initially large number of small amplitude random disturbances, a small number 

of finite amplitude bedforms were generated.

To investigate the significance of the non-hydrostatic pressure terms for the case 

of flow over bedforms, a least square residual model was developed. It was found 

that the inclusion of the non-hydrostatic terms is necessary for the simulation of 

the flow within the separation zone.

This study might be considered as a step towards developing extended versions of 

depth-averaged models that have the capability of self-adjustment of the bed 

roughness by direct simulation of the evolution of bed features.
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CHAPTER 1

INTRODUCTION

1.1 G e n e r a l

Many practical applications in river engineering are too complicated to be solved 

analytically, a fact that helped in directing many efforts into computational 

hydraulics (Cunge et. al., 1980). Since the development o f depth-averaged 

equations, the classical St. Venant models have been commonly used as the 

primary computational tools for river engineering applications because o f their 

relative simplicity. Examples o f these applications are: flow through expansions 

/contractions, flow through bends, flow near a spur-dike and the dam-break 

problem (Molls and Chaudhry, 1995). Moreover, applications related to movable 

bed aggradation/degradation problems have been made (Bhallamudi and 

Chaudhry, 1991).

The St. Venant depth-averaged (conventional) models generally provide 

satisfactory results in the aforementioned applications however, some significant 

discrepancies are found. Examples include the unrealistic velocities at the inner 

bank of a bend (Finnie et al., 1999), the inability to adequately capture the water 

surface depression at a constricted section of cofferdams (Liu and Akihiro, 1997), 

and the overestimation of the water levels directly downstream of a sill or a 

submerged dam (Blom and Booij, 1995).

1

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



A fundamental assumption in the conventional depth-averaged models is to 

assume hydrostatic pressure conditions by eliminating the vertical momentum 

effects. This leads to limits the use of those models to the cases where length 

scales of bed profiles are much greater than the water depth. It should be 

mentioned that considering the non-hydrostatic effects might be crucial for 

several applications such as flow over steep sills, negative steps downstream of 

hydraulic structures, large sandwaves or bedforms and varying bed topography.

Another feature in the depth-averaged models is the creation o f additional 

unknown terms (due to the depth averaging process), which require adequate 

closure expressions. These unknown terms include the bottom skin friction stress, 

the free surface wind stress and the effective stress.

The effective stresses consist of the depth-averaged viscous stresses, the turbulent 

stresses and the momentum-dispersion stresses (Kuiper and Vreugdenhil, 1973). 

The latter stresses are produced by the depth averaging o f the nonlinear 

convective acceleration terms in the original 3D-equations (Puri and Kuo, 1985).

The common practice in the conventional models is to neglect the momentum- 

dispersion stresses. However, in some applications, for example in curving flow 

problems or in flows exhibiting recirculation, the effective stresses including the 

momentum dispersion stresses must be considered (Finnie et al., 1999).
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Several attempts have been carried out to formulate closure schemes for the 

momentum-dispersion terms by assuming different velocity profiles. Using a 

power law velocity profile, Flokstra (1977) considered the case of simple 

secondary flow in curving channels. He related the momentum-dispersion 

components to the depth-averaged velocities multiplied by parameters that depend 

on the ratio of the water depth to the radius of the streamline curvature.

In 1993 Steffler and Jin proposed a more general approach to quantify the 

momentum-dispersion components by using Vertically Averaged and Moment 

flow (VAM) equations. These equations are derived by integrating the continuity, 

momentum and the vertical moment of momentum equations over the flow depth. 

The cornerstone in this approach is the use o f the depth-averaged moment 

equations (as additional equations) to give more degrees o f freedom for the 

velocity profile. Following this idea, it was possible to assume a linear 

longitudinal velocity profile through water depth instead of the traditional uniform 

assumption. Therefore, the VAM technique models the momentum dispersion 

stresses directly without the need to use empirical dispersion parameters. With the 

moment approach, it is also possible to consider the non-hydrostatic pressure 

effects.

In 1995, Blom and Booij followed a different approach by using the method of 

weighted-residuals (MWR) to study the flow over gentile sills. In this approach, 

the velocity is assumed to consist of a zero-order profile plus a first order profile

3
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multiplied by a weighting factor that varies spatially. This additional unknown 

(the weighting factor) is determined by using the depth-averaged energy equation. 

Following this approach, it was possible to quantify the momentum dispersion 

stresses. This was carried out by multiplying the convection term in the 

conventional depth-averaged equation by a correction coefficient. Other 

correction coefficients for the pressure term and the friction term were also 

considered.

In 1992, Bernard and Schneider, and more recently Finnie et al. (1999), have 

solved a transport equation for streamwise vorticity to calculate the momentum 

dispersion stresses in curving flows. These stresses can be used to express the 

extra acceleration terms due to secondary currents. These additional accelerations 

resulted in improved predictions of the depth-averaged velocities through channel 

bends.

While different equations were used, one could consider the last three approaches 

as equivalent or similar in their methodology. Each of these approaches allows for 

one or more extra degrees o f freedom in the velocity profile and uses additional 

independent equation(s) to solve for the extra unknown(s).

The reason that might make the VAM approach more feasible than the other 

approaches is that, different VAM models have been developed and successfully 

used to investigate several complicated applications related to river engineering.

4
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Examples of these applications are; modeling free rectangular overfalls (Khan and 

Steffler, 1996a), hydraulic jump simulation (Khan and Steffler, 1996b), 

calculation o f suspended sediment concentration (Guo and Jin, 1999), secondary 

flow in channel bends (Ghamry, 1999) and mixing of passive tracer material in 

rivers (Albers et al., 2002). Still, VAM models have not been extensively applied 

to cases o f flow over varying bed topography.

In natural rivers, the uneven wavy bed could have important effects on the flow 

and sediment transport. For instance, the bed shear stress in case o f varying bed 

topography could have a direction different from the mean flow. Another example 

is the turbulence field, which is not well correlated with the local bed shear 

velocity, contrary to the uniform flow case over a flat bed (Nelson et. al., 1993). 

Realizing that the flat beds are the exception in natural rivers makes the study of 

flow over varying bed topography valuable and o f interest.

In most o f the available depth-averaged models related to mobile-bed 

applications, the typical spatial resolution is chosen to capture the macro-bed 

variations. In this case, the geometry of bedforms is not represented. Instead, the 

bottom boundary is assumed flat and the total resistance is increased to account 

for the effect of the bedforms. One consequence of that is the inability of the 

model to account for the variation of the total resistance with the course o f time, 

such as the variation of the total resistance due to the passage of a flood. This 

might lead to significant discrepancies in the predicted water levels.

5
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An alternative to the conventional models approach might be to use a finer spatial 

resolution to capture the geometry of the different evolving bedforms and to use a 

more refined model that has the ability to self-updating the bed roughness. 

Therefore, one of the motivations of this work is to develop an extended version 

of depth-averaged model that can predict local flow features and evolution of 

bedforms.

One might argue that using 3D models would overcome all the limitations of 

depth-averaged models. However, the complexity o f the 3D-models and the huge 

computational efforts required are still major barriers facing the use of 3D- 

models.

1.2 O r g a n iz a t io n  of t h e  T h esis

In this study, the non-uniform flow over varying bed topography, especially 

bedforms, is investigated for subcritical flow using a moment concept within the 

frame of lD-flow assumption.

The major part of this work, Chapters 2-5, focuses on presenting some 

improvements that could be attained after switching from the traditional St. 

Venant equations to the VAM equations. The remaining part of this research, 

Chapters 6 and 7, is devoted to some aspects related to numerical handling of the 

VAM equations for the cases of flow over varying bed topography. In what 

follows, a brief introduction to each chapter is given.

6
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In Chapter 2, the main objective is to develop a local bed shear stress predictor 

that works for the cases of flow over bedforms. To start, the general flow structure 

over bedforms is briefly presented followed by a description of the typical spatial 

variation of bed shear stress over bedforms. Then, predictions of the traditional 

Chezy resistance formula are compared with the typical spatial distribution of bed 

shear velocity over a train o f bedforms. Next, a moment version of the Chezy 

resistance formula is proposed to predict the local bed shear stress. This Chapter 

also gives a summary of some laboratory experiments, which have been used to 

calibrate the new formula. Finally, a 2D extension o f the bed shear predictor is 

also presented and used to get the direction of the absolute bed shear stress for the 

case of flow over an oblique negative step.

In Chapter 3, a stability analysis of the depth-averaged equations is carried out to 

study the evolution o f bedforms within the frame of depth averaged models. One 

of the objectives o f this Chapter was to examine the ability o f the bed shear 

predictor, proposed in Chapter 2, to simulate the growth and decay processes of 

bed features. Initially, the traditional St. Venant equations with the Exner 

continuity equation are linearized and applied to a perturbed bed. Finally, the 

extended ID depth-averaged VAM equations were linearized and used to study 

the same problem. It is assumed that bed load is the only mode of sediment 

transport and that the local bed slope effects are negligible. The extended depth- 

averaged equations include new terms to account for the non-hydrostatic effects, 

and the modified form of the Chezy equation to calculate the local bed shear

7
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stress. The results of the analysis are given in stability diagrams in a normalized 

way.

Recent research in the last decade has shown that turbulence effects are important 

even in predicting bed load sediment transport (Nelson et al., 1993). This 

observation is the motivation of the work in Chapter 4. The question to be 

answered in this chapter is how far a relatively simple depth-averaged model can 

go in predicting the turbulence field over bedforms. The chapter starts with a brief 

summary of the turbulent kinetic energy field for the case of uniform boundary 

layer followed by a short description of the structure of turbulent flow over fully 

developed bedforms. The depth-averaged turbulent kinetic energy is defined and 

its spatial variation over bedforms is presented and compared with the predictions 

o f the Rastogi and Rodi's depth averaged k-s model. Next, a modified k-s model 

is proposed where the production/generation terms are set to be related to a new 

integral velocity, ui, which is defined by the moment approach. The new k-s 

equations were calibrated using laboratory experiments.

Chapter 5 discusses the longitudinal velocity flow field over bedforms. It gives a 

summary of some simplified models that have been proposed to predict the 

velocity field over bedforms starting from the simple potential flow model and 

ending with the wake-boundary layer model. Following, a simplified empirical 

approach is proposed. The new approach assumes that the trend of ui-spatial 

profiles is similar based on chosen velocity and length scales. These scales were

8
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determined from different laboratory experiments in the literature. The empirical 

approach uses polynomial distributions as velocity templates. Three velocity 

templates are used: the linear distribution, the 5th order and the 8th order 

polynomial distribution. Finally, the proposed method was compared with some 

velocity measurements for the cases of ripples, dunes and negative step problems.

In Chapter 6, the focus is directed to the numerical implementation o f 1D-VAM 

equations to cases of steep bed variations. For simplicity and as a start, the 

pressure distribution is assumed hydrostatic and the discussion of the non

hydrostatic effects is postponed to Chapter 7. The work in the present chapter is 

divided into two main parts. In the first part, the fixed bed boundary applications 

are considered using a simplified VAM-hydrostatic model. The bottom slope 

effect is studied by applying the model to two types o f bed profiles with distinct 

slopes. The traditional MacCormack scheme and other higher order shock- 

capturing schemes are used to predict the spatial variations o f ui-velocity field, 

while satisfying the compatibility o f the discretization o f the bed slope term with 

the discretization of the pressure term. In the second part, one o f the most 

common movable bed applications is considered. Evolution of dunes in alluvial 

channels is studied using an uncoupled version of VAM-hydrostatic and Exner set 

of equations. In this model, the hydrodynamics are solved via a modified version 

of the Essentially Non-Oscillatory (ENO) scheme whereas the bed profile is 

updated using a second order MacCormack scheme. The model is applied to an
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initially natural flat bed covered with very small randomly generated bed 

disturbances.

In Chapter 7, the main objective is to study the significance of the non-hydrostatic 

effects on the predictions of VAM models for flow over bedforms. A ID-steady 

least square residual model (LS) is proposed to predict ui -spatial field over 

bedforms (taking into account the non-hydrostatic effects). The model does not 

solve for the water depth and the local mean velocity fields. However, the outputs 

of the model are the spatial variations of the ui velocity, the depth-averaged 

vertical velocity and the non-hydrostatic bed pressure. Finally, the results of the 

model are compared with some experimental data for flow over bedforms. A 

sensitivity analysis is also carried out.

Chapter 8 presents a general discussion on the findings of this work. A brief 

summary and recommendations for future research are also presented.
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CHAPTER 21 

A BED STRESS MODEL FOR NON-UNIFORM 

FLOW AFFECTED BY VARIABLE BED TERRAIN

2.1 In t r o d u c t io n

Knowing the spatial averaged value of the bed shear stress might not be enough 

for many river-engineering problems in which water-bed interactions affect the 

flow and its boundaries. An example o f these engineering problems is the study of 

the evolution of bed forms in alluvial channels. It also helps in understanding the 

variation o f the bed resistance and consequently the water levels in natural rivers. 

In the previous example, the location of the maximum bed shear stress is crucial 

for determining the growth/decay patterns of bed perturbations. Also, the spatial 

distribution of the local bed shear stresses is required for determining the spatial 

averaged value of the bed load transport rate.

Many formulae are found in the literature for estimating the bed shear stress or the 

skin friction coefficient. The Chezy equation is one of these formulae, derived for 

uniform flow conditions, which relates the bed shear stress to the square of the 

depth-averaged velocity. Formulae such as Manning's and Colebrook's equations 

are refinements, which account for the effect of variations in the relative 

roughness. Also, some other empirical formulae for local boundary shear stress

1 The main content o f this chapter has been presented in the 15th Hydrotechnical conference, CSCE, 
Victoria, 2001.
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can be found in the boundary layer literature. These formulae are functions of 

some boundary layer parameters such as the displacement thickness 8*, the 

momentum thickness 0, and the shape parameter H=5*/0. Each formula has its 

own conditions and assumptions. Examples of these formulae are the Ludwieg- 

Tillmann formula (Schlichting, 1979) and Fernholz formula (Van der Knaap, 

1984). However, most of these boundary layer formulae are developed for the 

case of adverse pressure gradient with no separation.

Over the past decade, more efforts have been directed to study the steady non- 

uniform flow in open channels. One of the objectives of these efforts was to 

investigate the effect of non-uniformity on the velocity distribution and the 

resistance o f the flow. Cardoso et al. (1991), using a hot-wire anemometer, 

studied the accelerating flow case in smooth channels. Their flow field was not 

always in equilibrium and the local bed shear stress was measured using a skin 

friction probe. They found that the local bed shear stress increases along the 

downstream direction.

Using an acoustic Doppler velocimeter, Song and Graf (1994) and recently Song 

and Chiew (2001) investigated both gradually accelerating and decelerating flow 

(without flow separation) for equilibrium flow conditions over rough channels. 

They showed that the law of the wall is still valid for both accelerating and 

decelerating flow within the inner region (z < O.lh; h is the water depth). They 

also noted that the Reynolds stress distribution has a concave shape for the case of 

accelerating flow and the distribution becomes convex for the case o f decelerating
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flow. They also showed (as expected) that the friction velocity 

increases/decreases in the downstream direction for the case o f accelerating 

/decelerating flow. Also a bed shear velocity predictor, derived from St. Venant 

equation, was used to calculate the skin resistance for gradually non-uniform flow 

conditions. This formula predicts the shear velocity as a function o f the local 

water depth, average velocity, bed slope and the spatial derivative o f the water 

depth. It should be mentioned that the dependence of the formula on the local 

spatial gradient of the water depth makes it of less practical use.

In 1995, Graf and Song carried out extensive laboratory experiments for non- 

uniform and unsteady flow over rough boundaries. They emphasized that the 

friction velocity can be obtained by different indirect ways. Among these ways 

are: the Clauser’s method, the Reynolds-stress profile method and by utilizing the 

unsteady St. Venant equations. They also studied the time evolution o f the friction 

velocity during the passage of a hydrograph. They noticed that the friction 

velocity, u*, reaches its maximum value (before the average velocity and 

discharge) in the rising branch o f the hydrograph.

It should be mentioned that most of the above studies have been carried out over 

flat boundaries. Since natural bed-rivers are uneven and usually covered with 

bedforms, different numerical and experimental research studies were essential to 

deepen the understanding of the flow over varying bed topography.
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Several numerical attempts have been carried out to predict the local bed shear 

stress and the velocity field over bed forms. These attempts could be roughly 

divided into two main categories (Nelson et al., 1989): the piecewise flow 

approach and the fully computational treatments.

For the first approach, two examples are available. The first one is that o f Van der 

Knaap (1984) who developed a mathematical model (for water and bed 

calculations, called WABED) to predict the local bed skin friction as well as the 

local bed pressure. The flow domain is divided into two zones, the boundary layer 

zone and the outer potential flow zone. Following this idea, the boundary layer 

Von Karman integral momentum balance equation is applied to the whole near 

bed zone assuming that the velocity profile follows the Coles' velocity 

distribution. The model also assumes that the accelerating zone starts from the 

point where the shape parameter, H, equals 2 and continues up to the next crest. 

The interaction between the boundary layer and the outer layer is characterized by 

an entrainment function, which is assumed to be dependent on the integral 

difference between the logarithmic velocity profile and the Coles' velocity profile. 

The WABED model needs an initial estimate of the boundary layer thickness over 

the upstream crest and an initial value o f the average bed slope. Advanced 

turbulence models were not used to avoid the relatively long computational time. 

The model was applied to some laboratory experiments and reasonable 

predictions were obtained.
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The second example is the Mclean and Smith (1986) (MS) model. They presented 

a 2D wake-boundary layer model for flow over bedforms. The model assumes 

that the flow domain is divided into three distinct regions. These regions are the 

internal boundary layer downstream of the point of reattachment, the wake region 

downstream of the crest and above the internal boundary layer and finally the 

outer inviscid layer. In each of these regions a simple model was applied and the 

individual effect of each region was combined to get the net response. The model 

predicts the velocity field and the spatial distribution of the bed shear stress 

downstream of the point of reattachment. Later on, a simplified version of the 

model was introduced to predict the velocity profile as well as the local bed shear 

stress at the bedform crest via which the spatially-averaged bed load transport 

could be calculated (Mclean et al., 1999).

For the fully computational approach, a number o f 2D k-s/k-co models were also 

developed to simulate the flow and its turbulence characteristics over bedforms. 

The common practice for predicting the local distribution of the bed shear stresses 

in these models is to follow the wall-function approach and to bridge the semi- 

viscous near-wall region (Sajjadi and Aldridge, 1995). In order to follow this idea, 

the computational grid is arranged so that the node closest to the wall lies outside 

the viscous sublayer within the turbulent flow domain (Mendoza and Shen, 1990).

Parallel to these numerical efforts, different experimental investigations were 

carried out using high accuracy measuring techniques such as the laser doppler
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anemometer, LDA, to investigate the flow structure over bedforms. More details 

about these available experimental investigations are given later.

Laboratory experiments showed that the flow structure over bedforms is quite 

complex. The flow might produce a separation zone, diverging and converging 

regions, a free shear layer zone, and an internal turbulent boundary layer. 

Accordingly, the local bed shear stresses significantly vary in magnitude and the 

direction of the boundary shear may be different than that of the mean flow.

Depth-averaged flow models are still considered the basic tools for simulating 

many river-engineering applications. However, these models lose most o f the 

velocity profile details as a price for simplicity. Therefore, it is quite interesting to 

try improving these models while keeping their simplicity as much as possible.

As a step towards extending the capability o f these models, it was proposed to use 

the moment equations along with the depth-averaged momentum equations. This 

set of equations is called vertically averaged and moment equations and briefly 

VAM equations. The main objective of using the moment equations is to regain 

some important velocity profile details without raising the calculations to the level 

of 2D vertical or fully 3D models (Steffler and Jin, 1993).

In this chapter and continuing in the same line, a new local bed shear stress 

formula is proposed. First, a lD-version of the formula is considered which is
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based on the moment of momentum approach and it describes the local bed shear 

velocity using the mean velocity and a new integral velocity scale, ui. The new 

formula has been calibrated using the data o f ten different laboratory experiments 

for flow over artificial bed forms. The steepness ratio (bedform height to its 

wavelength) ranges from 1/10 to 1/20 and crest height to water depth ratio varies 

from 0.07 to 0.3 with the Froude Number varying from 0.1 to 0.32.

Secondly, a two-dimensional version is proposed and used to estimate the 

direction of the near-bed velocity in case of flow over an oblique backward step.

The chapter is organized as follows: Section 2.2 describes the flow structure of 

bedforms and especially dunes. Section 2.3 starts with the traditional Chezy 

equation then the moment o f momentum concept is briefly introduced followed 

by a presentation of a new lD-bed shear predictor. Section 2.4 gives a review of 

the laboratory experimental works found in the literature for flow over fixed 

bedforms. Section 2.5 discusses the calibration of the ID proposed formula with 

the experimental data. Section 2.6 proposes a 2D version of the formula. Section

2.7 summarizes the conclusions.

2.2 Flo w  Str u c tu r e

The flow field structure over bedforms is quite complicated. When the lee slope 

of a bedform becomes steep enough, the flow starts to separate and a re

circulation zone forms just downstream of the crest. The flow reattaches again 

with the bed at the Point of Reattachment, P.R., as shown in Figure 2.1. The
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pressure gradient is highly adverse in the separation zone and the local bed shear 

stresses may have a direction opposite to the mean velocity. It has been noticed 

that the length o f the separation zone ranges from 3.5 to 4.5 times the bedform 

height, (Nelson and Smith, 1989). However, higher values are also reported in 

some other experiments (Van Mierlo and de Rauiter, 1988). Detailed 

measurements showed that the water surface elevation increases immediately 

after the bedform crest, Figure 2.1, and it starts to decrease as the flow approaches 

the reattachment point (Kadota and Nezu, 1999). After the point o f reattachment a 

new internal boundary layer starts to grow. Bennett and Best gave an estimate of 

the average thickness o f the internal boundary layer as a function of the 

wavelength and the roughness parameter, as given in equation 2.1.

5a, < O.lh

6av _  o i ( A ) 0-8 ( 2 - 1 )

Zo Zo

Where h is the water depth, X is the wavelength of the bedform, 8av is the average 

thickness o f the internal boundary layer and Zo is the roughness parameter 

thickness.

Mclean et al. (1999) also predicted an average thickness of the internal boundary 

layer of the order o f half the height of the dune.

There is also a wake region that begins from the point o f separation at the crest 

and its thickness increases as the flow moves downstream, (Bennett and Best, 

1995). This region always exists whether separation occurs or not; also it is 

characterized by a reduction in the mean velocity and an increase in the
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turbulence intensity. It has been noticed that the height of the wake region 

downstream of the point of reattachment is proportional to the square root of the 

downstream distance, x, with a virtual origin lies slightly upstream of the crest 

(Nelson and Smith, 1989).

Above the wake region, an outer flow zone exists and it is bounded by the water 

surface. This region is characterized by small shear stresses and the flow response 

to the bottom boundary is approximately inviscid thus this region can be dealt 

with as a semi-potential flow region (Mclean et al. 1999).

Mclean and Smith (1986) noted that the interaction between the decelerating 

effect o f the growing internal boundary layer and the accelerating effect of the 

decaying wake region has a strong influence on the local skin friction.

The typical spatial distribution of the bed shear velocity over bedforms is shown 

in Figure 2.4. Downstream of the reattachment, the bed shear stress increases and 

reaches its maximum value near or over the crest and the spatial distribution of 

the bed shear velocity seems to be parabolic in shape. While the local bed shear 

velocity over the crest appears to be slightly higher than that over a corresponding 

flat bed situation, the ratio of the skin friction drag to the total drag is distinctly 

lower than the flat bed case.
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2.3 Th e o r y

2.3.1 Chezy resistance formula

The Chezy resistance equation is one of the most common formula that has been 

extensively used to predict bed shear stresses in depth averaged flow models.

The Chezy equation reads:

Where, xb is the bed-shear stress due to the skin friction; p is the density of the 

flowing fluid; U0 is the depth-averaged, mean, velocity. C* is a non-dimensional 

Chezy coefficient. Different formulae have been elaborated over the years to 

provide expressions for this friction coefficient (Graf and Altinakar, 1998). 

However, all these formulae can be considered as refinements for the coefficient 

C*. Examples of these formulae are the logarithmic Colebrook relation for rough 

boundaries, equation 2.3 and Manning's equation, equation 2.4.

ks is the equivalent sand grain roughness height, n is Manning's roughness 

coefficient and g is the acceleration of gravity. Equation 2.3 is based on a 

logarithmic velocity profile, which is suitable for the case of uniform flow over a 

flat bed. In the case o f flow over bedforms, it will be shown later on that Chezy 

formula could not capture the spatial variation of the shear velocity. It gives

C, = 6.2 +5.75 lo g ( - )  
k.

(2.3)

(2.4)
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positive shear stress values in the separation zone. It also slightly under-predicts 

the maximum shear stress near the crest.

2.3.2 The moment of momentum concept

In the conventional depth-averaged flow models, almost all of the degrees of 

freedom of the velocity profile are suppressed by using a vertically constant 

velocity profile in place of the real one. Whereas in the moment approach, the 

degrees o f freedom of the model's vertical distribution of the streamwise velocity 

are increased. Each velocity profile is virtually converted to an equivalent linear 

velocity profile having the same discharge intensity and the same moment of 

momentum around the middle of the water depth, Figure 2.2. Following this idea, 

a new integral velocity scale, ui, could be defined and calculated using equation

2.5. A special case of equation 2.5 is equation 2.6, which gives the value o f ui in 

the case o f uniform flow where the velocity profile could be assumed as a 

logarithmic relation.

C..K

z is the coordinate normal to the flow, u(z) is the downstream velocity at level z 

above the datum, Zb is the local bed level, k  is the von Karman constant.

It should be mentioned that the value of ui is a measure of the uniformity of the 

shape of the velocity profile. When the flow is accelerating, the shape o f the

•b+n
Ju (z ) .(z -h /2 )d z (2.5)

U iiog CC.Uq , (X
1.5

(2 .6)
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velocity becomes more uniform and consequently, ui becomes small compared to 

its corresponding value in case o f decelerating flow. On the other hand, a high 

positive value of the ratio “ui/U0” means that the local velocity profile deviates 

considerably from the corresponding logarithmic profile. As the apparent bed 

velocity becomes smaller, this could be considered as a sign of a flow separation.

Figure 2.3 shows a typical spatial variation of ui over one wavelength of a 

bedform. It is noticed that ui is spatially a continuous function and its value starts 

to increase downstream of the crest until it reaches a maximum value within the 

separation zone. After this point, ui decreases downstream until it reaches its 

minimum near or over the crest. Figure 2.3 also compares the spatial variation of 

Ui as a function of distance x, and the corresponding value in case o f uniform flow 

over a flat bed, unog, where the velocity profile can be assumed as a logarithmic 

profile.

2.3.3 New bed stress formula

The bed shear stress can be calculated following an eddy-viscosity concept as:

V.T-
OZ

(2.7.1)
J  bed

Figure 2.4 shows that the velocity gradient close to the bed is generally larger 

than the average gradient of the equivalent linear velocity profile. Therefore, the 

role of the coefficient Kr is to give a more reasonable estimation of the near-bed 

velocity. Thus, the vertical gradient of the downstream velocity can be 

approximated as:
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The near-bed eddy viscosity can be approximated as:

v t ~ v£ (2.7.3)

I  ~  z  & k A z  (2.7.4)

v « — (2. 7. 5) 
C' - l

Where v and I  are the turbulence velocity and length scales respectively; Ci is a

constant. From equations 2.7.1-2.7.5, the following local-bed shear stress formula

is obtained:

i  = i ^ ( U 0 -K ,.u ,)  (2.7.6)
p C 2

Equation 2.7.6 relates the bed shear stress to the near bed velocity field in addition 

to the depth averaged velocity field.

Equation 2.7.6 contains two dimensionless coefficients, C2 and Kr. C2  can be 

determined by using equation 2.8, which maintains the capability of the new 

formula to be reduced to the Chezy formula in the case o f uniform flow.

C 2 = C ,A/ l - K 1..a (2.8)

It should be mentioned that the new bed-shear stress formula also reduces to 

Chezy equation when Kr is set to zero.

In the section to follow, some laboratory experiments of flow over bedforms are 

selected for the purpose of calibration.
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2.4 Ca l ib r a t io n  E x per im en ts

Many experimental works have been carried out for the flow over artificial 

bedforms especially in case o f low regime flow (Fn<l). The purposes o f these 

experiments were to deepen the understanding of the behavior and the structure of 

the turbulent flow over uneven boundaries and to provide detailed measurements 

that could be used for the verification of numerical models.

2.4.1 Raudkivi experiment

One of the first and important experimental works is that o f Raudkivi (1963, 

1966) who conducted his experiment over a train of ripples. After several runs of 

flow over mobile sand bed in a flume of a narrow width of 7cm, a train of sand 

ripples was formed. The profile o f the deformed bed was measured. After that, the 

bed was reformed using galvanized metal sheets and the experiment was repeated 

with the same flow conditions. Each ripple form had a length o f 0.386 m and a 

crest height of 22.5 mm. The ratio o f water depth to crest height was about 5. The 

bed surface was smooth and the equivalent roughness was assumed to be 0.2mm 

(Van der Knaap, 1984) and (Sajjadi and Aldridge, 1995). The velocity and 

pressure measurements were carried out via Pitot tube and pressure taps. The 

boundary shear stress was also measured over the bed profile by using a Preston 

tube. In spite o f not using advanced measuring techniques, Raudkivi work is still 

of interest because it contains a more complete set of measurements for the bed 

shear stresses, the non-hydrostatic bed pressure in addition to the 2D velocity 

field measurements.
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2.4.2 Delft experiments

Van Mierlo and de Ruiter (1988) carried out two experiments (T5& T6) in Delft 

Hydraulics Lab. These two runs are considered as the first detailed experimental 

work in which LDA was used to measure the instantaneous velocity profiles over 

a train o f fixed dunes. About 33 identical concrete dunes were installed on the 

flume bottom. The geometry o f the dune was chosen to match the profiles in the 

field. The dune height was 8 cm and the wavelength was selected to be 1.6 m. A 

layer of sand of nearly uniform size (dso= 1.6mm) was glued over the concrete 

dune surface. The measured data included the downstream velocity, the vertical 

time averaged velocity, the mean bed pressures, and the turbulence intensities 

along and normal to the flow direction. The local bed shear stresses were derived 

from Reynolds stress data and also by applying the log law to the velocity 

measurements very close to the boundary. It should be mentioned that for some 

technical reasons, related to the use of the LDA apparatus, the measurements were 

taken away from the centerline at about 0.37m from one side o f the 1.5m width 

flume.

2.4.3 Lyn's experiment

Lyn (1993) studied the flow over two types o f artificial fixed one-dimensional bed 

features. The purposes of this experimental work were to study the effects o f bed 

geometry on the velocity profiles, turbulence characteristics and the shear velocity 

as a velocity scale. Velocity measurements were taken by LDA. Due to the 

relatively large laser beam separations in the used system, two-component 

measurements could not be obtained in the upper third o f the flow.
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Two types of bedforms were investigated. The first one consists o f a train of 45 

symmetric triangular elements of about 1.2 cm in height and 15 cm in length. This 

unrealistic shape o f bedforms was used to study the effect of varying bed profile 

on turbulence characteristics. The second part of the experiment was focused on 

studying the flow over dune like asymmetric triangular elements. The steepness of 

the elements was chosen to be 0.08. These fixed bedforms were made from 

treated wood and were coated by a sand layer of 0.25 in diameter. Two runs were 

carried out over the second type of bedforms using the same water depth but with 

different depth averaged velocities.

Starting from the crest, only four equal spacing stations were selected to measure 

the profiles of horizontal and vertical time averaged velocities in addition to the 

corresponding turbulence intensities. The streamwise spatial resolution of the 

measurement was not fine enough to locate the point o f reattachment accurately. 

One of the interesting results of this study is that the total shear velocity appeared 

to be a relevant velocity scale in the outer flow part whereas, it seems not to be an 

appropriate velocity scale in the inner region of the flow close to the bed.

2.4.4 Mclean et al. experiments

Mclean et al. (1994) carried out a series o f 6 experiments for flow over fixed 

ripples and dunes, Run2 to Run7. Two different sets o f bedform shapes were 

tested; both were 4 cm in height. The first set was about 800 mm long and the 

second set was about 400 mm long. The shape of the bedform is a half-cosine 

curve connected to the next bedform with a linear lee slope inclined at 30 degree. 

Flow depths between 0.16 m and 0.54 m were investigated. For all the
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experiments, mean flow and turbulence measurements were carried out via LDA 

and all the measurements were taken near the middle of the flume to minimize the 

sidewalls effect. Also the acoustic profiler was used to get the water surface 

profiles in each run. To cover the flow domain, 800 points of measurements were 

used over a single wavelength of a bedform.

2.4.5 Bennett and Best experiment

Bennett and Best (1995) carried out an experiment for flow over a train of 

bedforms using LDA. The main purpose of this work was to study the turbulence 

structure in detail. A train of seven fixed dunes made o f concrete was molded. Its 

surface was coated with 0.22 mm glass spheres. The dunes were 4 cm in height 

and 63 cm in wavelength. The lee slope was set to 30 degree. LDA was used to 

measure the time-averaged velocities and the turbulence intensities in the 

downstream and the vertical direction. This experiment has more than 1800 points 

in 76 velocity profiles were measured over one wavelength of the dunes. The 

lowest points in the velocity profiles were 5mm above the bed.

2.4.6 Kadota and Nezu experiment

In 1999, Kadota and Nezu carried out an experiment for flow over a train of 

dunes. The objective of this experiment was to study the 3-D behavior o f the 

coherent vortices over dunes. This experiment was conducted in a 10m long and 

40 cm wide flume. A series of dunes of about 40 cm long and 2 cm height was 

installed on the bed. The shape of the dune follows a sinusoidal function. LDA 

was used to measure the mean velocities and the turbulent components over one 

wavelength of dunes.
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2.4.7 Nakayama and Shimizu experiment

In 2001, Nakayama and Shimizu carried out an experiment for flow over a single 

two-dimensional dune in a horizontal flume. The objective of this experiment was 

to study the suspended sediment transport over sandwaves. The dune dimensions 

were 80 cm long and 4 cm high with an average water depth of 15 cm. The 

average flow discharge was 0.045 m2/s. The shape o f the dune was a half sine 

curve with a 30 degree-lee slope. An LDA was used to measure two components 

o f velocity in the longitudinal and in the vertical directions. The measurements 

were taken at 30 points in the vertical direction and at 31 points in the 

longitudinal direction. Moreover, the shades of the suspended sediment transport 

were recorded, after satisfying the equilibrium condition, via a high-speed VCR 

camera. It was concluded that the 3D turbulent structure is particularly important 

in calculating the concentration of suspended sediment particles over sandwaves. 

It should be mentioned that the data of this experiment were not available in time 

for this study.

Table 2.1 lists the flow parameters and the bed geometry o f the selected 

experiments to be used in this study. Most of these laboratory experiments are for 

transitional roughness surfaces where the dimensionless sand grain roughness ks+ 

lies between 5 and 70. The steepness ratio ranges from 1/10 to 1/20 and crest 

height to water depth ratios from 0.07 to 0.3 with Froude Number varying from 

0.1 to 0.32.
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Part of the available experiments reported in the literature will not be used in this 

study for different reasons. For example, Lyn’s experiments (case #2 and case #3) 

will not be used because the spatial resolution of the measurements is not fine 

enough. On the other hand, Bennett and Best experiment is excluded because the 

nearest velocity measurement lies 5mm above the bed (Bennett and Best, 1995).

2.4.8 Validity of the law of the wall

Measuring or indirect estimation of the local boundary shear stress from the 

velocity profiles is not an easy task. Different experiments showed that there is a 

large discrepancy between the Reynolds shear stresses and the stresses predicted 

from the velocity profiles in the vicinity o f the reattachment point. This 

discrepancy is due to the small thickness of the internal boundary layer near the 

point of reattachment. However, as the crest is approached, the internal boundary 

layer thickness becomes thicker and this discrepancy disappears (Mclean et al., 

1999).

Some experiments, listed in Table 2.1, contain velocity measurements without 

bed shear stress data. For these cases a method similar to that used by Van Mierlo 

and de Ruiter (1988) followed has been applied. This method assumes that the 

velocity measurements follow a logarithmic law in the region very close to the 

bed. Many researchers have discussed/used this assumption including Van Mierlo 

and de Ruiter (1988), Hasbo (1995) and others. James and Cottino (1995) 

mentioned that using the Preston tube technique to measure the bed shear stress is 

equivalent to assuming a logarithmic velocity distribution and using a single near 

bed velocity measurement. Whiting and Dietrich (1990) proposed using a single-
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velocity measurement (in the law of the wall) to map the local boundary shear 

stress in rivers. They applied this approach to predict the local boundary shear 

stress over a one wavelength of dunes at Muddy Creek. They mentioned that 

velocity measurements should be made within the lower 20% of the water depth 

and not very close to the bed to be sufficiently far from the wakes of the 

individual particles. They noticed that velocity measurements about 2 cm above 

the bed give good results over coarse sand and fine gravel channels.

However other researchers suggest a more conservative constraint when using the 

log approach. For example, Nelson and Smith (1989) suggested using the velocity 

measurements in the lower half of the internal boundary layer thickness in order 

to get more accurate results. Bennett and Best (1995) commented that it is 

reasonable to consider the logarithmic distribution within the whole thickness of 

the internal boundary layer.

It should also be noted that applying the logarithmic assumption within the 

separation zone is not justified. Accordingly, the predicted bed shear velocities 

that come from the velocity measurements in the separation zone are expected not 

to be o f high accuracy. However, they merely give at least a qualitative indication 

of magnitude of the bed shear velocities within this zone.

2.5. D isc u ssio n

The calibration coefficient, Kr can be determined by two different ways. The first 

approach assumes that the location of the point o f reattachment is known and a

32

R e p ro d u c e d  with pe rm iss ion  of  th e  copyright ow ner.  F u r th e r  reproduction  prohibited w ithout perm iss ion .



zero bed shear stress is applied at the point of reattachment. This condition can 

give a relation for Kr as:

Kr = U0/ui (at the point of reattachment) (2.9)

The second approach is by best fitting Eq. 2.7.6 with the data.

In this study, the velocity profiles for all the experiments listed in Table 2.1 have 

been numerically integrated using Eq. 2.5 to get the spatial distribution o f ui then 

Eq. 2.7.6 has been applied to get the predicted bed shear stresses. The locations of 

the points o f reattachment have been determined from the velocity measurements 

and Equation 2.9 was used to get the value of Kr. The values of Kr resulted from 

the calibration of equation 2.7.6 with the laboratory experiments are given in 

Table 2.1.

Figures 2.5 and 2.6 present the spatial distribution of the shear velocity in 

experiments T5 and Run2, for flow over a train o f fixed dunes. However, Figure

2.7 shows the variation o f u* for the experiment of flow over a train o f fixed 

ripples which was carried out by Raudkivi (1963, 1966).

In T5 and Raudkivi's experiment, the points of zero shear stress "reattachments" 

take place at a distance about 5 times the height o f the crest. This distance was 

about 4 times the height of the crest in Run2.

Within the eddy zone, the shear velocity is negative and o f relatively small 

magnitude. Downstream from the point of reattachment, both computations and
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measurements show a steadily increasing surface-shear stress. It is interesting to 

notice that the maximum shear velocity occurs at or slightly upstream the crest. In 

addition to that, the shear velocity was found to increase as the internal boundary 

layer developed in the downstream direction after the point of reattachment.

The critical shear velocity, u*cr, for experiments T5, Run 2 and Raudkivi are (u*cr« 

.028, .012 and .0148 m/s) respectively. These values show that, about a half way 

up the stoss slope, the shear stress exceeds the magnitude o f the critical shear 

stress calculated from the Shield diagram. This comparison highlights the 

importance of considering turbulence effects in transporting sediment grains over 

the dune surface.

A comparison between the Chezy equation and the new moment formula is also 

found in Figures 2.5 to 2.7. It is noticed that the new moment o f momentum 

formula compares better with the shear velocity data than the Chezy equation.

Figure 2.8 presents a comparison between the measured bed shear velocities 

versus the predictions, using Eq. 2.7.6, for all the bedform experiments listed in 

Table 2.1. The new formula seems to over-predict the bed shear velocity within 

the separation zone. Given the uncertainties o f the bed shear velocity 

measurements within the eddy zone, one can say that the general performance of 

Eq. 2.7.6 is reasonable.
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Considering a periodic steady flow over a train o f bedforms, the velocity ratio 

(U0/ui) at the point o f reattachment (i.e. Kr) could be written as:

u
= fi(p»v,g,U ,h, A, X,z0) (2.10.1)

PR.

Where v is the kinematic viscosity (v=1.0E-06 m2/s for pure water); g is the 

acceleration of gravity; U^q/h; A and X are the bedform height and wavelength 

respectively and z0 is the roughness parameter thickness (z0=ks/30+0.1 lv/u*);.

Using dimensional reasoning, the following dimensional parameters are obtained.

u,
= f2( R „ F „ , ~ , - )  (2.10.2)

A A z °

Where Rn and Fn are the Reynolds and the Froude numbers respectively. Since 

F„2« l ,  the effect of water surface waves and hence the gravity effects can be 

neglected. Also for large values of Rn, viscous effects can be neglected.

The influence of the above parameters was examined by using the available 

experimental data. It is noted that the ratio, XI A, has a minor effect on Kr. Thus, 

equation 2.10.2 can be reduced to:

K r * f , ( i - ,— ) (2.10.3)
A z»

The effect o f h/A on the calibration coefficient, Kr, is presented in Figure 2.9a. It 

is shown that as h/A gets bigger Kr increases. This can be explained as follow: for 

a given value of the water depth and the flow intensity as A increases, the
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thickness o f the wake region gets bigger causing the ratio U0/ui at the point of 

reattachment (i.e. Kr) to decrease. The correlation between Kr and h/A is given as: 

Kr -  1.31+0.09h/A r2 = 0.8 (2.11.1)

The influence of the surface roughness o f the bedform is also presented in Figure 

2.9b. It is shown that (for a given value of the water depth and the flow intensity) 

as the surface roughness increases, the near-bed velocity gets smaller resulting in 

a larger value o f ui (i.e. a smaller value of U0/ui or Kr). Thus, Kr can be related to 

the depth to roughness ratio, h/zo, via a linear correlation, equation 2.11.2.

Kr = 1.3+6.0* 1 O'5 h/zo r2= 0.91 (2.11.2)

In Eq. 2.11.2, the surface of the bedforms in Raudkivi's experiment was assumed 

to be covered with a 0.2 mm-sand layer (Sajjadi and Aldridge, 1995; Van der 

Knaap, 1984).

If  the surface roughness in Raudkivi's experiment is assumed smooth, the Kr-h/z0 

relation could be given as:

Kr = 1.28+5.7*1 O'5 h/zo r2 = 0.81 (2.11.3)

Equations 2.11.1-2.11.3 can be used as guidelines to get an estimate of the 

expected range o f the calibration coefficient, Kr.

It should also be mentioned that some of the experiments were carried out in 

narrow channels and the ratio o f the flume width to the water depth (b/h) ranges 

from .6 to 6. Accordingly, a side wall-correction might be required. One simple 

way to consider the side wall-effect is to use the hydraulic radius, Rh, instead of 

the water depth. In this case, the Kr-Rh/Zo relation can be given as (Figure 2.9c):
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Kr = 1.7 -1.12* 10'4 Rh/z0 + 2.02*10‘8 (Rh/z0)2 r2=0.92 (2.11.4)

Where Rh is the hydraulic radius (Rh= bh/(b+2h)); b is the flume width.

It is also o f interest to test the formula for the backward (negative) step problem. 

This might be considered as a special case o f bedform with a wavelength of 

infinity, (Engel, 1981). Raudkivi (1963) also found a strong similarity between 

the flow conditions downstream of the crest of a ripple and that of a negative step. 

This problem has a practical interest on its own, as the backward-facing step is 

often observed downstream of some hydraulic structures such as water gates and 

weirs (Nakagawa and Nezu, 1987).

The new formula has been used to predict the local bed shear stress o f airflow 

over a negative backward step in a wind tunnel. The details of this experiment 

could be found in Driver and Seegmiller (1985). The skin friction was measured 

via an oil-flow laser interferometer. In order to use Eq. 2.7.6 to predict u*, an 

equivalent free surface was assumed at the halfway o f the tunnel height. Figure 

2.10 presents the predictions of u* using the Chezy equation and Eq. 2.7.6 and 

how they match with the measurements. It is also noticed that the difference 

between the measured bed shear velocity with the oil-laser interferometer and the 

predictions using the log law assumption is not significant especially after the 

point o f reattachment.
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While the new formula is not able to accurately predict the shear velocity within 

the separation zone, it is capable of capturing the general spatial variations o f the 

shear velocity reasonably well.

Figure 2.5 and 2.6 show that the Chezy equation slightly underestimates the bed 

shear velocity near and over the crest. This might be explained by the effect o f the 

topographically induced acceleration, (Nelson and Smith, 1989). Downstream of 

the point of reattachment, the upward slope of the front side of the bedform helps 

in gradually converting the non-uniform velocity profile, caused by separation, to 

a uniform velocity distribution. In other words, the topographically induced 

acceleration helps in decreasing the value of U| as the flow moves downstream. If 

the wavelength o f the bedform is long enough, ui might become less than unog, 

which means that the shape o f the velocity profile is more uniform than the 

corresponding logarithmic profile. Therefore, the Chezy equation under-estimates 

the bed shear stress. In the case o f the negative step experiment, there is no 

upward slope and the effect o f the topographically induced acceleration is not 

present. Therefore, the Chezy equation does not under-predict the bed shear 

velocity near the downstream end as shown in Figure 2.10.

2 .6  2D-APPLICATIONS

It is quite interesting to investigate the performance of the new formula in 2D- 

problems. The proposed ID bed shear stress model can be extended to 2D- 

applications for cases o f induced non-uniform flow as a result of varying bed 

topography.
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2.6.1 2D-formula

By analogy with the existing 2D-Chezy resistant formula, equations (2.12.1, 

2.12.2) might be proposed as bed shear stress predictors for the x, y directions 

respectively.

^  = ( U ° - K ,u l) V ^

P C22

Ty (V0- K rv ,)V u[ + V,

P C
(2 .12.2)

Where: xy is the shear stress in the lateral direction, V0 is the depth averaged 

velocity in the y-direction, Vi is the integral velocity in the y-direction 

corresponding to ui in the x-direction (downstream direction).

Accordingly, the angle of the bed shear stress with respect to the flow direction 

can be calculated by using equation 2.13.

t a n a ,  =  (^ °  ~ ^ V|) (2 .13)
(U 0 - K ru ,)

This corresponds to a value of V0/U0 for the Chezy resistance formula.

In order to test the behavior of the proposed formula in case o f 2D applications, 

an oblique backward step experiment is used for this purpose.

2.6.2 Oblique (swept) backward step

Hasbo (1995) carried out an experimental investigation of flow over an oblique 

backward-facing step. The height o f the step was 0.055m and the angle was 60° 

with the direction o f the flow, Figure 2.11. The flow was adjusted to a Froude 

number o f 0.17 and the downstream water depth was kept at 0.4m. The mean flow
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and the turbulence intensities were measured using a two-component laser 

doppler anemometer. Because of the existence o f the oblique step, the flow 

separates just downstream of the oblique crest forming a corkscrew eddy within 

the separation zone. In addition, the near bed flow streamlines are twisted, 

producing a skewed 3D boundary layer up to a distance o f about 20 times the step 

height downstream of the crest.

In order to estimate the calibration coefficient, Kr, equations 2.11.1-2.11.3 were 

used, which gave values ranging between 2.0 and 3.6. These predicted values 

differ by about ±25% from the measured value of Kr (using equation 2.9).

Figure 2.12 shows the variation of the direction of the near bed velocity obtained 

from the LDA measurements downstream of the oblique step through the 

centerline o f the flume (Hasbo, 1995). Within the separation zone, the direction of 

the near bed velocity is significantly different from the direction o f the 

downstream flow by an angle o f 60 degrees or more. Figure 2.12 presents the 

predictions o f the Chezy equation as well as equation 2.13 for values o f Kr 

ranging from 2 to 3. Using equation 2.13 to get the near bed velocity direction 

implicitly means that the near bed velocity direction is the same as the angle of 

the resultant bed shear stress. This assumption is reasonable based on Hasbo 

(1995) who found good agreement between the directions of the measured near 

bed velocities via LDA and the directions obtained by the behavior o f tufts 

attached to the bed.
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In reference to Figure 2.12, although none o f the models were able to precisely 

predict the actual values of the angle in the separation zone, the new formula 

generally gave good agreement.

2.7 C o n c l u sio n

A new local bed shear stress formula has been proposed that can be used for the 

cases o f flow over variable bed terrain. The new formula relies on two degrees of 

freedom in the vertical profile o f the downstream velocity and it describes the 

local bed shear stress using a new integral velocity, m, in addition to the mean 

velocity. The new formula has been calibrated using ten laboratory experiments 

reported in the literature. The calibration coefficient represents a near bed velocity 

correction and was found to correlate with h/A and h/zo ratios. The new bed-stress 

formula might be considered as a modified version of the Chezy resistance 

equation for non-uniform flow cases and could be used in depth averaged flow 

models. The moment o f momentum equation (VAM model) provides a means to 

calculate the additional integral velocity, ui, as it will be presented in chapter 7.

A 2D version of the new formula is also proposed and used to predict the 

direction o f the near bed velocity downstream of an oblique negative step. The 

agreement with the measured data is reasonably well. More effort should be done 

in this part to test the proposed formula using other applications where the flow 

becomes non-uniform because of the non-uniformity o f the bed.
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This study will help in extending the validity of the depth averaged flow models 

to be used in the cases where the non-uniformity velocity distributions are 

significant. Example of these cases is the flow over variable terrain, including 

alluvial bed forms, which means saving time and storage space, compared to 

three-dimensional models.

It is also important to investigate the capability o f the new bed shear stress 

formula to simulate bedform evolution. As a first step, a linear stability analysis 

has been carried out for this purpose. The results of this analysis will be presented 

in the next chapter.
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P.R. Internal Boundary Layer

Figure 2.1 Flow structure and velocity distribution over one wavelength o f a fixed dune 
(dashed profiles represent the equivalent linear velocity profiles).

Equivalent Linear Velocity Profile

Figure 2.2 Definition o f ui
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Figure 2.4 Scheme o f the near-bed velocity and the distribution o f the actual velocity 
(solid line) and the equivalent linear velocity (dashed line) in case o f non-uniform flow.
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Table 2.1. Summary of the geometrical and flow parameters 
of different fixed bedform experiments reported in the literature.

T5(,|) T6U' Raudkivi121 Nezu'J) RUN2W RUNS'*1 RUN41' RUN5W RUN6'' RUN7'

h(m) 0.252 0.334 0.135 0.08 0.158 0.546 0.159 0.159 0.3 0.56
q(m2/s) 0.099 0.171 0.035 0.023 0.06 0.153 0.058 0.032 0.16 0.133

X(m) 1.6 1.6 0.386 0.42 0.807 0.807 0.408 0.408 0.408 0.408
A(m) 0.08 0.08 0.0225 0.02 0.04 0.04 0.04 0.04 0.04 0.04
X/A 20 20 15.4 21 20.2 20.2 10.2 10.2 10.2 10.2
A/h 0.32 0.24 0.19 0.25 0.25 0.07 0.25 0.25 0.13 0.07
Fn 0.25 0.28 0.23 0.32 0.30 0.12 0.3 0.16 0.31 0.1
Kr 1.45 1.7 1.67 2.1 1.65 2.7 1.5 1.5 2.05 2.5

<1):Van Mierlo & de Ruiter(1988), (2):Raudkivi(1963, 1966), <3>:Nezu et al.(1996), (4):Mclean et al.(1999)
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CHAPTER 31 

STABILITY ANALYSIS OF DUNES USING 

ID DEPTH-AVERAGED FLOW MODELS

3.1 I n t r o d u c t i o n

An interesting feature o f flows over alluvial channels is the mutual interaction 

between the flow and the channel-bed boundaries. This coupled interaction is 

responsible for the formation o f bed features known as bedforms.

Observation shows that, in the case of low. regime flow conditions, an initially flat 

bed becomes covered with small, triangular shaped, bed features (ripples) when 

the flow velocity increases above a threshold value. As the flow increases, longer 

asymmetric bed waves (dunes) develop and eventually wash out, forming a flat 

bed.

The form resistance due to these bed features (ripples and dunes) is significant 

and is strongly dependent on their dimensions. It has been noticed that the 

bedform resistance can be significantly larger than the grain resistance (Julien and 

Klaassen, 1995). Therefore, an adequate determination of bedform geometry is 

essential for avoiding possible problems related to navigation and the design of 

flood control structures (Karim, 1999).

1 The main content of this chapter has been presented in the 2nd IAHR Symposium on Rivers, 
Coastal and Estuarine Morphodynamics, RCEM 2001, Obihiro, Japan.
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3.2 Pr e d ic t io n  o f  B e d fo r m  G e o m etr y

3.2.1 Regression analysis

One approach to morphological computations o f bedforms is to perform a 

regression analysis between the bedform geometry (in terms of height and 

steepness ratio) and the flow and sediment characteristics. Results o f such 

regression analyses have shown that the transport stage parameter T (equation 

3.1), the sand Reynolds number Re* (=u*d50/v), and the relative depth (d50/h) have 

the most important impact on A and X (van Rijn, 1984; Tang and Knight, 2001). 

The set of equations 3.1 presents van Rijn's method for predicting the geometry of 

dunes.

-  = 0.11 ( ^ ) 03 (1 -  e -5T )(25 -  T) 
h h

-  = 0.015(— )03 (1 -  e"5T )(25 -  T) (3.1)
X h

(u ;)2 - ( u . cr) 2

K r ) 2

dso is the median bed particle diameter (50% passing by weight); u*cr is the critical 

grain shear velocity obtained from the Shield diagram; u*' is the skin shear 

velocity based on the hydraulic radius related to the bed (van Rijn, 1984).

This approach might be considered as the most practically applicable technique 

available for predicting the bedform geometry (Julien and Klaassen, 1995). 

However, this technique has some drawbacks. First, it does not offer a physical 

understanding of the mutual interaction among the flow-sediment-boundaries. 

Second, it gives the geometry o f bedforms independent of time whereas bedform
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configurations change with time even after the height of the bedform reaches the 

equilibrium condition. For example, Termes (1986) observed that sand-bed 

roughness decreased with flow increase as a result of wavelength stretching while 

the bedform height remained almost constant (Julien and Klaassen, 1995).

3.2.2 Evolution of bedforms

Another way o f investigating the bedform geometry is by studying the mechanics 

o f bedform development. The evolution sequence of bedforms might be divided 

into two stages.

The first stage concerns the transition from pure flat bed to small ridge- 

predominant bed or sand wavelets. Coleman and Melville (1996) defined sand 

wavelets as the waves first generated on a plane bed for a subcritical alluvial flow. 

Different hypotheses were proposed to explain the formation o f sand wavelets. 

One of these hypotheses is that of Raudkivi (1997) who proposed that the 

formation of the initial ripples could probably be due to turbulent bursting process 

that exhibits a certain order. In contrast to this proposal, Coleman and Eling in 

their experimental investigations found that sand wavelets could form in 

subcritical laminar open-channel flows (Coleman and Eling, 2000). They 

proposed that the formation of wavelets might be due to instability within the 

motion of the granular bed material.

The second stage is related to the evolution o f dunes or ripples from small sand 

wavelets or small disturbances. Different approaches are available including 

small-amplitude analysis, finite-amplitude analysis, and the coalescence concept.
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In the next subsection, small-amplitude analysis will be discussed whereas the last 

two approaches will be briefly covered in chapter 6.

3.3 L in e a r  St a b il it y  A n a ly sis

3.3.1 Literature review

The study o f the formation of bedforms has attracted many researchers and 

engineers particularly over the last four decades. Developing from an initially flat 

bed, bedform evolution has been dealt with as a bed instability problem. 

According to small amplitude stability analysis, where the height o f the bed 

perturbation is assumed small compared with the perturbation wavelength and the 

water depth, the flow and transport equations could be linearized. As a 

consequence, important non-linear effects will be lost in the analysis. 

Nevertheless, linear stability or perturbation analysis is still considered a useful 

tool that helps to shed light upon the growth and decay patterns o f bedforms, 

which is considered an important part in the understanding o f the physics o f bed 

evolution.

It should be understood that the linearized analysis could not be used to predict 

the equilibrium height o f bedforms as on the contrary the analysis results 

indefinite increase in the amplitude.

Many efforts have been carried out to describe the development o f sandwaves in 

alluvial channels. Exner in 1925, using a hydraulic model, was able to show that 

friction is responsible for the phase lag between the bed profile and the sediment
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transport (Richards, 1980). Four decades later, Kennedy, among others, started 

looking at the problem of the formation of dunes as a two-dimensional stability 

analysis (Kennedy, 1963). As a consequence of using a potential flow model, he 

was not able to get low Froude number instability modes without assuming a lag 

distance between the local velocity and the bed load transport. Although Kennedy 

gave a physical meaning to this lag, investigations showed that the lag could be 

nearly as long as the perturbation wavelength, which is counterintuitive (Chien 

and Wan, 1998). Raudkivi also commented that, Kennedy’s results depend on this 

lag distance about which nothing was known (Raudkivi, 1967).

In 1970, Engelund performed a stability analysis using 2D-vorticity transport 

equations and a constant eddy diffusivity closure model to simulate the real 

friction flow over bed perturbations. Bed load and suspended load were 

considered in the analysis. He was able to obtain lower and upper bedform 

regimes. In a previous work, He also noticed that the non-hydrostatic pressure 

distribution and the fluid friction are main elements for satisfactory simulation of 

the bedform growth (Engelund 1966).

Fredsoe (1974) was able to get the ripple instability mode after introducing the 

effect o f the local bed slope on the bed load transport rate. Richards (1980) 

extended Engelund’s work, focusing only on the lower regime modes o f 

instability for rough boundaries using a turbulence energy closure equation. His 

results show two separate instability modes, one depending on the local roughness
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of the bed (ripples) and the other depends on the flow depth (dunes). He noted 

that his result is strongly dependant on the angle of frictional resistance and if the 

effect o f the local bed slope is not considered, the ripple mode o f instability will 

not be detected. Sumer and Bakioglu followed Richards’ approach considering 

the bed load transport only but with a flow model that assumes no flow separation 

and accounts for smooth and transition boundaries. Their analysis was capable of 

predicting the ripple mode of instability but not the dunes mode. They concluded 

that suspended load perturbations should be included in the model in order to get 

the dune instability mode (Sumer and Bakioglu, 1984). McLean in his paper 

review, contrary to Sumer's opinion, stated that dune features could be produced 

without having suspended sediment included if the flow structure details are 

correctly modeled (McLean, 1990).

The above literature review shows that the key element for a stability analysis to 

successfully simulate bedforms evolution is to obtain a lag between the sediment 

transport rate and the bed wave. It also shows that friction plays an important role 

in determining this lag. Consequently, a proper bed shear stress predictor is 

significant in simulation of bedform development. It is also important to consider 

the effects o f non-hydrostatic pressure in the model, as conjectured by Engelund 

(1966).

In this chapter, a linear perturbation analysis is carried out using lD-depth 

averaged flow models. Bed load is assumed as the only mode o f sediment
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transport. At first, St. Venant equations are considered assuming a hydrostatic 

pressure and using the Chezy resistant formula as a bed shear predictor. As a 

second step, the non-hydrostatic terms are added to the flow equations to 

recognize the non-hydrostatic effects. Next, the VAM-Hydrostatic (vertically 

averaged and moment) equations are considered with a hydrostatic pressure 

assumption and a modified version of the Chezy equation (equation 2.7) is used 

for local bed shear stress. Finally, the non-hydrostatic effects are modeled with 

the extended VAM equations.

3.3.2 St Venant equations

It is assumed that the time scale of the flow to respond to bed evolution is 

relatively small compared with the time required for the bed development. Thus, 

the flow over the perturbed bed can be assumed steady while the bedforms are 

developing. This assumption was suggested and tested by Richards (1980) and 

others.

With reference to the definition sketch shown in Figure 3.1, the depth averaged 

continuity equation and the momentum equation can be derived for the inclined 

coordinates x and z shown in Figure 3.1. These two equations can be linearized 

according to the small amplitude assumption and the first order equations can be 

written as:

5 h (,) d U (,)^ _  + i ^  = 0 (3.2)
dx dx
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(3.3)

x is the coordinate parallel to the averaged bed slope; Zb is the local bed 

perturbation height measured from the averaged slope; h is the water depth; U0 is 

the depth averaged (mean) velocity; h*(l) = h (l) / h <0); x* = x / h (0), where h(0) will 

be written as h for simplicity; U*(l) = /U^0); Fn is the Froude number,

indicates the order o f the parameter.

In this study, Chang et al.'s formula has been used as a bed load transport 

predictor and can be written as (Yang, 1996):

Where: qs is the volumetric bed load rate; kt is a dimensionless coefficient based 

on sediment properties; ys is the specific weight of sediment; ib is the bed shear 

stress; xc is the critical shear stress and for simplicity, it was set to zero. This 

assumption is more acceptable for fine rather than coarse sand particles.

From Equation 3.2 and 3.4 and by using Exner's equation, Equation 3.5 can be

derived as:

ZU.* n 2  n ’ * 5 / i  \dt C, dx (1 -n ) $
In the above relation, t is the time coordinate; t is the normalized time coordinate 

(t*= t.h(0)/Uo(o)); n is the porosity; p* is the density ratio between water and

is the dimensionless Chezy coefficient. The superscript(1)

(3.4)
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sediment particles. From Eq. 3.2-3.3 and Eq. 3.5, the momentum equation can be 

rewritten as:

(3.6)
dx’2 A.F2 dx’dt* A St* ;n

Eq. 3.6 is an eigenvalue problem for the perturbation wave speed, C, if  it is 

assumed that the plane erodible bed is slightly perturbed according to Eq. 3.7:

Where (zb)is  the wave amplitude, k is the wave number (k=2n/X) and kh is the 

normalized wave number.

Finally, the real and imaginary parts of the bed wave speed can be obtained as:

It should be mentioned that if  the imaginary part o f the bed wave speed is 

positive, the perturbation will grow, whereas negative values implies a stable 

plane bed.

The previous normalized speed components given in Eq. 3.8 and Eq. 3.9 are 

functions o f Froude number, the dimensionless wave number, kh, bed roughness, 

C*, and sediment properties. Eq. 3.8 describes the migration o f the bed 

perturbations; it shows that the bed waves are moving downstream if  Fn is less

zb = (z b).exp[ikh(x* --jj^-.t*) (3.7)

U<0) (3.F2 /C 2)2 + (F2 - l ) 2.k2h 2
(3.8)

c im _  -3 .A .F ;.k  h /c:
(3.9)

I T  (3.Fn2/C 2)2 + (F 2 - l ) 2.k2h 2
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than 1 and they are moving upstream if Fn is larger than 1. It is also noticed that 

the normalized imaginary part of C, described by Eq. 3.9, is negative for any 

value of Fn and kh, which implies that any bed perturbation will decay and 

eventually will reach a plane bed. This indicates that, St. Venant equations do not 

predict any unstable bed modes.

3.3.3 St Venant equations considering the non-hydrostatic effects

In order to add the effect o f the non-hydrostatic pressure terms, a quadratic 

variation of pressure distribution is assumed, as shown in Figure 3.2. Other 

researchers including Steffler and Jin (1993) have used this assumption before. 

Accordingly, two additional degrees of freedom, hi and \i2, have been added to the 

default linear hydrostatic pressure distribution which require two more equations 

for closure. These two equations might be the depth averaged z-momentum 

equation and the depth averaged z-moment of momentum equation.

By maintaining the default vertically uniform distribution o f the downstream 

velocity, the depth-averaged z-momentum equation and the vertically averaged 

moment o f  the z-momentum equation can be reduced to:

r ) 2 ?  TT(0) r ) 2h (1>
g.h<" *q.ui°>.(— - ) ,  g.h<" z = z„ +h / 2  (3 .io)

dx 8 dx

Therefore, the depth-averaged x-momentum equation can be written as:

F 2 d 4z'b C2 d 4Z: d 2Z: C ;.(F2 -1 ) d 2z* 3 dz:n____ b__j___ *______b ,____ b____ * v n___ y _ ____ b____ ____ b_   i i \
2 dx*4 3.A dx*3dt* dx*2 A.F2 dx'dt* A dt* ~ 1 }
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By comparing equation 3.6 and equation 3.11, one could notice that two extra 

terms o f higher derivatives were added to the latter equation to include the non

hydrostatic effect. It should also be mentioned that the hi-effect is significantly 

larger than the h2-effect and if the hi-effect is only to be considered (i.e. assuming 

a linear non-hydrostatic effects) the coefficient o f the second term in the left-hand

side of equation 3.11 will be Cl /(4.A) instead of C ,2 /(3 .A ) .

Following the same steps as mentioned before, the real and imaginary parts of the 

bed wave speed can be obtained as:

Based on equations 3.8 and 3.12, Figure 3.3 presents the direction o f the bed 

waves as a function o f kh and Fn, it also compares the results with Kennedy's line 

o f maximum Froude number for dunes. From this figure, the effect o f considering 

the non-hydrostatic pressure terms is obvious. Adding the non-hydrostatic 

pressure terms helps in getting more realistic celerities for all bed wavenumbers, 

which is considered an important improvement over the St. Venant equations, Eq.

3.8 and Eq. 3.9.

It is also noteworthy that by adding the non-hydrostatic terms it was possible to 

get the same phase difference, 9Zb.h, between the bed and the water depth,

(3.12)

(3.13)
Ul0) (3.Fn2 1C; )2 + ((Fn2 -l) .k h  + k V P 2 /3)2
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equation 3.14, as given before by Engelund when he conducted a stability analysis 

o f a 2D real flow over a sinusoidal sand bed (Graf, 1971).

However, Eq. 3.13 still gives a negative growth rate for the cases o f low Froude 

numbers, i.e. it is not capable of predicting the existence of the dune mode of 

instability. This also implies that the bed shear predictor needs to be modified in 

order to have a proper lag between the sediment transport and the bed profile.

f  i r !  //i.L /-< 2'
0z„h=,an

-1 3.Fn /(kh.C,)

v vFn2 -1 ) + (1 / 3).(Fn2 .kh)2,
(3.14)

3.3.4 VAM equations assuming hydrostatic conditions

In 1993, Steffler and Jin introduced the one dimensional vertically averaged and 

moment (termed VAM) set o f equations. The moment equations are derived by 

integrating the continuity, momentum and the vertical moment o f momentum 

equations over the flow depth after multiplying them by the vertical coordinate 

(Ghamry, 1999).

In this subsection, linear stability analysis will be carried out for the VAM 

equations assuming a hydrostatic condition (VAM-Hydrostatic) whereas, the non

hydrostatic effects will be considered in the next sub-section.

The linearized version of depth-averaged x-momentum equation after including 

the new bed stress formula (presented in chapter 2) reads:

aTT'U) 9 ^ 2  p 2

(F„2 _1) ' t V  + T 7  + ̂ 0 + 7 d L)u .*<l) _ K ra 7Tr(U o') + u !<i)) = 0 (3.15)ox dx C2 C~2
If the calibration coefficient Kr is set to zero, equation 3.15 reduces to Eq. 3.3.
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The depth-averaged x-moment of momentum equation can be written in a 

dimensionless form as:

du*(l> dU*(l) K 4F 6 K 4F
^ V  + ^ V  + 3 R -  + ^ ) u ; (l) - ( ——— -  3 (--f + —^-))U*(I) = 0 (3.16)
dx dx C 2 C. 1 a C 2 C2 C. 0

From Eq. 3.2 and 3.4 and by using the continuity of sediment equation, Eq. 3.17

can be derived as

dz[ ~ A  3U*(1) <x.KrA _ 2 du'(" ~
—f  = -B  —  F„2. V- +  F .— B = (1 -2.a.K / 3 )  (3.17)
at c 2 " dx 3c2 n ax*

Eqs 3.2, 3.15-3.17 can be reduced to two equations in two unknowns. These two 

equations represent an eigenvalue problem for the perturbation wave speed, C, as 

shown in equation 3.18.

Crea, C d ,k2h 2(Cd8 - C d„k2h 2) - C d 3k 2h 2(Cd7 + C d l0)
U 0 (C d,,k2h 2 - C d g)2 + (C d 7 + C d l0)2k 2h 2

Cim Cd3kh(C d„k2h 2 - C d 8) - C d ,k 3h 3(Cd7 + C d,0)
U 0 (Cdnk 2h 2 - C d 8) 2 + (C d7 + C d,0)2k 2h 2

Where Cdi-Cdio are coefficients which depend on Fn, Kr, C* and sediment 

properties and are given in the appendix A.

The results o f the analysis are given in the form of stability diagrams, Figures 3.4- 

3.7. These diagrams present contour lines of the normalized growth rate, Cjm/U 0, 

in the kh-Fn domain and each diagram is plotted for specific values o f Kr, C*, Fvt 

and sediment properties.

It is shown that positive growth rate is predicted in the area o f low Froude 

number. This implies that, the bed shear formula (equation 2.7) is capable of 

producing a proper lag between the bed shear stress and the bed profile. Two
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distinct zones are found in the diagram and are separated by almost a horizontal 

demarcation line. The upper zone, zone C, represents a negative growth rate zone 

whereas the lower region has a positive growth rate. The location o f the 

demarcation line is dependent on the value of Kr such that as Kr decreases, the 

positive growth rate decreases and the separation line shifts downward causing 

the positive growth rate area to be smaller. If Kr is set to zero, equation 3.18 

reduces to equation 3.9. The positive growth rate zone showed that there is a 

specific wave number (the model's preferred wavelength) at which a disturbance 

would be expected to grow. This dominant wave number is represented by zone B 

(where for example kh« 0.25 for Kr, C* and Fvt of 2.5, 15 and 0.07 respectively, 

Figure 3.4).

3.3.5 VAM equations including the non-hydrostatic effects

As described previously in sec. 3.3.3, in order to consider the effect o f the non

hydrostatic pressure terms on the momentum equation, a quadratic variation of 

pressure distribution is assumed, as shown in Fig.3.2. Accordingly, two additional 

degrees o f freedom, hi and hi, have been added and two more equations are 

required. These two equations are the depth averaged z-momentum equation and 

the depth averaged z-moment o f momentum equation. The depth averaged z 

momentum equation after decomposition reads:

5Wo Sh.u.w ' 1 dh.x Tb dzb
gh , = q - r — + —  ------------ ----------- — + g .h .(co s .a -l) (3.19)

ox ox p ox p ox

Where: u=  U(z)-U0; w = W(z)-W0; t  is the shear stress; the bar symbol means the 

depth averaged value. The first term in the right hand side of Eq.3.19 is the
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dominant term. The second term is relatively significant for developed bedforms 

rather than for small amplitude perturbations; thus for simplicity it will be 

neglected in this linear study. Eq. 3.19 relates the linear dynamic pressure term, 

hi, with the spatial gradient of the depth-averaged z-velocity, W0. The latter could 

be determined via the moment of continuity, Eq. 3.20.

h.W„ =
dh.z .u 

dx
dz 1 3h2.u.

+ q — =
dz

+ q -
9x 6 3x dx

(3.20)

Where z = z-z ; z = zb + h / 2 .  By assuming a linear distribution o f the 

downstream velocity, the z-momentum equation could be reduced to:

(
g-h, ®q-

u!0) d 2h (,) h d u2 „ ( 0

■ + ------- ; -  + u ‘0,. ( ^ - V )
6 dx ° d x z

(3.21)
3 dx2 y

The depth-averaged z moment of momentum equation could be written after 

decomposition as:

gh2 = 2h

dz  , dz  .u -r— 
q.W —  + h.W„ + z .u1 O <-v Odx dx

3h.w  , —; r 3z X
   + h.u .w —  +

dx dx

dz'.W  3h.z .u .w’
dx

■ + -

1 dh.z’.x’

dx 

h.xk dzu

-  h.W 2 -h .w  -
h.x dz 
p dx

p dx 2p dx

(3.22)

After neglecting the shear stress terms and some other non-dominant and 

nonlinear terms, Eq. 3.22 could be reduced to Eq. 3.23 via Eq.3.20:
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Equation 3.23 contains z’.w term, which can be approximated by assuming a 

parabolic z-velocity profile. After some simplifications, Eq. 3.23 can be reduced 

to:

uj0).h .u!0) 3 2h (l)
- V - H — — +

u*0) d 1z

3 3x2
to

h a2u |') + u (0) '

d x2 q-

6 dx2

a 2h (l)
12 ' dx2

dx2 (3.24)

The linearized version of depth- averaged x-momentum equation including the 

non-hydrostatic effects reads:

a  a \ ^ 2 33u*(1) ,1 a a 2 2 33u3tt*o> 1 3 3Z*
+(—  + — )F2-----!------( -  + — + — )F2------2— + ( -  + —)F 2

12 36 " 3x*3 3 3 18 " 3x*3 2 3 " 3x*3

3U‘(1) dz' 2F2 F2
(F2 - l ) ^ v  + ^  + (S + - - M U ’01 -  K a ( U * (l) + u™) = 0 
 ̂ " dx dx C\ 0 ' C2 0

(3.25)

The depth-averaged x-moment of momentum equation can be written in a 

dimensionless form as:

3u ‘(i)

(

d x* 

6

3U "(i) 1
dx ’

3h(l) K 4F
 i i -  + 3( - y  + —-^u ™
2aF dx C C, 1n 2 *

K  4F  
-  -  3(—  + — -))U *0) = 0 

a C 2 C C.

(3.26)

Where: Fn is the Froude number, Fn = Uj"1 /^/gh (0)
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It should be noticed that, the h2-term appears in the momentum equation but 

disappears in the moment equation because it represents the parabolic part o f the 

pressure distribution, which is symmetric around the mid-water depth and thus 

has no moment contribution in linear equations.

Eqs 3.2, 3.17, 3.21, 3.25-3.26 can be reduced to two equations in two unknowns. 

These two equations represent an eigenvalue problem for the perturbation wave 

speed, C. The equations are given in Appendix A.

3.4 D isc u ssio n

The results o f the linear analysis of VAM equations considering the non

hydrostatic effects are also given in the form of stability diagrams for different 

values o f C*, Kr and Fvt, Figures 3.8-3.17. Reader could also refer to equation 

A.45 in the Appendix A.

It is shown that the set of VAM equations was able to produce a positive growth 

rate in the area o f low flow regime (as it is the case with VAM-Hydrostatic 

equations) as well as for relatively high Froude number conditions.

According to the presented stability diagrams, it is generally noticed that two 

distinct zones o f maximum positive growth rate are found. The first zone, which 

does not appear in the VAM-hydrostatic analysis (zone A-A), is located just 

below Kennedy's line that separates dunes from sandwaves and antidunes 

(Fn2«l/kh). The second zone, zone B, is similar to that found before in the VAM-
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hydrostatic analysis. These two zones represent the model's preferred wavelengths 

at which a disturbance would be expected to grow.

The stability diagrams demonstrate also a negative growth rate zone, zone C, in 

the upper left corner of the diagram. This negative-growth area can be associated 

with plane bed regimes.

Figure 3.9 shows that in case of coarse sand (C*=10), dunes o f wavelength «6 

times the water depth start to decay towards a flat bed at Fn = 0.73 whereas this 

limiting Froude number decreases to 0.69 for the case of fine sand (C*=20) as 

shown in Figure 3.16.

Figure 3.9 shows also that, the mean value of the dominant normalized wave 

number, kh, related to zone B is about 0.6 and this value is reduced to about 0.25 

for very smooth boundaries as shown in Figure 3.16. Fredsoe (1974) reported a 

similar trend in his linear stability analysis.

It should be mentioned that the positive growth rate of zone A is usually 

significantly larger than that o f zone B. Since zone A is related to shorter 

wavelengths, it might represent the formation of sandwavelets which are the seed 

waves of ripples and dunes. Coleman and Melville (1996) noticed that sand

wavelets were generated within 4 minutes of the commencement o f the run. They 

also postulated that the initial height of these sand-wavelets is of the order of 

3.5d5o, where djo is the diameter of the particles.
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As a qualitative verification of the order of magnitude of the growth rate related to 

zone A, one could calculate the time required for the height o f a bed perturbation 

within zone A to increase from A=d to A=3.5d. This could be calculated from:

*3.5.1 = ln(3-5) 3 27)
U„ / g  Fn2kh(Cim / U 0)

Equation 3.27 could be used to calculate the generation time o f sand wavelets of 

kh=3.5 (as an average value). In case of C*=10 (Figure 3.9), the maximum 

normalized growth rate is of the order o f 400x1 O'5 which gives t3 .sd= 0.27 min 

whereas t3 .5d is found to be 5.4 min in case of C*=20 (Figure 3.16).

Despite the possibility that the “ridge” of high growth rate along zone A -  A is 

realistic, it can be expected to cause difficulty with numerical simulations.

It should also be mentioned that the wavelength o f the bed perturbations, related 

to zone B, is dependent on the water depth. It is of interest to investigate the 

dependence o f the wavelengths o f the bed perturbations on the flow water depth 

for zone A-A.

Zone A-A could be approximated by:

r ' - k  (328)

This relation could be reduced as follow:

X = ^ L u 2 (329)
g

Finally,

, 2  0X = 27i(s.g.-l)0crC. r —d 50 (3.30)
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Where 0 = -------------
(s-l)gd50

0cr and s are the normalized critical tractive force and the specific gravity of 

sediment particles respectively.

Equation 3.30 shows that the wavelength of the bed perturbations, related to zone 

A-A, is apparently independent on the water depth and it is strongly related to the 

bed roughness which is a function of the diameter of the sediment particles. 

Equation 3.30 gives values for X that range from (100-1000) dso for (1 <0/0cr< l0) 

and C*=15. These values match with the measurements of both o f sandwavelets

(X,«175^/d^, where d50 is in mm, Coleman and Eling (2000)) and sand ripples

(X»1000d5o, Yalin (1992)).

Figures 3.8 through 3.17 display some dune measurements (solid circles), which 

were reported in Kennedy's paper (Kennedy, 1963). The particle diameter o f these 

measurements ranges from .04mm to 1.75 mm. It is interesting to notice that most 

of these points lie in the positive-growth rate area and outside the negative-growth 

rate zones. It is also noticed that part of the measurements lies away from the 

zones o f maximum growth rate. This difference may be due to deficiencies in the 

proposed model or to nonlinear effects for the finite amplitude bedforms 

observed.
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It is important to study the dependence of the results on the value o f the 

calibration parameter Kr. Figures 3.14 and 3.15 show the stability diagram for Kr 

=1.5 and 2.7 respectively (which cover the experimental range of Kr as it was 

presented in chapter 2). It is noticed that as Kr increases, the negative growth rate 

zone, zone C, retreats back and becomes slender causing the limiting Froude 

numbers for the decay o f dunes to increase. Also, the dominant wavelength 

related to zone B slightly increases and the positive growth rate considerably 

increases. However, the overall pattern is very similar.

Results also show sensitivity to the eddy viscosity parameter, Fvt (where Fvt.= vt 

/(u*.h)). It is well known that Fvt ranges from 0.06-0.08 in case of uniform flow 

over a flat bed. However these values appear to increase in case o f flow over 

bedforms where flow separation might takes place. It was found that Fvt spatially 

varies from about 0.17-0.22 in experiment T5 (as it will be shown in chapter 6).

It was found that larger values of Fvt tend to reduce the growth rate and increase 

the dominant wave length related to zone B.

Figures 3.18-3.20 present the normalized contour lines o f the real part of the wave 

perturbation speed, Creai/U0, in the kh- F„ domain. They also present Kennedy's 

line of demarcation between sandwaves and dunes (line D-D). Results show that 

the line that separates between dunes and sandwaves matches very well with 

Kennedy's line and this is considered an important improvement over what found 

from St. Venant equations.
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Within the low Froude number region, the wave speed contour lines are slightly 

inclined which implies that shorter wavelengths are slightly faster than the longer 

ones. It also appears that as Fn increases, perturbation speed increases. 

Comparison between Figures 3.18-3.20 shows also that the perturbation speed 

decreases as C* increases.

3.5 C o n c l u sio n

Depth-averaged flow models have been used to study the evolution of dunes using 

a linear stability analysis and considering the bed load as the only mode of 

transport. St. Venant equations are not capable o f predicting the formation of 

dunes. These equations along with the Chezy resistance formula produce a lead 

instead o f a lag between the local bed load and the bed profile. As a step forward, 

VAM equations taking the non-hydrostatic effects with a new moment of 

momentum bed shear velocity have been used. As a result of that, a lag between 

the bed load transport and the bed profile is produced causing a positive growth 

rate in the low Froude number area. The stability diagram shows also a negative 

growth rate area by which the observed decay of dunes towards a flat bed could 

be explained. Analysis of the stability diagrams indicates that the finer the 

particles are, the greater the length of the dune wave and the smaller the critical 

Froude number at which dune disappears. These results are in agreement of 

Engelund and Fredsoe findings (Chien and Wan, 1998).
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It is noticed that, the growth and decay rates are sensitive to the values o f Kr and 

Fvt however, within the experimental range o f Kr, the general pattern o f the 

stability diagram does not change much.

Finally, it is interesting to show that dune mode of instability can be obtained 

even without taking suspended load or the local bed slope effect into 

consideration, a result that supports what McLean claimed before (McLean, 

1990).
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Figure 3.1 Coordinate definition

Figure 3.2 Pressure distribution
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Figure 3.11 Stability diagram (contour lines of 105*Cim/U o) for VAM 
equations including the non-hydrostatic effects, Kr=2.0, C*=15, Fvt=0.07.
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CHAPTER 4

PREDICTION OF DEPTH-AVERAGED TURBULENT 

KINETIC ENERGY OVER BEDFORMS 

USING A MOMENT APPROACH

4 .1  I n t r o d u c t i o n

Turbulence plays an important role in the evolution of bedforms. In the past, it 

was believed that bed load sediment transport depends mainly on bed shear stress. 

Recent studies and experimental investigations have pointed out that for non- 

uniform boundary layer cases, the entrainment of sediment is not a unique 

function of the local bed shear stress, (Nelson et al., 1993, 1995; McLean et al., 

1994). Flows with high turbulence intensities are capable of moving more 

sediment than those with low ones for the same given local bed shear stress. 

McLean et al. (1994) indirectly measured the local bed sediment transport rate of 

erodable sand forms by measuring the local bed levels of the bedform via two 

acoustic-profiler runs. They noticed that the estimated transport just downstream 

from the point of reattachment, where the shear stress is close to zero, is 

significantly greater than the prediction using a bed shear stress based formula. In 

spite of this observation, most of the available bed load predictors are bed shear 

stress based formulae. Knowing the turbulence field might help in getting at least 

a better idea about the actual bed load transport in non-uniform boundary cases
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such as flow over bedforms. This will help in getting more accurate prediction for 

the flow resistance in natural rivers.

Depth averaged flow models are still considered the basic tools that are 

commonly used in many river engineering applications. Recently, some attempts 

have been made to extend the capability of these models while keeping them as 

simple as possible. A moment approach has been suggested to regain some 

important velocity profile details without raising the calculations to the level of 

2D vertical models (Steffler and Jin, 1993).

In this study, our intention is focused on how a ID depth-averaged version of k-e 

model can be used to predict the spatial variation of the depth averaged turbulent 

kinetic energy over a train of bedforms.

This chapter is organized as follows. Section 4.2 describes the structure of 

turbulent flow and the spatial variation of turbulent kinetic energy over bedforms. 

Section 4.3 presents the experiments selected for calibration. Section 4.4 starts 

with the traditional Rastogi and Rodi k-£ model. Then the moment concept is 

briefly introduced followed by a presentation of a modified k-8 model. Section 4.5 

gives some discussion of the proposed model and finally, Section 4.6 summarizes 

the conclusions.
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4 .2  T u r b u l e n t  K i n e t i c  E n e r g y

Before describing the turbulent kinetic energy downstream of the crest of 

bedforms, a brief summary will first be given for the turbulent kinetic energy in 

case of uniform flow over smooth and rough boundaries.

4.2.1 Turbulence intensity universal functions for uniform flow

The time averaged turbulent kinetic energy per unit mass is defined as:

Where u 2 , v 2 , w 2 are the root-mean-square or the dimensional turbulence 

intensities in the longitudinal, lateral and vertical directions respectively.

The depth averaged turbulence kinetic energy, k , could be defined using equation

In 1975, Nakagawa et al. proposed a power-law function to be used as a universal 

distribution for the longitudinal turbulence intensity u'/u* (Nezu and Nakagawa, 

1993). Later on, semi-theoretical exponential functions that describe the 

variations of the turbulence intensities for the three directions as well as the 

turbulent kinetic energy have been introduced. Nezu and Nakagawa (1993) 

proposed a semi-empirical relation, equation 4.3, for the case of uniform flow 

over a smooth bed surface.

(4.1)

4.2 as:

(4.2)

(4.3)
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It was noted that the exponential laws for the turbulent kinetic energy match 

better with the measurements especially within the region 0.1<z/h<0.6. However, 

it was concluded that the exponential function could be used to predict the 

longitudinal turbulence intensity over the entire flow depth in case of uniform and 

smooth open channel flow (Nezu and Nakagawa, 1993).

In this study, equation 4.3 is assumed to be valid for predicting the turbulent 

kinetic energy over the entire flow depth in case of smooth boundaries. Then it is 

integrated through the depth to get the corresponding depth averaged value for the 

case of uniform flow over a plane bed. A correction coefficient, Fr, is added to 

equation 4.3 to make it applicable for both smooth and rough boundaries.

For the case of uniform flow over rough boundaries, experimental data showed 

that the bed roughness has no effect on the turbulence intensities for the outer 

flow region (Nezu and Nakagawa, 1993). Whereas close to the wall, y/h<0.3, it 

was noticed that the value of u'/u* decreases gradually with increasing the 

roughness. On the other hand v'/u* was found to increase with the roughness but 

with a smaller rate (Grass, 1971). Therefore, it was expected that Fr would be very 

close to and less than unity.

In 1995, Liu proposed modifications to the exponential turbulent intensity 

formulae to take into account the effect of bed roughness (Lu et. al., 2001). By 

using Liu's equations, it is found that Fr, ranges from 0.97 to 1. Therefore, a value 

of unity will be used in this work.
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uniform

k uis the depth-averaged turbulent kinetic energy in case of uniform flow over a 

flat bed.

In the case of uniform flow, there is a significant correlation between the near bed 

turbulence intensity and the bed shear velocity (Nelson et. al., 1995). Equation 4.4 

indicates also that, the depth-averaged turbulent kinetic energy can be related

directly with the bed shear velocity and that k is almost double the square of the 

bed shear velocity.

4.2.2 Turbulent kinetic energy over a train of bedforms

The main characteristic of the complex flow over bedforms is the existence of 

flow separation downstream of the crest and the formation of a strong free shear 

layer by which a large amount of turbulence is generated away from the boundary 

and is transported and diffused downstream.

Field and laboratory investigations of natural rivers and laboratory channels 

covered with dunes observed also tornado-like vortices called kolk-boil vortices, 

which develop behind dunes crest and move up to the free surface and then 

becomes a boil (Coleman, 1969, Kadota and Nezu, 1999).

The structure of turbulence over bedforms quite differs from the case of flow over 

a plane bed. When the flow is moving over a train of bedforms (ripples/dunes), 

successive decelerating-accelerating flow zones exist and the existence of flow

93

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



separation downstream of the crest poses many changes in the structure of the 

flow. In this case, the near bed turbulence does not scale with the local bed shear 

velocity and the uniform flow boundary layer relations are not applicable.

One of the first works to study the turbulence field over a train of a bedform is 

due to Raudkivi (1963) who used a hot-film anemometer to measure the 

longitudinal and the transversal components of the turbulence intensities 

downstream of a negative step. His motivation was to get an idea about the 

turbulence field over bedforms making use of the similarity between the two 

corresponding flow fields. The measurements of backward-negative experiment 

showed that the maximum turbulence intensity u'/U is found just downstream of 

the step slightly above the step height and the ratio of the vertical to the 

downstream turbulence component is about 2/3.

Laboratory experiments showed also that the turbulent flow becomes fully 

developed, "in equilibrium", after the fourth or the fifth wavelength of the train, 

Rifai and Smith (1971) and Nelson and Smith (1989). This means that further 

downstream, a periodic steady state condition could be assumed.

A typical variation of depth averaged turbulent kinetic energy is shown in Figure 

4.1b for the case of equilibrium turbulent flow. As the flow moves downstream of 

the crest, separation will take place forming a strong shear layer behind the crest, 

which is responsible for the majority of the generated turbulence downstream of
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the crest. Consequently, it is noticed that, k starts to increase downstream of the 

crest until it reaches a maximum value at a location near the point of 

reattachment, then, it will gradually decrease till it reaches the next downstream 

crest and the cycle will be repeated.

It is also found that the value of the depth averaged turbulent kinetic energy at the

crest, k c r s t ,  is greater than the corresponding value in case of uniform flow over a

flat bed, k u. Figure 4.2a shows the effect of the bedforms height and steepness on 

the depth averaged turbulent kinetic energy over the crest at equilibrium 

conditions. The curve intersects the vertical axis at a value of unity, which 

represents the case of a flat bed surface. As the steepness or the height of the

bedform increases, the ratio kcrst/ku increases over unity and it reaches an average

value of almost 2.5 for A/X=. 05. This increase can be justified as follow: for a 

given water depth, as the bedform height increases, the resulting shear layer zone 

becomes larger and stronger. Consequently, more turbulence will be generated

and transported downstream with the mean flow causing kcrst/ku to increase.

Many researchers found that the bed roughness height tends to decrease the x- 

turbulence intensity, Nezu and Nakagawa (1993). The previous statement does 

not contradict Figure 4.2. While bedforms can be considered as mega-roughness 

elements, their effects on the structure of the flow is different from the natural bed 

roughness particles because of the existence of flow separation and the strong 

shear layer downstream of the crest.
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As a result of flow separation downstream of the crest, strong shear layer flow 

exists and produces turbulence. Figure 4.2b describes the net increase in the depth 

averaged turbulent kinetic energy, 8k, over the bedform as a function of the ratio 

A/h, refer to Figure 4.1b for definition.

4.3 La b o r a t o r y  D ata

4.3.1 Available experiments

With the advent of the new powerful measurement techniques, it was possible to 

carry out different experimental works to study the structure of turbulent flow 

over bedforms. Many laboratory experiments have been reported in the literature. 

Some details of these experiments have been given before in chapter 2.

In this chapter, seven experiments have been chosen from the literature, for the 

purpose of calibration. Table 4.1 lists the geometrical and the flow parameters of 

these experiments.

Kadota and Nezu experiment will not be used in this study because their 

turbulence measurements were not available by the time of carrying out this 

study. Also Lyn's experiments will not be used because the turbulence 

measurements were carried out for only 4 stations over the whole wavelength 

(Lyn, 1993).
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The steepness ratio for the selected experiments ranges from 1/10 to 1/20 and the 

water depth to crest height ratios from about 3 to 13.6 with the Froude Number 

varying from 0.12 to 0.31. All the experiments are for turbulent water flow over a 

train of fixed bedforms. Measurements have been taken some distance 

downstream from the flume entrance in order to ensure the full development of 

the turbulent flow. The two mean velocity components as well as the two 

turbulence components in the vertical plane have been obtained using LDA.

The artificial bedform shapes used in these experiments were roughly triangular 

with a few different geometric details. Van Mierlo and de Ruiter (1988) used 

triangular shapes with flattened crest and trough areas. On the other hand, 

McLean et al. (1994, 1999a and 1999b) used smoothly cosine surface in the front 

side of the bedforms with no flattened regions.

4.3.2 Calculation of k from experimental data

In order to compute the turbulent kinetic energy field from the turbulence 

measurements, all the components of the turbulent velocity in the three 

coordinates should be known. Unfortunately, the available laboratory experiments 

for flow over bedforms provide turbulence data for only the streamwise and the 

vertical components. The lateral, the spanwise, component is unknown. One way 

to predict the lateral turbulent component is to claim isotropic conditions, which

Another approach is to assume that the spanwise turbulence values approximately

means considered as a crude assumption.

equal the vertical turbulence values, i.e. w 2 . Mendoza and Shen (1990)
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have proposed this assumption while comparing their 2D- k-E numerical model 

with Raudivi's experiment of flow over a train of ripples.

In case of uniform flow over a flat bed, it is known that w ’2

(Nezu and Nakagawa, 1993). Based on this fact, a third approach is to assume that 

the spanwise turbulence values lie midway between the streamwise and the 

vertical turbulence values. Recently, Song and Chiew (2001) have carried out 3D 

turbulent measurements using a 3D acoustic Doppler velocimeter in cases of 

nonuniform (accelerating/decelerating) open channel flow. Their data showed 

also that the dimensional spanwise turbulent intensity lies in the midway between 

the corresponding values in the other two directions and the spanwise component 

equals to the average of the other two components, equation 4.5. This approach 

was followed before by Van Mierlo and de Ruiter (1988) who used equation 4.5 

to calculate k over a train of fixed bedforms. In 1985, Driver and Seegmiller 

applied equation 4.6 to get the distribution of the turbulent kinetic energy for 

airflow over a rearward-facing step. Nakagawa and Nezu (1987) also used the 

same assumption to quantify the turbulent energy diffusion term in the turbulent 

energy balance equation while studying the structure of turbulent flow over a 

negative step. Recently, Siddiqui and Loewen (2001) have suggested to use 

equation 4.6 to get the turbulent kinetic energy field for the microscale breaking 

waves that have been generated by the influence of wind waves.

v 2 = - r v u *  + v w
v 2 y

v 2 = f l  ,  N—[u + w ]
2

(4.5)

(4.6)
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In this study, Van Mierlo's proposal will be applied using equation 4.5.

It is expected that assuming the lateral turbulence component will not affect the

trend of the spatial distribution of k but it might affect the amplitude and that 

could change the values of the calibration coefficient, .

4.4  P r e d ic t io n  o f  K -F ield  o v er  B e d  F orm s

4.4.1 General

Some attempts have been carried out to develop numerical models (generally 2D- 

vertical models) to simulate the flow and its turbulence characteristics over 

bedforms. Different closure equation(s) have been used. In 1993 Johns et al. 

developed a k-1 one-equation model where turbulence closure was achieved at the 

level of the turbulence energy equation, with the turbulence length scale 

prescribed from an empirical correlation. Their comparison with the wall shear 

stress data appears to be not in good agreement.

Some other studies have used the most common two-equation k-E model. 

Examples of these studies are those of Peric et al. (1988) and Michelassi et al. 

(1989). They followed the wall-function approach and were able to obtain quite 

realistic predictions of the flow features including separation and reattachment. 

Also Mendoza and Shen (1990) have employed the k-e model but with an 

algebraic- stress approach instead of the common eddy-viscosity concept.

9 9
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2D vertical models, reported in the literature, show that models appear to give 

better simulation than the one-equation models (Sajjadi and Aldridge, 1995).

In the following sub-section, the prediction o f k will be considered within the 

frame of depth averaged flow models.

4.4.2 Rastogi and Rodi's model

k -s  models are based on two transport equations that describe the turbulent 

velocity and length scales via two parameters, the turbulent kinetic energy and the 

rate of turbulent dissipation.

In 1978, Rastogi and Rodi proposed a version o f the k -s model for the depth- 

averaged flow equations, which can be used to predict the depth averaged 

turbulent shear stress. Their main objective was concentrated towards obtaining a 

turbulence closure for the depth averaged momentum equations and not in 

predicting the turbulence field. They commented that their model does not

calculate the true depth averaged values of turbulent kinetic energy, k or the

dissipation rate, s but it rather calculates "virtual" or approximate values of the

corresponding parameters, k , s . These virtual values eventually help in getting 

accurate depth-averaged values o f the turbulent stresses. The ID spatial variations

of k , £ can be determined from the following two transport equations assuming 

a steady state condition, (ASCE Task Committee, 1988):

3k _ 3 vt 3k 
0 3x 3x ok 3x

~  \

(4.7)

v 8
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u.o
de _ d v t de  CE.u?
dx dx o E dx h 2

V J
(4.8)

CH, Cie, C2E, c?k and a E are constants and equal 0.09, 1.44, 1.92, 1.0 and 1.3 

respectively and CE can be determined by using equation 4.9.

Equations 4.7 and 4.8 are both similar in their mathematical structure. The left- 

hand side terms represent the convection of the corresponding variable that will 

be transported via the mean flow. The first term on the right hand side describes 

the diffusion. The equations consider also the turbulence production and the 

generation of dissipation due to the existence of the wall boundary layer. This is 

represented by the second term. The third term represents the production 

/generation due to the horizontal gradient of the downstream velocity. The last 

term on the right hand side of equation 4.7 represents the dissipation of turbulence 

whereas the last term in equation 4.8 describes the decay in the dissipation rate. 

The second term in equation 4.7 comes mainly from the depth averaging of the 

vertical production term that is due to the vertical gradient of the longitudinal 

velocity, u(z).

In the case of uniform flow over a plane bed, the highest vertical gradient lies near 

the boundary and accordingly, it is expected that the majority of the turbulence 

production is concentrated near the bed. More specifically, studies showed that 

the turbulent production reaches its maximal within the buffer zone, 5<z+<30,

(4.9)
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(Kundu and Cohen, 2002). This is what made Rastogi and Rodi (1978) express 

the dominant depth-averaged production term as a function of the bed shear stress 

and the boundary roughness.

For the case of flow over bedforms the dominant production takes place away 

from the bed. Therefore, expressing the production term as a function of bed shear 

stress is not justified and the model can not capture the spatial variation of the 

turbulent kinetic energy. As it will be shown later on, Rastogi and Rodi's model 

gives a maximum turbulent kinetic energy near the crest and a minimum value 

near the trough.

In the following subsection a moment version of k-e model is presented.

4.3.2 A modified ID  k- e depth averaged model

Figure 4.3 presents a comparison between the data and the calculated depth 

averaged turbulent kinetic energy using Rastogi and Rodi's model. The model's 

results clearly appear to be out of phase with the data as it predicts a maximum 

value near the crest and a minimum value around the point of reattachment. The 

disagreement with the data comes from the fact that the dominant production term 

in the model is related to the bed shear velocity, an assumption that is valid only 

for the case of uniform flow over a flat bed.

Detailed measurements of turbulence over a train of fixed bedforms showed that 

the main contribution of the turbulence production is due to the strong free shear 

layer (generated downstream of the crest) and only a relatively small part comes 

from the internal boundary layer, Nelson et al. (1993).
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This means that, the shear velocity is not a relevant choice in this problem. What 

we are looking for is a velocity scale that can represent the strength of the shear 

layer or the average gradient of the velocity in the shear layer zone in the vertical 

plane. The idea presented here is based on a moment concept.

In the moment approach, the degrees of freedom of the model's velocity profile 

are increased as each velocity profile is virtually converted to an equivalent linear 

velocity profile having the same moment of momentum around the mid-water 

depth. Following this idea, a new integral velocity scale, ui, could be defined and 

calculated using equation 4.10.

Figure 4.1a shows a typical spatial variation of ui over one wavelength of a 

bedform. A large value of Ui means that the average gradient of the velocity 

profile is large. Therefore, the new integral velocity scale, ui, could be used to 

express the strength of the shear flow and consequently the production of 

turbulence in the free shear zone.

It is interesting to notice that, the location of maximum k lies downstream of the 

location of the maximum value of ui, Figure 4.1a, 4.1b. This reveals that, 

turbulence is mainly generated within the free shear layer and then transported 

downstream by the mean flow and this confirms that a sort of transport 

mechanism or equation is needed for modeling such a process.

Ju (z ) .(z -h /2 )d z6 zV+h (4.10)
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As a first step of predicting k over bedforms, a one-equation model basically 

based on a version of depth averaged k-equation has been tried. The main 

problem in the one-equation model is that the turbulent length scale should be 

assumed empirically, (ASCE Task Committee, 1985). Rifai and Smith (1971) 

experimentally investigated the flow over a train of fixed triangular elements and 

they suggested that the macro-scale of turbulence is of the order of the height of 

the bed topography elements not the flow water depth. Accordingly, the turbulent 

length scale in the k-equation is simply assumed to be a constant and is 

proportional to the bedform height. However, the model significantly under- 

predicts the peak of the depth averaged turbulent kinetic energy, results are not 

presented here. This means that the turbulent length scale significantly changes 

over the bedform and it is incorrect to consider it as a constant through the spatial 

domain. Therefore, the work was to move to the k-e equations.

In the proposed modification of the k-e model, the depth-averaged production 

term could be represented as:

By using the new integral velocity, ui, as a velocity scale, one can write:

r'=r/2 is a constant (equation 4.22) and is a calibration coefficient. Moreover, 

the velocity gradient could be approximated using a linear velocity assumption as:

d z
(4.11)

- u ' . w ' - u *  * r ' £ k.u? (4.12)
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Therefore,

(4.14)

The value of the calibration coefficient in case of uniform flow over a flat bed 

could be obtained from equation 4.12 as follow:

Similarly, the generation of dissipation term can be formulated by assuming that 

the generation rate of e is proportional to the production rate of k, which feeds the 

large scale end of the spectrum (Wilson, 1999).

P e
Generation rate of £ ------- — P (4.16)

t .  k

Where ts represents the time scale of energy transported through the spectrum.

By using the new integral velocity, ui, as a velocity scale, one can write:

Realizing that dissipation may be scaled by large eddy parameters in case of high 

Reynolds number (i,e. existence of the inertial subrange spectrum), one can write 

dissipation as:

Where I  represents the average size of the most energetic eddies (tVh = A/h = 0.1- 

0.3). Finally the generation rate of E can be reduced to:

k~ ui2 (4.17)

e ~ \ \ \ l i (4.18)

Generation rate of £ ~(hIt) (4.19)
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Where:

r  = 2.0667F. (4.22)

<I> = (C ,a£ k)2 (4.23)

(4.24)

K is the von Karman constant (k = 0.41).

The modified k-e model, equations 4.20 and 4.21, are similar to Rastogi and 

Rodi's model except for the production of turbulence, the first term in the right 

hand side of equation 4.20, and the generation of dissipation, the first term in the 

right hand side of equation 4.21. Close inspection of equation 4.20 shows that it 

represents a balance between the energy convection, energy production, and 

viscous dissipation. It should be mentioned that, the energy production due to the 

spatial gradient of the downstream velocity, the second term in the RHS of 

equations 4.20 is significantly small compared to the dominant production due to 

the free shear layer, the first term in the RHS of equation 4.16. Therefore, the 

second term in the RHS of equation 4.20 and its corresponding term in equation 

4.21 is neglected in this study. Also the diffusion contribution is neglected. This
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assumption is based on Nakagawa and Nezu (1987) findings while studying the 

balance of turbulent energy for the case of turbulent water flow past a negative 

step, a problem that is similar to the current study.

The new equations, 4.20 and 4.21, contains three dimensionless constants r, O, £k- 

The role of the coefficients r and O is to force the two differential equations to be 

reduced to equation 4.4 in case of uniform flow over a flat bed. Therefore, r and 

O can be determined using equations 4.22 and 4.23. In the section to follow, the 

modified model will be calibrated in order to estimate the dimensionless 

coefficient, £k-

The variable a  in equation 4.23 gives the ratio between the integral velocity, uj, 

and the mean velocity, U0, in case of uniform flow over a flat bed. It is known that 

the log-law could be used to predict the velocity profile in the inner region in case 

of uniform flow. If the log-law is applied over the whole water depth, the 

coefficient Ca is found to be very close to 1. A more accurate way to get the 

coefficient C« is to assume a log-wake relation which gives a value of Ca =(1+8 

W n \  where IT is the wake parameter and has a range from 0 to 0.2 (Nezu and 

Rodi, 1986). Nezu and Rodi (1986) found that n  remains nearly constant and 

equals 0.2 when the Reynolds number is larger than 105. However, it should be 

mentioned that there is no specific and accurate relation to calculate the wake 

parameter, FI. For the upper value of n=0.2, the corresponding upper value of Ca 

is =1.16.
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4.5 C a l i b r a t i o n  a n d  D is c u s s io n

4.5.1 Model calibration

Before calibrating equations 4.20 and 4.21, h, U0 and Ui should be determined. 

Despite that these three unknowns could be calculated using YAM models, in this 

chapter they have been derived from the measurements and have been best fitted 

using spline curves. Via the spline curves, the spatial variations of h, U0 and Ui 

could be determined over the bed form wavelength.

Then k and 8 have been calculated numerically using a simple first order finite 

difference scheme. The spatial discretization, dx, was chosen to be quite small, 

dx=.0005m, to decrease the effect of the artificial diffusion. A calculation domain 

consisted of a train of 5 bedforms is considered assuming the turbulent flow to be 

fully developed over each bedform. Accordingly, the flow variables are repeated 

in a cyclic pattern through the domain. Then, equations 4.20 and 4.21 are used to 

predict the corresponding depth averaged turbulent kinetic energy and dissipation 

rate. The calibration coefficient, ^  is adjusted in order to get the best match with 

the experimental data. The value of for each experiment is given in Table 4.1.

4.5.2 General discussion

As Rastogi and Rodi's k-e model does not give the true depth-averaged values of

the turbulent kinetic energy, it is of interest to find out how the virtual values, k

differ from the true ones, k . A simple way to do that is to use their model 

(equations 4.7 and 4.8) to predict the turbulent kinetic energy for the case of
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uniform flow over a flat bed. In case of uniform flow over a flat bed, all the 

spatial derivatives in equations 4.7 and 4.8 can be dropped and consequently, the 

two equations can be reduced to:

u* CE
UniformFlow

c  c-  2E-  (4.25)

Which can be reduced using equation 4.9 to

1 fc
u» 3.6 A C„

CJniformFIow

By comparing equations 4.26 and 4.4, one can find that k = (1.5 -2 .3 )  k for the 

case of uniform flow over a flat bed.

Figure 4.4 presents the spatial distribution of k over a train of 5 bedforms for 

experiment T5. It is noticed that the new model after calibration predicts the

location of k max reasonably well and the predictions of the model are generally in 

good agreement with the measurements.

Figure 4.5 shows a comparison between the measured and the predicted values of

k for experiment (Run 2). The prediction of k max position seems to be slightly 

shifted downstream.

The results for experiment (Run5) are given in Figure 4.6. Very good agreement 

is found between the measurements and the predictions after calibration.

v t = C V —  (4.27)
8
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F t = — ^ ----- (4.28)
‘ h.U0/C*

Figure 4.7 presents the spatial variation of the eddy viscosity coefficient, Fvt, 

(equation 4.28) over one wavelength of a bedform. It is interesting to note that Fvt 

is quite larger than the values reported in case of uniform flow over a flat bed 

(Fvt=0.06-0.07 in case of uniform flow).

The data shown in Figure 4.7 were produced from the measurements of T5 

experiment, whereas the predictions were obtained via equations 4.27-4.28 and by 

using the predictions of the modified version of k-E model. Good agreement is 

found between the measurements and the predictions of the model.

Where vt is the depth-averaged eddy viscosity; is a constant and equals 0.09 

and C* is the dimensionless Chezy coefficient based on the skin friction.

One of the drawbacks of the proposed model is its dependence on the coefficient 

C«. As was shown before, this coefficient depends on the wake parameter, 11; 

unfortunately, there is no specific and accurate relation to describe this parameter. 

However, it is noticed that Ca might range from a minimum value of 1 and a 

maximum value of 1.2. The laboratory experiments suggest a value for Ca closer 

to 1.15. It has been noticed that 6 runs out of 7 produce good match with the data 

for Ca=1.15 and one run (run 2) gives a good match at Ca=1.0. Nevertheless, 

more laboratory experiments are required to investigate the factors that affect Ca.
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Figure 4.8 describes the outcome of the calibration of the modified k-e model 

(equations 4.20 and 4.21) with the laboratory experiments. The calibration 

coefficient, varies from about 0.004 to 0.025 and it can be related with the 

depth to wavelength ratio, h/X, via a parabolic relation as shown in Figure 4.8. It 

should be mentioned that the proposed relation also satisfies the uniform flow 

case over a flat bed (the intersection point with the vertical axis).

In Figure 4.8, three values of ^  are provided for each experiment: the medium 

value, which gives a good match with the data; the upper limit value of each bar, 

which gives at most 25% over-prediction of kmax; and finally the lower limit 

value, which gives at most 20% under-prediction of kmax.

It is of interest to investigate how much discrepancy will be produced upon using 

a global constant value of ^  for all the experiments. Figure 4.8 suggests a value 

of about =0.013, as shown by the dashed line. Figures 4.9-4.15 present the 

predictions of the model using this global constant value of the calibration 

coefficient for all the experiments (£k =.013). In general, good agreement is still 

obtained except for experiment T5 where the model appears to over-predict kmax 

by about 50%. Even though, it is interesting to notice that the model generally

gives good predictions for k over the crest.

It should also be mentioned that, the ratio of h/X for fully developed bedforms is 

expected to be less than 0.4. This might suggest using a calibration coefficient
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that best fit only the experiments within this range. According to Figure 4.8, a 

value o f (^k =0.075) might be more suitable.

4.6 C o n c l u s i o n

A ID depth-averaged version of k-s model has been proposed to predict the 

depth-averaged turbulent kinetic energy for a fully developed turbulent flow over 

a train o f bedforms. It was found that bed shear velocity, due to skin friction, 

cannot be used to describe the turbulent production in the vertical plane in case of 

flow over bedforms as the majority of the turbulent production is due to the free 

shear layer zone that comes out of separation. Accordingly, the moment approach 

has been proposed to provide the model with a relevant velocity scale, uj, which 

can be used to describe the dominant production term in the problem. The model 

has been calibrated using seven laboratory experiments chosen from the literature. 

It has been found that the calibration coefficient appears to increase as 

h/A, increases. It is noticed that a global constant value of 0.013 generally seems to 

give reasonable results for almost all the tested experiments within the range of 

(0<h/A,<0.72). A lower value o f 0.0075 might also be more suitable for 

equilibrium bedforms where (h/A.<0.4).
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Figure 4.1. a) A typical spatial variation of the integral velocity U! over one 
wavelength of a train of bedforms; b) A typical variation of the depth-averaged 

turbulent kinetic energy, for fully developed turbulent flow; c) Bed geometry of one
wavelength of a train of dunes.
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Table 4.1 Geometric and flow parameters for laboratory experiments

T6W Run2<2) Run3(2) Run4<2> Run5(2> Run6(2) Lyn2(3> Lyn3<3) Bennett141

A(m) 1.60 1.60 0.80 0.80 0.40 0.40 0.40 0.15 0.15 0.63

A(m) 0.080 0.080 0.040 0.040 0.040 0.040 0.040 0.012 0.012 0.040

h a v ( m ) 0.252 0.334 0.158 0.546 0.159 0.159 0.300 0.061 0.061 0.120

A/h 0.317 0.240 0.253 0.073 0.252 0.252 0.133 0.197 0.197 0.333

A/A 0.050 0.050 0.050 0.050 0.100 0.100 0.100 0.080 0.080 0.063

Fn 0.25 0.28 0.30 0.12 0.30 0.16 0.31 0.35 0.71 0.44

kcrst(m2/s2) 0.00281 0.00371 0.00226 0.00071 0.00305 0.00100 0.00430 0.00159 0.00571 0.00320

Ck 0.004 0.009 0.014 0.020 0.008 0.009 0.025 - - 0.019

(1) Van Mierlo and de Ruiter (1988). 
<2) McLean et al. (1999).
(3) Lyn (1993).
(4) Bennett and Best (1995).
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Figure 4.3. Spatial distribution of depth-averaged turbulent kinetic energy. The graph 
also shows a comparison between different models with data from experiment (T5).
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CHAPTER 5 

VELOCITY FIELD OVER BED FORMS: 

AN EMPIRICAL APPROACH

5.1 I n t r o d u c t i o n

Knowing the velocity field is essential for many open channel-engineering 

applications. From a practical point of view, a log law or a log-wake distribution 

gives a reasonable description of the whole velocity profile for uniform flow 

applications where the bed is flat. Unfortunately, natural rivers are rarely flat. 

Riverbeds are usually covered with ripples and dunes. Besides the periodicity of 

these bed features, bedforms are considered the main source of complexity for the 

flow structure in alluvial channels. Accordingly the topic of velocity distribution 

over bedforms has been an active research subject over the last four decades.

Several studies have been carried out to procure a better understanding of the 

complex turbulent flow structure over bedforms. Computational Fluid Dynamic 

(CFD) literature holds many numerical 2D-vertical models that have been 

developed to predict the flow as will as the turbulence fields over bedforms. 

Examples of these models include Mendoza and Shen (1990), Johns (1991), Johns 

et al. (1993), Sajjadi and Aldridge (1995), Yoon and Patel (1996) and Cheong and 

Xue (1997).
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Recently, research has been carried out to extend the capability of depth averaged 

models to be used in more complicated applications by using a moment approach. 

The main goal in this research is to regain some important velocity profile details 

without raising the calculations to the level of 2-D vertical models (Steffler and 

Jin, 1993).

A cornerstone in using the moment approach is to solve the depth- averaged 

moment of momentum equation(s), which is not an easy task especially in case of 

a discontinuous bed profile like the case of bedforms.

As an alternative, an empirical method based on the moment approach is 

presented. Given the geometry of the periodic bedforms (wavelength, height and 

roughness) and the depth averaged velocity field, the velocity profiles 

downstream of the crest can be approximated assuming a steady fully developed 

turbulent flow over a train of bedforms. The spatial bed shear velocity can also be 

obtained using this method.

This chapter is organized as follows. Section 5.2 describes the structure of the 

turbulent flow over bedforms and gives general background about some of the 

previous trials that have been done in this regard. Section 5.3 starts with a brief 

introduction to the moment concept followed by presentation of the available 

experiments that are used in this study. In section 5.4, the proposed empirical 

approach is presented and different velocity functions are suggested. Section 5.5
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presents and discusses the results followed by presenting some limitation of the 

given approach, and finally, Section 5.6 summarizes the conclusions.

5.2 G e n e r a l  R e v i e w  a n d  B a c k g r o u n d

The flow structure above bedforms is quite complex. Due to the large gradient of 

the leeward face of the bedforms, flow separates downstream of the crest forming 

an eddy region and a strong shear layer zone. As a result of that, velocity profiles 

highly deviate from the logarithmic shape and the vertical gradient of the 

longitudinal velocity becomes quite large within the mixing zone.

The separation zone is believed to extend to a length of about 3.5 to 5 times the 

bedforms height followed by an internal boundary layer. Above the internal 

boundary layer, a wake-like region begins from the point of separation with a 

growing thickness in the vertical direction as moving downstream. Above the 

wake region, there is an outer flow zone where a potential flow assumption might 

be reasonable.

Some efforts have been done to predict the velocity field over uneven boundaries. 

One of these early trials is found in the hydrodynamic literature where bedforms 

are approximated as sinusoidal profiles and the flow is assumed to be inviscid. In 

terms of stream and velocity potential functions, M. Thomson was able to get an 

analytical solution and describe the spatial variations of the velocity over a 

sinusoidal bottom boundary, (Graf, 1971). It is clear, however, that the low-stage
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bedforms are typically asymmetric features and using the potential flow theory 

will not help in describing the flow field where a separation zone exists 

downstream of the crest.

In 1977, Smith and McLean presented a concept by which the spatially averaged 

velocity profile over a wavy boundary could be predicted for the cases of 

separated and un-separated flow conditions. This profile is considered as a zero- 

order velocity profile and could be input in a perturbation expansion theory to get 

the complete picture of the actual velocity field over irregular topography. Their 

approach is based on dividing the flow field into layers and partitioning the total 

shear stress between form drag and skin friction. This method is relatively 

complex and sensitive to the value of von Karman's constant. It was also noticed 

that the spatially averaging process tends to distort the near bed velocity profiles 

(McLean et al. ,1999).

McLean and Smith (1986) presented a wake-boundary layer model that could be 

used to predict the velocity and the bed shear stress fields downstream of the point 

of reattachment. The model was modified later on to give the spatial velocity field 

over the whole wavelength (Nelson and Smith, 1989). Instead of dealing with the 

flow domain as a whole, this model also divides the flow domain into three 

regions: the internal boundary layer, the wake region and the outer region.

For the first region, the flow is modeled using a perturbation expansion about a 

zero-order logarithmic profile. Regarding the wake region, the flow is modeled

129

R e p ro d u c e d  with p erm iss ion  of  th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



assuming the same velocity field that exists near the far field in the wake of a 

cylinder. Finally, the flow in the outer region is assumed to be semi-inviscid, i.e. 

potential but modified by a logarithmic weighting function that varies spatially. 

The inputs to the model are the bedform geometry, the location of the point of 

reattachment and the drag coefficient. Good agreements are found between the 

measurements and the predictions of the velocity profiles downstream the point of 

reattachment. While the concept of the model is relatively simple, it requires the 

solution of two-coupled nonlinear 1st order differential equations. To overcome 

this difficulty, McLean et al. (1999) proposed a simplified version of the model 

with the price of having discontinuities in the velocity field at the top of the 

internal boundary layer. The model generally gives good predictions for the 

velocity field especially over the crest and over the upper part of the stoss slope. 

However McLean et al. (1999) noticed that the predicted velocity profiles do not 

match the data near or just downstream the point of reattachment. Also, the 

simplified version requires solving one ordinary differential equation, which 

requires some iteration. It also requires performing a simple numerical integration 

in order to calculate the imposed pressure field on the internal boundary layer.

In 1987, Nakagawa and Nezu tried to compare the longitudinal velocity profiles 

downstream of a negative step with the typical Gaussian distribution. The local 

maximum and minimum velocities at each station have been used as velocity 

scales and the vertical location of the minimum velocity and the half width, bso, as 

length scales. They noticed that the velocity profile becomes closer to the

130

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



Gaussian distribution as the flow approaches the point of reattachment towards 

downstream. They also found that b5o first increases rapidly downstream of the 

step then its development becomes slower downstream. Unfortunately, no 

equations were given to describe the velocity and length scales used.

The objective of this study is to present a simpler approach that could be used in 

order to give an approximate picture of the local velocity field over bedforms 

assuming a periodic steady state conditions with a fully developed turbulent flow. 

In the next section, the moment concept is briefly introduced and the new 

approach is presented.

5.3 T h e  M o m e n t  C o n c e p t

5.3.1 Introduction

Depth averaged flow models are not relevant to be applied to applications where 

flow separation takes place in a vertical plane. The moment approach is one 

technique that could be used to improve the predictions of these models. By 

solving the moment equation(s) in addition to the basic momentum and continuity 

equations, better velocity predictions could be obtained without increasing the 

calculation of ID models to the extent of 2D-vertical models. For more details 

regarding this technique, the reader may refer to the work of Steffler and Jin 

(1993). Following this idea, a new integral velocity scale, u )5 can be determined 

by virtually converting each velocity profile to an equivalent linear velocity
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profile having the same moment of momentum around the middle of the water 

depth.

Figure 5.1 shows a typical spatial variation of ui over one wavelength of the 

bedforms. It may be noticed that ui seems to be a continuous function and its 

value starts to increase downstream of the crest until it reaches a maximum value 

within the separation zone. After that point, ui decreases downstream until it 

reaches its minimum near or over the crest. Figure 5.1 also compares between the 

spatial variation of ui, as a function of distance x, and the corresponding value of 

ui in the case of uniform flow over a flat bed, unog. The value of ui might be 

considered as a variable that describes the non-uniformity of the shape of the 

velocity profile.

It is quite interesting to test the similarity of the spatial profile of Ui for the case of 

fully developed turbulent flow over bedforms. The next chapter presents the 

experiments that were reported in the literature and were used for this regard.

5.3.2 Available experiments

The literature of the mechanics of flow over bedforms includes a number of 

experiments in which LDA has been used to measure the instantaneous velocity 

profiles over a train of fixed dunes/ripples. In all of these studies, the longitudinal 

and the vertical time averaged velocities in addition to the turbulence intensities 

along and normal to the flow direction have been reported. The reader might refer 

to chapter 2 for a summary of the available experimental studies.
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In this study, 10 experiments have been selected that covers ripples and dunes 

(Table 5.1). The steepness ratio ranges from 1/10 to 1/20 and crest height to water 

depth ratios from 0.07 to 0.3 with Froude Number varying from 0.1 to 0.31.

5 .4  E m p ir ic a l  A p p r o a c h

5.4.1 Velocity and length scales

Figure 5.2 presents the spatial velocity distribution of ui over one wavelength of 

bedforms for the different experiments where the x coordinates are normalized by 

the wavelength of the bedform. In order to test the similarity of these 

distributions, the maximum net increase in the integral velocity, ui, was chosen as 

a velocity scale, Aui. The length scale, b0, was chosen to be the x-coordinate of 

the point that lies in the downstream part of the curve and has a net increase in the 

integral velocity equals Aui/2 as shown in Figure 5.1. The normalized spatial 

distributions of ui-profiles are also shown in Figure 5.3. It is noticed that the trend 

of these spatial profiles is similar and can be approximately described using 

equation 5.1.

c
(5.1)

Where:

u *  = u i  Hio s x* = x / bo, c=0.72, d=0.64.
Au,

(5.2)
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Having found that the trend of ui-spatial profiles is similar, the second step is to 

study the variations of the velocity and the length scales with the flow and the 

geometric parameters.

From a dimensional analysis point of view, the velocity scale, Aui, could be 

written as:

Auj=fi[A, X, h, q, C*, g, v] (5.3)

Where: A and X are the bedform height and wavelength respectively, h is the

'y
average water depth, q is the specific discharge per unit width [m /s]. g is the 

acceleration of gravity and v is the kinematic viscosity.

Since Fn2« l  and we are interested in the low-stage bedforms only, the effect of 

water surface waves and hence the gravity effect can be neglected. Also for large 

values of Reynolds number, viscous effects can be eliminated and consequently, 

equation 5.3 could be reduced to:

^ -  = f 2[ - , - . C . ]  (5.4)
q /h  2 h X

From the available experimental data it was found that the steepness ratio, AM,, 

has a minor effect and thus it was dropped from the relation. Also, the effect of 

the boundary roughness, which is represented in this relation via the 

dimensionless Chezy coefficient, is not large. Finally equation 5.4 was reduced to 

the following equation (Figures 5.4).

1.9(f) , r2=0.85 (5.5)
q /h  h
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The previous relation shows that Aui vanishes when the height of the bedform is 

reduced to zero, which is the case of uniform flow over a flat bed. As the height 

of the bedform increases, a stronger shear layer zone exists downstream the crest 

causing large non-uniformity in the shape of the velocity profile and thus Aui 

increases.

The length scale, b0, is also found to be strongly dependent on the height of the 

bedform, Figure 5.5. The best-fit curve of the data seems to slightly under-predict 

b0 for the experiments of long wavelengths such as T5, T6 and Run2 and it also 

over-predicts the length scale for the experiments of short wavelengths such as 

Run4 and Run5. Nevertheless, an average value of b0 ~ 6.34A could be assumed 

and was found to give reasonable results as it will be shown later on.

After determining the length and the velocity scales, equation 5.1 could be used to 

give the spatial distribution of ui.

5.4.2 Velocity functions

In order to use the presented approach, a suitable velocity function is required. At 

first, a linear velocity profile is assumed, as shown in equation 5.6. It is obviously 

expected that the linear profile will not give good agreement within the separation 

zone or near the point of reattachment where the shape of the velocity profile 

becomes highly non-uniform. However, the linear profile is considered an 

enhancement over the uniform velocity assumption that is used in the traditional 

depth-averaged flow models. As the downstream crest is approached, the flow is 

accelerating and thus the linear profile is expected to give better results.
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To use a linear velocity profile and in order to satisfy both the continuity and the 

moment of momentum conditions, a slip velocity of (U0-uO must be allowed at 

the bed according to equation 5.6.

u(ri) = U0 + u 1( 2 i i - l )  (5.6)

z — z (x)
Where: T) = ------ -— , Zb(x) is the local elevation of the bed profile, h(x) is the

h(x)

local water depth.

One way to get better agreement is to change the template profile by using for 

example higher-order polynomials. A general form for the nth-order polynomial 

velocity profile can be written as:

u (q ) = U 0 + 2 a iTii (5.7)
i= 0

Where: a;s are the (n+1) coefficients of the n-polynomial

In order to use the higher order polynomial distribution, more conditions and flow 

assumptions need to be set. The first condition that should be specified is 

continuity, which could be given as:

i
JuCn)dTi = U 0 (5.8)
0

For the second condition, the integral moment of momentum of the velocity 

profile around its mid-depth is set equal to the corresponding value of the linear 

profile. This reduces to:

i ,

J O l- —)u(ri) = ^ r  (5.9)
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Furthermore, one might think of using a no-slip condition. This constraint will 

force the profile to be zero at the boundary but on the other hand, it will generally 

give poor agreement with the near bed velocity field as shown in Figure 5.6. 

Accordingly, the no-slip assumption is not applied in this work. Instead, the 

velocity gradient, originally proposed by Engelund (1970), is specified at the 

boundary allowing for a slip velocity. One might think of the slip condition as if 

the actual boundary is virtually shifted up a small distance. As a result of using a 

slip condition at the bed, it is expected that the velocity predictions will not match 

the data very close to the boundary. Also,

An approximation of the near-bed velocity gradient might be estimated at the 

boundary if the local bed shear stress is known. Elgamal and Steffler (2001), also 

Chapter 2, presented a modified version of Chezy resistance formula that is based 

on the moment concept and could be used to predict the spatial distribution of the 

bed shear velocity over low-regime bedforms. This moment resistance formula 

could be written as:

The velocity gradient at the boundary can be approximated using equation 5.10 

and based on a simple eddy viscosity concept as:

(5.10)

(5.13)

(5.14)
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Where Fvt is the eddy viscosity coefficient and is assumed to be constant for 

simplicity.

Another condition could be obtained by setting the velocity gradient at the surface 

to zero, which means a zero shear stress at the surface.

More conditions can be obtained by specifying the average variance or the higher-

order statistics of the velocity relative to the mean values (for example: u '2 ).

Another condition can be obtained by specifying the moment of energy, u '2.z ', of 

the velocity profile. Unfortunately, using these higher order relations leads to very 

lengthy and implicit polynomial coefficients. Therefore, they will not be used in 

this work.

Additional conditions can be simply attained by specifying the higher order 

velocity derivatives at the free surface. When the flow passes over bedforms the 

outer layer seems to look like a potential flow region. This is what motivated 

McLean et al. (1999) to assume a semi-inviscid assumption within this region. A 

simpler but crude approximation could be used here via assuming a uniform 

velocity profile in the outer layer. This could be achieved by setting the higher 

velocity derivatives to zero. This crude assumption requires a relatively thick 

outer layer i.e. A/h « 1 .

In order to check the sensitivity of the results to the A/h ratio, different 

experiments with A/h ratio varies from 0.07-0.3 are tested while using a linear, 5th
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order and 8th order polynomial distributions. The coefficients of the used 

polynomial functions can be found in Appendix B. Comparison and discussion of 

the results are given next.

5 .5  R e s u l t s , D is c u s s io n  a n d  L im it a t io n s

5.5.1 Method verification

To use the new approach, the local water depth need to be known. For low Froude 

number applications, a rigid lid approximation can be used as a crude assumption. 

The velocity scale is obtained from equation 5.5 and the length scale is assumed 

to be 6.34A for all the cases.

Figures 5.7 and 5.8 show the measured velocity profiles in experiments T5 and T6 

where the bedform wavelength is the longest among the available experiments 

and the length to height ratio is about 20 which could be considered as dune cases. 

The dune height to water depth ratio, A/h, were 0.3 and 0.23 respectively.

It is noticed that the slope of the linear profile usually gives a sort of an average 

inclination of the velocity distribution. However, there is a large discrepancy 

between the measurements and the predictions especially within the separation 

zone and close to the point of reattachment. But over the stoss slope and as the 

flow accelerates approaching the crest, the linear profile tends to give better 

results.
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The calculated profiles of the 8th order polynomial are generally in better 

agreement with the data within the separation zone and close to the point of 

reattachment. It is also noticed that, the 8 order profile was able to give a 

negative near-bed velocity within the eddy zone. On the other hand, the 5th order 

profile gives better fit to the data as the flow accelerates towards the downstream 

crest.

Figures 5.9, 5.10 and 5.11 present the velocity profiles for Run4, Run6 and Run7 

respectively. In these runs the wavelength is the shortest among the available 

experiments and the length to height ratio is about 10. Therefore, these runs might 

be considered as ripple cases (Nelson and Smith, 1989).

In the case of Run4, the form height to water depth ratio is A/h=0.25. It is noticed 

here also that the 8th order profile shows good agreement within the eddy zone 

and the 5th order profile gives better results downstream of the point of 

reattachment.

For the cases of Run6 and Run7, the water depth is relatively deep as A/h=0.13 

and 0.07 respectively. It was generally found that when the ratio h/A is larger than 

7 (i.e. h/A>7), the 8th order polynomial was not able to give negative near-bed 

velocities within the eddy zone. Nevertheless, the 8th order profile still gives good 

results near the point of reattachment and the 5th order gives better results near the 

crest as the flow accelerates.
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Once more, the purpose of the presented empirical approach is to provide a 

simpler and faster way to quantify the flow field. The previous results indicate 

that the new approach could achieve that for both ripples and dunes bed 

formations.

5.5.2 Limitations

The presented method has some limitations. For instance, it assumes a periodic 

steady state and a fully developed turbulent flow. Moreover, the relation between 

the length scale, b0, and the height of the bedforms implicitly indicates that the 

method should not be applied to bed formations that have steepness ratios, A/A,, 

greater than 1/6.34=. 16. In fact, this limitation should not be a problem as the 

maximum steepness ratios for hydraulic rough beds in case of natural low-stage 

bedforms is widely known to be around .06 (Schreider and Amsler, 1992).

Regarding the minimum steepness ratio, it is quite interesting to check the 

performance of the given approach in a negative step problem, which is 

considered as a special case of flow over bedforms with a zero steepness ratio.

For this reason, an experiment of airflow over a negative step in a wind tunnel has 

been tested. The details of this experiment are given in Driver and Seegmiller 

(1985). In this application, the velocity scale is also obtained using equation 5.5 

and the length scale is found to match the proposed relation, as shown in Figure 

5.5.

141

R e p ro d u c e d  with p erm iss ion  of  th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



A comparison between the data and the predictions are given in Figure 12. Good 

agreement was found with the 8th order profile especially near the point of 

reattachment. Also the 5th order profile gave good agreement downstream of the 

point of reattachment (x/A>6).

This result indicates that the proposed approach could also be applied to the 

backward step problems.

5.5.3 Bed shear stress distribution

The given approach can also be used to predict the local bed shear velocity over 

bedforms via equations 5.1-5.2 and 5.10. Figure 5.13 shows the local distribution 

of the shear velocity over one wavelength of a bedform for experiment T5. It also 

compares between the data and the predictions using both the given approach and 

the traditional Chezy resistance formula. It is noticed that the given approach 

matches better with the data than the Chezy equation.

5 .6  C o n c l u s io n

An empirical approach has been proposed to give a quick estimate of the flow 

field over low-stage bedforms in steady fully developed turbulent flow conditions. 

The technique is very simple, practical and does not require iterations or solving 

for differential equations. The method is based on a moment approach via which a 

new integral velocity, ui, was defined. An empirical spatial relation for ui based 

on the existence of spatial similarity and derived from 10 available laboratory 

experiments has been obtained. This relation includes velocity and length scales
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that are strongly related to the bed feature's height. The predictions of the 

proposed method were compared with some experimental data found in the 

literature. Some of these experiments were carried out over ripples and some over 

dunes. Three velocity functions with a slip condition have been used to 

approximate the flow field. It was noticed that the linear profile highly deviates 

from the measurements within the eddy zone and close to the point of 

reattachment and it gives better results over the stoss slope near the crest. The 8th 

order polynomial profile seems to give better results within the eddy zone and 

close to the point of reattachment. On the other hand, the 5th order profile had 

better agreement downstream of the point of reattachment as the flow accelerates 

towards the crest. The new approach was also applied to airflow over a negative 

step problem in a wind tunnel. Good agreement was found with the velocity 

measurements. The new method could also be used via a moment version of 

Chezy resistance formula to predict the spatial distribution of the bed shear stress 

over bedforms.
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•  .

Figure 5.1 A typical Uj.spatial distribution over one wavelength of bedforms
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Figure 5.2 Comparison of u, spatial distribution for different experiments 
(refer to Table 5.1 for geometric and flow properties of different experiments).
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Figure 5.3 Normalized spatial distribution of u,
(refer to Table 5.1 for geometric and flow properties of different experiments).
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Table 5.1: Summary of the geometric and flow parameters for laboratory experiments.

T5(1> T6ll) Raudkiviw N02U*8» RUN2'4' RUN3W RUN4W RUN5W RUN6W RUN7W

h(m) 0.252 0.334 0.135 0.08 0.158 0.546 0.159 0.159 0.3 0.56
q(m^/s) 0.1 0.18 0.035 0.023 0.06 0.153 0.058 0.032 0.16 0.133

A,(m) 1.6 1.6 0.386 0.42 0.807 0.807 0.408 0.408 0.408 0.408
A(m) 0.08 0.08 0.0225 0.02 0.04 0.04 0.04 0.04 0.04 0.04

X J A 20 20 15.4 21 20.2 20.2 10.2 10.2 10.2 10.2

A/h 0.3 0.23 0.19 0.25 0.25 0.07 0.25 0.25 0.13 0.07

Fn 0.24 0.27 0.23 0.32 0.31 0.12 0.29 0.16 0.31 0.1
b(m) 1.5 1.5 0.08 0.4 0.9 0.9 0.9 0.9 0.9 0.9

to Van Mierlo et al. (1988), <2):Raudkivi (1963, 1966), <3):Nezu et al. (1996), (4):McLean et al. (1999)

<  0.3

0

o Run7 □ T6
A Run3 o Run6
♦ Run2 ▲ T5
• Raudkivi - Lyn3
X Run4 + Run5

Best Fit

Aui/(q/h)=1.9A/h

0.05 0.1 0.15 0.2 0.25 0.3 0.35

A/h

Figure 5.4. Relation between the normalized velocity scale and the bedform's height to 
water depth ratio. The solid line represents the best fit to the data.
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Figure 5.7. Velocity profiles downstream of the crest: points in circle represent 
experiment T5 (van Mierlo and de Ruiter, 1988) (A/h=0.3).
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Figure 5.9. Velocity profiles for Run4 (bedforms, A/h=0.25): circular points are 
measurements (McLean et al. 1999), solid line (8th order polynomial), and dashed 
lines (5th order polynomial). Each profile has been offset so that its origin is at its 
horizontal location, which is written above each profile.
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Figure 5.10. Velocity profiles for Run6 (bedforms, A/h=0.13): circular points are 
measurements (McLean et al. 1999), solid line (8th order polynomial), and dashed 
lines (5th order polynomial). Each profile has been offset so that its origin is at its 
horizontal location, which is written above each profile.
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measurements ( McLean et al. 1999), solid line (8th order polynomial), and dashed lines 
(5th order polynomial). Each profile has been offset so that its origin is at its horizontal 
location, which is written above each profile.
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Figure 5.12. Velocity profiles downstream a negative step. Points in circle represents 
measurements (Driver and Seegmiller, 1985). Solid thin line (linear), dashed line (5th 
order polynomial), solid thick line (8th order polynomial).
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Figure 5.13. Spatial variations of bed shear velocity over a dune for experiment T5. Solid 
circle points represent data (Van Mierlo and de Ruiter, 1988), dashed line represents the 

Chezy formula, solid line represents the prediction of the current study.
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CHAPTER 6 

NUMERICAL STUDY ON VAM-HYDROSTATIC

EQUATIONS

6.1  In t r o d u c t io n

The classical St. Venant equations are currently very commonly used to deal with 

different river engineering problems related to shallow free surface flow. The 

common practice of vertically averaging the equations obscures important flow 

details, a disadvantage that limits their use to only problems where the horizontal 

length scale is much greater than the flow depth.

Over the last decade, some efforts have been directed towards developing a new 

version of depth-averaged flow models that can be used in more complex 

applications and, at the same time, maintains its simplicity. One of these efforts 

was the VAM (Vertically Averaged and Moment) model, which is basically the 

depth-averaged St. Venant set of equations with its corresponding depth- 

averaged-moment equations (Steffler and Jin, 1993). By using additional moment 

equation(s), it was possible to get promising predictions in many applications 

such as bed shear stress (Elgamal and Steffler, 2001a) and turbulent kinetic 

energy over bedforms (Chapter 4), and secondary flow (Ghamry, 1999) and 

mixing through channel bends (Albers et al., 2001).
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A cornerstone in using the moment approach is to solve the depth-averaged- 

moment of momentum equation, which is not an easy task especially in the case 

of a discontinuous slope of bed profile like the case of bedforms. The source term 

of the moment equation contains spatial derivatives related to the non-hydrostatic 

pressure, which are sensitive to the variations of the bed slope.

The motivation of this study is to explore numerically the behavior of the 1D- 

VAM equations with the assumption of hydrostatic pressure distribution for cases 

of flow over varying bed topography. The non-hydrostatic effects will be 

discussed in the next Chapter 7.

This chapter is organized as follows. Section 6.2 describes the VAM equations 

and its characteristic field assuming a hydrostatic pressure conditions, VAM- 

Hydrostatic. Section 6.3 is devoted to the numerical formulation of the system of 

equations using traditional as well as higher order schemes. The effect of the 

source term is also discussed in the same section. In section 6.4, the evolution of 

dunes is explored using the VAM-Hydrostatic set of equations, followed by a 

summary and conclusions in section 6.5.
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6.2 V A M - H y d r o s t a t i c  E q u a t i o n s

6.2.1 I n t r o d u c t i o n

Following Steffler and Jin (1993) and Guo and Jin (1999), the unsteady one

dimensional VAM equations for rectangular channels can be written as:

This set of equations is written in conservative form, and is similar to the 

traditional St. Venant equations (e.g. Cunge et al. 1980). This set of equations 

does not consider non-hydrostatic pressure effects and assumes a linear but not 

uniform velocity profile in describing the vertical profile of the longitudinal 

velocity distribution. This linear velocity profile can be completely defined via 

three independent variables which are the water depth, h, the specific discharge, q, 

and the specific "moment flux", qi=h.ui. In this work, this set of equations will be 

called the conservation form of the VAM-Hydrostatic equations.

The first equation in the set (equation 6.1) is the traditional mass conservation 

equation without any new terms. The second equation represents the momentum 

conservation equation in the longitudinal direction and it includes a new term in 

the left-hand side, qV(3h). This term reflects the effect of assuming a linear

0

A . q  . + A .  q 2 /h  + q 12/(3h) + ^-gh2 
a t dx 2

-q 'J q q ,/h

(6.1)

Tu X
+ 3(— - 2 —) 

P P .
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velocity profile on the momentum flux balance. The last equation in the group 

gives the moment of x-momentum around the mid-water depth.

6.2.2 Characteristic Field

Equations 6.1 can be written in a vectorial form as:

a u  3F c . , 0 1 ,
—  + —  = S (6.2.1)
at dx

or in a Jacobian form (after moving the term qi.a(q/h)/ax to the left hand side) as:

£ +r n f - R  (6.2.2)at ax

Where U represents the independent variables, F is the flux vector, R is the source

vector and [J] is the Jacobian, which can be written as:

[J] =

0 1 0
. 2  O , ,  2 U 1_ u 2 - J -  + gh 2uc

3 3
■2u0u 1 2u, u 0

(6.2.3)

The existence of the source term, S or R, makes the equations non-homogeneous 

and also has an effect on the numerical manipulation to be used as will be shown 

later. However, it is still interesting to obtain the characteristics of the 

homogeneous system corresponding to equation 6.2.2.

The eigenvalues of the Jacobian of the flux vector are simply the roots of the 

characteristic polynomial given by equation 6.3.

Det(J-A,cI)=0 (6.3)

In which Xc are the eigenvalues and I is the square identity 3X3 matrix. The 

solution of equation 6.3 could be obtained analytically as shown in equation 6.4.
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It is noticed that all of the eigenvalues are real and distinct, meaning that the 

Jacobian, is diagonalizable and could produce three independent eigenvectors. 

Therefore, the set of equation 6.1 or 6.2 represents a system of hyperbolic partial 

differential equations and their eigenvalues are:

These characteristics could also be written in a dimensionless form, Q , as:

Where Fn is the Froude number and a n0nu describes how the shape of the velocity 

profile in case of non-uniform flow fields is compared with the case of uniform 

flow. Accordingly, a nonu can be given as:

Equation 6.5 is depicted in Figure 6.1 as a function of Froude number.

As shown in Figure 6.1, the non-dimensional characteristic, Ci is always constant, 

positive and equals unity. This dimensionless characteristic describes the speed by 

which the ui-mformation (perturbation) is transported within the flow domain. 

The graph indicates that the ui-perturbation is transported like a material carried 

by the physical flow. The two remaining characteristics, C2 and C3 , are related to

(6.4)

C, = ̂  = i l  + /  F„2 + « L .  .1 ■- / F.2 + [ (6.5)

u. u. . ,
« n o n u  =  —  =  « — 1~  S U C h  t h a t :

U 1lnB

> 1 . 0  For spatially-decelerating flow

a,1Q"u- - = 1 . 0  For uniform flow
a

< 1 . 0  For spatially-accelerating flow
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both of the water depth and the mean velocity in a coupled way and they are 

almost the same as those produced by the St. Venant equations.

Figure 6.1 also describes the effect of flow deceleration on the characteristic 

speed. The uniform flow case is shown in solid lines while the decelerating flow 

case is shown in dotted lines. The accelerating flow case is almost non- 

distinguishable from the uniform flow case. In case of decelerating flow the Ci 

characteristic does not change. On the other hand C 2  and C 3  have slight changes 

especially within the subcritical flow zone. This means that both, the traditional 

St. Venant model and the VAM models are expected to give similar results for h 

and u0.

According to Figure 6.1, the boundary condition related to ui should be specified 

upstream all the time. The remaining boundary conditions for h and q can be 

treated in a similar way to the traditional St. Venant equation.

6 .3  N u m e r ic a l  T r e a t m e n t  o f  V A M -H y d r o s t a t ic  E q u a t io n s

6.3.1 Effect of the source term.

It is well known that the non-homogeneity in the set of equations 6.1 and 6.2 is 

the cause of many numerical troubles in the traditional St. Venant equations if not 

handled properly (Nujic, 1995). Therefore, it is expected to have the same 

problems with the VAM equations. Because the source term contains spatial 

derivatives like the bottom slope term, the source-term problem might escalate
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while trying to simulate the flow in case of varying bed topography with steep and 

discontinuous slopes. One solution that could be performed is to smooth out the 

topographical profile before modeling the flow. While this approach might be 

acceptable in some applications it might not be relevant in others as the 

smoothing step might lead for example to underestimation of the maximum value 

of ui, which might have serious consequences in other dependent process such as 

sediment transport. In order to investigate the effect of the bottom slope term on 

the numerical manipulation of equation 6.1, two bed profiles are used. The first 

profile represents a gradually gentle hump profile. The maximum slope in this 

case is of the order of 0.04. The second case is for flow over a rectangular step 

with sharp edges and the maximum slope in this case is of the order of 1. The 

flow conditions are the same for the two profiles (h=0.2m, q=0.08 m2/s, obstacle 

height=3.6 cm).

The set of equations 6.1 needs two constitutive laws for predicting the bed shear 

velocity and the depth averaged shear stress. A moment version of Chezy 

equation (equation 2.7) is used for predicting the bed shear velocity (Elgamal and 

Steffler, 2001a). On the other hand the depth-averaged shear stress is 

approximated using a simple constant-eddy viscosity approach (Ghamry, 1999).

6.3.2 T raditional schemes >

An explicit traditional second order predictor-corrector MacCormack scheme has 

been used to simulate the flow over two bed profiles described above. Time 

discretization, At, was chosen to satisfy the CFL (Courant-Frieddrichs-Levy)
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stability condition, CFL=0.9. Equation 6.2.1 can be discretized via the traditional 

MacCormack scheme (Hudson and Sweby, 2000) as:

a) Predictor step

U* = U" -  X(Fj", -  F") + XS" (6.6.1)

b) Corrector step

U** = U “ -  X(F* -  F*,) + XS* (6.6.2)

U"+1 =(Up +U*)/2  (6.6.3)

Where: X = —
Ax

The bottom slope effect in the source term can be discretized using central

differences as: gh  — -  =  — ( h .) -™bl+1------------------------------------------------ (6.6.4)
5 3x 2 1 dx

Figure 6.2 presents the spatial distribution of u]( h and q for the first case (the case 

of a gentle hump). Over the upstream bed face, the gradient of the bed topography 

is adverse; accordingly the flow accelerates causing ui to decrease, Figure 6.2a. 

After reaching the crest, the flow decelerates downstream and a sort of mild 

mixing zone exists causing a deviation of the velocity profile from the logarithmic 

profile and therefore, ui increases till it reaches a maximum value. It is noticed 

that the traditional MacCormack scheme was stable without the need of adding 

any sort of artificial diffusion. However in the second case where the bed slope is 

relatively sharp, oscillations exist close to the locations of bed-discontinuities as 

shown in Figure 6.3. The source of these oscillations could be due to numerical 

incompatibility, as it will be discussed in the following paragraphs.
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In 1995, Nujic suggested that both the pressure term in the flux vector, the

term: — , and the bed slope term in the source vector, the term: gh ,
2 dx ox

should be "compatible". Satisfying the compatibility condition ensures that the 

numerical scheme will not introduce any artificial source term if it is applied to 

stagnant or still water in a closed area.

The traditional MacCormack scheme can be written in a compatible form as 

follow:

- For the predictor step, the bed slope term is discretized as:

= (6-7.1)
dx  2 dx

- For the corrector step, the bed slope term is discretized as:

~ g h T iL=~ f (h' + h ' - ) (z"'r " " ^  (6-7-2)dx 2 dx

Figure 6.4 shows the results of applying the compatible version of the traditional 

MacCormack scheme. It is evident that the loss of continuity near the bed 

discontinuities (found before in Figure 6.3c) has been removed. However, it is 

noticed that some oscillations still exist in ui-field, Figure 6.4a.

In order to get rid of these oscillations, two approaches could be followed. The 

first approach is to add constant dissipation everywhere. This might help in 

getting rid of most of these short wave oscillations. However, this kind of solution

164

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



might be too dissipative. An alternative to this approach might be to use a 

selective dissipative operator such as that of Jameson (Eberhardt, 1999), or the 

TVD correction or ENO schemes. The latter will be discussed in the following 

subsection.

6.3.3 Higher order shock-capturing schemes

During the last decade, several efforts were carried out to apply some of the 

higher order shock-capturing schemes, available in gas dynamics literature, to 

different applications related to shallow water flow. Among these schemes are the 

TVD-MacCormack and ENO schemes which appear to be the most attractive. 

Examples of the carried out efforts within the framework of St. Venant equations 

are found in Nujic (1995), Hudson and Sweby (2000), Tseng and Chu (2000) and 

Vincent et al. (2001).

The objective of this part is to implement some of these higher-order schemes in 

the VAM-Hydrostatic equations focusing on the case of strongly varying bed 

topography.

6.3.3.1 TVD MacCormack scheme

From the numerical experiments in the previous subsection, it is clear that the 

compatible version of MacCormack scheme yields good solutions for the case of 

gentle bed slope, but still yields oscillations in case of large gradients or sharp 

discontinuities. In a TVD-MacCormack scheme, a TVD flux correction is to be 

added after the corrector step to make it non-oscillating, Vincent et al. (2001). 

TVD means the total variation is diminishing with the time where the total
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variation is defined as TV(U) = ]T | U i+1 — U, | , where N is the total number of
i=l

nodes in the domain.

The numerical steps of the TVD-MacCormack scheme are given below.

a) Predictor step

U ‘ = U 1n -% (ff+1-f<") + *Si" (6.8.1)

b) Corrector step

u** = U" -X (F ; -F * ,) + XS* (6.8.2)

c) TVD step

U,n+1=U**+X(Rn 1O n1 - R " ^ ' , )  (6.8.3)
i+- i+-

2 2

Where:

<D , = ^ { | X  ,1-XO. , )2}(oc , - L  ,) (6.8.4)
i+— / i+— i+— ,J—

a  , = R - \ ( U i+I- U i) (6.8.5)
i+— i+—

2 2

L , = m inm od(a , , a  ,)  + m inm od(a , , a  3) - a  , (6.8.6)
i+- i— i+— i+— i+— i+—

2 2 2 2 2 2

The values of the different variables at the interface of the meshes, U ,, are
2

determined by using Roe's averaging method such as:

h iiL+ h ; 
2

u (6.8.8)
. I 

01 + — 
2

ul , (6.8.9)\  1
1+ -
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For the derivation of equation 6.8.9, an approach similar to that of Vincent (2001) 

has been followed.

The second term on the right hand side of equation 6.8.3 provides a rational way 

of introducing the artificial dissipation to the system, which is preferable over 

Jameson's dissipation approach because the former avoids the use of calibration 

parameters (Aureli et al., 2000).

The TVD-MacCormack scheme, equations 6.8.1-6.8.9, was applied to the same 

sharp step problem. The bed slope term was discretized via equations 6.7.1 and

6.7.2 to ensure the compatibility. Results are given in Figure 6.5.

Generally speaking, it was able to get rid of the oscillations in the ui-field 

reasonably well without dissipating the maximum value. However, some loss of 

continuity in the discharge field near the locations of maximum bed gradients 

took place in spite of satisfying compatibility, Figure 6.5c. The loss of continuity 

in the discharge field while using higher order shock capturing schemes has been 

reported before by Delis et al. (2000) at locations of discontinuities while using a 

number of implicit TVD schemes.

6.3.3.2 Simplified ENO scheme

The second scheme to be used is the Essentially Non-Oscillatory, ENO, scheme. 

Harten was the first to propose the ENO scheme in 1987. The merit of the ENO 

scheme over the TVD schemes is that the former can obtain higher order of
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accuracy even up to the discontinuity, whereas the latter reduces to first order at 

discontinuities. The price to pay for that is the loss of the total variation 

diminishing, TVD, property.

In the ENO scheme, the TVD constraint is substituted by the requirement of non

increase in the number of extrema (Kulikovskii et al., 2001). However the scheme 

is TVB which means that the Total Variations are Bounded but not diminished at 

every time step, as it will be seen in Figure 6.7.

In 1988, Shu and Osher suggested a modified version that does not need 

significant computational time. This modified version was found to be attractive 

and has been applied before to shallow-water applications (Nujic 1995).

To apply the modified ENO scheme to the VAM-Hydrostatic set of equations, it 

can be written, following Nujic (1995), in a predictor-corrector sequence as 

follow:

a) Predictor step

u ;  = u ;  -  xcf; , -  f; , )  -  X(P" 1 -  pn, ) + xs (6.9.1)
i+— i+-

b) Corrector step

u ‘* = u * - x ( f * 1 - f \ ) - x ( P*, -p* ,)+xs;i+-
(6.9.2)

U n+1 = (U** + U*)/2 (6.9.3)

Where:

168

R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



q
f = ■ q 2 /h  + q ,2 /(3h) -,p = - 

q q i / h 0

(6.9.4)

i+1/2 i+1/2 (6.9.5)

(6.9.6)

i+1/2 (6.9.7)

f i*=0.5( f i +a .Ui),

f i- = 0 . 5 ( f i - a . U i)
(6.9.8)

8f * = min mod(fi++l -  f.+, f * -  f ++]), 

Sff = minmod(f:  - r , , r +1 - f f )  
(6.9.9)

§ i+1/2 0 .5 (g |+i +  2,, ) (6.9.10)

Where: a > max|Xj|, i= l:N  and N is the number of nodes in the domain.

The ENO scheme, equations 6.9.1-6.9.10, was applied to the sharp step problem. 

The pressure term is extracted from the flux vector and the bed slope is 

discretized via equation 6.6.4 to ensure the compatibility as suggested by Nujic 

(1995). Results are given in Figure 6.6. It was noticed that the ENO scheme 

produces an oscillation-free solution for both the ui and the water depth fields. 

However, there is still a loss of continuity in the specific discharge field, close to 

the locations of bed discontinuities, even though the bed slope discretization is 

compatible.
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This result suggests that satisfying the compatibility could not completely prevent 

the loss of continuity for the cases of discontinuous bed slope where the bed 

slopes are quite steep (of the order of 1). It worth noting also that the experiment 

used by Nujic in his paper has slopes of the order of 0.05.

In Figure 6.7, the TV evolution history (for the modified ENO scheme) is 

presented for the three variables. The oscillations that exist in this figure indicate 

that the variations might increase temporary within some time steps; however the 

general trend is decreasing until it reaches the steady state condition and this is the 

reason behind calling the scheme "essentially non-oscillatory". It is noticed also 

that the trend of the TV property of ui starts to decrease after a relatively longer 

time compared to the other two variables. A reason behind that might be due to 

the differences in the characteristic speeds. This means that uj perturbation takes 

longer to get transported than the other water wave perturbations, refer to 

equation 6.4.

6 .4  V A M -H y d r o s t a t ic /E x n e r  E q u a t io n s

6.4.1 Introduction

The study of flow over alluvial boundaries is more difficult than the fixed bed 

cases, as the movement of sediments is by itself a complex phenomenon. Besides, 

the dual interaction between the water phase and the sediment phase makes the 

problem a coupled one.
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One of the most famous and old problems in alluvial boundaries is the study of 

evolution of bedforms from an initially flat bed. Many researchers (within the last 

6 decades) have applied linear stability analysis to explain the mechanics behind 

the development of small amplitude sediment waves. However, the full picture of 

the development mechanism is not accomplished yet.

Recently, another avenue has been opened where the problem is tackled using 

finite amplitude analysis. This approach is based on direct simulation of the 

nonlinear equations via, for example, 2D-vertical numerical models. The reader is 

referred to McLean (1990) for an introduction. In this study, the problem will be 

handled within the frame of lD-depth averaged and moment models.

It should be mentioned that, the terms bed features and bedforms are used 

hereafter to refer to dunes created in subcritical flow conditions, as ripple 

formation is not covered in this study.

In this section, the VAM-Hydrostatic equations will be applied to alluvial bed 

boundaries while assuming bed load as the only mode of sediment transport. It is 

also assumed that the water-sediment mixture is Newtonian, which is the case in 

many watercourse applications according to Graf and Altinakar (1998).

In order to simulate movable bed applications, the Exner equation should be 

solved in addition to the hydrodynamic set of equations. These equations could be 

written in a similar form as in equation 6.2.2 and the Jacobian can be written as:
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Where a and b are constants based on the bed load predictor used.

With the Chang et al. bed load formula (equation 3.4), the constants can be given 

as follow: 

a -  g~k t
n sysC> (6.10.2)

b = a.Kr

ns is the sediment porosity.

By analyzing the Jacobian, the non-dimensional characteristic speed of the 

different perturbations can be obtained as shown in Figure 6 .8 . It is shown that the 

primary dimensionless bed wave speed, C4 , is much smaller than the other wave 

speeds. Also, the bed wave celerity is positive in the case of subcritical flow and 

negative for supercritical flow. Accordingly, three boundary conditions upstream 

and one boundary condition downstream are required for subcritical flow cases.

By comparing Figure 6 . 8  and Figure 6.1, it is noticed that slight changes occurred 

for the surface wave speeds, C2  and C 3 , whereas Ci did not change. Because the 

definition of critical flow is based on a zero-celerity criteria, Figure 6 . 8  indicates 

that there is no longer a unique critical state for the cases of mobile bed 

applications. Sieben (1997) made this argument before. Recently Lyn and
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Altinakar (2002) have examined the performance of the conventional St. Vanant- 

Exner equations for the case of the near-critical condition. They have noticed that 

two bed waves are generated from an initial bed perturbation in the case where

Fn2—>1 . One primary wave is traveling downstream and the second is a secondary

wave of negative amplitude that travels upstream. The existence of dual waves 

associated with any bed perturbation in the case of a near-critical condition could 

explain the exchange that takes place between the C3 and C4 characteristics as 

shown in Figure 6 .8 . For more details, the reader could refer to Recently Lyn and 

Altinakar (2002).

The VAM-Hydrostatic and Exner equations can also be written in an uncoupled 

form where the hydrodynamic equations are solved first while assuming that the 

bed profile is frozen within each time step then the bed is updated after every time 

step. In this study, the focus is concentrated on the uncoupled form as described in 

the next subsections.

6.4.2 Local slope effect

When the alluvial bed is covered with finite amplitude bedforms, the local slope 

will have an effect on the sediment transport rate. According to Fredsoe (1982), 

this effect could be considered by correcting the local bed shear stress as follows:

TbG -  Tb - | A .  (6.11.1)
(s - l)p g d  (s - l)p g d  dx 

Therefore, the bed load transport rate can be estimated using the Chang et al 

formula (Yang, 1996) as:
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(6 .11.2)

Where,

= p .(s - l)p g d 50 (6.11.3)

kt is a sediment coefficient, which depends on the properties of the sediment, (the 

higher the value, the easier the sediment particles may be picked up as bed load), 

kt is close to 0.1 for medium to coarse sand beds, s is the specific gravity of 

sediment, dso is the mean grain size diameter of sediment and p  is a constant. 

Setting p  to zero means neglecting the local slope effects. Fredsoe suggested that 

p  is of the order of 0.1 (Fredsoe, 1982). The second term on the right hand side of 

equation 6.11.2 might also be called the gravity correction term. This means that 

sediment flux is reduced when the bed is sloping upward and sediment flux is 

increased when the bed is sloping downward (McLean, 1990).

The significance of the gravity correction term on the evolution of bedforms is 

debatable in the linear stability analysis literature. For example, Fredsoe in the 

same paper pointed out that the gravity correction term is a stabilizing term and 

setting it to zero leads to having unstable dunes i.e. allowing the height of dunes 

to grow without limit. A few years after, McLean, while referring to Wiberg and 

Smith (1985), looked at the slope effect from the fluid-particle-mechanics point of 

view and he concluded that the response of the gravity effect is of a higher order. 

He also pointed out that the local bed shear stress and the interaction between the 

wake development and the boundary flow are major factors that control the
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evolution and the stability of bedforms. These elements could be considered by 

following the finite amplitude approach.

6.4.3 Simulation of bedform evolution

6.4.3.1 Stability analysis versus nonlinear simulation

Evolution of bedforms could be studied via linear stability analysis. Elgamal and 

Steffler (2001b) carried out a perturbation analysis for the system of VAM 

equations (considering the non-hydrostatic effects) where the hydrodynamic and 

Exner equations were linearized and applied to a perturbed bed. Linear stability 

analysis of the VAM equations showed that positive and negative growth rates are 

predicted and can explain the evolution and the decay of bedforms. Because of the 

simplifying assumptions, linear stability analysis is not able to reflect the 

interaction that takes place among the different bed waves that form the initial flat 

bed. In addition, it cannot predict the maximum height of the stable bedforms. 

However, the linear stability analysis reveals the importance of considering the 

non-hydrostatic pressure effects in the hydrodynamic model predictions. 

Nevertheless, it is still of interest to see how far the direct simulation of the non

linearized VAM-Hydrostatic/Exner equations can go in simulating the evolution 

of bedforms in alluvial channels. This will be discussed via carrying out some 

numerical experiments in the following subsection.

6.4.3.2 Uncoupled VAM-hydrostatic/Exner model

For the uncoupled version of the VAM-hydrostatic equations, a modified and 

explicit ENO scheme version is used to solve for the hydrodynamic part whereas
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a second order accurate traditional MacCormack scheme is used to update the bed 

levels via the Exner equation as follow:

- Predictor step:

Two common ways are reported in the literature as an initial start for bedforms' 

growth. The first is to assume an initially flat bed covered with very small 

perturbations. The second is to start with a small sand pileup located upstream 

over a perfectly flat bed. In this study, attention is given to the first approach only. 

Since only the dune mode of instability will be covered in this chapter therefore, 

our focus is directed to medium and coarse sediment particles.

In natural rivers or channels, one might claim that there is no perfectly flat bed. 

Accordingly, the initial bed profile is generated randomly with amplitude of ±1.5 

mm around the average bed slope, S0, Figure 6.9. Thus the maximum height of 

the initial bed perturbation is in the order of (3-3.5 d5o) assuming medium to 

coarse sand particles. This maximum height matches with Coleman's definition of 

the minimum height of bed disturbances from which bed features subsequently 

develop (Coleman, 1994). One of the purposes of using random generation is to 

avoid imposing any dominant wavelength on the initial bed profile. However, this

(6.11.1)

- Corrector step:

- k ( q s* - q Si - , ) / n (6 .11.2)

(6.11.3)
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randomness means that, initially, every point in the bed profile is not related to its 

neighbor points, which is not a very practical assumption in case of natural bed 

channels. Fortunately, when the model is applied to this kind of randomly 

generated bed, dissipation takes place first resulting in a smoother bed profile 

before the bedforms start to grow.

Besides the requirement of the initial conditions, boundary conditions are also 

needed in the model. Boundary conditions could be periodic or stationary. In the 

numerical experiments to follow, periodic boundary conditions will be applied at 

the upstream and the downstream ends to decrease the number of nodes which 

leads to less computational effort.

Using periodic boundary conditions ensure that what enters on one side must be 

the same as what is leaving on the other side. Therefore, the process of 

propagation of different wave perturbations continues forever as if the domain is 

infinite (Lomax et al., 2001).

The periodic conditions could either be presented on a linear mesh with repeated 

entries, Figure (6.10a), or on a circular mesh as shown in Figure (6.10b). For a 

circular mesh, it doesn't really matter where the numbering starts as long as the 

mesh elements form a closed loop. Therefore, the boundary conditions act 

internally and no additional conditions need to be specified by the user to make 

the system determinant.
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A method of characteristics (MOC) approach can be used to clarify the use of 

periodic boundary conditions. In case of subcritical flow, VAM- 

Hydrostatic/Exner equations have four distinct and real characteristic waves 

(Figure 6 .8 ). Three of these waves have positive speed and one has a negative 

speed. In the case of a linear mesh, as shown in Figure 6.10a, the negative C3 

characteristic provides one equation at node # 1  to determine the four unknowns at 

point L. Three extra conditions are needed exterior to the mesh element 1-2. 

These conditions can be obtained from the three positive characteristic waves (Cj, 

C2 , C4 ) related to mesh element 8-9. At the downstream end of the mesh, node #9, 

a similar procedure can be applied to point R by taking C3 from element 1-2 to 

complete the missing characteristic. It is needless to say that the MOC approach 

will result in the same unknowns at nodes #1 and #9.

While the MOC approach provides an excellent means for explaining the 

boundary conditions, the compatibility equations related to the characteristic lines 

(in the case of four unkowns) seems to be quite complicated. Therefore a simpler 

approach similar to that used by Yoon and Patel (1996) will be applied. This 

approach also ensures that the unknown values at nodes #1 and #9 are the same.

The numerical implementation of the periodic boundary conditions in the present 

approach is shown in Figure 6.10c. The flow domain of interest extends from x0 

to (Xo+A,). The actual solution domain is extended by one more grid point to 

(xi+A,) using an equal-spaced discretization. After each downstream sweep of the
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solution, the dependant variables (h, q, qO at the most downstream node are 

replaced by the corresponding values from the second node. Similarly, the 

dependent variables (h, q, qO in the very upstream node are updated by the 

corresponding values at the second to last grid point. The boundary values of bed 

level, Zb(x0) and Zb(xi+A,)> are handled in the same way but with consideration of 

the difference in the potential head between the upstream and the downstream end 

points (Figure 6.10c).

In the next subsection, the basic questions to be addressed are: 1- is the model 

able to produce dunes from an initially natural flat bed, 2- are these dunes stable 

or not, 3- what are the parameters that affect the maximum height of the 

equilibrium bedforms, and 4- what is the predicted dominant wavelength.

6.4.4 Discussion

It is well known that the traditional St. Venant equations are not capable of 

describing the evolution of bedforms from natural plane beds. Linear stability 

analysis of St. Venant equations shows that all the bed perturbations eventually 

decay to a plane surface (chapter 3). The linear stability analysis of the VAM- 

Hydrostatic/Exner equations predicts positive growth rate for bed perturbations in 

cases of low Froude number flows.

Figure 6.11 gives the history of the variation of the maximum bedform height 

with course of time. The graph contains the results of three different numerical

179

R e p ro d u c e d  with pe rm iss ion  of  the  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .



experiments with different values of Kr but with the same flow parameters, 

q=0.08m2/s and h=0.2m.

It is noted that the initial growth rate is exponential and well matches with the 

linear stability analysis, refer to Figure 3.4 for comparison. As the height of the 

crest gets bigger, nonlinear effects become important and the trend of the growth 

rate deviates from the exponential growth.

It is also noticed that for each numerical run there is a period of rapid 

development flanked by periods of slower growth. Coleman and Melville (1994) 

reported this trend before in their measurements. However, the general trend of 

the graph indicates that, the rate of bedforms' growth decreases with the course of 

time as bedforms develop from a flat bed.

For the first and the second numerical experiment (Kr=2, Kr=2.5, p=0.0), it is 

noticed that the heights of bedforms asymptotically reach ultimate or equilibrium 

bedform heights at A/h=0.3, 0.45 respectively, after which there is no more 

growth in the bedform height. It is worth to be mentioned that the preceding 

results are obtained without including the stabilizing effect of the gravity 

correction term, i.e. |u=0.0. Figure 6.11 also presents the sensitivity of the ultimate 

equilibrium height to the coefficient Kr. It is clear that as Kr increases, the 

maximum stable bedform height also increases and the bedform becomes unstable 

when Kr becomes as large as 3. On the other hand, bedforms turn out to be stable 

when the gravity correction term is included.
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The previous graph clearly indicates that the model has the capability of 

producing stable bedforms even if the gravity correction term is not included, a 

finding that supports McLean's (1990) claims.

The full simulation of sand-wave development for the third run is represented in 

Figure 6.12, where the different spatial bed profiles are plotted over the course of 

time. From an initially large number of small random disturbances on a flat bed, a 

pattern of finite-amplitude bedforms is shown to evolve (Figures 6.9 and 6.12 

respectively). The dashed lines in Figure 6.12 trace the crest of the bed 

perturbation. It is noticed that the inclination of these lines slightly decreases with 

time. This generally implies that as the bed perturbation becomes higher in its 

height and longer in its wavelength, the bed celerity decreases, which agrees with 

the findings of Coleman and Melville (1994) and others.

Figure 6.12 also presents two sources of bedform growth. The first source is the 

"individual form growth" mechanism, which is a direct result of sediment 

deposition on the crest when Tbmax is lagging behind the bedform crest. The second

aiding source of growth mechanism is due to the occurrence of coalescence 

between two close bedforms moving with different speeds, as shown in Figure 

6.12 (bed features a and b or a' and b' eventually unified in c). The coalescence 

mechanism is not taking place all the time. Therefore, this might justify the
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change in the growth rate that is found in Figure 6.11. The same justification was 

given before by Coleman and Melville (1994).

One of the clear drawbacks in the proposed model is that it predicts dominant 

wavelengths that are longer than what is expected or found in nature. For 

example, the dominant wavelength in Figure 6.12 is of the order of 5m with a 

steepness ratio o f =1/50 compared to 1/20 usually found in observations of dunes.

In order to investigate the model parameters that affect the dominant wavelength, 

an unsteady linear stability analysis for VAM-Hydrostatic/Exner equations could 

be used for this regard, refer to Chapter 3.

It is noticed that the dominant wavelength decreases, i.e. kh increases, as C* 

decreases. Also the dominant wavelength is sensitive to the coefficient Kr 

especially for very rough boundaries, C* =10. As Kr increases, the growth rate 

increases and the dominant length also increases, Figure 6.13. This sensitivity 

considerably decreases as C* increases.

Elgamal and Steffler (2001a) provide a linear relation for Kr as a function of the 

water depth to roughness ratio, equation 2.11.2. Unfortunately, that relation is 

based on laboratory experiments for clear water flow over a train of fixed and 

fully developed bedforms. Thus, applying the same relation on the case of 

growing bedforms with the existence of an active bed load layer is questionable.
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In Figure 6.14, the effect of changing the eddy viscosity coefficient, Fvt is also 

investigated. In the case of uniform flow, values in the range of =0.065-.075 are 

commonly used. However, applying the same simple eddy viscosity concept to 

the case of flow over bedform might not be relevant. Bedforms are much more 

complicated because of the existence of mixing zone downstream of the crest.

Figure 6.15 shows the spatial distribution of the average eddy diffusivity over one 

wavelength of a train of developed dunes. The graph was produced from the laser 

anemometer measurements of Van Mierlo and De Ruiter (1988) in experiment 

T5. It is noticed that the corresponding Fvt values are significantly larger than the 

uniform flow case, Figure 6.16. This might suggest that: a more sophisticated 

turbulence model rather than the simple eddy viscosity concept is required to give 

a closure for x and to get more accurate predictions.

6 .5  C o n c l u s io n

The present chapter focuses on the examination of the VAM equations assuming a 

hydrostatic pressure condition (VAM-Hydrostatic model). The work has been 

divided into two main parts.

In the first part, attention was given to the fixed bed boundary problems. It was 

found that VAM-hydrostatic equations form a set of hyperbolic partial differential 

equations with three real and distinct characteristic waves. The dimensionless 

characteristic speeds related to h and u0 are found to be close to that of St. Venant
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equations especially for uniform and accelerating flow situations, therefore, 

similar predictions for h and u0 are expected in these cases.

In the interest of understanding the bottom slope effect, the VAM-hydrostatic 

equations were applied to two bed profiles; the first has a gentle and gradual slope 

with a maximum slope of the order of 0.04 and the second has a steep slope of the 

order of 1.

On one hand, the numerical results of traditional MacCormack scheme showed 

that compatible discretization of the bed slope term and the pressure flux term, 

proposed before by Nujic, helps in removing the loss of continuity.

On the other hand, traditional numerical schemes produce oscillations in ui 

velocity field in case of very steep bed profiles. These oscillations were 

satisfactorily removed by implementing higher order shock-capturing schemes 

such as the TVD-MacCormack and the modified ENO schemes.

The price that must be paid is the loss of continuity at the points of discontinuity.

It has been shown that satisfying the source term compatibility is not enough to 

get rid of the loss of flow continuity at locations of discontinuity when higher 

order shock-capturing schemes are applied to the very steep profile case.
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In the second part, our focus was directed to the application of VAM-hydrostatic 

and Exner equations to study the evolution of dunes in alluvial channels assuming 

the bed load as the only mode of transport.

To discretize the uncoupled VAM-hydrostatic/Exner equations, a modified 

version of ENO scheme was used to solve for the hydrodynamic part whereas a 

second-order accurate traditional MacCormack scheme was used to update the 

bed levels. The model uses periodic boundary conditions to update the upstream 

and the downstream boundaries. The initial bed profile is generated randomly 

with a maximum height in the order of (3-3.5 dso).

Simulation of dune development shows that from an initially large number of 

small random bed disturbances, the model was able to produce a smaller number 

of finite-amplitude bedforms.

The model has shown that bedforms' celerity generally decreases with their 

development. It has also been presented that bed features can grow by sediment 

deposition over the crest and by the occurrence of coalescing between two close 

bed features moving with different speeds.

The numerical simulation of the time history of bedform growth has shown that 

the model can produce stable bedforms in some cases without including the 

gravity correction term. Nevertheless, the model predictions of the dominant 

wavelength are longer than most observations.
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It was found via a linear stability analysis that the dominant wavelength is 

sensitive to Kr and the eddy viscosity coefficient; as Kr and Fvt increase the 

dominant wavelength decreases. Therefore, better results for the dominant 

wavelength could be obtained by using higher values of Kr and FVt.

The sensitivity of Fvt suggests that a more complex turbulence model may be 

required to predict the depth averaged turbulent shear stress instead of using the 

simple eddy viscosity concept.

In comparison with the performance of traditional St. Venant equations, the 

present VAM-hydrostatic model's results are considered to be very promising. 

However, more investigation is required to investigate the non-hydrostatic effects, 

the turbulence effect as well as the inclusion of suspended sediment transport on 

the model's results.
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Figure 6.1. Non-dimensional characteristics for VAM-hydrostatic system 
of equations in case of rigid boundaries. Solid lines represent uniform flow 
case and dotted line represent decelerating flow case with a nonu/ct=3.
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Figure 6.10 Periodic boundary conditions.
a) characteristic structure at the boundaries using linear mesh.
b) circular mesh.
c) Algorithm for periodic boundary conditions (following Yoon and Patel (1996)).
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kt=0.1, Fn=0.3, C*=10, Kr=2.0
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Figure 6.15 Spatial distribution of eddy diffusivity over one wavelength of a train 
of fixed bedforms T5 (Van Mierlo and De Ruiter, 1988).
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Figure 6.16 Spatial distribution of eddy diffusivity coefficient over one wavelength 
a train of fixed bedforms T5 (Van Mierlo and De Ruiter, 1988)
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CHAPTER 7 

NON-HYDROSTATIC EFFECTS FOR FLOW  

OVER VARYING BED PROFILES

7 .1  In t r o d u c t io n

The effects of non-hydrostatic pressure distributions are significant in cases of 

flow over varying bed topography and bedforms (Johns, 1991). Steep bed 

variations and discontinuities trigger large discrepancies in the vertical velocity 

field and significant changes in the curvature of the streamlines, which cause a 

deviation from the hydrostatic assumption. The non-hydrostatic effect might be 

strong enough near the bed to the extent that the pressure gradient becomes 

adverse and causes flow separation as in the case of flow over dunes. Once the 

flow separates, it modifies, in turn, the curvature of the flow field in the 

overtopping layers. Therefore, a model that relies on a hydrostatic pressure 

assumption can not capture these multiple interactions.

Drafting the curvature of streamlines could produce a rough layout of the trend of 

the spatial distribution of the bed-pressure in excess of the hydrostatic values. 

Figure 7.1 shows a typical layout of the curvature of the close to-bed streamline 

over one wavelength of a bedform. The geometry of the bedform, the water depth 

and the discharge are the main parameters that affect this layout.
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Many efforts have been carried out to include the non-hydrostatic effects in the 

VAM models.

In 1996, Jin and Li developed a ID-finite element VAM model where the non

hydrostatic pressure effects were considered but treated as input constants to be 

provided by the user. They applied their model on three different applications in 

which the variations in the bed topography resulted in significant non-hydrostatic 

effects. The main problem with their model is that it does not solve for the nodal 

values of the non-hydrostatic excess pressure, which means that the user should 

either assume these values or carry out some measurements.

Using the z-momentum equation could be a solution for this problem (Steffler and 

Jin, 1993). Later on, Khan and Steffler (1996) presented a 1D-VAM model using 

a characteristic-dissipative hybrid Petrov/Bubnov-Galerkin finite element scheme. 

The model was developed to predict the water surface profiles and the free jet 

trajectories of the free overfalls and was also used to model the flow over 

upstream sloping sharp crested weirs in rectangular channels. The non-hydrostatic 

effects were considered by assuming a quadratic pressure distribution that 

includes two extra degrees of freedom more than the hydrostatic assumption. The 

computed results were in good agreement with the measurements for upstream 

weir slopes of up to 27° with the horizontal.

In 1999, Ghamry extended the ID VAM model to the 2D-horizontal domain. The 

model was formulated in a general way that can accommodate different shapes or
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templates of velocity and pressure vertical distributions. The model uses a 2D 

version of the numerical scheme used before by Khan and Steffler (1996). The 

model was applied to rapidly varied flow transitions as well as to curved-channel 

applications where the secondary flow is significant. Comparisons with different 

bend channel measurements showed that the main characteristic features of the 

flow in curved channels such as super-elevation, secondary flow and longitudinal 

velocity redistribution are well represented.

The previous literature shows that VAM models, that consider the non-hydrostatic 

effects, have not yet been extensively applied to the cases of flow over varying 

bed topography. Therefore, our objective is to study the non-hydrostatic effects 

using VAM models in applications where the bed profiles strongly vary.

7 .2  S im u l a t io n  o f  N o n -h y d r o s t a t ic  E f f e c t s

7.2.1 Governing equations

A simple but important improvement over the traditional St. Venant models is to 

assume a linear non-hydrostatic distribution with an excess pressure head at the 

bed of hi (Figure 3.2, Chapter 3). Generally speaking, the steady version of the 

depth-averaged moment of x-momentum equation could be written in a 

decomposed form as:
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Where: u=  u(z)-u0; w= w(z)-w0; t is the shear stress; z =z- z ; z = zb + h / 2 ; Cp is

a pressure constant depends on the assumed pressure distribution. For a linear 

pressure assumption, the constant is found to be Cp=12. The bar symbol, in the 

previous equations, represents the depth-averaged value.

In order to estimate the hi-terms in the right hand side of equation 7.1, the depth 

averaged vertical velocity, w0, need to be found. The moment of continuity 

equation could be a means for that (Steffler and Jin, 1993). After decomposition, 

the depth averaged moment of continuity reads:

dz , dhu'z' tn ^
h-w0 = q —  + — —  (7.2)

dx dx

Then, the decomposed depth averaged z-momentum equation can be used to get 

hi values as:

^ + 3h ^ w i a !:x _ s | !L ( 7 3 )

dx dx p dx p dx

The shear stress terms in the right hand side of equation 7.3 are relatively small 

compared with the other two terms and therefore, they were neglected in the 

simulation. By assuming a linear horizontal velocity profile and a quadratic 

vertical velocity distribution, all the prime terms in equations 7.1-7.3 could be 

evaluated.
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7.2.2 Numerical trials

A first trial has been carried out by applying the 2D-VAM model, developed by 

Ghamry (1999), to the case of flow over bedforms. Unfortunately, numerical 

instability was encountered even in some cases where non-hydrostatic terms were 

not considered.

Other trials were carried out in which the bed profile was extensively smoothed 

before running the hydrodynamic calculations. However, all these trials turned out 

to solve a problem different from that required to be solved.

As a third trial, the previously described ENO scheme, in chapter 6, was modified 

by adding the new non-hydrostatic hi-terms to the moment of x-momentum 

equation and treating them as source terms, i.e. the nodal values of hi are assumed 

frozen during each time step. Again, the scheme turned out to be unstable. In fact, 

the linear stability analysis of VAM equations (presented in chapter 3) showed a 

tendency of this numerical difficulty.

All the previous trials suggest that calculating the integral velocity ui in case of 

varying bed topography applications including the non-hydrostatic effects is not 

an easy task as the moment of x-momentum equation is quite sensitive to the 

small variations in the non-hydrostatic field.
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7.2.3 Least-Squares Residual Approach (LS VAM model)

Another alternative approach is carried out by using the MATLAB optimization 

toolbox. This toolbox contains a function called "fsolve" which could be used to 

solve nonlinear system of equations (Matlab, 2001).

For simplicity it is assumed that the local water depths and the averaged velocities 

are known in advance and the model is to solve the moment equations and the z- 

momentum equation. For low Froude number applications, a rigid-lid assumption 

could be used to predict the local flow depths and a simple continuity equation, u0 

= q/h, could be used to solve for the corresponding local depth averaged velocities 

if the steady-state flow assumption is applied.

The MATLAB function "fsolve" is used to solve for the nodal values of ui 

velocity and the line command could be written as:

ui = fsolve (TargetSystemofEquations, Ui0) (7.4)

Where: ui is the new nodal values and Ui0 is the initial values. These initial values 

are assumed to be equal (a.u0), where a  is a coefficient and is given by equation 

2.6. The " TargetSystemofEquations" is a user-made subroutine function via 

which the target set of equations is evaluated. Following a least squares approach, 

this function or the set of equations could be written as:

TargetSystemofEquations = (LHSi-RHSO2 , i= l :NN (7.5)

Where: i is the node index; NN is the total number of nodes throughout the ID 

domain; and LHS; and RFlSi are the nodal values of the left-hand side and the

209

R e p ro d u c e d  with p erm iss ion  of  th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



right-hand side of the moment of x-momentum equation, as it appears in equation 

7.1, respectively.

The objective of the "fsolve" function is to find a root (zero) of the given system 

of nonlinear equations described in equation 7.5 starting with the initial vector, 

u l0. The non-linearity of the set of equations is solved via "fsolve" using a trust- 

region reflective Newton scheme and the method of solution is based on the 

nonlinear least squares algorithm.

An essential boundary condition for ui is specified as a constraint at the upstream 

node. The solution is considered to be convergent to an equilibrium state when the

n+I

ierror norm £

/  
n+1

2

is less than a user-specified tolerance, where O
2

is the vector of nodal values of the unknowns and 8d> is the change in the nodal 

values. The common practice is to specify this tolerance in the order of 10'5-10'6. 

On average, about 100-200 iterations are required to get the equilibrium solution 

of ui for the different runs. However, this number of iterations increases 

considerably for deeper water depth runs, such as Run 3, and also for shorter 

wavelength cases. In such cases, the average number of iterations is about 1000 

iterations. Typically, 100 iterations take around 140 seconds in a PII-350MHZ 

PC.
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The advantage of using a least squares method is that if the system of equations is 

never zero due to small inaccuracies, the algorithm still returns a point where the 

residual is small (Matlab, 2001). Different initial conditions were tried (not 

presented here) to check the dependence of the solution on the initial values and it 

was noticed that the same solution is reproduced.

The structure of hi-terms shows that, the source of the numerical instability comes 

from the dependence of these terms on the higher order derivatives of a 

discontinuous gradient of the bed profile. To avoid these numerical oscillations, a 

crude and simple gradient smoothing technique is applied where the spatial 

gradients are discretized using the central difference scheme then smoothed 

according to the following relation:

,i = 3:NN-2 (7.6)3\ji = 9 ^ + (1 - 0 ) ĵ %
dx , dx i 5 £ 2dx

Where 0 is a smoothing constant and was set equal to 9 = 0.5 in all the runs.

7.3  E x pe r im e n t a l  V er ific a t io n s

7.3.1 Available data

To test the proposed model, eight laboratory experiments for flow over bedforms 

have been selected from the literature. The steepness ratio ranges from 1/10 to 

1/20 and the crest height to water depth ratio from .07 to 0.3. Fn also varies from 

0.1 to 0.32. For a list of the geometry and flow parameters, refer to chapter 2.
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The number of nodes used was 82 nodes with a spatial discretization in the range 

of dx =0.005-0.02m.

The selected experiments contain measurements of the longitudinal as well as the 

vertical velocity profiles, which could be used to get the corresponding 

experimental values of uj velocities and the local depth-averaged vertical 

velocities through out the bedform wavelength.

7.3.2 Discussion

Figures 7.2a-7.9a show the calculated and the measured ui-spatial profile. In 

general, the proposed approach gives a good estimate to the ui spatial field. 

Figures 7.2a-7.5a show also the predicted values of Ui obtained by neglecting the 

non-hydrostatic terms in the moment of x-momentum equation. Results indicate 

that neglecting the non-hydrostatic effects in the moment of x-momentum 

equation would lead to considerable underestimation in the uj spatial field and 

especially within the separation zone. A similar conclusion has been drawn before 

by Johns (1991) who has found that (using a 2D vertical k-1 model) the inclusion 

of the hydrodynamic component of pressure is a crucial factor in the simulation of 

flow separation over the lee slope of sandwaves.

The sharp changes (kinks) that exist in the calculated ui-field in some points, as 

shown in Figs. 7.2a-7.4a, are mainly due to the bed slope discontinuities.
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In Figures 7.2b-7.9b, the spatial distributions of the predicted and the measured 

depth-averaged vertical velocities are presented. The measured values are 

obtained from a direct depth integration of the corresponding vertical velocity 

profile measurements. It is noticed that the measured values of w0 are very small 

compared with u0 (that is only up to 5%). The small values of w0 that were 

measured throughout the separation zone indicate that the average flow is 

skimming over the bedforms. In fact, this is a direct result of the existence of the 

eddy zone, which helps in making the overlying flow not to experience the 

existence of the sharp steep slope in the lee side of the bedforms.

The predicted values of w0 are calculated via the moment of continuity equation. 

Equation 7.2, which is an exact relation, shows that the depth averaged vertical 

velocity consists of two terms or comes out from two contributions. The first term 

represents the potential flow response; that is the contribution of the longitudinal 

velocity field to the vertical velocity field assuming the flow to be ideal, i.e. no 

shear effects. The second part is considered as a moment correction added to the 

first part in order to consider the effect of the non-uniformity in the longitudinal 

velocity field. Figures 7.2b-7.9b also provide a comparison between the 

predictions from the traditional St. Venant model, which considers the first term 

only in equation 7.2, and the proposed VAM model, which considers the two 

terms in equation 7.2. It is clear that the proposed VAM model succeeded in 

presenting that the flow is skimming whereas the traditional St. Venant model 

failed and instead it gives large negative values within the separation zone.
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It should be mentioned that because of its small values, it may be expected to 

have large relative errors in the vertical velocity measurements compared with the 

longitudinal velocities. This could be one reason behind some of the differences 

between the measured and the predicted values using equation 7.2 with the VAM 

model.

As mentioned above, the model can also give the spatial variations of the dynamic 

pressure over the bedforms. However, pressure measurements are not available in 

most of the experiments. Therefore, it was not possible to carry out a thorough 

evaluation of the non-hydrostatic pressure predictions via the proposed model. 

Nevertheless, some general trends in the literature might help in providing rather 

a qualitative evaluation.

To start, it is known from the literature that the typical spatial dynamic pressure- 

distribution over bedforms has an adverse pressure gradient within the separation 

zone and the pressure increases till it reaches a maximum point, Figure 7.1b. This 

point lies at or downstream the point of reattachment (Raudkivi, 1963) and (Van 

der Knaap, 1984). It also seems that the spatial variation of the dynamic pressure 

depends on the geometry of the bedforms.

Figure 7.2c presents the predicted spatial distribution of ghi for experiment T5 

where the dune wavelength is one of the longest among the available experiments.
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This figure indicates that the non-hydrostatic component of the pressure, pghi, 

yields a considerably small correction relative to the hydrostatic pressure field. 

However, its inclusion is necessary to simulate the flow within the separation 

zone.

Typically, three main zones could be distinguished in the spatial distribution. The 

first zone represents the region just downstream of the crest, over the lee slope, 

where the flow just starts to separate. The proposed VAM model is considered to 

be too crude to capture the variations in this zone. A linear pressure assumption 

and a quadratic vertical distribution are still considered to be quite crude to give 

good prediction and accordingly, the predicted values of ghi in this region are 

expected to be inaccurate. However, downstream of this region the model was 

able to predict the expected adverse dynamic pressure gradient within the eddy 

zone. This positive pressure gradient zone extends to the point of maximum 

dynamic pressure that lies slightly downstream of the point of reattachment. In 

reference to Mendoza and Shen (1990), the model seems also to give the right 

location of the point of maximum dynamic pressure. Downstream of this point, a 

third zone, with a general trend of a favorable pressure gradient, is predicted. This 

zone extends till the downstream crest.

Figures 7.6c and 7.7c show the typical predicted spatial variations of ghi for 

experiments Run4 and Run5 where the bedform wavelength is the shortest. 

Comparisons with Figure 7.2c indicate that as the wavelength gets smaller
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(relative to the length of reattachment), the third zone becomes shorter thus the 

dynamic pressure upstream of the downstream crest is kept positive.

It appears that the predicted spatial variation of the dynamic pressure is dependent 

also on the bedform height to water depth ratio, A/h. The model was able to 

predict an adverse pressure gradient within the second zone as long as the ratio 

h/A< 7. For deeper flow experiments such as Run 3 and Run 7, where h/A~13, the 

adverse zone was not predicted as the thickness of the outer flow layer constitutes 

the largest part of the water depth, Figures 7.5c and 7.9c.

Figures 7.10a and 7.10b show the predicted spatial variations of ui and ghi, 

respectively, for Raudkivi's experiment. The spatial variation of the pressure

coefficient (C„ = — ) is also calculated in Figure 7.10c for the sake of 
p 0.5(q/h)

comparison with the measurements. As it is expected, the model gives poor 

prediction for the pressure coefficient within the lee slope zone (zone #1) 

however, better agreement is obtained downstream. The maximum value of the 

pressure coefficient is underestimated by about 15% and its location is slightly 

shifted downstream.

7 .4  S e n s it iv it y  A n a l y s is  a n d  G e n e r a l  C o m m e n t s

It is also of interest to check the sensitivity of the model and how the ui spatial 

profile would change when Kr or C* varies.
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Figure 7.11 shows the effect of varying Kr on the spatial field of ui. It is noticed 

that as Kr increases, the maximum value of ui within the separation zone 

decreases and the location of the maximum value is slightly shifted upstream. The 

graph shows that a 66% increase in Kr leads to a 15% decrease in the maximum 

value of ui, which means the good news that; the moment of x-momentum 

equation is quite insensitive to Kr.

When the flow is moving over a train of bedforms, the average water depth is 

related to the average slope of the bed, the flux and the form drag roughness. 

Accordingly, changing the sand grain roughness will not have a significant effect 

on the average water depth. However, it is still of interest to study the effect of 

having a different sand grain roughness on the spatial variation of uj.

For uniform or accelerating flow if the boundary is ideally smooth, the 

corresponding value of uj is relatively small and as roughness increases, ui also 

increases. However the response seems to be different when flow separation 

exists, as it is known that the effect of roughness is to slightly shorten the eddy 

zone. Engel investigated the length of the eddy zone on the lee side of dunes of 

different surface roughness and steepness. He found that for a given dune 

steepness, the reattachment length decreases as the dune surface becomes more 

rough and this reduction gets smaller as steepness increases (Engel, 1981). Using 

a 2D vertical model, Yoon and Patel (1996) also predicted a slightly larger eddy 

zone for smoother bed surface. This implies that slightly weaker shear layer, i.e.
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smaller values of ui, may be expected over the rough boundary within the 

separation zone. These variations are reproduced in Figure 7.12. It shows that for 

rough boundaries, ui slightly decreases within the separation zone with a very 

small increase downstream as the flow accelerates.

In this paragraph, some general comments on the proposed model are listed:

First, assuming a linear pressure distribution is still a crude assumption in these 

complicated applications, however it is considered an improvement over the 

traditional hydrostatic assumption. Second, the gradient smoothing technique that 

was used in the model is very crude as it applies diffusion every where and it is 

written in a non-traditional dissipation form which makes it difficult to quantify 

how much diffusion is applied to the system. More work should be carried out to 

do better than just uniform damping. Third, one of the advantages of the proposed 

scheme is that it could also be easily applied using the built in solver in 

spreadsheets. However, a modification for the target function in equation 7.5 is 

required as these kinds of solvers usually allows for only one target objective 

function.

7 .5  C o n c l u sio n

A new ID-model for predicting the steady state ui spatial velocity field has been 

proposed and presented in this study. The model is based on formulating a least 

square residual target set of algebraic equations based on the moment of x- 

momentum conservation equation. This set of nonlinear nodal equations was

218

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



solved via the “fsolve” function that is available in the Matlab optimization 

toolbox.

The model takes into consideration the non-hydrostatic effects via assuming a 

linear pressure distribution with an extra degree of freedom at the bed. This extra 

degree of freedom, excess/deficient from the hydrostatic value, was calculated 

using the depth-averaged forms of the moment of continuity and the z-momentum 

equations.

The model does not solve for both of the water depth and the depth-averaged 

velocity fields. A rigid lid assumption and a simple form of the continuity 

equation could be used for this purpose providing that the Froude number is quite 

small.

In verifying the model with experimental data, some interesting insights into the 

behavior of the non-hydrostatic effects in case of flow over varying bed 

topography have been gained. First, assuming a hydrostatic assumption causes a 

severe underestimation in the ui velocity field. This means that severe 

deterioration in the VAM models' accuracy in handling these types of applications 

will result. Second, by considering the non-hydrostatic terms, it was possible to 

show that the average flow is skimming over the bedforms and does not 

experience the local variations in the natural boundary because of the existence of 

flow separation.
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Regarding the non-hydrostatic bed variations, the model seems to give inaccurate 

predictions just downstream of the crest. However, it was able to predict an 

adverse non-hydrostatic pressure gradient region within the separation zone and 

near the point of reattachment for the cases where h/A< 7 i.e. the water depth is 

relatively not deep.

Sensitivity analysis showed that the predictions of ui-spatial profile are not 

sensitive to Kr. It also indicated that the increase in the bed roughness leads to a 

slight decrease in ui, which means having a weaker, and a shorter eddy zone.

The model could also be implemented in spreadsheets using the available built in 

solvers. However, this might need a modification in the formulation of the target 

objective function.
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Figure 7.1. Non-hydrostatic responses in case of flow over bedforms.
a) curvature of near bed streamline over one wavelength of bedforms,
b) schematic spatial variation of the pressure head in excess of the hydrostatic value at 
the bed.
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Figure 7.2 Model verification for experiment T5 (Van Mierlo and de Ruiter, 
1988), X=1.6 m, A=0.08m, h=0.26 m.
a) local distribution of ur velocity field;
b) spatial variations of the depth-averaged vertical velocity, w0;
c) spatial variations of the non-hydrostatic bed pressure term, gl^
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Figure 7.3 Model verification using experiment T6 (Van Mierlo and de Ruiter, 
1988), A,=1.6 m, A=0.08m. 
a) spatial distribution of ^  velocity field;
b) spatial variations of depth-averaged vertical velocity, w0

224

R e p ro d u c e d  with pe rm iss ion  of th e  copyright owner. F u r th e r  reproduction  prohibited w ithout perm iss ion .



w
Q(

m
/s

)

a)

0.3
L S-V A M  m o d e l (h = 0 .1 5 9 m )  

F rom  m e a s u r e m e n t s
0 .2 5

0.2
L S -V A M -H y d ro sta tic
(h = 0 .1 5 9 )
L S-V A M  m o d e l (h = 0 .1 3 9 m )

E  0 .1 5

0.1
0 .0 5

0 .5 0.6 0 .7 0.80.2 0 .3 0 .40 0.1
x (m )

b)

0 . 0 4

0.02

~ .
___-0.02 H 

- 0 . 0 4  - 

- 0 . 0 6  - - LS-VAM model
uo.dzav/dx
From measurements

- 0 . 0 8

-0.1
- 0.12
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225

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



a)

0.14

0.12

0.1In'
|  0.08

J  0.06

0.04

LS-VAM model

From measurements

LS-VAM-Hydrostatic

0.02

0.5 0.6 0.80.4 0.70.2 0.30 0.1

b)

0.02

0

- 0.02

IE. -0.04O3
-0.06

-0.08

-0.1

x(m)

7 0(i ; o *1 *  *  *  *
•  •  •  •  •
2 0

•  •
3 0 4 0 5 0 6 0

i

i

*
S-VAM model 
D.dzav/dx
rom measurements

........ L
. . . . . .  y

•  F
..................... I......................I..... . .......

x(m)

C)
0.006
0.004
0.002

£a t
- 0.002
-0.004
-0.006

x(m)

Figure 7.5 Model verification for experiment Run3 (McLean et al., 1999), 
X=0.8 m, A=0.04m, h=0.52m.
a) local distribution of U! velocity field;
b) spatial variations of depth-averaged vertical velocity, w0;
c) spatial variations of the non-hydrostatic bed pressure term, gh-.
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c) spatial variations of the non-hydrostatic bed pressure term, gh!
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Figure 7.7 Model verification for experiment Run5 (McLean et al., 1999), 
A=0.4 m, A=0.04m, h=0.159m.
a) local distribution of ^-velocity field;
b) spatial variations of depth-averaged vertical velocity, w0;
c) spatial variations of the non-hydrostatic bed pressure term, gf^

228

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .



w
0(

m
/s

)

a)
0.3

LS-VAM model
0.25

•  From measurements
0.2

|
3

0.05

0.3 0.35 0.40.1 0.15 0.2 0.250 0.05

b)

0.1

0.05

0

-0.05

- 0.1

-0.15

- 0.2

x (m )

«L •  *
0 0. 05 / '  0 1 *  *.

•  •
15 0

•  •  •
2 0.:25 0 3 0. 35 0

1 <3-VAM model 
).dzav/dx
rom measurements
..............~~l "

t
. i .............uc

, ............. •  F

x(m)

Figure 7.8 Model verification for experiment Run6 (McLean et al., 1999), 
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b) spatial variations of depth-averaged vertical velocity, w0;
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Figure 7.10 Model verification for Raudkivi's experiment (Raudkivi, 1963, 1966) 
X=0.39 m, A= .0225m and h=0.135m.
a) local distribution of ^-velocity field;
b) predicted spatial field of the non-hydrostatic bed pressure term, gh^
c) spatial variation of the pressure coefficient, Cp.
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CHAPTER 8 

CONCLUSION AND RECOMMENDATIONS

8.1 C o n c lu s io n

In the preceding chapters, subcritical flow over dune bedforms has been studied 

within the frame of lD-depth averaged flow models. The primary feature of this 

study was to investigate some improvements that could be attained by using the 

moment concept. This chapter provides a brief discussion on the outcomes of this 

study as well as some recommendations for future work.

In order to use the extended depth-averaged (VAM) models to describe the flow 

and sediment transport over varying bed topography, a relevant constitutive law 

for bed shear stress is required. It has been highlighted that the available bed- 

resistance formulae developed for uniform flow cases should not be used to 

predict the local bed shear stress for the cases of non-uniform flow over varying 

topography and bedforms. Because of flow separation, the local bed shear 

velocity could have a direction different from the mean flow. For example, the 

Chezy resistance formula, as a common example of bed shear predictors, gives 

positive shear stress values in the separation zone and it also slightly 

underestimates the bed shear stress near the crest. As a solution for this problem, a 

lD-moment version of the Chezy resistance formula has been presented that can 

be used to predict the local bed shear stress over variable bed terrain. Based on an 

equal moment of momentum concept, the formula assumes that each velocity
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profile is virtually converted to an equivalent linear velocity profile with two 

degrees of freedom; the depth averaged velocity, u0, and a new integral velocity 

scale, ui. The formula makes use of the new integral velocity scale ui in addition 

to the mean velocity to give a better prediction for the local bed shear velocity.

Since the linear velocity assumption cannot give a reasonable estimate for the 

near-bed velocity, a correction factor (calibration coefficient), has been suggested 

to modify the model's near bed velocity to match better with the actual near-bed 

velocity. It has been shown that the calibration coefficient can be related to the 

local velocity scales, u0 and ui, at the point of reattachment. Another way to get 

that coefficient is by calibration. For the sake of calibration, different laboratory 

experiments for flow over fixed ripples and dunes have been selected from the 

literature. It has been found that the calibration coefficient, Kr, can be linearly 

related to the depth to the ratios h/A and h/z0.

As a trial to apply the same approach to 2D applications, a 2D version of the bed 

resistance formula has been proposed and applied to predict the direction of the 

near bed velocity downstream of an oblique negative step. As a result of the 

negative step obliquity, the near bed flow streamlines are twisted forming a 

skewed 3D-boundary layer, which extends a relatively long distance downstream. 

Results have shown that while the traditional Chezy formula was not able to 

predict any significant deviation of the resultant near bed velocity from the
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downstream direction, the proposed moment version appeared to give promising 

results.

Revision of the linear stability analysis of St. Venant/Exner equations along with 

the traditional Chezy resistance formula indicated that the previous set of 

equations produces a lead instead of a lag between the local bed load transport 

and the bed profile. This means that all bed perturbations that might appear will 

eventually decay to a flat bed. Hence it was interesting to examine the 

performance of the VAM equations along with the new moment-based resistance 

formula. Therefore, a linear stability analysis has been carried out. The non

hydrostatic effects were also considered by assuming a parabolic vertical 

distribution for the pressure and the vertical velocity profiles. The results of the 

analysis have illustrated that a positive growth rate has been predicted for low 

Froude number cases. This implies that the new bed shear formula is capable of 

producing a proper lag between the bed shear stress and the bed profile.

Two distinct zones of maximum positive growth were found on the wavenumber 

/Froude number stability diagram. One of these zones, a ridge, has significantly 

higher growth rate for relatively short bed waves. This ridge might explain the 

fast formation of sand wavelets (the seed waves of ripples and dunes). It has been 

also shown that the wavelengths related to this zone do not depend on the water 

depth. The second positive growth rate zone, for longer wavelengths, explains the 

formation of dunes mode of instability. The stability diagrams also predict a
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negative growth rate zone for higher Froude numbers and long wavelengths. This 

negative zone can explain the decay of dunes towards a flat bed.

Analysis of the stability diagrams has also shown that the finer the sediment 

particles are, the greater the length of the dune waves and the smaller the critical 

Froude number at which the dune disappears. In addition, results have also 

indicated that the inclusion of the non-hydrostatic effects helps in obtaining more 

realistic bed wave celerities. It has been shown that results are sensitive to the 

coefficient Kr. The primary effect of Kr was to increase the growth rate. However, 

within the experimental range of Kr, the general pattern of the stability diagram 

does not change much.

Recent research has shown that having a good prediction of the local bed shear 

stress field is not enough for getting satisfactory prediction of the local bed load 

transport. It has also been found that turbulence effects are significant. 

Accordingly, the turbulence field also needs to be investigated.

It has been emphasized that the bed shear velocity due to skin friction can't be 

used as a relevant scale to describe the turbulent production in case of flow over 

bedforms. Therefore and as was expected, Rastogi and Rodi's k-e model (1978) 

gives turbulent kinetic energy predictions out of phase with the data. As an 

alternative, a modified k-8 version has been proposed where the new integral 

velocity scale, ui, has been used to describe the dominant production term due to
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the free shear layer zone. The model has been calibrated using some laboratory 

experiments and the calibration coefficient appears to increase as the ratio 

h/X increases. A global constant value of the calibration coefficient of 0.013 

generally seems to give reasonable results for almost all the tested experiments 

within the range of (h/A,<0.72). However, a lower value of 0.0075 might also be 

used for equilibrium bedforms where (h/A,<0.4).

Another improvement that could be attained via the moment approach is to get a 

more refined description of the longitudinal velocity field over bedforms. For this 

purpose, a simplified empirical technique has been proposed. The method is very 

simple, practical and could be used for ripples, dunes and negative step 

applications. This approach is based on an empirical formulation of the spatial 

distribution of the integral velocity, ui. This formulation includes velocity and 

length scales that are empirically related to the bed feature's height. The method 

also makes use of the bed shear stress formula to approximate the near bed 

velocity gradient to avoid using the no slip condition. In order to approximate the 

vertical profile of the flow field, different velocity templates with a slip condition 

have been used including linear, 5th order and 8th order polynomials. The 

empirical approach has been tested for different applications for flow over ripples, 

dunes and negative step problems (3<h/A<14). It has been found that the 8th order 

polynomial generally gives good results near the point of reattachment. In 

addition, it gives the best results within the eddy zone and near the point of 

reattachments for the cases of h/A <7.0. On the other hand the 5th order profile
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generally has a better agreement with the data downstream of the point of 

reattachment as the flow approaches the crest.

At this stage, a number of improvements have been achieved by using the 

moment approach. Consequently it was justified to enter the next phase of 

application. The last two chapters were devoted to the numerical treatment of 

VAM equations. At first, hydrostatic pressure conditions were assumed. It has 

been found that VAM-hydrostatic equations form a set of hyperbolic partial 

differential equations. Analysis of their characteristic speeds has suggested that 

the effect of switching to VAM-hydrostatic equations on predicting both h and u0 

is not significant especially for the cases of uniform and accelerating flow 

situations whereas slightly larger differences in h and u0 are expected for 

decelerating flow cases.

In order to study the bottom slope effect on the numerical scheme to be used, the 

VAM-hydrostatic equations were applied to two bed profiles with distinct bed 

slopes using traditional as well as higher order finite difference schemes. It has 

been found that implementing the higher order shock capturing schemes helps 

significantly in removing the oscillations in the Ui velocity field for the case of 

very steep bed profiles. However, the price that must be paid is the loss of 

continuity at the points of discontinuities. Nevertheless, at this stage we have 

succeeded in developing a VAM-Hydrostatic model that is based on a higher 

order shock capturing scheme which can produce oscillation-free solution over
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sharp bed slopes and most importantly the scheme is not dissipative. With the 

help of this model, the simplified small amplitude simplified assumption could be 

relaxed and the finite amplitude approach was applied to investigate the problem 

of dune evolution in alluvial channels. This model showed that a small number of 

finite amplitude bedforms are generated from an initially large number of small 

amplitude random disturbances. In addition, the model showed that bedforms' 

celerity generally decreases with their development and bedforms can grow by 

sediment deposition over the crest or by unification. It has been also shown that 

the model can produce stable bedforms in some cases without including the 

gravity correction term.

The model, however, predicted dominant wavelengths longer than most 

observations. The model predictions are sensitive to both Kr and Fvt.

Finally, the significance of the non-hydrostatic effects on the predictions of VAM 

models has been numerically investigated assuming a linear non-hydrostatic 

pressure distribution. An overall experience with different numerical models 

emphasized the sensitivity of the moment equation to the non-hydrostatic terms in 

cases of flow over varying bed topography. Realizing that, a new ID-model based 

on a least square residual (LSR) approach has been developed to predict the 

spatial ui-field over bedforms with the inclusion of the non-hydrostatic effects. In 

verifying the model with experimental data, it has been shown that the non

hydrostatic component of the pressure yields only a small correction to the
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hydrostatic pressure field. However, its inclusion is necessary to simulate the flow 

within the separation zone. Neglecting the non-hydrostatic terms causes 

significant underestimation in the ui-velocity field within the eddy zone. It has 

been also shown that by including the non-hydrostatic terms, it was possible to 

predict that the average flow is skimming over the bedform. Due to the crudeness 

of the model, inaccurate predictions for the non-hydrostatic pressure field just 

downstream of the crest are to be expected. However, the model was able to 

predict an adverse non-hydrostatic pressure gradient region within the separation 

zone and near the point of reattachment for the cases where h/A <7.

In conclusion, the results from this study have highlighted the capability of the 

moment approach to produce a more refined description of the hydrodynamics, 

depth-averaged turbulence field as well as sediment transport calculations for the 

cases of flow over bedforms. The best results seem to be achieved for the cases 

where the ratio h/A is less than 7.

This study might be considered as a step towards developing extended versions of 

depth-averaged models that have the capability of self-adjustment of the bed 

roughness by direct simulation of the evolution of bed features. However, using 

such models require a finer spatial discretization and data resolution compared to 

the conventional models that ignore simulating the evolution of bedforms. 

Therefore, from the practical point of view, it is safe to say that the proposed self

adjustment bed resistance approach is not considered, at least for the time being, a
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practical tool for applications related to mobile-bed boundaries. Yet, the present 

results are promising.

The proposed hydrodynamic model could also be used to give better predictions 

for the flow and the bed shear stress field over backward-negative steps and large 

sandwaves. Examples of these large sandwaves are the mega dunes that have been 

reported before by Mclean and Smith (1986) in the Columbia River (where the 

wavelength was 74m and the form height was 2.7m with an average water depth 

of 16m).

8 .2  R e c o m m e n d a t io n s

This study recommends the replacement of the traditional St. Venant model with 

the VAM-hydrostatic model. However, in order to attain higher accuracy, non

hydrostatic effects should be considered. It should be mentioned that the full 

version of VAM model and efficient ways of dealing numerically with the non

hydrostatic terms still requires more investigation and effort.

This study covered the problem of flow over bedforms from the perspective of ID 

flow assumption. For future work, it is important to expand the investigation to 

the 2D horizontal applications. These might require carrying out some 

experimental work in parallel with the theory development. The present study has 

proposed a 2D-bed shear stress formula however it needs more laboratory 

experimental tests and field data for verification.
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It might be interesting to study the effect of the inclusion of suspended sediment 

transport on the results of the linear stability analysis. This might help in using the 

moment approach to investigate the antidunes mode of instabilities in case of high 

flow regime. Also it is of interest to examine the new bed shear stress formula for 

the case of high regime flow.

It will also be useful to investigate the ability of building new bed load as well as 

suspended load formulae in order to predict the transport rate based on both the 

local bed shear stress as well as the turbulent field.

Finally, the least square residual approach seems suitable for different hydraulics 

applications. However, more work is required to investigate this technique.
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