
 
 

Prognostics and Maintenance Decision-making for Mechanical 

Systems based on Condition Monitoring Data 

 
by 

 

 

Rui He 

  

  

 

 

 

A thesis submitted in partial fulfillment of the requirements for the degree of 

 

 

Doctor of Philosophy 

 

in  

 

ENGINEERING MANAGEMENT 

 

 

 

 

Department of Mechanical Engineering 

University of Alberta 

 

 

 

 

 

© Rui He, 2024  



ii 
 

Abstract 

 

Condition-based maintenance (CBM) is a maintenance approach that uses condition monitoring 

data to make maintenance decisions. The goal of CBM is to avoid machine shutdowns, reduce 

maintenance costs, and improve system safety. In modern mechanical systems, a wide range of 

sensors are used to collect data on the condition of different components. This has led to the 

proposals of various models, ranging from physics-based to data-driven methods, for predicting 

the remaining useful life (RUL) of components. Artificial intelligence techniques, specifically 

deep learning methods, have become increasingly popular in prognostics and health management 

due to their ability to process large amounts of data. The computational capabilities of machines 

have also advanced, allowing for numerical simulations that closely resemble real-world 

maintenance actions. These advancements provide more opportunities to utilize prognostic 

techniques and real-time data to support system maintenance. 

However, in order to efficiently schedule maintenance using prognostic information, it is crucial 

to approach issues from both the component and system perspectives. Specifically, at the 

component level, it is necessary to develop prognostic techniques that can handle situations where 

there is a scarcity of data. In practice, engineering assets are often replaced before failures, 

resulting in a small number of failure histories being available for analysis. This lack of data poses 

challenges in building prognostic models. On the other hand, it is difficult to determine a 

maintenance strategy at a system level, considering limited and inaccurate prognostic information. 

Integrating multiple data sources, such as predicted RUL, economic dependencies, and time-to-

failure knowledge, into system-level maintenance optimization remains a challenge. These 

limitations form the main focus of this thesis. 
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To bridge these gaps, the overarching objectives of this thesis are twofold, focusing on prognostics 

at the component level and making maintenance decisions at the system level. In the first three 

topics, deep learning methods are developed for prognostics on machines under different data 

availability scenarios. Specifically, when there is limited failure data but a larger amount of 

suspension data, a semi-supervised learning method is proposed to predict RUL by utilizing both 

types of data. Additionally, a novel method based on transfer learning is proposed for cross-domain 

prognostics, allowing for RUL predictions of machines operating in new conditions with only a 

small amount of suspension history data collected. Finally, a RUL prediction method based on 

state-space modeling and reinforcement learning is presented for situations where no data can be 

collected from machines operating in new environments. This method enables us to predict the 

RUL for machines operating beyond historical records. 

The last two topics explore strategies for maintaining mechanical systems using prognostic 

information. The main focus is on addressing the challenge of having limited monitoring capability 

for the system and inaccurate predictions of RUL during maintenance schedules. A maintenance 

optimization approach is proposed that considers not all components can be monitored. This 

method helps in identifying predictive thresholds and optimizing planned inspection together for 

the entire system. In addition, a novel maintenance basis is introduced to determine preventive 

maintenance actions when prognostics are not sufficiently accurate. By incorporating error 

modeling into the optimization model, insights into the impact of prognostic errors on maintenance 

costs are obtained. 

The research conducted in the thesis provides novel techniques for prognostics and maintenance 

decision-making using condition monitoring data. The developed methods will contribute to 

reducing the expenses associated with the operation and maintenance of mechanical systems.  
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Preface 

 

The material presented in this thesis is based on the original work by Rui He. As detailed in the 

following, material from all chapters of this thesis has been published in five refereed journal 

articles under the supervision of Dr. Zhigang Tian and Dr. Ming J. Zuo in review and editing, 

project administration, and providing resources. The generated journal articles with Rui He as the 

first author since Rui He proposed all these research topics and did the primary research work, Dr. 

Zhigang Tian as the corresponding author, and Dr. Ming J. Zuo as a co-author. Mr. Yifei Wang, 

Ms. Yinuo Chen, and Mr. Ziwei Guo are coauthors for some publications. 

The first three works presented in Chapter 2, Chapter 3, and Chapter 4, respectively, have been 

published as journal papers on Mechanical Systems and Signal Processing, which are as follows. 

• He R, Tian Z, Zuo M J. A semi-supervised GAN method for RUL prediction using failure 

and suspension histories. Mechanical Systems and Signal Processing, 2022; 168: 108657. 

• He R, Tian Z, Zuo M J. A transferable neural network method for remaining useful life 

prediction. Mechanical Systems and Signal Processing, 2023; 183: 109608. 

• He R, Tian Z, Zuo M J. Machine prognostics under varying operating conditions based on 

state-space and neural network modeling. Mechanical Systems and Signal Processing, 

2023; 182: 109608. 

The work presented in Chapter 5 has been published as a journal paper on Reliability Engineering 

& System Safety, which is as follows. The contributions of coauthors Mr. Yifei Wang and Mr. 

Ziwei Guo were on the manuscript revision. 

• He R, Tian Z, Wang Y, Zuo M J, Guo Z. Condition-based maintenance optimization for 

multi-component systems considering prognostic information and degraded working 

efficiency. Reliability Engineering & System Safety, 2023; 234: 109167. 

The work presented in Chapter 6 has been submitted as a journal paper on Applied Energy, which 

is currently under review. The contributions of the co-author, Mr. Yifei Wang and Ms. Yinuo Chen, 

were on the manuscript revision. 
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• He R, Tian Z, Wang Y, Chen Y, Zuo M J. Condition-based maintenance for wind farms 

with imperfect prognostic information. Applied Energy, 2023 (Under review). 
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𝑓 The NN-based regression model. 

𝐿𝑠𝑢𝑝𝑒𝑟𝑣𝑖𝑠𝑒𝑑 The loss function for the supervised training. 

𝐿𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 The loss function for domain adaptation. 

𝐿𝑚𝑎𝑛𝑖𝑓𝑜𝑙𝑑 The manifold regularization loss. 

𝜆𝑡, 𝜆𝑚 The weighting parameters. 

𝜆𝑃, 𝜆𝑄 The weighting parameters. 

𝑝𝑑𝑎𝑡𝑎(𝑥(𝑆), 𝑦(𝑆)) 
The joint probability distribution of measurements and RUL percentage in 

D(S). 

𝑝𝑑𝑎𝑡𝑎(𝑥(𝑇), 𝑦(𝑇)) 
The joint probability distribution of measurements and RUL percentage in 

D(T). 

𝑑(∙) The distance between the distributions in two domains. 

𝐷𝑐
(𝑆)

, 𝐷𝑐
(𝑇)

 The source and target domain data with the c-th class label, respectively. 

𝑛𝑐, 𝑚𝑐 The number of samples in 𝐷𝑐
(𝑆)

 and  𝐷𝑐
(𝑇)

 respectively. 

𝐿𝑖  
The normalized graph Laplacian matrix for the i-th suspension history in 

the target domain. 

𝐼𝑖 The identity matrix with a dimension of ls,i×ls,i. 
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𝐷𝑖  
A diagonal matrix for Li given by ,

1 1 1 22
, , , ,1

s il

i j j i j jj
D W

=
= , where Wi is the data 

adjacency graph. 

𝒩(𝑥𝑖,𝑗
(𝑇)

) The set composed of the nearest neighbors of 𝑥𝑖,𝑗
(𝑇)

. 

𝑑𝑝, 𝑑𝑞 
The distance of the marginal probability distribution and the conditional 

probability distribution, respectively. 

𝑊𝑖 The data adjacency graph calculated based on HI. 

�̂�𝑛𝑡 
The output of the nt-th built transfer learning network, where nt = 1, 2,…, 

N. 

𝜇𝑚𝑐,𝑖, 𝜎𝑚𝑐,𝑖
2  The i-th sampled mean and variance. 

�̅̂�𝑛𝑡 The mean of the predicted RUL values �̂�𝑛𝑡. 

𝑙𝑚𝑐 The length of the generated Markov chain. 

Chapter 4  

𝐷𝑆 

The m failure histories in the source domain, and each history denoted by 
( )S

iD  is ,1 ,1 ,1 ,2 ,2 ,2 , , , ,{( , , ), ( , , ),..., ( , , )}S S S S S S S S S

i i i i i i i lsi i lsi i lsix w r x w r x w r , where , , ,( , , )S S S

i t i t i tx w r  

is the t-th inspection point of the i-th failure history, and ,

S

i tx  is condition 

monitoring measurements, ,

S

i tw  indicates operating parameters, and ,

S

i tr  is 

the corresponding RUL label. 

𝐷𝑇 

The n target-domain histories, where the i-th target-domain history, T

iD , 

denoted by ,1 ,1 ,1 ,2 ,2 ,2 , , , ,{( , , ), ( , , ),..., ( , , )}T T T T T T T T T

i i i i i i i lti i lti i ltix w r x w r x w r , and 

, , ,( , , )T T T

i t i t i tx w r  is the t-th inspection point of the i-th target-domain. 

𝑓(∙), 𝑔(∙) Nonlinear functions. 

𝜀𝑖,𝑡 The stochastic noise at time step t for the i-th history. 

𝑑𝑖,𝑡 

The disturbance at time t caused by model errors and measurement noises, 

which is sampled from a Normal distribution with mean μi,t and variance 
2

, Ii t d d =  during model training, where Id is the identity matrix with the 

dimension same to μi,t, and σd is the preset standard deviation. 

 

�̃�𝑖,𝑡 
The estimated measurement error at time step t for the i-th history 

calculated by ,i tx  minus ,
ˆ

i tx , where ,
ˆ

i tx  is the estimated measurements. 

�̃�𝑖,𝑡 
The estimated RUL prediction error at time step t for the i-th history 

calculated by ,i tr  minus ,î tr , where ,î tr  is the predicted RUL. 

𝐾𝑖,𝑡 The estimator gain at time t for the i-th history. 
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∆�̂�𝑖,𝑡 The RUL increment at time t for the i-th history. 

𝜋(∙) The neural network used to approximate ∆�̂�𝑖,𝑡. 

𝑃(∙) The state transition function. 

𝑑(∙) The disturber neural network used to approximate the disturbance. 

𝑄𝜋(∙) The Q-function of 𝜋(∙). 

𝐶𝑖,𝑗 The cost function at time step j in the i-th history data. 

𝛾𝑟 The discounting factor for 𝜋(∙). 

‖∙‖2 The second-order norm. 

𝜆𝑟 The weighting factor for 𝜋(∙). 

𝑄𝑑(∙) The Q-function of 𝑑(∙). 

ℳ𝑟, ℳ𝑑 The replay memory. 

𝐿𝑎𝑐𝑡𝑜𝑟 The loss function of actor network. 

𝐿𝑐𝑟𝑖𝑡𝑖𝑐 The loss function of critic network. 

𝜂 
The H∞ norm that quantifies the effect of disturbances on prognostic 

performance. 

Chapter 5  

𝑐𝑖,𝑗 The i-th component in the j-th sub-system. 

𝑛𝑗  The number of components in the j-th sub-system. 

𝑁 The number of sub-systems. 

𝑟𝑖,𝑗l The real RUL percentage of component ci,j. 

�̂�𝑖,𝑗 The predicted RUL percentage of component ci,j. 

𝑇 Planned operating period. 

𝑇𝑏 The baseline working time with the maximum efficiency. 

𝛾 The reward rate at maximum efficiency. 

𝐶𝑡𝑜 Total maintenance cost. 

𝑥𝑖,𝑗 The condition measurements of component ci,j. 

𝑅𝑈𝐿(∙) The nonlinear prognostic model. 

𝐸𝑟𝑟𝑖,𝑗(1 − 𝑟𝑖,𝑗) The prognostic error of component ci,j when its RUL percentage is ri,j. 

𝜃 The drift parameter. 

𝜎 The diffusion parameter. 

𝑌 Standard Normal distribution. 
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𝑡𝑚 Planned inspection interval. 

𝑝𝑝𝑚 Preventive RUL percentage threshold. 

𝑝𝑜𝑚 Opportunistic RUL percentage threshold. 

𝑛𝑚 The number of planned inspections. 

𝐶𝑟,𝑖 Replacement cost for the i-th component. 

𝐶𝑓𝑠 Setup cost when CM is prepared. 

𝐶𝑝𝑠 Setup cost when preventive maintenance are prepared. 

𝐶𝑚,𝑘 The k-th maintenance cost during the planned period. 

𝐿 The loss of system efficiency. 

𝐿𝑖,𝑗 The system efficiency loss due to the degradation of component ci,j. 

𝑒 The system working efficiency. 

𝑀 The number of historical data. 

𝑛𝐿,𝑡 The number of system efficiency loss data L at time t. 

Ω Efficiency model parameter sets. 

𝑤𝑖,𝑗 
The weight of the impact of degradation of component ci,j on the system 

efficiency. 

𝑛𝑇  The number of the discretization intervals. 

𝑇𝐹,𝑖,𝑗 The failure time of component ci,j. 

𝑙𝑖,𝑗 The lifetime of component ci,j. 

𝑏 Imperfect maintenance factor. 

Chapter 6  

𝑐𝑖,𝑗 The i-th component in the j-th wind turbine. 

𝑀 Number of components in a wind turbine. 

𝑁 Number of wind turbines. 

�̂�𝑓 the predicted failure time. 

𝑡𝑓,𝑢 the upper limit of the estimated range of failure time. 

𝑡𝑓,𝑙 the lower limit of the estimated range of failure time. 

𝑁𝑃 Parent node. 

𝑁𝐶  Child node. 

𝑁𝑉 Virtual evidence node. 

𝑆𝑞 The q-th state in the child node, q = 1, 2, …, Q. 
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𝑓𝑢(𝑥) 
Probability distribution function of normal distribution with mean one and 

standard deviation σu. 

𝑓𝑑(𝑥) 
Probability distribution function of normal distribution with mean zero and 

standard deviation σd. 

𝑃𝑜𝑢 Posterior upward probability. 

𝑇𝐹,𝑖,𝑗 Real failure time of component ci,j. 

𝑟𝑖,𝑗 Real RUL percentage of component ci,j. 

�̂�𝑖,𝑗 Predicted RUL percentage of component ci,j. 

�̂�𝑃𝑜,𝑖,𝑗 Estimated posterior RUL percentage of component ci,j. 

�̂�𝑓,𝑃𝑜,𝑖,𝑗 Updated prediction of failure time for component ci,j. 

𝑡𝑖,𝑗 Age of turbine component ci,j. 

𝐷(𝑡) Degradation of turbine components at time t. 

𝜑(𝑡; Κ, Θ) Base degradation function given deterministic set K and stochastic set Θ. 

𝜃, 𝛽 Two parameters defined within Θ. 

𝜀(𝑡; σ) Error term with volatility σ. 

Λ Pre-defined degradation threshold. 

𝜈(Θ) Posterior distribution of the stochastic parameter set Θ. 

𝑅𝑀𝑆𝐸𝑖 Prognostic error of the i-th monitored turbine component. 

𝐷𝑒,𝑖 
Database of generated prognostics histories for the i-th monitored turbine 

component. 

𝑡𝑆 Simulation time. 

𝑇𝑀𝑎𝑥 Maximum simulation time. 

Δ𝑡 Simulation time interval. 

𝑡𝐿 Maintenance lead time. 

𝑛𝑓 Number of accidental failures. 

𝜏𝑓 Acceptable number of failures. 

𝑛𝐼 Index for planned inspection, nI = 1, 2, …, NI. 

𝐶𝐸 Maintenance cost per unit of time. 

𝐶𝑇 Total maintenance cost. 

Δ𝐶𝑇,𝐹 Total cost for failure replacement. 

Δ𝐶𝑇,𝐼 Total cost for inspection. 

Δ𝐶𝑇,𝑃 Total cost for preventive replacement. 
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Δ𝐶𝑇,𝑂 Total cost for opportunistic replacement. 

Δ𝐶𝑇,𝑡𝑠 Total maintenance cost at tS. 

𝐶𝑃,𝑖 Preventive replacement cost for the i-th turbine component. 

𝐶𝑅,𝑖 Part cost for the i-th turbine component. 

𝐶𝐹,𝑖l Failure replacement cost for the i-th turbine component. 

𝐶𝐼,𝑖,𝑗 Planned inspection cost for the turbine component ci,j. 

𝐶𝑃,𝑖
𝑆  Setup cost in the preventive replacement cost CP,i. 

𝐶𝐹,𝑖
𝑆  Setup cost in the failure replacement cost CF,i. 

𝐶𝐼,𝑖
𝑆  Setup cost in the planned inspection cost CI,i,j. 

𝐶𝐴 Cost to access a turbine. 

𝐶𝑃𝑟𝑒 Preparation cost. 

𝐼𝑅,𝑖,𝑗 
Binary variable indicating whether ci,j needs to be replaced during planned 

inspection. 

𝐼𝐹,𝑖,𝑗 Binary variable indicating whether ci,j fails. 

𝐼𝐹,𝑖,𝑗
𝐼𝑛𝑠𝑝 

Binary variable indicating whether ci,j needs to be inspected during failure 

replacements. 

𝐼𝑃,𝑖,𝑗 Binary variable indicating whether ci,j needs to be preventively replaced. 

𝐼𝑃,𝑖,𝑗
𝐼𝑛𝑠𝑝 

Binary variable indicating whether ci,j needs to be inspected during 

preventive replacements. 

𝐼𝑂,𝑖,𝑗 
Binary variable indicating whether ci,j needs to be opportunistically 

replaced. 

𝐼𝑂,𝑖,𝑗
𝐼𝑛𝑠𝑝 

Binary variable indicating whether ci,j needs to be inspected during 

opportunistic replacements. 

𝐼𝐴,𝑗 
Binary variable indicating whether replacement actions will be performed 

on the j-th turbine. 

𝐼𝑃𝑟𝑒 
Binary variable indicating whether any wind turbine needs to be 

maintained. 

𝛿 Measure of inspection biases. 
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Chapter 1: Introduction  

 

This chapter consists of three sections. In Section 1.1, the background of this thesis is introduced. 

Section 1.2 presents a review of the literature, from component-level prognostic techniques to 

system-level maintenance optimization. The thesis objective, research topics and their 

contributions, and thesis organization are described in Section 1.3.  

1.1 Background 

Mechanical systems typically contain multiple sub-systems, in which the principal sub-systems 

are specific machines designed expressly to perform specific tasks, such as the transference and 

transformation of motion, force, or energy, and other sub-systems are auxiliaries integrated to 

support the actions and work of the machine [1]. With advances in manufacturing techniques, 

mechanical systems have become more complicated in design, function, and management. Often, 

contemporary mechanical systems are mechatronic in nature, and their mechanical parts are 

usually much less reliable, creating comparatively the greatest risk in system operations and 

economic loss [2]. As examples of such mechanical systems, we may take (a) a wind turbine for 

energy generation, (b) a truck with positive displacement pumps for petroleum extraction, (c) a 

turbofan engine supplying power for airplane moving, or (d) a machine tool for metal processing 

in the case of mechanical engineering shown in Fig. 1.1. 

The degradation of mechanical systems, or the aging or evolution of potential failures, may lead 

to a decrease in their working efficiency and an increase in unanticipated accidents. As reported, 

one out of every 100 road accidents is associated with mechanical failure of the braking system or 

electronic steering [3]. The rate of generation decline of wind farms is about 1%/year in the US 

[4] and more than 1.5%/year in the UK [5] due to equipment aging. A proper maintenance strategy 

can play a key role in improving system safety, efficiency, and economics by slowing the rate of 

equipment degradation and preventing component failure through timely inspection, repair, and 

replacement. Due to increasing automation and reliance on expensive equipment, both the 

proportion of employees performing maintenance work and the cost of maintenance are growing 

[6]. In current process and chemical industries, up to 30% of the workforce is engaged in 
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Fig. 1.1: Examples of the scope of research subjects 

maintenance activities [7]. Maintenance costs typically account for 15–70% of the total 

expenditure of end products, making them one of the largest cost components in engineering assets 

[8]. As the modern industry moves toward data-driven “Industry 4.0”, many companies have 

started to revise their maintenance policies to cope with fierce competition [9]. Theoretically, an 

optimal maintenance strategy can enhance economic benefits by up to 20% [10]. As an illustration, 

however, domestic plants in the US spent more than $600 billion over 20 years to maintain their 

critical systems, but more than one-third of this expenditure is wasted on ineffective maintenance 

[11]. Increasingly complex mechanical systems improve the potential for maintenance benefits 

and also create additional challenges for maintenance scheduling. 

Many firms are still collecting equipment failure time data on an ongoing basis to guide system 

maintenance decisions. The failure time data is the termination time when the equipment stops 

functioning due to failure. Oftentimes, failure time gathers statistical information about the amount 

of time that a machine lasts before failure, and these statistics collected from a large sample of 

machines can be used to estimate the time-to-failure distribution and schedule maintenance for 

individual equipment. This traditional failure-time-based maintenance decision-making approach 

often determines maintenance actions periodically according to constant inspection intervals and 

is solely dependent on historical statistical information and the passage of time or measures of 

(a) (b) 

(c) (d) 
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usage of machines [12]. For example, an elevator may be inspected every six months. The 

manufacturer may recommend that the automobile’s timing belt be replaced after five years or 

60,000 miles. Traditional maintenance policies are easy to implement and are applicable 

particularly to non-mechatronic systems, e.g., power distribution systems [13], as their health 

status is hard to measure indirectly. Nevertheless, a large number of unnecessary maintenance 

actions may still be performed periodically when the mechanical system is in reasonable condition, 

leading to an inevitable increase in maintenance costs [14]. 

With advances in monitoring techniques, modern mechanical systems have incorporated various 

sensors to gather different types of condition monitoring data. These sensors, such as those for 

vibration, oil analysis, temperature, and pressure, can effectively capture the degradation process 

of machinery. The installation of monitoring sensors can observe the health status and operational 

characteristics of mechanical components in real time, enabling the early detection of 

abnormalities. As an example, accelerometers are widely employed to measure the vibration of the 

gearbox system, as the degradation of gears is usually accompanied by an increase in vibration 

amplitude [15]. Additionally, other sensors like thermistors, acoustic emission sensors, and current 

sensors are frequently utilized [16].  

Condition-based maintenance (CBM) is a maintenance policy that utilizes condition monitoring 

data to make maintenance decisions. In 2006, Jardine et al. [17] outlined three key steps in a CBM 

program: data acquisition, data processing, and maintenance decision-making. In the second step, 

diagnostics and prognostics are crucial in improving the benefits of CBM. Diagnostics involves 

automatically communicating the location and type of fault to asset managers based on machinery 

condition monitoring data after a fault has occurred. In contrast, prognostics deals with fault 

prediction, aiming at predicting the time the machine can work until the next fault, i.e., the 

remaining useful life (RUL). Some companies are now integrating diagnostics into their 

maintenance decision-making process. For instance, Baker Hughes performs early repairs or 

replacements on pumping equipment based on incipient fault detections to ensure uninterrupted 

oil extraction [18]. Similarly, Vestas deploys maintenance on wind turbines once the detected 

equipment wear exceeds the unacceptable threshold [19]. Compared to diagnostics, prognostics is 

an analysis technique done prior to the occurrence of an event. Especially benefiting from big data 
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and artificial intelligence techniques, prognostics makes maintenance scheduling more efficient 

and can achieve zero-downtime performance [17].  

In the study mentioned in [20], accurate RUL predictions can reduce routine maintenance work by 

40–70%. However, increased prognostic error may lead to a rapid progression of CBM benefits in 

the negative direction [14]. In modern mechanical systems, a vast array of sensors is strategically 

placed to capture the condition monitoring data of various components. This has led to the proposal 

of various models, ranging from physics-based to data-driven methods, for predicting RUL [16]. 

Due to the complexity of failure physics, data-driven prognostics has become more and more 

attractive. Typically, artificial intelligence techniques, such as machine learning or deep learning, 

are widely used to discover the degradation information from equipment condition monitoring data 

[21]. Additionally, the computational capabilities of machines have advanced, allowing for 

numerical simulations that closely mirror real-world maintenance actions. These advancements 

provide more opportunities to utilize prognostic techniques in supporting system maintenance 

through real-time data.   

However, to effectively schedule maintenance plans using prognostic information, it is essential 

to address real-world problems at both the component and system levels. Specifically, at the 

component level, it is necessary to develop prognostic techniques that can handle situations where 

there is limited data available further. There are two types of data commonly used for building 

prognostic models: failure history and suspension history. Failure history refers to the condition 

monitoring data collected from the beginning to the end of the equipment life. However, if 

engineering assets are taken out of service before experiencing complete failures, the data collected 

during this period is known as “suspension history”. In practice, engineering assets are often 

replaced before failures, resulting in only a few completed failure histories being available for 

collection [22]. The lack of data quantity and the presence of various working conditions pose 

challenges in building prognostic models for different tasks. On the other hand, it is still difficult 

to guide the maintenance policy of the whole complex system at the system level, considering 

limited and inaccurate prognostic information. Most existing studies on prognostics-induced CBM 

consider that all sub-systems can be monitored in real-time and primarily focus on finding optimal 

thresholds for maintenance based solely on accurate RUL predictions. However, in certain systems 

like wind turbine drive systems, only specific components like bearings and gearboxes can be 
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continuously monitored, while others like rotor-blades can only be detected during inspections. 

Furthermore, the predictions made by many prognostic models often deviate significantly from 

reality, especially when historical data is insufficient. The effective integration of multiple data 

sources, such as predicted RUL, health status from inspections, economic dependencies, and time-

to-failure knowledge, into system-level maintenance decision-making remains a challenge. These 

limitations are the main focus of this thesis. 

1.2 Literature review 

If enough failure history is available, a variety of models can be developed to perform prognostics 

and schedule maintenance accurately. However, failure histories are usually limited. This section 

presents an examination of the existing literature on using limited condition data for predicting 

RUL at the component level and optimizing maintenance at the system level. This section consists 

of three subsections. Section 1.2.1 and Section 1.2.2 discuss studies that have been conducted on 

building prognostic models with suspension histories and under different operating conditions, 

respectively. Section 1.2.3 reviews the policies and methods that have been utilized for making 

maintenance decisions with prognostic information. 

1.2.1 Prognostics of machines using suspension history 

The condition data history of equipment refers to the condition monitoring data collected from the 

beginning to the end of the equipment life and used to provide data support for the RUL predictions. 

Most prognostic methods require abundant failure histories, in which equipment will end up with 

a failure and eventually be replaced. However, in practice, engineering assets are generally taken 

out of service before complete failures, either during planned maintenance or when an incipient 

defect is detected. Therefore, only limited failure histories can be collected. When an equipment 

function is terminated before failure, the exact failure time is unknown because the equipment has 

not completely failed. As defined by [22], the monitoring history of such equipment can be called 

“suspension history”, or “right-censored history”. 

In conventional reliability assessment, only the terminated time of monitoring histories, i.e., failure 

time or suspension time, can be used to estimate the lifetime distribution for RUL predictions. 

When time data are sufficient, the lifetime distribution can be estimated as a Weibull distribution 
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by maximum likelihood estimation (MLE) [23]. Assuming that the equipment with suspension 

histories fails when actual degradation reaches a specified critical level, a two-stage statistical 

method can also be used to estimate the parameters of a degradation model for RUL predictions 

[24]. In contrast, when the failure information is incomplete, Bayesian inference formulated in the 

Markov chain Monte Carlo can provide acceptable effects for lifetime distribution estimations [25]. 

Besides, the Bayesian method can still get reliable estimates when using truncated time data [26]. 

Nevertheless, it is hard for the conventional reliability assessment methods to assess a complex 

distribution for lifetimes, and since the monitoring data in history is neglected, the equipment 

dynamic response and damage propagation cannot be concerned. 

Data-driven prognostic methods focus on using equipment histories to model a one-to-one 

relationship between condition monitoring data and the corresponding RUL. However, due to the 

unknown failure time, suspension histories without RUL labels cannot be used directly. To address 

this issue, some works attempt to construct a degradation model first to predict the degradation 

trend of suspension history. When the degradation reaches the preset threshold, the corresponding 

time point will be defined as the failure time of suspension history, and then the suspension history 

can be used for further regression process. Typically, dynamic time warping [27] and support 

vector machines [28] have been used to predict the future degradation trend for suspension 

histories. In addition, Lu et al. [29] provided an unsupervised method based on the self-organizing 

map to extract the degradation feature from suspension histories without any knowledge of the 

degradation model. Xiao et al. [30] proposed a similar method to predict the future trend of 

monitoring data online by setting a time window and using a neural network, but without pre-

training the model in advance. Intuitively, the predicted failure time of suspension histories will 

strongly depend on a suitable threshold and a large amount of data. This means that the methods 

mentioned above can only provide satisfactory performance under the conditions that are fully 

documented in the training dataset. 

As a subfield of data-driven methods, deep learning has the capability to extract the dynamic and 

hierarchical representation of the degradation process and thus can be a powerful solution for RUL 

predictions [21][31][32]. When the amount of labeled data is limited, the semi-supervised learning 

architecture can be used to make full use of other available data and basic deep learning models to 

improve the model performance [33]. The prognostic methods based on semi-supervised learning 
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focus on using the condition monitoring data without RUL labels to improve the model 

generalizations. The suspension history can be commonly regarded as the unlabeled data in semi-

supervised RUL prediction methods. For instance, Hu et al. [34] constructed two regressors based 

on co-regression to predict the RUL of suspended data and train the regression model using the 

data with RUL labels simultaneously. Ellefsen et al. [35] first used all histories to train a restricted 

Boltzmann machine model as an encoder and used failure histories to build a long short-term 

memory (LSTM) as a decoder to achieve effective RUL prediction. Similarly, Yoon et al. [36] 

utilized a variational autoencoder as the encoder and recurrent neural networks as the decoder but 

further predicted the RUL of suspended data based on self-learning and retrained the model by 

using all histories with RUL labels. Even though the accuracy can be enhanced in RUL prediction, 

the drawback of these semi-supervised learning approaches lies in the fact that the predicted RUL 

of all inspection points in one suspension history is not dependent, resulting in incorrect or even 

physically unreasonable RUL estimates. Tian et al. [22] proposed a practical model training 

approach similar to self-learning, but the difference lies in adding a constraint to the predicted 

failure time of suspension histories to ensure that the failure time is always greater than the 

suspension time to satisfy the physical rationality. You and Meng [37] presented a self-learning 

framework based on the similarity measure to estimate the failure time of suspension histories and 

build a regression model. As pointed out in [38], however, the predicted failure time of suspension 

histories depends only on failure histories and one regressor, leading to poor model generalization, 

especially when the amount of data is limited. 

To summarize, conventional reliability methods rely only on failure or censored time data to 

estimate machinery failure time. Therefore, these methods are unable to provide accurate 

prognostics based on data monitoring. Semi-supervised learning methods, on the other hand, can 

utilize both failure and suspension histories as labeled and unlabeled data. However, these methods 

overlook valuable information in suspension histories, which makes it challenging to deliver 

reliable and convincing prognostics. To address this limitation, Chapter 2 of this thesis aims to 

develop a semi-supervised learning method that takes into account the information from 

suspension histories for improved prognostics. 
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1.2.2 RUL predictions of machines under varying operating conditions 

Most prognostic methods require a large number of failure histories that can cover all possible 

operating conditions. There are different types of models available for predicting the RUL of 

machines. These models range from physics-based approaches to data-driven methods. If a 

physical degradation model can generalize well to all possible operating conditions, this model 

can be tuned based on different operating conditions using model updating methods like Bayesian 

inference [39] and particle filter [40][41]. However, building and implementing authentic physics 

models can be challenging due to the stochastic and complex nature of machine degradation 

processes. Alternatively, the physical system can be represented mathematically using the state-

space model. This model consists of input, output, and state variables that are related by time-

dependent difference equations. When the physical degradation process is unknown, the machine 

degradation characteristics, such as crack or wear size, can be considered as a state variable. The 

model parameters can then be determined based on historical condition data using data-driven 

methods. The state-space of a degradation process can be modeled using statistical and stochastic 

processes or model-free functions, such as the Gaussian model [42], Wiener process [43][44], and 

neural networks [45][46].  

Taking into account the various conditions under which equipment operates, Kundu et al. [47] 

proposed a Weibull accelerated failure time regression model. This model considers both operating 

parameters and condition monitoring signals when estimating parameters. Li et al. [48] applied a 

linear parameter-varying model to identify the degradation state-space that varies with operating 

parameters. The Wiener process was also developed to incorporate time-varying operating 

conditions in the state-space modeling [49][50]. The state-space model can provide a clear 

interpretation. However, state-space-based prognostic approaches define RUL as the time until the 

degradation level of machines reaches or exceeds a predetermined failure threshold. A state-space 

model often assumes that the degradation mechanism remains unchanged under different operating 

conditions, allowing for a subjective and constant failure threshold to be set for all possible cases. 

In addition, the construction of state-space models requires complete training data that covers all 

possible operating conditions. These limitations make existing state-space models less suitable for 

predicting RUL in equipment operating under new conditions. 
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A deep learning-based prognostic model is commonly constructed offline and used to predict RUL 

when new condition data is monitored. In deep learning-based prognostic models, the operating 

parameters are often included as one part of the inputs. The one-to-one relationship between the 

condition monitoring signal and the corresponding RUL can be established and learned using 

failure histories. Different deep learning methods, such as autoencoder [51], long short-term 

memory (LSTM) [52], and convolutional neural network (CNN) [53], can be used to model the 

nonlinear prognostic function. Advanced deep learning methods like conditional variational 

autoencoder [54], bidirectional LSTM [55], and temporal convolutional network [56] have also 

been developed to handle multiple operating conditions. If a prognostic model captures all possible 

working conditions, the model can be well adapted to the various situations of the machine. 

However, traditional deep learning methods assume that the measurements of training and testing 

samples follow a similar distribution, which may not hold true for equipment with a wide range of 

unrecorded working conditions. 

Transfer learning methods have gained attention in recent years for prognostic and health 

management purposes [32]. These methods aim to reduce the differences in data distribution 

between training and testing samples by learning deep conjunct representations from data in two 

different domains. Many existing studies focus on scenarios where only unlabeled target-domain 

data can be collected. For instance, Fan et al. [57] proposed a transfer prognostic method called 

consensus self-organizing models (COSMO), which selects features between the source and target 

domains without considering the transferability of features. Sun et al. [58] developed a prognostic 

model based on a sparse autoencoder and transferred the model from the source to the target 

domain by minimizing the KL divergence between the two domains. Similarly, da Costa et al. [59] 

applied the concept of domain adversarial neural network (DANN) to train a cross-domain 

prognostic model that minimizes the divergence between the source and target data. DANN was 

also adapted as an online prognostic model that updates model parameters using online data [60].  

Furthermore, Mao et al. [61] presented a framework for transfer prognostics that utilizes a 

denoising autoencoder as an encoder to extract degradation features. They minimized the 

maximum mean discrepancy (MMD) between these features in two domains to achieve domain 

adaptation. Ding et al. [62] also employed MMD for domain adaptation but focused on integrating 

few-shot learning to address scarce data issues. Zhu et al. [63] combined both domain adversarial 
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loss and MMD into a domain adaptation method and extracted domain features using fully 

connected layers. Cheng et al. [64], Ding et al. [65], and Fu et al. [66] proposed MMD-based 

adversarial domain adaptation methods, but they extracted degradation features using the CNN, 

kernel regression, and LSTM models, respectively. In addition, Li et al. [67] proposed a generative 

adversarial network (GAN)-based method that identifies the initial fault occurrence time for each 

history data and performs domain adaptation in a single neural network model with different tasks. 

Zhang et al. [68] considered censored target-domain data in transfer prognostics through 

degradation direction alignment. Ideally, a prognostic model based on transfer learning can utilize 

deep learning architectures to adapt to different domains and predict the RUL of equipment 

operating under new conditions. Even if the operating conditions of the target machine differ 

greatly from the training data, transfer learning methods can still generalize the equipment 

degradation characteristics from training conditions to the target operating conditions. However, 

domain adaptation necessitates condition monitoring data for the target operating conditions of 

machines, even if these data are unlabeled. 

Although some progress has been made, there are still limitations hindering the successful 

application of prognostic models in new environments. When we are able to gather some data from 

the target-domain machines, transfer-learning-based methods can be used to perform cross-domain 

prognostics. However, most of the relevant work simply aligns the degradation history of the two 

domains in a holistic manner. Therefore, these studies can only predict the RUL of machines under 

identical working conditions but fail to address the prognostic problem under multiple working 

conditions. Chapter 3 of this thesis focuses on exploring how target-domain data can be utilized 

for machine prognostics across different conditions. When we are unable to have access to target-

domain data, existing methods are limited for prognostics of machines working in new 

environments. As a result, in Chapter 4, a robust prognostic model based on state-space modeling 

and reinforcement learning is proposed. This model can predict the RUL of machines operating 

under new conditions even without corresponding training data. 

1.2.3 Maintenance decision-making for mechanical systems 

Maintenance strategies commonly employed in the field of asset management include corrective 

maintenance (CM), time-based maintenance (TBM), and condition-based maintenance (CBM). 

CM entails performing maintenance actions solely when a component fails. On the other hand, 
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TBM and CBM are more advanced policies that incorporate fixed time intervals and condition 

estimates, respectively, to enhance maintenance efforts. Asset maintenance behaviors are often 

simulated in the framework of Monte Carlo simulation (MCS) [69][70] or Markov decision 

processes (MDP) [10][71]. Optimization algorithms such as genetic algorithm [72] are utilized to 

determine the most optimal maintenance decisions regarding the maintenance cost or profit. 

Implementing TBM is a straightforward process that only requires recording the age or reliability 

information of in-service components. This information can be estimated by analyzing a large 

amount of time-to-failure data collected from components. When applying TBM to a complex 

mechanical system, it is important to consider the economic dependence of the system. This 

dependency is reflected in the fact that it is often cheaper to schedule maintenance for multiple 

components together during a single maintenance trip, rather than deploying maintenance 

separately [73]. This strategy is especially beneficial for certain systems where maintenance 

preparation is expensive. In earlier research, whenever a component triggers the maintenance 

action, the maintenance crew will take advantage of this opportunity to also perform preventive 

maintenance on other running components with relatively high age [10][74] or low reliability [75]-

[77]. However, these studies only optimized inspection time intervals as the decision variable 

without considering the health conditions of machines. One major drawback of TBM is that it can 

lead to unnecessary maintenance actions being performed when the machine is still in good 

condition, resulting in inevitable increases in maintenance costs [14].  

In contrast, CBM requires additional techniques to analyze the condition data collected from 

engineering assets but allows for more effective maintenance plans. As an illustration, benefiting 

from the inspection data, the inspection interval can be re-scheduled, e.g., in [78][79], according 

to the system status. Also, in [80][81], the degradation information can be used to investigate the 

optimal time for the next inspection. When implementing CBM in large mechanical systems, 

condition data is used to assess the health status of each component to identify suitable 

opportunities for group maintenance. In [82], when the fracture size of one blade in a wind turbine 

reached a certain threshold, other blades were also inspected. This integration of condition data 

and maintenance opportunity was suggested to be effective in reducing maintenance costs, 

although the findings are limited to a single component. Pérez et al. [83] expanded the 

opportunistic policy to include multiple components. This approach considered possible 
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dependencies within a wind turbine based on the health status determined by condition data. 

Ideally, CBM allows for maintenance actions to be taken just before the next equipment failure. 

With the advancements in sensor and monitoring techniques, asset managers are now able to utilize 

continuous monitoring data to schedule maintenance actions in real time. When incorporating data 

monitoring, the goal of CBM policies is to determine one or two optimal thresholds that can be 

used to trigger preventive maintenance actions [17]. Some studies described the degradation 

behavior of machines by means of the proportional hazards model [84]-[86] and determined 

preventive maintenance actions based on the degradation values. Other works commonly used 

stochastic models, such as the Gamma process [87][88] or Wiener process [89]-[91], to represent 

machine degradation. In these studies, the parameters of degradation models were estimated using 

historical data. However, it is always a challenge to construct accurate degradation models and 

determine appropriate failure thresholds for all machines when there is insufficient relevance. In 

comparison to these methods, the prognostics-induced CBM policy uses predicted RUL to deploy 

maintenance actions [17]. This policy prioritizes preventive maintenance for components with a 

low RUL and allows for the simultaneous maintenance of multiple components with low RULs in 

large mechanical systems [74][92][93]. This integration of prognostics and opportunistic 

maintenance helps minimize downtime and preparation costs associated with individual 

maintenance actions. Some prognostic models can be created using a limited amount of failed or 

censored historical data [22]. This suggests that CBM policies that take into account prognostic 

information show promise. However, most existing studies assume that condition monitoring is 

available for all components in a system. Furthermore, while accurate RUL estimates have been 

shown to reduce routine maintenance by 40-70% [20], there is still a lack of understanding of how 

the accuracy of prognostic models affects the benefits of CBM, particularly for systems with 

multiple components. 

Advances in monitoring techniques have led to the increased utilization of prognostic information 

to reduce maintenance costs in mechanical systems. However, if one follows the approach 

suggested in previous studies, which involves solely relying on the predicted RUL to make 

maintenance decisions, it would be unreliable in cases where the prognostic information is not 

accurate and comprehensive. In this thesis, Chapter 5 and Chapter 6 explore the integration of 

prognostics into maintenance decision-making. Chapter 5 specifically addresses the maintenance 
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challenges in a mechanical system where only certain components can be monitored.  Building 

upon Chapter 5, Chapter 6 focuses on developing targeted maintenance optimization strategies for 

a more realistic system, i.e., wind farm, particularly when there are significant errors in the 

prognostic information. 

1.3 Background knowledge 

Prognostic models provide predictions of the RUL of components, which in turn help in making 

decisions about appropriate maintenance actions. Prognostic models are usually designed for 

individual components, and maintenance plans are created at the system level. In this section, three 

basic deep learning models are first introduced. These methods will be developed in this thesis for 

better RUL predictions. Lastly, the concept of MCS is illustrated, which plays a key role in the 

numerical simulation of maintenance cost.  

1.3.1 Long short-term memory 

LSTM networks are a variant of recurrent neural networks that have memory units incorporated 

into their structure. This allows LSTM networks to address the issue of gradient vanishing and 

overcome the limitations of traditional recurrent neural networks in learning long-term 

dependencies. This advancement in architecture makes LSTM networks well-suited for handling 

data with temporal correlation, which is beneficial for RUL predictions. The Fig 1.2 illustrates the 

architecture of LSTM, and the formulation of an LSTM unit is as follows: 

( ) ( ( ) ( 1) )ix ih ii t W x t W h t b= + − +  (1.1) 

( ) ( ( ) ( 1) )fx fh ff t W x t W h t b= + − +  (1.2) 

( ) ( ( ) ( 1) )ox oh oo t W x t W h t b= + − +  (1.3) 

( ) ( ) ( 1) ( ) tanh( ( ) ( 1) )cx ch cc t f t c t i t W x t W h t b= − + + − +  (1.4) 

( ) ( ) tanh( ( ))h t o t c t=  (1.5) 

where x(t) and h(t) denote the input and output vector at time t, i(t), f(t), o(t) are the activation 

vectors of the input gate, forget gate, and output gate, respectively, c(t) denotes the cell activation 
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vector, σ indicates the Sigmoid activation function,  indicates the element-by-element product, 

and W and b represent the weight and bias related to the different activation vectors. 

 

Fig. 1.2: Generic structure of an LSTM unit 

1.3.2 Generative adversarial network 

A GAN consists of two neural networks, i.e., a generator and a discriminator. The generator 

parameterized by θg tries to generate fake samples to fool the discriminator, while the discriminator 

parameterized by θd tries to distinguish between actual samples and artificially generated samples. 

Let x represent the training labeled data, and z denotes the random noise sampled from a normal 

distribution. In order to learn a generator distribution pg over data x, the generator builds a mapping 

function from the prior noise distribution pz(z) to the training data space pdata(x) as G(z; θg). 

Meanwhile, the discriminator D(x; θd) outputs a single scalar representing the probability that the 

input comes from the training data instead of pg. 

To minimize the divergence between pg and pdata(x), the log (1-D(G(z))) and log (D(x)) are 

respectively minimized and maximized by the simultaneous training of the generator and 

discriminator. Therefore, a basic GAN shown in Fig. 1.3 can be formulated as a two-player non-

cooperative game with the mean value of cross-entropy losses by: 

~ data( ) ~ ( )log ( ) log(1 ( ( )))min max ( , ) x p x z pz z
G D

D x DV D G G z+= −  
(1.6) 

where V (G, D) is the single objective function of GAN, log (D(x)) is the cross-entropy of the 

discriminator with real data x as input, and log (1-D(G(z))) is the cross-entropy of the discriminator 

with fake data G(z) as input. Training GANs focuses on finding a Nash equilibrium in a two-player 
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non-cooperative game. The point (θd
*, θg

*) can be defined as the Nash equilibrium so that the 

discriminator and generator are both optimal simultaneously due to θd
* and θg

*. 

 

Fig. 1.3: Structure of basic GAN 

1.3.3 Actor-Critic algorithm for reinforcement learning 

Actor-critic methods are temporal difference learning methods that represent the policy function 

independent of the value function. In the Actor-critical approach, the policy is known as the actor, 

and it generates a range of possible actions based on the current state. On the other hand, the 

estimated value function is called the critic, and it evaluates the actions proposed by the actor using 

the given policy. The architecture of the actor-critic method is shown in Fig. 1.4. 

The Critic is a function that estimates the value of a state. After each action selection, the Critic 

evaluates the new state to determine whether things have gone better or worse than expected. This 

can be formulated by: 

1 1( ) ( )tt t tr Q s Q s + ++ −=  (1.9) 

where δ is the temporal difference error, r is the reward, γ is the discounting factor, and Q(∙) is the 

current value function implemented by the critic. When an action is taken in a particular state s, 

the Critic uses this error to evaluate the selected action. A positive error suggests that the tendency 

to select that action should be reinforced in the future, while a negative error suggests that the 

tendency should be weakened. Both the Actor and Critic can be represented by neural networks 

and used for training the model. 



16 
 
 

 

Fig. 1.4: Actor-critic architecture 

1.3.4 Monte Carlo simulation 

Monte Carlo simulation (MCS) is a type of computational method that relies on random sampling 

to obtain numerical results. It is used to solve problems that may have deterministic solutions by 

introducing randomness. MCS involves repeatedly sampling from a distribution to obtain a 

probabilistic understanding of the data. It has been extensively employed in fields such as 

reliability and risk assessment to propagate uncertainty. In this thesis, MCS is developed to 

represent the uncertainty of the time-to-failure distribution of components in optimizing system 

maintenance. 

MCS methods typically involve two steps: 1) randomly generating particles from a probability 

distribution across the domain, and 2) performing a deterministic computation on these particles. 

When it comes to maintenance decision-making schedules, the goal is to optimize maintenance 

actions at the system level. Generally, certain key variables are identified to control maintenance 

decisions. By taking these variables into consideration, maintenance plans are determined for each 

component in various scenarios. To minimize maintenance costs and find optimal decisions, a 

maintenance optimization model can be formulated by minimizing the expected maintenance cost 

based on maintenance variables and the chosen policy. The numerical simulation method is a 

flexible approach for maintenance optimization as it takes into account strong dependencies and 

opportunities. In this scenario, MCS is used to estimate the maintenance cost by considering these 

maintenance variables. We generate random samples from the time-to-failure distribution of each 

component to simulate their lifespan from replacement to failure. This approach helps us evaluate 

the maintenance cost of the entire system through numerical simulations. 
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1.4 Thesis objective and outline 

Deep learning has gained increasing attention in prognostics and health management because of 

its outstanding data processing capabilities that have the potential to enable better maintenance, 

repair, and overhaul activities [21]. Benefiting from the development of deep learning techniques, 

the overarching objective of this thesis is twofold. First, deep learning-based prognostic methods 

will be developed under different scenarios of data availability. Second, maintenance strategies 

will be designed for mechanical systems considering prognostic information. In this thesis, the 

following problems are addressed: 

1) To incorporate the information of suspension histories into the prognostic model for better 

RUL predictions.  

2) To predict the RUL of machines across different operating conditions based on limited 

target-domain suspension histories.  

3) To predict the RUL of machines operating under new conditions without corresponding 

training data.  

4) To find maintenance decisions at the system level, including optimized maintenance 

intervals and prognostic thresholds, under the assumption that the RUL of only certain 

components can be predicted. 

5) To study the maintenance basis with partial and inaccurate prognostic information. 

To achieve these objectives, five research topics have been completed in this thesis, which are 

presented as follows.  

In the first research topic (Topic #1), a semi-supervised model called semi-supervised regression 

GAN (SRGAN) is developed to predict RUL by utilizing both failure and suspension histories. 

This model addresses the lack of failure history by extracting information from suspension 

histories, reducing the need for a large amount of failure history for training. The proposed method 

employs multi-task objective functions to capture valuable information from suspension histories 

rather than treating them as unlabeled data. This information includes: 1) ensuring similar 

predicted failure times for each inspection point in a suspension history, 2) taking into account the 

suspension time when the associated components were taken out of service, which should be 

earlier than their predicted failure time, and 3) considering the degradation reflected in the 
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condition monitoring data as the equipment deteriorates over time. The method will not directly 

estimate the times when suspensions fail, but instead compares the statistical information from 

similar failure and suspension histories to train the model. This means that the failure information 

of suspension histories is dependent not only on the failure histories but also on the generated data. 

Additionally, a method to evaluate the robustness of the prognostic model is proposed, which 

assesses the uncertainty caused by the scarce failure data. Therefore, the limitations of reliability 

assessments [23]-[26] and semi-supervised learning methods [34]-[37] in using suspension 

histories can be addressed. The materials of this research topic have been published in a journal 

paper [175]. 

In the second research topic (Topic #2), the RUL predictions of machines across different 

operating conditions are investigated. Machines often operate in various conditions that are not 

captured in the historical dataset. This poses a challenge as prognostic models trained on this data 

may not be able to accurately predict the RUL of machines in new environments. When the 

machine operates in a new environment, planned maintenance can be conducted to collect very 

few suspension histories. The goal of this study is to use these limited suspension histories to 

improve cross-domain prognostics. To address the limitation in [59]-[68] that only considers 

aligning two-domain histories in a holistic manner, the proposed approach simultaneously 

minimizes the differences in both the marginal and conditional probability distributions between 

different domains. To be specific, the first step is to create a health indicator (HI) using COSMO 

for the training data in both the source and target domains. This HI helps us estimate the fault 

occurrence time and the failure time to label the RUL for two-domain histories. In the second step, 

domain invariant features are learned in the transfer learning framework. A joint MMD method is 

proposed to learn generalized domain invariant features. This allows the model to adapt to different 

working conditions in terms of both marginal and conditional directions. Also, a heuristic method 

and a parallel framework are proposed to verify model parameters and uncertainties. The materials 

of this research topic have been published in a journal paper [176]. 

In the third research topic (Topic #3), the situation where no data in any form can be collected 

from a machine operating under new conditions is explored. The objective of this topic is to predict 

the RUL of machines operating under new conditions, even without having corresponding training 

data. Previous works, including model-based methods [39]-[50], supervised learning [51]-[56], 
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and transfer learning [59]-[68], require complete training data that covers all possible operating 

conditions, even though some data can be unlabeled. To overcome this limitation, this study 

proposes a new RUL prediction method that is based on state-space modeling and reinforcement 

learning, instead of directly constructing the relationship between the condition data and their RUL. 

On the basis of the state-space model, an interpretable prognostic model that combines Lyapunov 

constraint and reinforcement learning is proposed to predict the equipment RUL. Additionally, an 

adversarial training method based on the idea of H∞ robustness is integrated to reduce the effect 

of state-space modeling errors. The key idea is to enhance the sensitivity of predicted RUL to 

unobserved degradation characteristics, e.g., cracks and wear, while reducing the sensitivity to 

operating parameters. This method improves its robustness to different conditions by reducing the 

causality between RUL and operating parameters and increasing the causality between RUL and 

unobserved degradation characteristics. Consequently, the proposed model is interpretable and 

capable of predicting RUL for equipment operating beyond historical records. The materials of 

this research topic have been published in a journal paper [177]. 

In the fourth research topic (Topic #4), a CBM optimization method is proposed for complex 

mechanical systems considering prognostic information and degraded working efficiency. 

Previous studies [84]-[93] have assumed that condition monitoring is available for all components 

in a system. However, in reality, only a few components can be monitored online in a system, 

while others need to be inspected manually during maintenance. Another limitation emerges when 

calculating profits in reported works. The impact of degradation on system profitability is rarely 

considered, whereas this impact is apparent in practice [4][5]. This research topic aims to overcome 

these limitations by finding a joint maintenance decision that maximizes the net revenue. This 

involves optimizing maintenance intervals and predictive thresholds, taking into consideration that 

prognostics is only available for certain components. Furthermore, the impact of system 

degradation on efficiency is investigated when evaluating the advantages of maintenance decisions. 

A model that considers the relationship between system efficiency and degradation is proposed, 

and the parameters of this model can be determined using historical data. We extend our model 

with prognostic error modeling to derive insights into the effects of the prognostic model on 

maintenance benefits. A case study involving the optimization of maintenance for wind turbine 

farms is presented to demonstrate and verify the proposed method. The materials on this topic have 

been documented in a journal paper [178].  
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In the fifth research topic (Topic #5), a maintenance optimization method is proposed for wind 

farms, taking into consideration imperfect prognostics. When the prognostic information is not 

accurate and comprehensive enough, it is unreliable to determine maintenance actions for wind 

turbines based only on predicted remaining useful life, as in existing studies [84]-[93]. To bridge 

this gap, a maintenance optimization strategy is developed for wind farms regarding condition 

monitoring with auxiliary inspection information. In this study, we determine predictive 

maintenance thresholds while optimizing the planned inspection intervals at the wind farm level. 

A new maintenance basis, denoted by the posterior RUL percentage, is proposed to calibrate 

prognostics with the help of rough estimates of the turbine component lifetime from inspections. 

When prognostics is confident, maintenance actions can be guided by the predicted lifetime alone. 

Conversely, standard predictive thresholds can also be optimized to complement time-based 

maintenance to prevent turbine component failures within two adjacent inspections, thus providing 

the potential for maintenance planning with partial and inaccurate prognostic information. The 

maintenance costs and policies are formulated into a large-scale optimization model to capture the 

economic dependencies between components within a turbine, as well as components across 

turbines in the farm. A numerical example is provided to demonstrate and verify the proposed 

method. Insights on the influence of prognostic error on maintenance costs are derived from 

comparative studies. The materials of this research topic have been submitted as a journal paper. 

The novel contribution of this thesis is two-fold with respect to component-level prognostics and 

system-level maintenance, as summarized below: 

1) Prognostics: Deep learning techniques are devised to address the issue of limited data 

availability in prognostics. Specifically, when there are only a few instances of failure data 

but a larger number of suspension data, an SRGAN method is proposed to predict the RUL 

by utilizing both types of data. In this method, a multi-task objective function is established 

to capture valuable information from suspension histories, allowing for more accurate 

estimates of RUL that align with physical expectations. Regarding the RUL prediction for 

machines operating in unrecorded conditions, two different scenarios are considered. In the 

first scenario, where very few suspension histories can be collected during planned 

maintenance for the machine working in a new environment, a novel method that combines 

COSMO and transfer learning is proposed for cross-domain prognostics. This method 
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allows the prognostic model to work for different conditions by adapting domain features 

from both marginal and conditional perspectives. As a result, it significantly improves RUL 

predictions using limited suspension histories. In the second scenario, where no data in any 

form can be collected from a machine operating under new conditions, a new RUL 

prediction method based on state-space modeling and reinforcement learning is presented. 

This model is trained using adversarial training based on the concept of H∞ robustness. It 

is designed to be robust to operation parameters and sensitive to the RUL of equipment 

operating beyond historical records. 

2) Maintenance decision-making: A comprehensive study is conducted to investigate how 

prognostics could be more practically integrated into system maintenance decision-making. 

The main contribution lies in dealing with the issue of having only partial monitoring 

capability for the mechanical system and the lack of accurate RUL predictions during 

maintenance scheduling. A maintenance optimization approach is proposed that takes into 

account the RUL prediction available only for certain components of the system. This 

method helps identify maintenance thresholds while also optimizing planned inspection 

intervals at the system level. During this process, a degradation-related system efficiency 

model is proposed to evaluate maintenance benefits more realistically. Furthermore, a new 

maintenance basis denoted by the posterior RUL percentage is presented to determine 

preventive maintenance actions. This maintenance basis combines auxiliary health 

estimates gathered during inspections with predictive analytics to calibrate RUL 

predictions, thereby enabling better decision-making to enhance maintenance benefits, 

especially in situations where prognostics is not perfect. Insights on the influence of 

prognostic errors on maintenance costs are derived by inducing error modeling into the 

optimization model. 

The rest of this thesis is organized as follows. Chapter 2, Chapter 3, Chapter 4, Chapter 5, and 

Chapter 6 present the details of the four research topics, namely Topic #1, Topic #2, Topic #3, 

Topic #4, and Topic #5, respectively. Lastly, in Chapter 7, the research studies conducted in this 

thesis are summarized and future explorations are also discussed. 

This thesis is written using the paper-based template, which meets the formatting requirements of 

the Faculty of Graduate Studies and Research at the University of Alberta. 
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Chapter 2: Semi-supervised GAN for machine prognostics 

using failure and suspension histories 

 

Engineering assets are generally replaced by new ones before failure during planned maintenance, 

resulting in limited failure histories and often more than double the number of suspension histories. 

As suspension histories cannot be labeled with RUL values due to the unknown failure time, semi-

supervised regression models are explored to incorporate unlabeled suspension histories in RUL 

predictions. This chapter is covered by the first research topic (Topic #1), as mentioned in Section 

1.3. The organization of this chapter is as follows. In Section 2.1, the techniques for prognostics 

incorporating suspension histories are introduced. In Section 2.2, the concept of GAN and the basic 

principles of semi-supervised regression generative adversarial network (SRGAN) used for RUL 

predictions are presented. Section 2.3 describes the proposed RUL prediction method based on 

semi-supervised learning. Section 2.4 provides an in-depth analysis of the proposed model, 

especially for the model setting and uncertainty quantification. Section 2.5 uses two case studies 

to validate the proposed methods. Finally, conclusions are made in Section 2.6. The results of this 

chapter have been published as a journal paper [175]. 

2.1 Introduction 

The condition data history refers to the collection of monitoring data that tracks the health status 

of the machine from the moment it is first used until it is retired or replaced after undergoing 

maintenance. There are two types of data commonly used for building prognostic models: failure 

history and suspension history. As illustrated in Fig. 2.1, a history involves three essential pieces 

of information: date, event, and monitoring features. If the event is marked as “EF”, it means that 

the machine is replaced with failure. In this case, the end time is the failure time, and we can 

calculate the RUL for each line of monitoring features by subtracting the current time from the 

failure time. However, when an equipment function is terminated before failure, as marked by 

“ES”, the exact failure time is unknown because the equipment has not completely failed. The 

monitoring history collected in this situation is known as “suspension history”. It is unable to 

assign an accurate RUL value to this type of data used for model training.  
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Fig. 2.1: Illustration of historical data used for prognostics 

Most of the methods utilized to predict the RUL of machines rely on having a substantial number 

of failure histories. These failure histories provide information on when a machine has experienced 

a failure and has been replaced. By analyzing this failure information, RUL values can be assigned 

to different sets of monitored features in the failure history, which are then used to train the 

prognostic model. However, in real-world scenarios, engineering assets are often taken out of 

service before experiencing complete failures, either for planned maintenance or when an early 

defect is detected. As a result, only a limited number of failure histories are available, while 

suspension histories can be collected more frequently, often more than twice as many. In this 

situation, the insufficient amount of failure history data makes it challenging to accurately 

understand the degradation patterns of the machine using a prognostic model. To overcome this 

limitation, it is crucial to incorporate suspension history into the prognostic model to improve the 

accuracy of RUL predictions. 

Some methods have been reported to incorporate suspension histories in the development of 

models. These methods have been discussed in detail in Section 1.2.1. They can be categorized 

into three main groups. The first category is the reliability-based method, which is relatively 

straightforward to implement. This approach utilizes the failure time and suspension time to 

estimate the distribution of lifetime, as mentioned in [23]-[26]. However, it is noted that these 

methods may not be able to predict RUL based on data monitoring. The second group of methods, 

as presented in [27]-[30], involves establishing a health indicator (HI) for each suspension history. 

A threshold is set to determine when failure occurs, and this allows for the estimation of failure 
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time for each suspension history. The suspension history can then be labeled with RUL values for 

training prognostic models. One drawback of this method is that the estimated failure time is highly 

dependent on a suitable threshold, which requires a large amount of data or knowledge. This means 

that this method can only perform well under conditions that are fully documented in the training 

dataset. The third category of techniques focuses on incorporating both failure and suspension 

histories in semi-supervised learning. In these methods, failure and suspension histories are treated 

as labeled and unlabeled data, respectively, as illustrated in [34]-[37]. However, a limitation of 

these approaches is that the predicted RUL for all inspection points in a suspension history is not 

interdependent. When using semi-supervised learning methods, the suspension history may yield 

multiple predicted failure times with significant discrepancies when predictions are made at 

different inspection points. Additionally, the predicted failure time may be shorter than the 

suspension time when the predictions are made at early inspection points. As a result, these 

predictions could be incorrect or even physically implausible. 

Generative adversarial network (GAN) is a widely used technique when there is a limited amount 

of labeled data available. It combines the generative algorithm and adversarial concept to enhance 

the model generalization [94]. In the field of prognostics, semi-supervised regression GAN 

(SRGAN) [95] allows for the use of failure and suspension histories as labeled and unlabeled data 

to make RUL predictions. Nevertheless, existing studies have overlooked the valuable information 

provided by suspension histories in deep learning models, resulting in less reliable and convincing 

prognostics. In this chapter, a novel prognostic method is proposed based on the architecture of 

SRGAN that takes into account the information from suspension histories. To the best of our 

knowledge, no previous published research has considered the unique failure information provided 

by suspension histories in the semi-supervised prognostic model.  

The original contributions are summarized as follows: 1) The model generalization is improved 

by using adversarial training for possible multiple failure modes and operating conditions, 

especially when the number of failure histories is limited. 2) A single objective function 

incorporating multiple tasks is proposed for SRGAN to consider the failure information from 

suspension histories. 3) A robustness evaluation method is proposed to assess the uncertainty of 

the prognostic model resulting from a scarcity of data. 
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2.2 Semi-supervised regression GANs for prognostics 

In this section, the basic principles of SRGAN used for RUL predictions is presented. Let Dl = 

{(x1, y1), (x2, y2), ..., (xm, ym)} represents m labeled degradation data and assume that there are n 

unlabeled samples, denoted by Du = {xm+1, xm+2, …, xm+n}, where x denotes the measurements and 

y represents the corresponding RUL. The problem of semi-supervised prognostics can be 

formulated as: given m labeled data Dl and n unlabeled data Du, construct a nonlinear prognostic 

model ˆ ( )y f x=  to predict the RUL for new condition measurements. 

Recently, Olmschenk et al. [95] proposed a novel SRGAN structure for semi-supervised regression 

and proved that it could perform better than other GAN models [96]. As shown in Fig. 2.2, the 

SRGAN-based prognostic model not only relies on labeled condition data for supervised learning 

but also uses unlabeled samples for unsupervised training. Oftentimes, when the amount of 

available labeled data is limited, the prognostic model can only learn a rough degradation trace, 

while the unlabeled condition data can make the learned conditional distribution ( | )p y x  more 

complete because the condition monitoring data of equipment may have similar degradation 

manifolds. Different from the basic GAN model, SRGAN constructs continuous loss functions 

instead of cross-entropy losses so that a conditional distribution ( | )p y x  can be effectively learned 

for RUL predictions. 

 

Fig. 2.2: Use of SRGAN for prognostics 
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According to SRGAN, the discriminator uses the multi-task structure, and its loss function contains 

three parts as: 

supervised unsupervised labeled unlabeled generatedD L L L LL L+ = + +=  (2.1) 

where Llabeled means the loss function for the supervised training task, Lunlabeled means estimating 

the continuous label of unlabeled data, and Lgenerated means judging the input data as real data or a 

generated one. Each of the loss functions can be defined as follows:  

 
2

, ~ ( , ) ( )x y pda atae xl led ybL D x y= −  (2.2) 

2

2
~ ~( ) ( )

labeled unlabeledunlab x peled x pL f x f x= −  (2.3) 

( )
1

~ ~log ( ) ( )
g unlabeledt x p x pgenera edL f x f x−= −  (2.4) 

where 
1
 and 

2
 denote the first-order norm and the second-order norm, f(x) is the activations on 

an intermediate layer of the discriminator, Llabeled is defined by mean squared error (MSE) for the 

supervised regression, Lunlabeled is constructed by the feature matching [97] to reduce the difference 

in feature statistics between labeled and unlabeled data, and Lgenerated is built by the feature 

contrasting [95] to make the feature distribution of the real data as dissimilar to the generated data 

as possible.  

The generator also uses feature matching to model the divergence between the real data and the 

generated data by: 

2

2
~ ~( ) ( )

g unlabeledx p x pG f x f xL −=  (2.5) 

In SRGAN, the generator loss LG and Lgenerated have opposing goals and thus can form adversarial 

training to boost the generalization of the prognostic model. For actual RUL prediction 

applications, the condition monitoring data often continues throughout the life cycle of the 

equipment. When an SRGAN-based prognostic model is constructed, the failure history and the 

suspension history will be considered as labeled data and unlabeled data for model training so that 
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the suspension history can be used to help the prognostic model find a clear degradation trace even 

with reduced amounts of failure history. 

2.3 Proposed methodology 

2.3.1 Overview 

In most semi-supervised learning-based prognostic methods, the suspension histories are treated 

as unlabeled data, and the estimated failure time of the suspension histories strongly depends on 

the real failure histories. However, the suspension histories consist of valuable information that 

can reflect the degradation of mechanical systems. The special information of suspended data can 

help the model get more accurate results and cannot be ignored. A suspension history will contain 

a few inspection points and a termination point at the suspension time, and a suspension history 

will be labeled by one identity number, such as the first or the second suspension history. Thus, 

from the perspective of RUL prediction, a suspension history has three special information labels, 

i.e., identity, suspension time, and inspection time. Based on these three special labels, three 

valuable pieces of information can be summarized associated with a suspension history: 

1) The similar failure time: each of the inspection points in one suspension history should 

have a close predicted failure time. Due to the measurement noise, the predicted failure 

time made at all inspection points will not be precisely the same, but they should follow a 

specific distribution. Therefore, we can assume that the predicted failure time obeys a 

normal distribution and reduces the difference between all values by minimizing the 

predicted variance. 

2) The suspension time as a model constraint: the associated components were taken out of 

service at the suspension times, and they did not experience real failures. This information 

can be used as a constraint for the RUL prediction model. When a prediction model is 

applied to a suspension history, the predicted failure time for all inspection points should 

be ensured to exceed the suspension time. 

3) The degradation is reflected in the condition monitoring data: the equipment will degrade 

over time, and the condition monitoring data will change as the degradation progresses. 

Therefore, the monitoring measurements can reflect the degradation level of equipment 
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and RUL. Almost all RUL prediction models suppose that the condition data with similar 

measurements will have similar RUL, which is also applicable for suspension histories. 

The above-mentioned three pieces of important information on suspension histories can help the 

RUL prediction model develop multiple parts of the objective function to get better prediction 

performance. It is worth mentioning that the third piece of information can also be regarded as the 

manifold hypothesis, and thus, the suspended data can be highly beneficial for semi-supervised 

learning. 
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Fig. 2.3: Procedure of RUL prediction using failure and suspension histories 

Fig. 2.3 summarizes the significant steps of the proposed semi-supervised GAN method for RUL 

prediction by integrating failure and suspension histories. The model is trained offline and is 

applied for online prediction. In order to meet the manifold hypothesis, first in part (A), it is 

necessary to select those condition data from the failure histories at each inspection point that 

match suspension histories the best. After that, in part (B), the RUL prediction model will be 

trained based on the failure and suspension histories by defining multiple parts of the objective 

function. Once the prediction model is trained, it can be used for RUL prediction online in part (C) 

when new condition data are available. The red line shows the data stream in the supervised 



29 
 
 

training step, and the blue line presents the input data for the semi-supervised training step. The 

most challenging part of using data from suspension histories is to estimate the unknown single 

failure time at each inspection point. However, unlike the previous works, the key idea of the 

present work is that a pair of condition data with the same RUL should have a similar distribution 

instead of independently predicting the failure time of suspension histories directly based on the 

training model. By using the generative adversarial architecture in semi-supervised training, the 

predicted failure time of suspension histories will utilize both generative data and failure histories, 

thereby improving the model generalization and avoiding the overfitting problem. 

The details of the proposed method are introduced in the following subsections. 

2.3.2 Data preprocessing 

When failure histories and suspension histories are available, the first step of the method is to 

convert the collected data into the samples used for the model training. Let Df = {Df,1, Df,2, ..., Df,m} 

represent m failure data, where Df,i is the i-th failure history with lfi inspection points, denoted by 

Df,i = {(xf,i,1, tf,i,1), (xf,i,2, tf,i,2), ..., (xf,i,lfi, tf,i,lfi)}, and (xf,i,j, tf,i,j) is the j-th inspection point of the i-th 

failure history, where xf,i,j  R1×d has d condition monitoring measurement values and tf,i,j is the 

corresponding inspection time. In addition, suppose that there are n suspension data, denoted by 

Ds= {Ds,1, Ds,2, ..., Ds,n}, and often n > m. Similar to the failure data, each suspended data has lsi 

inspection points, denoted by Ds,i = {(xs,i,1, ts,i,1), (xs,i,2, ts,i,2), ..., (xs,i,lsi, ts,i,lsi)}, where (xs,i,j, ts,i,j) is 

the j-th inspection point of the i-th suspension history, and the measurement types of xs,i,j are the 

same as the failure histories. We call the last inspection point of the i-th failure history (xf,i,lfi, tf,i,lfi) 

as the failure point, and also, tf,i,lfi can be regarded as the failure time of the i-th failure history, 

represented as Tf,i, i = 1, 2, …, m. In contrast, the last inspection time of the i-th suspension history 

ts,i,lsi is called the suspension time, denoted by Ts,i, i = 1, 2, …, n. 

In this work, the architecture and loss functions of the SRGAN-based prognostic model presented 

in Section 2.2 are developed. The inputs to the discriminator of the SRGAN model are set as the 

d condition monitoring measurements collected at each inspection point. The output of the 

discriminator is the predicted RUL percentage, which is equal to the quotient of the predicted RUL 

and the failure time. Therefore, the actual RUL percentage should be calculated for all inspection 
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points of failure histories. For instance, in terms of the inspection data xf,i,j in the i-th failure history, 

the corresponding actual RUL percentage ri,j will be: 

, , ,

,

,

f i f i j

i j

f i

T t
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T

−
=  (2.6) 

The training dataset of the proposed method contains labeled data and unlabeled data. The labeled 

data is constructed based on the failure histories, presented by Dl = {(xf,1,1, r1,1), …, (xf,1,lf1, r1,lf1), ..., 

(xf,m,1, rm,1), …, (xf,m,lfm, rm,lfm)}. In contrast, the unlabeled data will be built based on the suspension 

histories. Due to lack of failure time for such data, it is hard to estimate the RUL percentage for 

each inspection point in suspension histories. As mentioned in Section 2.3.1, however, three 

special labels are critical for suspension histories, i.e., identity, suspension time, and inspection 

time. For the j-th inspection point of the i-th suspension history xs,i,j, the identity, suspension time, 

and inspection time will be i, Ts,i, and ts,i,j, respectively. From the perspective of RUL prediction, 

the data with similar monitoring measurements will have similar RUL, while the measurement 

distribution between the data with different RULs may be completely different. Therefore, the k-

nearest neighbor [98] is used to construct the neighbor graph G for suspension histories in data 

preprocessing. We calculate the k closest neighbors in failure histories Dl for each inspection point 

in suspension histories, namely Ωi,j, i = 1, 2, …, n, j = 1, 2, …, lsi. The Euclidean distance is used 

to measure the dissimilarity between a pair of suspended data and failure data as: 

( ) ( )( ) ( )
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d

s f

i

D x x xis x
=

= −  (2.7) 

Here, xf and xs denote the condition monitoring measurements in the failure and suspension 

histories, separately. For each suspended data xs,i,j, the Euclidean distances between xs,i,j and all 

inspection points in failure histories are calculated, and the k failure data with the smallest 

dissimilarity are recorded in Ωi,j. In the case studies, we found that using different distances will 

not have a significant influence on the RUL prediction. For each semi-supervised training step, 

among these k nearest neighbors, only one of them will be selected randomly as the single neighbor 

of each suspension history data at each inspection point.  
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Finally, the unlabeled data will be constructed for the model training as Du = {(xs,1,1, 1, Ts,1, ts,1,1, 

Ω1,1), …, (xs,1,ls1, ls1, Ts,ls1, ts,1,ls1, Ω1,ls1), ..., (xs,n,1, n, Ts,n, ts,n,1, Ωn,1), …, (xs,n,lsn, lsn, Ts,lsn, ts,n,lsn, 

Ωn,lsn)}. In general, 2/3 labeled data and all unlabeled data are used for the model training, and the 

rest of 1/3 labeled data can be used for the model validation. The input data can also involve 

multiple time points when the considered length of the time window is larger than one. 

2.3.3 RUL prediction considering suspension histories 

In this section, SRGAN is developed for RUL prediction based on the failure and suspension 

histories. As discussed before, the suspended data is especially helpful for the semi-supervised 

regression due to the manifold hypothesis. In addition, suspension histories often have special 

labels, and these labels can provide more information than unlabeled data for semi-supervised 

learning. Therefore, three pieces of valuable information on suspension histories are considered to 

develop the objective functions of the model to get more accurate prediction results. 

The key idea is that the degradation relationship between the condition monitoring data and RUL 

is the same for all failure and suspension histories. Consequently, for a specific RUL value, the 

estimated distribution of measurements should be similar. In this method, the discriminator does 

not attempt to predict the RUL percentage for suspension histories. Instead, the statistics of 

monitoring measurements with a specific RUL for failure and suspension histories are compared.  

 

Fig. 2.4: Architecture of the proposed semi-supervised GAN model for RUL prediction 

Due to the unknown failure time, only one failure data, denoted by (xk,i,j, rk,i,j), is selected randomly 

from the neighbor set Ωi,j including k neighbors for the suspended data xs,i,j first, i = 1, 2, …, n, j = 

1, 2, …, lsi. We use the discriminator to make the suspended input data xs,i,j have a similar 
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measurement distribution as the corresponding failure sample xk,i,j. The discriminator also tries to 

make the data generated under the rk,i,j condition have a different measurement distribution from 

the suspended data xs,i,j. On the other hand, the generator seeks to generate samples that match the 

suspended data xs,i,j under the given rk,i,j. Therefore, the objective of the model can be formulated 

as a two-player non-cooperative game. The architecture of the proposed RUL prediction model is 

shown in Fig. 2.4. At each epoch during training, all failure histories are first used to update the 

weights of the discriminator to minimize the supervised regression loss. After that, the 

discriminator and the generator will be optimized again by using a semi-supervised multi-task 

structure. Meanwhile, the generator applies a conditional structure to produce samples to improve 

the model generalization. Similar to SRGAN, we also use feature matching and feature contrasting 

to describe the dissimilarity between two distributions. In these settings, the predicted RUL is still 

determined by the failure histories, but the fact that the model must meet the special information 

and must match the suspension history with the failure history one-to-one can force the 

discriminator to obtain more accurate RUL predictions. 

Primarily in semi-supervised training, the loss of discriminator is constructed as a multi-task 

function, which contains five parts to represent the useful information of suspension histories as: 

   , , , , , ,D labeled unlabeled generated labeled ft st matching generatedL L L L L L L L L= =  (2.8) 

Given the labeled data Dl, the Llabeled is defined by MSE for supervised regression as: 
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where pdata(xf, r) is the joint probability distribution of the condition monitoring measurements and 

the corresponding RUL percentage in Dl. 

The loss Lft is built based on the first and the third label, i.e., the identity and inspection time, of 

suspension histories, which means minimizing the difference of the predicted failure time among 

all inspection points in one suspension history by: 
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where n is the number of suspension histories and , ,( )s i jD x  denotes the output of discriminator 

with , ,s i jx  as input. 

Since the predicted failure time of suspension histories should exceed their suspension time, the 

loss Lst is set as a constraint for the RUL prediction model by: 
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Finally, the loss Lmatching means minimizing the difference in measurement statistics between 

unlabeled data Du and their corresponding one random neighbor (xk, rk), and Lgenerated means 

maximizing the distribution divergence between the generated and unlabeled data given the 

specific condition of rk. Same as the losses constructed in SRGAN, i.e., Eq. (2.3) and Eq. (2.4), 

the loss Lmatching and Lgenerated are still built by feature matching (measurement matching) and 

feature contrasting (measurement contrasting), respectively, but using conditional formulas: 

~

2

(
2

| ) ~( ) ( )
k s s unlabeledx p x kmatchi x p sngL f x f x= −  (2.12) 

( ),
1

~ ~ ( | ) ~log ( ( | )) ( )
k s s unlabeledz nor ise p pe x k xgene d p satL f G z p f x −= −  (2.13) 

where punlabeled is the probability distribution of the monitoring measurements xs in suspended data 

Du, and p(Ω|xs) is the conditional probability distribution of the neighbor set given a specific xs.  

Simultaneously, the loss of the generator is also constructed as a conditional form by matching 

different measurements: 

,
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~ ~ ( | ) ~
2

( ( | )) ( )
k s s unlabeledz noise p x x pG p k sL f G z r f x= −  (2.14) 

Often, the objective function of machine learning algorithms can be decomposed into a summation 

of the training samples. Therefore, we can decompose the training data into multiple mini-batch 

samples and perform model training separately. When the training data Dl and Du are available, 

the losses proposed from Eq. (2.8) to Eq. (2.14) can be used to optimize the RUL prediction model 

in several epochs. In each epoch, the labeled data Dl is first used for the supervised training. After 

that, the i-th suspended data with a batch size of lsi and their corresponding neighbors xk are put 
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into the model to minimize the losses Llabeled, Lft,i, Lst,i, Lmatching, Lgenerated, and LG successively for i 

from 0 to n. When the training epoch reaches the maximum preset epoch, the model training is 

completed, and the discriminator with the minimum validation loss is recorded for the online RUL 

prediction. 

To summarize, the proposed method sets the objective function based on the special information 

of suspension histories. It seems that only using a common regression model with the proposed 

loss functions may still be feasible. While considering that the data set usually contains noise, the 

use of adversarial training can help the model improve the quality of generated data to reduce 

overfitting based on suspension histories. Consequently, the proposed RUL prediction model can 

be especially useful when the amount of failure history is limited. In actual applications, it is 

reasonable to estimate RUL as a constant value when the equipment operates in normal conditions. 

When the maximum RUL is considered, we can first calculate the value of (Ts,i﹣ts,i,j) for each 

suspended data xs,i,j. If the value is larger than the preset maximum RUL, the corresponding 

suspended data can be regarded as failure data with the RUL percentage equal to 1, otherwise, 

*

, ,f i jT  and 
*

, ,s i jt  are estimated for the semi-supervised training. 

2.4 Model analysis 

In this section, we have an in-depth analysis of the proposed RUL prediction method in order to 

better implement the model. In Section 2.4.1, the training mechanisms and model setting are first 

discussed. Then in the rest of the section, the model uncertainty is analyzed to improve the model 

credibility. 

2.4.1 Model theorem and parameter setting 

In the proposed RUL prediction model, multiple tasks are designed based on the information of 

suspension histories to improve the model performance. Given the loss functions listed from Eq. 

(2.9) to Eq. (2.13), the objective function of the discriminator can also be formulated as: 

1 2 3 4 5min ( , )D labeled ft st matching generated
D

V D G L L L L L    = + + + +  (2.15) 

where λ1, λ2, λ3, λ4, and λ5 denote the weight of the five tasks in minD VD (D, G).  
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In the discriminator, the parameters θd of hidden layers are shared between all tasks. When a 

generator is trained properly, each pair of the distribution between the labeled, unlabeled, and 

generated data will be as similar as possible. For this fixed generator, we can find an 

optimal discriminator DG
* by minimizing the loss function. When conducting model training on 

supervised learning, we aim to learn a good representation for RUL prediction that ideally ignores 

the data-dependent noise in the failure histories. As suspended data have different noise patterns, 

a model that considers two sources of equipment histories can learn a more general representation. 

In this method, the weight of loss can be adjusted to help the model focus its attention on the 

critical measurements of failure histories, and the extra training tasks will provide additional 

evidence for the relevance or irrelevance of those measurements. Therefore, the unsupervised loss 

designed by the special information of suspension histories can be regarded as a regularizer for the 

supervised loss to reduce the risk of overfitting [99]. 

The weight of the loss determines the importance of the corresponding optimization task. For 

example, if the λ1 parameter is much larger than other weight parameters, the proposed model will 

become a purely supervised learning model that uses only failure histories. In this work, the weight 

setting is determined using the following approach: we first set the weight of semi-supervised tasks 

to ensure that the losses of all training tasks are in the same magnitude order. Then, we change the 

value of λ1 many times to train the model and select the final λ1 with the smallest validation loss. 

This procedure does not lead to the optimal weighting factors, but if the model is well constructed 

and all of the losses are in the same magnitude order, the adjustment of a single weighting 

parameter will not significantly change the prognostic performance. As a result, this weight-setting 

procedure is reasonable to find a set of weights for the proposed prognostic model. In addition to 

the parameter setting, we can also select different basic models, e.g., multilayer perceptron (MLP), 

LSTM, or CNN, to construct the RUL prediction model, which depends totally on the type of 

condition monitoring features [100]. 

2.4.2 Uncertainty quantification 

In prognostics, especially when the failure history is limited, it is of paramount importance to take 

into account uncertainties in the data and in the prediction models [32]. Consider the labeled failure 

data, Dl = {(xf,1,1, r1,1), …, (xf,1,lf1, r1,lf1), ..., (xf,m,1, rm,1), …, (xf,m,lfm, rm,lfm)}, constructed in Section 

2.3.2. In this work, our targets, the RUL percentage of the inspection data xf,i,j in the i-th failure 
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history, denoted by ri,j, are assumed to be drawn from a Gaussian distribution with unknown mean 

μi,j and variance 
2

,i j . The RUL percentage uncertainty is mainly caused by the variations in the 

histories for different units, the uncertainty in the training data and the capability of the prediction 

model. Gaussian distribution is often times used to describe such uncertainty in many prognostic 

works [101][102], including uncertainty in model parameters. Based on the idea from [103], the 

value of μi,j and 
2

,i j  can be estimated based on their conjugate prior distribution as: 

ri,j∼N (μ
i,j

,σi,j
2 ) , with μ

i,j
∼N (γ

i,j
,σi,j

2 νi,j
-1) ,σi,j

2 ∼Γ-1 (αi,j,βi,j
) (2.16) 

where Γ(∙) is the gamma function, γi,j is the mean of μi,j, σi,j
2 νi,j

-1 is the variance of μi,j, αi,j and βi,j are 

the shape and scale parameter of the gamma function, and in which 1 > γi,j > 0 , νi,j > 0, αi,j > 1, 

and βi,j > 0. By these definitions, four values, i.e., γ, ν, α, and β, can be set as the output of the 

discriminator. Considering uncertainties, we aim to learn a prognostic model ˆˆ ˆ ˆ, , , ( )f x    = , so 

that the distribution of RUL percentage, i.e., N( ( ) , ( )2 ), can be predicted when new 

condition data x is monitored. In order to learn the defined prognostic model, the “labeled loss” in 

the discriminator can be adjusted as an evidential regression form [103]: 

( ), ~ ( , )f data flabeled NLL Rx p p x pL L L= +  (2.17) 

where LNLL aims to maximize the likelihood of observations, LR means inflating uncertainty when 

the prediction is wrong, and λ denotes the weight between the two tasks. For each pair of labeled 

failure data {xf,i,j, pi,j}, both of the loss functions are calculated as [103]: 

( ) ( )( )

( )
( )

2

, , , , , , ,

,

,

,

1 1
log log log

2 2

          log
0.5

NLL i j i j i j i j i j i j i j

i j

i j

i j

L r


   






   
= −  + + − +       

 
 +
  +
 

 (2.18) 

( ), , , ,1
2R i j i j i j i jL p   = −  +  (2.19) 

where Φi,j = 2βi,j (1 + νi,j). 



37 
 
 

When new condition data x is available for online applications, four output values, i.e., ˆˆ ˆ ˆ, , ,    , 

are obtained to characterize the distribution of RUL percentage. The predicted RUL percentage 

will be a Gaussian distribution with mean ( )  and variance ( )2  as: 

( ) ( )2
ˆ

ˆ,  
ˆ 1


  


= =

−
 (2.20) 

where the mean of μ is also regarded as the output of the discriminator when its input is suspension 

histories for semi-supervised learning. Therefore, the term , ,( )s i jD x will be computed as γi,j for 

unsupervised losses in Eq. (2.10) and Eq. (2.11). 

Since the number of failure histories is assumed to be limited, it is critical to explain the uncertainty 

caused by the scarce data. The value of 2  quantifies the noise inherent in observations, and the 

variance of μ accounts for uncertainty associated with the amount of data [104]. As pointed out in 

[105], if a prognostic model is well constructed with scarce data, there is an emphasis on 

calculating the estimate with the minimum variance. That is, the variance of the mean of the 

predicted RUL percentage should be within an acceptable range. As a result, a credibility value 

(CV) is defined based on the variance of μ to estimate the credibility of network models in the test 

process by: 

( )
1 1

Var
( 1)

t tn n

i
i

i i i i

CV



 = =

= =
−

   (2.21) 

where nt is the total number of test data. A smaller CV value indicates that the model has lower 

uncertainty, and thus, the model will be more reliable for RUL predictions. 

It is the first time to integrate the idea of evidential regression into the RUL prediction model to 

estimate the credibility of the model. By this approach, the uncertainty of the RUL prediction 

model can be quantified in a reasonable way. The distribution of the predicted RUL percentage 

can also be estimated through a single run of the GAN model without repeated model training and 

running. 
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2.5 Case studies 

2.5.1 Data description 

In the case study, two benchmark datasets are used to validate the RUL prediction performance of 

the proposed method. The first dataset is the C-MAPSS dataset [106], which was created by NASA 

to simulate the actual degradation of turbofan engines. As shown in Table 2.1, the C-MAPSS 

dataset is divided into four subsets according to different fault modes and operation conditions. 

Each subset provides a training set and a testing set. The training engine operates from normal to 

failure, and the corresponding RUL of each time cycle is offered. In contrast, the testing engine 

stops operating prior to failure. The c-MAPSS dataset contains multiple fault modes and operation 

conditions and is thus suitable for studying the relationship between varying conditions and 

degradation trends [16]. 

Table 2.1: C-MAPSS dataset 

Subsets FD001 FD002 FD003 FD004 

Training engines 100 260 100 249 

Testing engines 100 259 100 248 

Fault modes 1 1 2 2 

Operation conditions 1 6 1 6 

In the second case study, the data collected from bearings on a group of Gould pumps at a Canadian 

Kraft pulp mill company [107] is utilized. In this dataset, 11 failure histories and 22 suspension 

histories are available. Vibration data are collected from bearings in eight pump locations. For 

each history, seven measurements are analyzed with five different vibration frequency bands and 

the overall vibration reading plus acceleration data. The pump dataset is used to reflect the 

degradation prediction performance of the proposed model for real vibration data. 

Due to the capability to cope with long-term dependencies, LSTM is used as the baseline model 

in this work. For the comparative study, three additional models are also constructed so that four 

contrast models are discussed, including LSTM, SRGAN, LSTM-S, and SRGAN-S. In the 

experimental models, SRGAN is a semi-supervised regression method introduced in Section 2.2.2; 

LSTM-S is the method considering suspension histories proposed in [22] but using LSTM instead 

of ANN; SRGAN-S denotes the proposed method that develops SRGAN to consider both failure 
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and suspension histories. Before the model training, the input condition monitoring measurements 

were standardized with zero mean and one deviation, but the output is not preprocessed because 

the output RUL percentage is a number from 0 to 1. 

To evaluate the accuracy of the proposed method, the root mean squared error (RMSE) is estimated 

as: 

( )
2

1

1 tn

ture predicted

it

RMSE RUL RUL
n =

= −  (2.22) 

Additionally, the credibility of network models is estimated based on the CV given by Eq. (2.21). 

In this work, we use RMSE as the first assessment measure. However, the CV should also be 

within an acceptable range. If the difference in RMSE between the two methods is not significant, 

we can choose the method with a lower CV. In practice, since the accuracy and credibility matrices 

are not sensitive to the value of λ in Eq. (2.17), we set the same λ as 1 for all models to compare 

their RUL prediction performance. 

2.5.2 Case study 1: C-MAPSS dataset 

Since part of sensor values remain unchanged, 14 sensors, i.e., sensors 2, 3, 4, 7, 8, 9, 11, 12, 13, 

14, 15, 17, 20, and 21, are selected as the input measurements. In this case, the maximum RUL is 

considered as a constant value of 130, so the actual RUL percentage will be equal to 1 if the RUL 

of an inspection point is larger than 130. Suspension histories are generated from training engines, 

and the suspension time is randomly selected from 10 to 40 cycles in advance of the failure time. 

The size of the time window is set as 10 to consider time dependencies. We construct the same 

LSTM structure for four models. The LSTM structure has two hidden layers with 30 and 10 

neurons plus dropout (p = 1), and both activations of hidden layers are tanh functions. The number 

of neurons in the input and output layer of the discriminator is 14 and 1, respectively, 

corresponding to the measurement dimension and the 1-dimensional RUL percentage output. The 

generators of SRGAN and SRGAN-S are constructed as a simple two-layer perceptron with tanh 

activations. The 200-dimensional random noise that obeys the standard normal distribution is used 

as the input of the generator, and the output dimension of the generator is 140, which is equal to 

the product of time window size and measurement dimension. The five closest neighbors are 

calculated in each failure history for each inspection point in the suspension history. Adam 
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Fig. 2.5: RMSE and CV of different models on FD001 with different failure histories 
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optimizer is used for the model training with the same 0.5 momentum parameter, while the learning 

rate and epoch number are determined based on the convergence capability of different models. 

All testing engines of each subset are used to test the model performance. The RMSE and CV of 

each model will be recorded with the minimum supervised test loss for the comparison, and 

therefore, the result can be regarded as the best performance that the model can get. 

First, four models are tested using the FD001 subset with ten suspension histories and a different 

number of failure histories. Subset FD001 is subjected to a single fault mode and operating 

condition. Fig. 2.5 shows the experimental results of RMSE and CV obtained from 20 simulations 

using four methods. In Fig. 2.5, the middle line of each box denotes the mean value of 20 tests; 

the dark zone denotes the 95% confidence interval of the mean value; the low transparency zone 

represents the region that contains about two-thirds of the data points. Between two boxes, the 

smaller the overlap of dark bars, or the larger the gap between dark bars, the smaller the statistical 

P-value and the stronger the evidence for a significant difference between the two methods [108]. 

It is observed that SRGAN-S outperforms the other three methods with respect to both RMSE and 

CV, especially when the number of failure histories is very limited, such as only 2 or 4 failure 

histories. In addition, SRGAN-S shows a statistically significant difference between the RMSE 

produced by other models. With the increase of failure histories, the predicted failure time of 

suspension histories will be more accurate, and thus, LSTM-S can get a satisfactory performance 

in the final subcase. However, when the number of failure histories is 6 or 10, the statistical 

difference between LSTM-S and SRGAN-S is not significant. This may be due to the fact that the 

proposed method already shows good performance with only 6 failure histories. Therefore, further 

increasing the number of failure histories may not lead to a notable improvement in its prognostic 

performance. From Fig. 2.5, it can be seen that the RMSE variance of the proposed model in 10 

failure histories seems to be larger than that in 6 failure histories. This misidentification is mainly 

caused by the different scales of the y-axis in the two plots. SRGAN-S can get a highly accurate 

and reliable RUL prediction in nearly all subcases and is thus the most effective method among 

these four methods when the failure histories are not adequate. 

To study the relationship between varying conditions and degradation trends, four models are also 

verified using different subsets with the same four failure histories and eight suspension histories. 

Subset FD001 and FD003 are subjected to a single operating condition, while subset FD002 and 
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Fig. 2.6: RMSE and CV of different models on different data subsets 
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Fig. 2.7: Comparisons between predicted and actual RUL percentages of one testing engine 

FD004 are more complex due to six operating conditions. The experimental results of RMSE and 

CV obtained from 20 simulations are presented in Fig. 2.6. Overall, SRGAN-S performs better 

than the other three methods because it has the lowest RMSE and a lower acceptable CV in all 

subcases. Except for FD001, different methods will not show significant differences on the CV for 

other subsets, indicating that the prediction results of each method are reliable. LSTM-S can get a 

good performance in single-operation conditions, i.e., FD001 and FD003, but it is hard to obtain a 

satisfactory performance on FD002 and FD004. If the failure histories cannot contain all 

conditions, LSTM-S may lead to biased and inconsistent estimates for the failure time of 

suspension histories, and therefore, the RMSE by LSTM-S may be even worse than the standard 

LSTM method. In contrast, for SRGAN-S, the failure information of suspension histories will not 

only rely on the failure histories but also on the generated data, thereby improving the 

generalization of the model, especially for complex physical conditions. 

Fig. 2.7 shows an intuitive comparison between the predicted RUL values and the actual RUL 

values by different methods. Four models are trained on FD002 with four failure histories and 
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eight suspension histories. The prediction of the sixty-fifth testing engine is presented as an 

example for demonstration. By using the uncertainty quantification method proposed in Section 

2.4.2, the predicted RUL percentage is a Normal distribution N(μ, σ2) rather than a single value. In 

Fig. 2.7, the mean, i.e., red line, and variance of the distribution can be calculated by Eq. (2.20). 

The uncertainty zone, i.e., light red region, ranges from μ-2σ to μ+2σ, which means there will be 

more than 95% predicted values in the uncertainty zone. It can be observed that the predicted RUL 

of SRGAN-S is closer to the actual RUL than the other three methods. In addition, since there will 

be more degradation information as the failure approaches, the prediction errors of engines in the 

early operation are larger than those in the later operation. Fig. 2.7 shows great uncertainties in the 

prediction because the number of failure histories is relatively scarce, and the uncertainty will be 

significantly reduced when we provide more failure histories. 

 

Fig. 2.8: Training loss and testing loss using the proposed method 

Table 2.2: Comparison of computational costs by different methods 

Methods LSTM LSTM-S SRGAN SRGAN-S 

Offline training time (s / epoch) 7.0×10-3 6.1×10-2 2.1×10-2 2.5×10-1 

Online prediction time (s/ 5000 inspections) 4.5×10-2 4.2×10-2 4.2×10-2 4.4×10-2 

Fig. 2.8 presents the supervised training loss and testing loss by using the proposed method. At the 

beginning of training, the testing loss will decrease with the training loss. After a period of epoch, 

the testing loss and training loss will show obvious fluctuations. As discussed in Section 2.4.1, the 

unsupervised loss designed by the unique information of suspension histories can be regarded as 

a regularizer so that SRGAN-S has a strong capability to reduce the risk of overfitting. The 

regularizer of SRGAN-S improves the training and testing noise when the model is close to 
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overfitting. Therefore, after the first local minimal point of testing loss, the training loss of 

SRGAN-S will not continue to decrease, so that a prognostic model with a smaller test loss and 

better generalization can be found. The computational complexity of different methods is 

discussed in Table 2.2. Generally, the training of a deep learning model requires hundreds of 

epochs. For example, we set 300 maximum epochs for LSTM and 600 epochs for the other three 

models in this case. The proposed SRGAN-S model often requires more offline training time since 

it not only needs to process all unlabeled data in each epoch but also needs to calculate additional 

loss functions to consider the information of suspension histories. Nevertheless, all methods use 

the same LTSM structure for online RUL prediction, and thus, they require almost the same online 

prognostic time. In addition, for each inspection point, the online prediction time of each model is 

no more than 9×10-6 s, that is, the deep learning models often have high prediction efficiency and 

low computational cost for online implementation. 

2.5.3 Case study 2: Real pump dataset 

In the real pump dataset, one measurement has a large amount of missing data. Therefore, six 

measurements with five vibration frequency bands plus the overall vibration and acceleration are 

analyzed. Besides, since the inspection time point is discontinuous and has different dispersion, 

the inspection time is also regarded as a monitoring measure. We can get a total of 43 condition 

monitoring measurements for the RUL prediction. In this case, we select five failure histories for 

training and the other four as test histories among 11 available failure histories. In addition, we 

use ten actual suspension histories, which is twice the number of training failure histories. We set 

double-time windows for the pump data, and thus, in the training data, we will have 130 failure 

input/output pairs and 155 suspension input/output pairs. We calculate the two closest neighbors 

in each failure history for suspended data. Different from Case 1, here, 90 failure data and all 

suspended data are used for the model training, and the remaining 40 failure data are used for the 

model validation. In addition, considering that different model architectures may require different 

network structures, we test several network structures and find the proper LSTM structure for four 

methods, respectively. Table 2.3 lists the architecture (hidden layers) of four models, where 

LSTM(n) and FC(n) indicate an LSTM layer and a fully connected layer with n neurons plus 

dropout (p = 1), separately, and all activations of hidden layers are tanh functions. The RMSE and 

CV of each model are recorded when the minimum validation loss is reached, which is more  
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Table 2.3: Model architecture setting 

Method Discriminator architecture Generator architecture 

LSTM LSTM(30)-LSTM(20)-LSTM(10) (-) 

SRGAN LSTM(30)-LSTM(20)-LSTM(10) FC(200)-FC(100) 

LSTM-S LSTM(150)-LSTM(80)-LSTM(50) (-) 

SRGAN-S LSTM(100)-LSTM(60)-LSTM(20) FC(200)-FC(100) 

  

Fig. 2.9: Prognostic performance by different methods on the pump data 

  

  

Fig. 2.10: RUL predictions for four tests using the proposed method 
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practical for the actual applications. Finally, all testing failure histories are used to evaluate the 

performance of each model. 

In this case, RMSE in Eq. (2.22) is computed directly by the predicted and actual RUL percentage. 

Fig. 2.9 presents the experimental results of RMSE and CV obtained from 20 simulations with 

different random seeds using four methods. It can be observed that SRGAN-S outperforms the 

other three methods with respect to both RMSE and CV. In addition, SRGAN-S shows a 

statistically significant difference in RMSE. LSTM is significantly inferior to other methods in 

both RMSE and CV, indicating that the supervised deep learning methods are strongly dependent 

on a large number of failure histories. Except for SRGAN-S, LSTM-S can also get a satisfactory 

performance, because in this case, the training data can involve almost all conditions in testing 

data. The CV values of the three methods, SRGAN, LSTM-S, and SRGAN-S, are acceptable and 

statistically close, which indicates that the prediction results of these three methods are reliable. 

The prediction results on four testing histories using SRGAN-S are shown in Fig. 2.10. Overall, 

the predicted RUL of SRGAN-S is close to the actual RUL. Especially in the second testing 

history, the pump failed within only 300 days, but the prediction model can also find this abrupt 

fault and can get a good RUL prediction when the pump is about to fail. The RUL predicted by 

SRGAN-S has fewer uncertainties in the middle of failure histories, possibly because there are 

more mid-term inspection points in the training dataset. This case study illustrates the capability 

of the proposed method to achieve accurate and reliable RUL predictions for the real application. 

 

Fig. 2.11: Sensitivity analysis of weighting factors 
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Finally, Fig. 2.11 provides a sensitivity analysis to analyze how the values of weighting factors 

affect the prediction results. As shown in Eq. (2.15), we need to set five weighting parameters for 

the discriminator in the proposed method. Generally, we can only set four weights by setting one 

of the weights to 1. Assume that the SRGAN-S is well constructed with λ2 equal to 1, and the 

results presented in Fig. 2.11 can be obtained. We change the value of each weight parameter from 

-100% to 100% and keep the remaining weighting parameters fixed to observe the influence of the 

change of the weight on the test RMSE. It is observed that the prognostic performance results from 

the combined effect of all weighting factors, and the change of a single parameter will not 

significantly affect the model performance. In addition, nearly all RMSEs obtained by the 

proposed method with different weighting parameters are from 0.11 to 0.14, and these results are 

also better than those of other comparative methods shown in Fig. 2.9. 

2.6 Conclusions 

This chapter provides a semi-supervised GAN model to predict the RUL by using both failure and 

suspension histories. Without directly predicting the failure time of each suspension history, the 

proposed GAN model indirectly estimates the RUL percentage of suspended data by matching the 

statistical information between similar failure and suspension histories. Meanwhile, the generated 

data is produced from the generative network to improve the model generalization and avoid 

overfitting. As a result, the failure information of suspension histories depends not only on the 

failure histories but also on the generated data. By comparing different prediction methods, the 

main conclusions from the case studies validate the accuracy and credibility of the proposed 

method. The proposed GAN model can get satisfactory accuracy, especially when the amount of 

failure history is limited. 

The main contribution of the proposed method is the construction of multiple parts of the objective 

function to make full use of the information on suspension histories. Specifically, the proposed 

GAN model considers suspended data as reasonable constraints to improve the model 

performance, rather than just treating them as unlabeled data. When the equipment has multiple 

failure modes or operation conditions, using a model built by limited failure histories to predict 

the failure time of suspension histories may lead to erroneous estimates. In contrast, the proposed 

model only ensures that the output of suspension histories satisfies the constraints without 
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explicitly predicting their failure time. By using adversarial training, the model generalization for 

noise and multi-mode data is significantly improved. Regarding future research, transfer learning 

can be analyzed, especially for the RUL prediction under multiple failure modes when the 

equipment only has a few histories. 
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Chapter 3: RUL prediction of machines across different 

conditions using limited target-domain suspension histories 

 

Historical data typically pertains to the operation of machinery under specific conditions, which 

can cause prognostic models trained on this data to struggle when applied to new environments. 

In practice, it may be feasible to collect limited suspension histories of the machinery in the new 

environment during planned maintenance. By utilizing these unlabeled data, transfer learning 

proves to be effective for cross-domain prognostics through domain adaptation. Therefore, this 

chapter focuses on developing transfer learning to examine how these limited suspension histories 

can be leveraged for machine prognostics across different conditions. The materials in this chapter 

are covered by the second research topic (Topic #2), which is introduced in Section 1.3. The 

organization of this chapter is as follows. In Section 3.1, an introduction to the reported studies on 

machine prognostics involving cross-domain conditions is made. In Section 3.2, the primary 

domain adaptation knowledge and the cross-domain RUL prediction problem are formulated. 

Section 3.3 describes the proposed transfer prognostic method. Section 3.4 validates the proposed 

methods using two case studies. Conclusions are made in Section 3.5. The results of this chapter 

are documented in a journal paper [176]. 

3.1 Introduction 

A prognostic model based on deep learning is typically created offline and used to predict the RUL 

when new condition data is monitored. If a prognostic model is well constructed, it can be used 

online as long as all possible working conditions are included in the training dataset. However, 

traditional deep learning methods have a requirement that the measurements of training and testing 

samples follow a similar distribution. This can be a limitation because equipment often operates 

under different working conditions. The introduction of new conditions leads to significant 

differences in their measurement distributions. For example, if a prognostic model for a pump is 

built using failure histories collected at speeds ranging from 1000 rpm to 1200 rpm, it may not 

accurately predict failures when the pump operates at 1500 rpm. To overcome this limitation, the 

planned inspection can be employed to collect a small amount of target-domain history data when 
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the equipment operates in a new environment. This data, often known as “suspension histories”, 

is obtained when engineering assets are taken out of service before complete failure. By 

incorporating a few target-domain suspension histories, the prognostic model can improve its 

ability to generalize to the new environment. 

As reviewed in Section 1.2.2, transfer learning has the capability to reduce differences in 

distributions by learning complex connections between two domains if we have access to data 

from the target domain. The typical approach to using transfer learning involves two steps. First, 

the “domain invariant feature” is extracted from the monitoring features using nonlinear models 

such as convolutional neural network (CNN) [64], kernel regression [65], or long short-term 

memory (LSTM) [66]. Then, these extracted features are aligned between the source and target 

domains through domain adaptation techniques by domain adaptation techniques such as 

minimizing their maximum mean discrepancy (MMD) [61]-[66] or using adversarial training 

[59][60]. In other words, a prognostic model based on transfer learning can leverage deep learning 

architectures to adapt to different domains and predict the RUL of a machine operating under new 

conditions. 

In the initial operating stages, a machine is typically in a healthy state, and there are no noticeable 

differences in the measured data. However, after a certain period of time, known as the initial fault 

occurrence time (FOT), the machine begins to deteriorate. Many previous studies have overlooked 

the FOT or assumed a constant value for all equipment histories. However, as mentioned in [109], 

it is essential to identify FOT in order to estimate degradation levels for different machines. To 

address this, the hidden Markov model [63] and Pearson correlation coefficient analysis [61] have 

been developed to determine the FOT of machines with two-domain histories before adapting to a 

new domain. These methods assume that the entire life-cycle data is available in the target domain. 

As pointed out in [110], the RUL can be labeled on the target data when degradation states are 

recognized. However, in practice, the machine in the target-domain environment is often 

terminated in the early stages of degradation, making it challenging to label the RUL for these 

suspension histories due to the unknown failure time (FT) and bridge the gap between the two 

domains, especially when the RUL is close to zero. Only one previous study [68] has considered 

censored target-domain data in transfer prognostics by aligning the degradation direction. 
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Even though some progress has been made in cross-domain RUL predictions, there are still some 

shortcomings limiting the successful application of prognostic models in new environments. One 

major limitation is that existing work treats suspension histories in the target domain as unlabeled 

data without attempting to label their RUL value before domain adaptation. This means that 

supervised learning will not consider suspension histories, resulting in the inability to accurately 

predict RUL under multiple working conditions. Current domain adaptation methods only align 

degradation histories between two domains in a holistic manner. They assume that the conditional 

probability distributions from both domains are similar and only match the marginal probability 

distributions in domain adaptation. However, this assumption is not practical for solving the 

prognostic problem [111]. 

In this chapter, a transfer learning method is proposed for cross-domain prognostics using enough 

source-domain failure histories and limited target-domain suspension histories. The novel 

contributions of this chapter include: 1) FOT and FT are identified by developing COSMO-based 

health indicators. This allows us to label the RUL of all training data based on their health status, 

enabling the effective use of suspension histories. 2) A joint MMD method incorporated with 

manifold regularization is proposed. This method guides features from different domains to have 

consistent degradation trajectories. As a result, the source data can help prognostic models predict 

the RUL of target data. 3) A heuristic method and a parallel framework are proposed for model 

training and RUL predictions. These methods allow for the validation of model parameters and 

model uncertainties. 

3.2 Preliminary and problem formulation  

This study aims to investigate the RUL prediction problem in the cross-domain case. We assume 

that the source domain contains enough failure histories, but the target domain includes only 

limited suspension histories. The machine experiences multiple operating conditions in each 

domain, and the measurements in different domains have different distributions. Let 

( ) ( ) ( ) ( )

1 2{ , ,..., }S S S S

mD D D D=  denote m failure histories in the source domain, where ( )S

iD  is the i-th 

failure history with lf,i inspection points, represented by 
( ) ( ) ( ) ( ) ( ) ( ) ( )

,1 ,1 ,2 ,2 , ,{( , ), ( , ),..., ( , )}S S S S S S S

i i i i i i lfi i lfiD x t x t x t=

, and 
( ) ( )

, ,( , )S S

i j i jx t  is the j-th inspection point of the i-th failure history, where 
( ) 1

,

S d

i jx R   has d 

condition monitoring measurements (or features) and ( )

,

S

i jt  is the inspection time. Similarly, let 
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( ) ( ) ( ) ( )

1 2{ , ,..., }T T T T

m m m nD D D D+ + +=  represent n suspension histories in the target domain, and often m≫n. 

Each suspension history has ls,i inspection points, which is denoted by 

( ) ( ) ( ) ( ) ( ) ( ) ( )
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th suspension history, and the dimension and measurement types of 
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,

T

i jx  and 
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,

T

i jt  are the same as 

the source-domain histories. We call the last inspection point of the i-th failure history 
( ) ( )

, ,( , )S S

i lfi i lfix t  

the failure point, and also, 
( )

,

S

i lfit  can be regarded as the FT of the i-th failure history. In contrast, the 

last inspection time of the i-th suspension history 
( )

,

S

i lfit  is called the suspension time. 

Oftentimes, a machine undergoes a stable period in the early stage, which means the machine is at 

the health stage. After FOT, the machine starts to deteriorate over time and is at the degradation 

stage. In this work, the output of the prognostic model, denoted by ŷ , is a value from 0 to 1, 

indicating the RUL percentage of the monitoring data. If the machine is at the health stage, its 

RUL percentage value will be 1. Otherwise, its RUL percentage is determined as a linear function 

related to the inspection time, FT, and FOT. As an example, the RUL percentage ( )

,

S

i jy  in terms of 

the inspection data 
( )

,

S

i jx  will be: 
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where ( )

,

S

i fot  is the FOT of the i-th failure history in the source domain. Since ( )

,

S

i jy  is a percentage 

value from 0 to 1, the prediction of training data is not required to be standardized in the data 

preprocessing.  

In this work, the cross-domain RUL prediction problem is formulated as: given enough failure 

histories in the source domain D(S) and limited suspension histories in the target domain D(T), 

construct a nonlinear prognostic model ˆ ( )y f x= , so that f(x) can get good prognostic performance 

for the target-domain data. 

In most machine learning methods, the input space of training and testing data should follow the 

same distribution. If a learned RUL prediction model can be well generalized to a new machine, 

the new machine should be the same as the machine in the training data and have the same working 

conditions, so that their measurements will have similar distributions. In practice, however, the 
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machine entity in the target domain often has new operating conditions compared to the machine 

in the source domain, resulting in significant differences in their measurement distributions. 

Let y denote the RUL percentage and x represent the monitoring measurements or features. The 

measurements from the source and target domain are defined as x(S) and x(T), respectively. Since 

( | ) ( )y Q y x P x= , in order to use the prediction model for the target domain, it is required to ensure 

that P(x(S)) is close to P(x(T)) and Q(y | x(S)) is also close to Q(y | x(T)). Reported transfer prognostic 

works often assume that Q(y | x(S)) = Q(y | x(T)), and they only minimize the divergence of marginal 

probability distribution between the source and target domain. Fig. 3.1 illustrates a general 

framework to address the cross-domain RUL prediction problem. Since P(x(S)) P(x(T)), we can 

assume that there is a feature mapping ϕ, so that the distribution of the mapped data P(ϕ(x(S))) is 

equal to P(ϕ(x(T))), where the ϕ(x) can be called the “domain invariant features”. In work [57], the 

consensus self-organizing model (COSMO) is used to extract the domain invariant features from 

both domains, and more commonly in works [61][62][68][110], the neural network and the 

maximum mean discrepancy (MMD) are utilized respectively for the feature mapping and 

divergence construction. 

 

Fig. 3.1: Domain adaptation in prognostics 

In most cases, the above methods cannot perform well on target-domain RUL predictions, since 

the assumption of ( ) ( )( | ) ( | )S TQ y x Q y x= is often unsatisfied in prognostics. According to 

Bayesian theory ( | ) ( | ) ( )Q y x Q x y P y , if ( ) ( )( | ) ( | )S TQ x y Q x y= , the condition Q(y | x(S)) = Q(y 

| x(T)) will be satisfied. However, if a pair of measurements x(S) and x(T) from two domains have the 



55 
 
 

same RUL, the distribution of x(S) and x(T) will also be significantly different. When we only 

consider minimizing the divergence of marginal probability distributions in two domains, the 

learned model may mistakenly believe that the distribution of all x(T) in the target domain is 

precisely the same, even considering a large amount of unlabeled target-domain data in model 

training. In other words, the predicted RUL for each x(T) may be almost identical without 

considering conditional probability distributions, and this result is quite common in related works.  

3.3 Proposed methodology 

3.3.1 Overview 

If a prognostic model performs well in the target domain, its domain invariant features hold not 

only similar marginal distributions but also similar conditional distributions under the same RUL 

percentage, that is, P(ϕ(x(S))) = P(ϕ(x(T))) and Q(y | ϕ(x(S))) = Q(y | ϕ(x(T))). The most challenging 

part of transfer prognostics is to extract domain invariant features with minimum divergence in 

two conditional distributions. To address this problem, the target-domain histories also need to be 

labeled and considered in the prognostic model training. Fig. 3.2 summarizes the procedure of the 

proposed method. Two key steps and the corresponding ideas are presented as follows: 

1) Training data preprocessing: The first step aims to construct a health indicator (HI) for 

training data in both source and target domains. The FOT of each history and the FT of 

suspension histories are estimated based on HI so that the RUL percentage of two-domain 

histories can be labeled by Eq. (3.1). HI is constructed based on the distance between the 

inspection point and its health reference group. The key idea of FOT identification is that 

the monitoring data at the health stage should have a stable and almost constant HI. When 

HI increases to a threshold, this time point can be regarded as the FT of suspension history. 

2) Transfer model training: The second step learns domain invariant features based on the 

labeled two-domain samples. To minimize the divergence of conditional probability 

distributions in two domains, the pseudo-class labels are generated first for all target-

domain suspended measurements x(T). After that, the measurement correlation in different 

class labels is improved by minimizing distribution differences in each intra-class. Even 

though the suspension histories are limited, and the predicted FT of suspension histories 
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may not be true, if the measurements have a clear degradation manifold, the iterative 

training will make the model get better pseudo-RUL predictions and pseudo-class labels. 

As a result, the RUL of target-domain measurements can be predicted through a secondary 

prediction. 

Once the domain invariant features are learned, the corresponding prognostic model can be used 

for RUL prediction when new target-domain condition data are observed. The details of the 

proposed method are introduced in the following subsections. 
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Fig. 3.2: Overview of the proposed transfer prognostic method 

3.3.2 Data preprocessing 

In this work, consensus self-organizing model (COSMO) features are generated first to evaluate 

machine health status. HIs of two-domain histories are constructed based on their COSMO 

features. Afterward, the FT and FOT adapted to each training history can be recognized, as 

illustrated in Step 1 of Fig. 3.2. COSMO was applied to detect deviations and faults in the previous 
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work [112]. As pointed out in the reported work [57], COSMO is especially effective for extracting 

degradation features from machines with multiple operating conditions. 

The system deterioration is usually slight during the initial health stage and then aggravates over 

time during the degradation stage. Before estimating COSMO features, all monitoring 

measurements or features will be standardized into a standard normal distribution with zero mean 

and one variance. We define a small number of inspection points at the beginning of two-domain 

histories corresponding to relatively “healthy” systems and use these monitoring data as the health 

reference group by: 

( )

,

( )

,

{ |1 },  1,2,..., .

{ |1 },  1, 2,..., .

S

S i j

T

T i j

H x j i m

H x j i m m m n





=   =

=   = + + +
 (3.2) 

where τ is the number of extracted inspection points. For example, if τ is set to 20, the first 20 

inspection points of each equipment history are considered fairly “healthy”. 

The COSMO feature, denoted by ( )

,

S

i j  and ( )

,

T

i j  for source-domain and target-domain history, 

respectively, is a vector with the same dimension as the monitoring data. The COSMO features of 

the source and target domain measurements are computed respectively in the same approach based 

on their health reference group. Let , ,i j p , p = 1,…, d, denotes the p-th feature of ,i j . The first step 

in computing , ,i j p  is to measure the distance between the p-th feature of monitoring data , ,i j px  and 

the p-th feature of all samples in the reference group H, so that we can get a set 1

, ,i j p R    for 

each , ,i j px . The absolute-value norms are commonly used to measure this distance as: 

( ), , , , , , , , ,, ,   ,  1,...,i j p H q p i j p H q p H qDis x x x with x H qx = −  =  (3.3) 

where xH,q,p is the p-th feature of the q-th sample in the reference group H. 

The COSMO feature , ,i j p  is the minimum , ,i j p , denoting the minimum distance between the p-

th feature of monitoring data and the p-th feature of all samples in the “healthy” group. To improve 

the model generalization, the K smallest values within Ωi,j,p are selected based on the concept of 

the k-nearest neighbor, and , ,i j p  is calculated as the mean of these smallest values by Eq. (3.4), 

where 
(k)

, ,i j p  is the k-th smallest value in Ωi,j,p. 
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1

1
 

K
k

i j p i j p

kK
 

=

=   (3.4) 

Based on the calculated COSMO features, the HI of xi,j can be modeled as Eq. (3.5). The 

constructed HI can possess an overall degradation trend. However, these HIs have local 

oscillations and cannot be used for estimating FOT and FT values. Therefore, a modified Weibull 

failure rate function [113] is utilized for HI fitting. This function is defined in Eq. (3.6), where β 

is the shape parameter, and η is the scale parameter. Parameter Y is introduced to scale the fitted 

HI to any range, and c denotes the initial HI when the time is 0. The nonlinear least square method 

is adopted to fit the HI functions. Double regression weights are given to the last 20% points in 

each history. 

, , ,

1

 
d

i j i j p

p

HI 
=

=  (3.5) 

1( , , , , )t c Y c Y t 



  



−= +  (3.6) 

FOT and FT can be defined based on the fitted HI and preset thresholds. Since different equipment 

individuals have different initial HI values, only the dynamic degradation part, i.e., 1( )Y t   − , 

is considered, so that the fitted machine HI is always zero at the beginning and larger than zero 

during life but is not bounded at the end of life. Fig. 3.3 shows an example for estimating FOT and 

FT. First, a threshold value, denoted by Thfot, is set to a minimal value for FOT identification. The 

healthy state is represented by the line with HI equal to Thfot, since the degradation process of 

equipment is relatively slow during this interval. Considering different individuals have different 

degradation endpoints, the failure thresholds, denoted by Thft,i, i = m+1, m+2,…, m+n, are set to 

values related to the fitted HI HIi,lsi at the suspended time. Simply, this work set Thft,i to 1.5 times 

the HIi,lsi value, which is used only to give an initial orientation to the model training. With the 

determined FT and FOT, the RUL percentage of two-domain histories can be labeled by Eq. (3.1), 

and the labeled source-domain data 
( ) ( ) ( )

, , 1 1{( , ) }filS S S m

i j i j j iD x y = ==  and target-domain data 

( ) ( ) ( )

, , 1 1{( , ) }silT T T m n

i j i j j i mD x y +

= = +=  can be used in model training.  
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Fig. 3.3: Determination of FOT and FT based on fitted HI 

3.3.3 Construction of transferable neural network 

This work provides a general domain adaptation method for transfer prognostics by minimizing 

the distance between marginal and conditional probability distributions in two domains. The 

proposed transfer learning structure as shown in Step 2 of Fig. 3.2 is formulated as: 

arg min supervised t transfer m manifold
f

f L L L = + +  
(3.7) 

where f is an NN-based regression model, Lsupervised is the supervised loss used for the supervised 

training, Ltransfer is the domain adaptation loss used to minimize the distance between the marginal 

and conditional probability distributions in two domains, Lmanifold is the manifold regularization 

loss used to guide the domain invariant feature to have a clear and continuous manifold, and λt and 

λm are weighting parameters. Due to the capability to cope with the regression of time series, LSTM 

is selected as the basic model f in this work. No layers are frozen during the model training, since 

deep learning networks without freezing can often get better transform performance [114]. 

The supervised prediction loss Lsupervised aims to learn a good mapping relationship between 

measurements and RUL based on the labeled data. This mapping relationship can guide the model 

to learn the degradation trace of two-domain data to get satisfactory pseudo-class predictions for 

the target-domain history. The mean squared error (MSE) is used to define the supervised loss as: 
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where pdata(x
(S), y(S)) and pdata(x

(T), y(T)) are the joint probability distribution of measurements and 

RUL percentage in D(S) and D(T), respectively, and λt is the overall weight for target-domain 

samples. The target-domain supervised loss should have a larger weight than the source-domain 

loss because this prediction model will eventually be used for the target domain. Different types 

of supervised loss functions can also be used in the proposed approach, such as mean absolute 

error and root mean squared error (RMSE). 

Domain adaptation is performed to learn domain invariant features between the source domain and 

the target domain. In this work, the distance between the marginal and conditional probability 

distributions in two domains are minimized simultaneously. According to the Bayesian theory, we 

minimize the difference of conditional probability distributions Q(y | x(S)) and Q(y | x(T)) indirectly 

by minimizing the divergence between Q(x(S)| y) and Q(x(T) | y). Therefore, the domain adaptation 

loss is defined as: 

( ) ( )( ) ( ) ( )( )( ) ( ) ( ) ( )( ) , ( ) ( ) | , ( ) |S T S T

transfer P QL d P x P x d Q x y Q x y     = +  (3.9) 

where ( )d   represents the distance between the distributions in two domains, and λP and λQ denote 

the weights of the two tasks. An adaptive approach proposed in [115] can be used to set appropriate 

weights for these two distances. This work is dedicated to studying a general case with the same 

weights, that is, λP = λQ. 

Similar to the reported works mentioned in Section 3.2.2, MMD is used to measure domain 

divergence. MMD quantifies the divergence as the squared distance between the instances in the 

reproducing kernel Hilbert space (RKHS). The distance of marginal probability distribution 

between the source domain and the target domain can be defined as Eq. (3.10). In this formulation, 

 denotes the RKHS. Following the previous works [116], a mixture of five Gaussian kernels is 

used since the multiple kernels in MMD often lead to better performance. 
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Furthermore, the entire life span data in the source domain will be divided into C classes based on 

their RUL percentage, denoted by Class c, c = 1, 2, …, C. The classification depends on the 

distribution of data in the source domain. If there is a significant difference in the distribution of 

measurements between two RUL intervals, it can be divided into two classes. In this work, the 

failure history is classified into eight classes. The first class contains the inspection points with a 

RUL percentage of 1. The latter three classes are divided at every 0.2 interval of RUL percentage. 

As the machine is closer to failure with the decrease of RUL, the life span data is divided at a 

smaller 0.1 interval from class C5 onward. With this setting, the source-domain data will be divided 

into multiple classes, represented by ( )S

cD . 

 

Fig. 3.4: Fuzzy set for labeling target-domain histories 

Let ( )T

cD  denote the target domain data with the c-th pseudo-class label. The distance between the 

conditional probability distributions in the source and target domains can then be constructed as 

the sum of the MMD between the class means in two domains by Eq. (3.11), where nc and mc are 

the number of samples in ( )S

cD  and ( )T

cD , respectively. 

( ) ( )( )
( ) ( ) ( ) ( )

2

( ) ( ) ( ) ( )

1

1 1
( ) | , ( ) | ( ) ( )

S S T T
c c

C
S T S T

c x D x Dc c

d Q x y Q x y x x
n m

   
=  

= −    (3.11) 

To estimate the pseudo-class label for the suspension histories in the target domain, the fuzzy set 

[117] as shown in Fig. 3.4 is used to transform the regression problem into a classification problem 

similar to the reported work [118]. As an example, suppose that the predicted pseudo-RUL 
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percentage of one target-domain sample is 0.35 at an iterative epoch, then this sample will be 

classified into Class 5 or Class 6 with the same probability.  

Even though both marginal and conditional probability distributions in the two domains are 

matched, the method still cannot perform a fully valid RUL prediction on the target-domain data. 

The reason is that all suspension histories in the target domain are terminated before complete 

failures. Domain adaptation with complete source data and partial target data may result in 

mismatches at the degradation level close to the failure. Therefore, manifold regularization is 

adopted to guide the learned domain invariant feature to have a clear and continuous manifold, so 

that the prognostic model can predict the RUL of target data close to the failure. The manifold 

regularization loss modified by [119] is defined as Eq. (3.12) with 1/2 1/2

i i i i iL I D W D−= − . In this 

formulation, Li is the normalized graph Laplacian matrix for the i-th suspension history in the 

target domain, Ii is the identity matrix with a dimension of ls,i×ls,i, and Di is a diagonal matrix for 

Li given by ,

1 1 1 22
, , , ,1

s il

i j j i j jj
D W

=
= . Wi is the data adjacency graph calculated based on HI constructed in 

Section 3.3.2 by Eq. (3.13), where
( )

,( )T

i jx  is the set composed of the nearest neighbors of 
( )

,

T

i jx . 
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We can directly determine the neighbors 
( )

,

T

i jx  according to their inspection times. For the j-th point 

of the i-th suspension history 
( )

,

T

i jx , as an example, the set of neighbors can be defined as 

( ) ( )

, 1 , 1{ ,  }T T

i j i jx x− + , so that the corresponding data adjacency graph Wi is constructed by Eq. (3.14). 

Minimizing Lmanifold can guide the degradation trajectory to be properly projected into a new 

subspace in a continuous low-dimensional form. The intrinsic geometry of the loss function will 

depend on the manifold of the monitoring measurements. Therefore, the mapped degradation path 

will be relatively flat in the healthy stage, while the slope of the RUL degradation will increase in 

the degradation stage. 
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3.3.4 Model training and cross-domain prognostics 

Multiple tasks are designed in the proposed model based on the domain adaptation strategy. Given 

the loss functions listed above, the total objective function can be formulated as: 

( )( ) ( )

1 2 3

S T

supervised supervised transfer manifoldL L L L L  = + + +  (3.15) 

where 
( )S

supervisedL  and 
( )T

supervisedL  are the supervised loss in Eq. (3.8) for the source and target data, 

respectively, and λ1, λ2, and λ3 denote the weights of multiple tasks in transfer learning. The weight 

of each loss determines the importance of the corresponding optimization task. Since 
( )T

supervisedL  

should have a larger weight than 
( )S

supervisedL , we set λ2 to a constant value of five in this work. The 

manifold regularization task can provide additional evidence for the relevance or irrelevance of 

domain invariant features. As a result, Lmanifold can be regarded as a regularizer for domain 

adaptation. The weight λ3 will not strongly determine the model performance, so we set λ3 to one 

throughout the case studies. Weight λ1 is a positive adjustable parameter, which is essential to the 

performance of the transfer learning algorithm. 

When we have available labeled data in the target domain, cross-validation can be used to 

determine the optimal weights and model structure. In the formulated problem, however, no data 

is labeled in the target domain. Therefore, we follow a heuristic idea to determine whether the 

setting of λ1 is reasonable. Let dp and dq denote the distance of the marginal probability distribution, 

i.e., Eq. (3.10), and the conditional probability distribution, i.e., Eq. (3.11), in two domains, 

respectively. During the model training, dp and Lmanifold will always decrease steadily. If the setting 

of λ1 is reasonable, 
( )S

supervisedL  and 
( )T

supervisedL  will also decrease steadily in each iteration, but dq will 

first rise sharply, then fall, and finally converge. That is because in the early training iterations, the 

predicted pseudo-class labels of target-domain histories are almost the same, so both dp and dq are 

small and in the same magnitude order. As the supervised loss decreases, the prognostic model 

can get better and better pseudo-class predictions. Due to the increase in the number of target data 

with different pseudo-class labels, the distance between the conditional probability distributions 
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in two domains will increase. When the supervised loss converges, dq will gradually decrease and 

converge, indicating that the domain adaptive training is completed. Therefore, if dq consistently 

decreases and eventually converges during training, the weight of supervised loss λ1 needs to be 

further improved. 

x
(t)

sub-TLN1

sub-TLN2

sub-TLN3

sub-TLNN

Bayesian 

inference

1ŷ
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Fig. 3.5: Comprehensive framework of the proposed prognostic model 

Due to the lack of labeled data in the target domain, it is impossible to verify which configured 

model is optimal. Therefore, we train different configurations in a parallel fashion to consider 

model uncertainties, as shown in Fig. 3.5. The proposed prognostic model for RUL predictions 

consists of multiple parallel-connected transfer learning networks, denoted by TLN. Let N transfer 

learning subnets denote as sub-TLNnt, nt = 1, 2,…, N. After completing the model training of N 

sub-TLN based on a preset maximum epoch number, we can get N different predicted RUL values, 

denoted as ˆ
nty , nt = 1, 2,…, N, when a set of condition data is observed. We assume that the 

predicted RUL percentage follows a Gaussian distribution with an unknown mean ̂  and variance 

2̂ . According to the Bayesian inference [120], a Markov chain can be generated by randomly 

sampling μ and σ2 in sequence, and the ̂  and 2̂  can be estimated as the mean of the generated 

values by: 

σmc,i
2 ∼Γ-1 (

N-1

2
,
1

2
∑(ŷ

nt
-ȳ̂)

2

N

nt=1

) , μ
mc,i

∼N (
1

N
∑ ŷ

nt

N

nt=1

,
σmc,i

2

N
) (3.16) 
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where ,mc i  and 
2

,mc i  are the i-th sampled mean and variance, ŷ  is the mean of the predicted RUL 

values ˆ
nty , and lmc is the length of the generated Markov chain. It is noted that even though the 

Gaussian distribution assumption is not verified in this study, it can be established through the use 

of normality tests on the results of various models. When the number of constructed sub-TLN 

models is small, Bayesian inference can provide more effective estimates than traditional methods 

such as maximum likelihood estimation (MLE). 

3.4 Case studies 

In the case study, two benchmark datasets are considered. In Section 3.4.1, the comparative 

methods and the performance metrics are introduced. The C-MAPSS dataset and XJTU-SY 

bearing dataset are used respectively to validate the cross-domain prognostic performance of the 

proposed method in Section 3.4.2 and Section 3.4.3. The results are discussed in each section.  

3.4.1 Comparative methods and performance metrics 

In order to demonstrate the superiority of the proposed transfer prognostic method, five models 

are used for comparison, which are LSTM-S, LSTM-T, NN-based transfer component analysis 

(TCA), domain adversarial neural network (DANN), and transfer multi-layer perceptron (TMP). 

LSTM-S and LSTM-T are baseline methods that follow the typical supervised learning paradigm 

without domain adaptation. LSTM-S uses source data for model training, while LSTM-T uses 

target-domain suspension histories with real RUL labels for model training. TCA is a transfer 

learning method proposed in [61], which utilizes NN and MMD to map the features and minimize 

the distribution divergence. DANN proposed in [59] uses a classifier to measure the distribution 

divergence and learn the domain invariant features by adversarial training. TMP proposed in [63] 

combines the above two works and uses MMD and a classifier for the domain adaptation. We 

construct LSTM with the same structure for each method and consider domain adaptation only on 

the last layer, i.e., domain invariant features. Reported transfer learning-based methods only treat 

target-domain data as unlabeled data without attempting to label RUL for suspension histories. 

To evaluate the accuracy of the proposed method, the root mean squared error (RMSE) is evaluated 

as: 
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where nt is the total number of the test data in the target domain, and RULtrue and RULpredicted are 

the real and predicted RUL, respectively. We assume that the FOT of all test data is known so that 

the RULpredicted can be computed based on the estimated RUL percentage.  

We repeat comparative methods ten times using the same LSTM structure with different random 

seeds. In contrast, the proposed method will be repeated ten times with different LSTM structures 

and model parameters, where each model is regarded as a sub-TLN. Model training is terminated 

according to the preset maximum epoch, and the final test RMSE is recorded for comparisons. 

3.4.2 Case study 1: C-MAPSS dataset 

In the first case study, the C-MAPSS dataset is adopted in a manner similar to Section 2.5.2, which 

was created by NASA to simulate the actual degradation of turbofan engines [106]. The C-MAPSS 

dataset includes four subsets, denoted by FD001, FD002, FD003, and FD004. Subset FD001 and 

FD003 are subjected to a single operating condition, while subset FD002 and FD004 are more 

complex due to six operating conditions. In this case, FD001 is considered as the source-domain 

data, and FD002 is used as the target-domain data. Fourteen sensors, i.e., sensors 2, 3, 4, 7, 8, 9, 

11, 12, 13, 14, 15, 17, 20, and 21, are selected as the input measurements, and are normalized 

respectively in each domain. Examples of sensor readings, including Sensor 7 and 15, from FD001 

and FD002, are shown in Table 3.1, where in the last row, the blue line, yellow line, and red line 

represent the sensor distributions with all life span, RUL percentage from 0.4 to 0.6, and RUL 

percentage from 0 to 0.1, respectively. Between FD001 and FD002, both the marginal and 

conditional probability distributions have significant differences. 

In this work, 30 failure histories, i.e., the first 30 training engines in FD001, and only four 

suspension histories, i.e., the first four training engines in FD002, are used in the model training. 

The size of the time window is set to 10. The last 100 training engines in the FD002 subset are 

utilized as testing engines to validate the model performance. The suspension time is randomly 

selected from 0 to 30 cycles in advance of the failure time. Before the prognostic model training, 

all data are labeled with RUL percentage using the method proposed in Section 3.3.2. In this case, 

Thfot is set to 1× 10-4 for all source-domain data and set to 0.01 for all target-domain data, which  
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Table 3.1: Difference of two normalized sensor values between FD001 and FD002 

Subsets 
FD001 FD002 

Sensor 7 Sensor 15 Sensor 7 Sensor 15 

Trajectory 

#20 from 

training set 

    

Distribution 

divergence 

    

 

  

  

Fig. 3.6: Identification of FOT and FT of four target histories 
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Table 3.2: Configurations of ten sub models 

Model LSTM layers, (units) Fully connected layers, (units) Loss weights λ1 Final test RMSE 

Model 1 2, (64, 32) 1, (16) 300 21.6710 

Model 2 2, (64, 64) 2, (32, 16) 500 22.6539 

Model 3 2, (32, 32) 1, (16) 200 22.4510 

Model 4 3, (64, 32, 16) 1, (16) 300 22.3893 

Model 5 2, (64, 32) 1, (32) 500 21.8434 

Model 6 3, (64, 64, 32) 1, (32) 200 21.9997 

Model 7 2, (32, 16) 2, (32, 16) 300 21.8382 

Model 8 2, (64, 32) 2, (16, 16) 500 22.1359 

Model 9 3, (64, 32, 32) 1, (16) 200 22.5796 

Model 10 2, (64, 32) 2, (32, 16) 300 21.9443 

depends on the size of equipment histories. Fig. 3.6 presents the identified FOT and FT of four 

target-domain histories. Since the labeled RUL percentage is close to the real RUL percentage, the 

effectivity of the constructed HI can be validated. Table 3.2 lists ten model configurations and 

their final RMSE on the test sets. Ten different configurations are built in a parallel fashion since 

no labeled data is available for cross-validation. We can observe that not all deeper structures have 

better RMSEs on testing engines. Over-parameterized LSTMs will not directly cause significant 

overfitting, but conversely, partially over-parameterized structures have better generalization. 

We use the same LSTM structure for the five comparative models, which have two LSTM hidden 

layers with 64 and 32 neurons, and one fully connected layer with 16 neurons, and the loss weights 

λ1 is set to 300 for all models. Fig. 3.7 presents the comparative results of RMSE using four target 

domain histories, in which the middle line of each box denotes the mean value of 10 tests; the dark 

zone denotes the 95% confidence interval of the mean value; the shallow zone represents the region 

that contains about two-thirds of the data points [108]. Overview, the proposed method 

outperforms the other four methods because it has the lowest RMSE and shows a statistical 

difference between the RMSE produced by other models. When the training target data is limited, 

the supervised learning methods will cause significant overfitting, and therefore, the proposed 

method can still have a better performance than LSTM-T. Reported three transfer learning 

methods, i.e., TCA, DANN, and TMP, treat target-domain data as unlabeled data and only 

minimize the distance between the marginal probability distributions in two domains. It is 
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observed that the RMSEs of reported transfer learning methods are even higher than that of LSTM-

S, that is, blindly using transfer learning may lead to counterproductive results.  

 

Fig. 3.7: RMSE of comparative methods with 4 target domain histories 

  

Fig. 3.8: RUL predictions for two testing engines using the proposed method 

Fig. 3.8 shows the RUL predictions for two testing engines using the proposed method. Based on 

the Bayesian inference method in Section 3.3.4, 100 mean and variance values are generated by 

Eq. (3.16) so that the mean shown by the red line and variance of the distribution can be estimated. 

The uncertainty zone shown by the light red region ranges from μ-2σ to μ+2σ, which means there 

will be more than 95% predicted values in the uncertainty zone. As a result, the predicted RUL 

percentage is a Normal distribution N(μ, σ2) rather than a single value. Since the training histories 

from testing engines are censored and very limited, there is no available near-failure target-domain 

data to guide model training. The manifold regularization can help the model track the degradation 

trend of testing engines, but the predicted RUL obtained by the proposed method may still have a 

small deviation at the end of the engine life. To obtain an exact failure time, the predicted RUL 
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values may be further fitted as suggested in [52]. Nevertheless, the proposed method can provide 

good prognostic performance for testing engines as the predicted RUL is close to the actual RUL 

during the engine degradation. 

  

  

  

Fig. 3.9: Visualization of domain invariant features by different methods 

Fig. 3.9 presents the manifold visualization of domain invariant features by different methods 

based on the t-distributed stochastic neighbor embedding (t-SNE), in which each subset contains 

30 engine data. In the t-SNE graph, the x-axis and y-axis represent the two features after the 

dimensionality reduction process. If the prognostic model can work for the target domain, the 
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domain invariant features should have similar marginal and conditional probability distributions 

in the two domains. The manifold of the two domains should almost overlap in the left-column 

figure, and the two-domain data at similar positions should have a similar RUL percentage, as 

shown by the color in the right-column figure. When we only minimize the divergence of marginal 

probability distributions between two domains, the RUL percentage, i.e., the color of the 

conditional features, is chaotic and disordered, as shown in the first two figures in Fig. 3.9. Thus, 

the conditional probability distributions of two domains still have significant divergence. When 

we attempt to label target-domain histories and use proposed supervised loss and domain 

adaptation loss to train a prognostic model, the divergence of both marginal and conditional 

probability distributions in two domains can be simultaneously minimized, as shown in the middle 

two figures in Fig. 3.9. However, this manifold cannot show a clear degradation trace, leading to 

large deviations in RUL predictions near the end of life, as well as sensitive predictions for 

different model configurations. With the use of manifold regularization, the domain invariant 

features of two-domain histories will present clear, continuous, and similar manifolds, as shown 

in the last two figures in Fig. 3.9. As a result, the manifold of source-domain data can help the 

prognostic model predict the RUL of target-domain data so that the cross-domain prognostic 

performance can be further improved. 

3.4.3 Case study 2: XJTU-SY bearing dataset 

To further validate the proposed method, the bearing dataset provided by the Xi’an Jiaotong 

University and the Changxing Sumyoung Technology Company is adopted in the second case 

study [101]. As shown in Table 3.3, fifteen rolling element bearings are tested under three different 

operating conditions. The sampling frequency of the vibration signal is 25.6 kHz, and 32768 

measurements are recorded in the interval of 1.28 s every 1 min. The bearing failure may be caused 

by inner race wear, outer race faults, and cage fracture. The accelerated degradation is stopped 

when the vibration amplitude goes over 10 times the maximum normal amplitude. Therefore, the 

bearings under different operating conditions will have different failure thresholds. In this case, 

two cross-domain RUL prediction tasks presented in Table 3.4 are investigated with different 

source-target pairs. The testing bearings have the same operating condition and similar failure 

behaviors as the training target-domain bearing. 
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Table 3.3: Information of the XJTU-SY dataset 

Operating condition Rotating speed (rpm) Load (kN) Bearing dataset 

1 2100 12 Bearing 1_1, 1_2, 1_3, 1_4, 1_5 

2 2250 11 Bearing 2_1, 2_2, 2_3, 2_4, 2_5 

3 2400 10 Bearing 3_1, 3_2, 3_3, 3_4, 3_5 

Table 3.4: Cross-domain prognostic tasks in the XJTU-SY bearing dataset 

Task 
Training data 

Testing data 
Source domain Target domain 

Task 1 Bearing 2_1, 2_2, 2_3, 2_4, 2_5 Bearing 1_1 Bearing 1_2, 1_3 

Task 2 Bearing 2_1, 2_2, 2_3, 2_4, 2_5 Bearing 3_3 Bearing 3_1, 3_4 

Table 3.5: Definition of RS features 

RS features Energy ratio features 

Time-domain Frequency-domain Time-frequency-domain 

F1: RS of 8 classical time-

domain features, including 

RMS, kurtosis, peak-to-peak, 

crest factor, skewness, shape 

factor, clearance factor, and 

impulse factor. 

F2: RS of [0,12,800] Hz F7: Energy ratio of (3,0) 

F3: RS of [0,3200] Hz F8: Energy ratio of (3,1) 

F4: RS of [3200,6400] Hz F9: Energy ratio of (3,2) 

F5: RS of [6400,9600] Hz F10: Energy ratio of (3,3) 

F6: RS of [9600,12800] Hz F11: Energy ratio of (3,4) 

 F12: Energy ratio of (3,5) 

  F13: Energy ratio of (3,6) 

  F14: Energy ratio of (3,7) 

 

  

Fig. 3.10: Failure time prediction of training bearing data in the target domain 
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Table 3.6: Optional hyperparameters in the proposed method 

Hyperparameter Range 

LSTM layers {2, 3} 

Units in LSTM layers {8, 16, 32} 

Full connected layers {1, 2} 

Units in full connected layers {4, 8} 

Loss weights λ1 {1000, 1500, 2000} 

 

 

 

Fig. 3.11: RMSE of comparative methods using bearing dataset 

Before modeling HI for RUL labeling, six related-similarity (RS) and eight energy ratio features 

referred to [52] are extracted from the vibration measurements in each direction. In this case, the 

size of the time window is set as 5. As shown in Table 3.5, eight classical time-domain features 

are integrated into one RS feature. A full frequency spectrum and four sub-band frequency spectra 

are used in the frequency domain to construct five RS features. In addition, the energy ratios of 

eight frequency sub-bands generated by a haar wavelet package transformed with three-level 
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decomposition are extracted as eight time-frequency features. All features are limited to a range 

from 0 to 1 for different bearings, and thus, these features can be used without normalization. 

Seven features are selected as the input features, including F1, F2, F3, F7, F9, F10, and F13, with 

the highest criteria value calculated by [52]. As a result, the dimension of input of the prognostic 

model is 14 since two-axis, i.e., horizontal and vertical, vibration signals are available. The training 

bearings in the target domain are truncated, and the suspension time is selected based on the 

principle that the vibration amplitude exceeds 25 g. Fig. 3.10 presents the labeled RUL of two 

target-domain bearing histories, in which the Thfot is set to 1×10-4 to estimate the FOT of data.  

  

  

Fig. 3.12: Visualization of domain invariant features by the proposed method 

Ten configurations are randomly selected from the optional hyperparameters listed in Table 3.6 

for Task 1 and Task 2, respectively. The other four comparative methods use the same LSTM 

structure, which has two hidden layers with 32 and 16 neurons and one fully connected layer with 

16 neurons, and the loss weights λ1 is set to 2000 for all models. Fig. 3.11 presents the experimental 

results of RMSE using five methods. It can be observed that the proposed method outperforms the 

other four methods and shows a statistically significant difference in RMSE in both Task 1 and 
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Task 2. Some reported transfer learning methods can get better performance than supervised 

learning, such as LSTM-S and LSTM-T. Compared with case study 1, the available data in this 

case 2 is even scarcer. We only have five source-bearing data and one target-bearing data. As a 

result, the additional domain adaptation loss can be regarded as a regularizer for the supervised 

loss to reduce the risk of overfitting, thereby improving the generalization of the prognostic model. 

  

  

Fig. 3.13: RUL predictions for four testing bearings using the proposed method 

The distributions of domain invariant features obtained by the proposed method are visualized as 

shown in Fig. 3.12. The target domain features are basically distributed on the manifold of the 

source domain features. In addition, the two-domain features at similar positions have a similar 

RUL percentage. As a result, the distance between the marginal and conditional probability 

distributions in two domains can be minimized simultaneously. In Task 2, the manifolds of two-

domain histories are not completely continuous because the condition monitoring features of 

target-domain bearings are quite different between the health stage and the degradation stage. 

Nevertheless, since the manifolds of the two domains are almost matched in the marginal and 

conditional distributions, the prognostic model can be effectively used for the RUL prediction of 
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bearings in the target domain. Fig. 3.13 shows the RUL predictions for the testing bearings by 

using the proposed method. Overall, the predicted RUL is close to the actual RUL. Especially in 

the second task, the bearings will quickly degrade and completely fail after FOT, but the prognostic 

model can also find this abrupt fault and get good RUL predictions. The RUL predicted by the 

proposed method has lower uncertainties at the beginning of failure histories, possibly because 

there is more health-bearing data in the training dataset. In the second task, since the failure modes 

of Bearing 3_1 and Bearing 3_4 are significantly different from Bearing 3_3 used for training, the 

prognostic model of Bearing 3_1 and Bearing 3_4 undertaken with the proposed method has lower 

accuracy than other case studies, but still have significantly higher performance as compared to 

other reported methods as shown in Fig. 3.11. This case study illustrates the capability of the 

proposed method to achieve reliable cross-domain prognostics for the bearing dataset. 

3.5 Conclusions 

This chapter proposes a transfer learning framework for cross-domain prognostic tasks. To address 

the limitations of reported methods, we take advantage of COSMO to estimate FOT and FT for 

two-domain training histories. Afterward, a novel domain adaptation strategy is presented for 

transfer RUL predictions by minimizing the distance of both marginal and conditional probability 

distributions in different domains. Even though the procedure of estimating FOT and FT may not 

be perfect, the iterative domain adaptation training can make the prognostic model learn better and 

better domain invariant features in two domains. Domain invariant features will guide two-domain 

histories to have similar degradation manifolds so that the source data can help a small number of 

target data to improve the model generalization. The main conclusions from the case study validate 

that the proposed transfer prognostic method can improve the RUL prediction accuracy by more 

than 30% compared with different reported methods.  

This study fills several gaps in traditional transfer prognostic methods. Different from reported 

transfer prognostics that only align two-domain histories in a holistic manner, this work is the first 

to simultaneously minimize the divergence between marginal and conditional probability 

distributions in two domains for transfer prognostics. In addition, manifold regularization is 

adopted for the first time to guide domain invariant features to have a clear and continuous 

manifold. Finally, since there is no available data in the target domain to support the model cross-
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validation, a heuristic method and a parallel framework are proposed for model training and RUL 

predictions, and in this framework, the uncertainty of RUL predictions can be considered. Because 

of these developments, the model generalization for target-domain data is significantly improved. 

Regarding future research, adaptive threshold setting methods and the optimization method for 

model parameters and structures should be further developed. 
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Chapter 4: RUL prediction of machines operating under new 

conditions without corresponding training data 

 

Unlike Chapter 3, this chapter considers the situation where no data can be collected from a 

machine operating under new conditions, rendering domain adaptation infeasible. To address this 

challenge, this chapter proposes a new prognostic model based on state-space modeling and 

reinforcement learning. The state-space model helps to quantify the discrepancies between actual 

observations and estimates for a specific operating parameter, thereby reducing the dependence of 

predicted degradation on working conditions. Furthermore, reinforcement learning allows for 

adversarial training to minimize prediction error under the most significant possible disturbance, 

enabling the designed model to be robust to potential operating conditions. The materials in this 

chapter are covered by the third research topic (Topic #3), which is introduced in Section 1.3. The 

organization of this chapter is as follows. In Section 4.1, an introduction to the reported methods 

on machine prognostics involving operating condition variations is made. The focused prognostic 

problem is formulated in Section 4.2. In Section 4.3, the proposed RUL prediction method based 

on state-space and neural network modeling is described. Two case studies are used to validate the 

proposed method in Section 4.4, including simulated gearbox signals and experimental bearing 

data. Lastly, conclusions are made in Section 4.5. The results of this chapter have been published 

as a journal paper [177]. 

4.1 Introduction 

A machine generally operates under different conditions throughout its lifespan. For example, the 

bearing and gearbox in a wind turbine frequently experience fluctuating speeds and loads [121]. 

Despite recent advancements in prognostics, these variations in working conditions may have 

remarkable effects on the generalization of developed prognostic models, especially when the 

operating conditions are never encountered before. 

In previous studies, various models have been proposed for RUL predictions, which have been 

discussed in detail in Section 1.2.2. These approaches can be divided into two main groups. In the 
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first group, the degradation of the machine is represented using state space models, which are 

based on stochastic processes such as the Gaussian model [42] or the Wiener process [43][44]. 

The degradation characteristics of machines, such as crack or wear size, are considered state 

variables, and their model parameters are determined using data-driven methods and historical 

condition data. Typically, one or two parameters follow a distribution to account for varying 

operating conditions, and these parameters are adjusted online based on different conditions using 

methods like Bayesian inference [39] and particle filter [40][41]. While state-space models are 

interpretable, they define RUL as the time until the machine degradation level reaches or exceeds 

a predetermined failure threshold. This approach assumes that the degradation mechanism remains 

the same across different operating conditions, and therefore, a subjective and fixed failure 

threshold can be set for all possible cases. 

The second group of methods, as discussed in [51]-[68], focuses on the utilization of deep learning 

methods to construct prognostic models. The operating parameters are often considered as part of 

the input. By utilizing failure histories, a direct correlation between the condition monitoring signal 

and the corresponding RUL can be established. However, deep learning methods typically employ 

opaque black-box models, which may lead to subpar performance when faced with extrapolation 

problems caused by operating parameters that fall outside the range of recorded data. On the other 

hand, transfer learning can mitigate the disparities in monitoring signals by learning shared 

representations from various operating conditions. Ideally, a transfer learning-based prognostic 

model can leverage deep learning structures for domain adaptation and accurately predict the RUL 

for equipment operating under new conditions. However, domain adaptation methods necessitate 

access to condition monitoring data for the target operating conditions, even if this data is 

unlabeled. 

The state-space model helps to measure the residuals between actual observations and estimates 

for a specific operating parameter. This reduces the reliance of the predicted degradation state on 

working conditions. However, when the state-space model of a machine degradation process is 

unknown and nonlinear, it becomes challenging to estimate its model parameters. In such cases, 

reinforcement learning is a useful tool as it can handle problems without a known state transition 

function. Reinforcement learning was first utilized for state-space identification in [122] and has 

been developed to show impressive performance in many later works [123]-[125]. However, for 
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unseen working conditions, large errors in the state-space model may cause the predicted RUL to 

converge in the wrong direction. To address this issue, this chapter proposes a new model-free 

prognostic method that combines state-space modeling and reinforcement learning. This method 

enables the prediction of RUL for machines operating under new conditions, even without 

corresponding historical signals. 

The significant contribution of this study is twofold: 1) The Lyapunov constraint is incorporated 

into the reinforcement learning model. This means that during the training process, the estimated 

RUL for equipment will always asymptotically converge to the real RUL, providing a plausible 

explanation for the prognostic behavior of the model; 2) An adversarial training procedure is 

proposed based on the concept of H∞ robustness. This helps to reduce the impact of errors in the 

state space on prognostic results. Overall, the proposed prognostic model is interpretable and 

capable of predicting the RUL for equipment operating in conditions that are not recorded. 

4.2 Problem formulation 

In data-driven prognostic methods, it is common to establish an offline nonlinear relationship 

between measurements and operating parameters and the corresponding RUL, which is used to 

predict the RUL online when new condition data is monitored. For example, if an LSTM model is 

used, the prognostic model can be constructed as: 

1 1( , , , ,..., , )t t t t t t l t lr LSTM w x w x w x− − − −=  (4.1) 

where l is the length of the preset time window, and xt, wt, and rt represent the measurements, 

operating parameters, and the RUL at the inspection time t, respectively. 

In general, if the learned RUL prediction model can work well online, the training dataset should 

record all possible operating conditions in the testing machine. However, in most cases, some new 

working conditions of equipment are not documented in the training dataset. According to the 

definitions in transfer learning [111], we define the training sample as “source-domain data” and 

the testing sample as “target-domain data”. It is assumed that parts of the operating conditions in 

the target domain are not recorded in the source domain. This study focuses on using only source-

domain data to build a prognostic model for equipment in the target domain.  
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Let 1 2{ , ,..., }S S S S

mD D D D=  denote m failure histories in the source domain, where ( )S

iD  is the i-th 

failure history with lsi inspection points. ( )S

iD  is represented by 

,1 ,1 ,1 ,2 ,2 ,2 , , , ,{( , , ), ( , , ),..., ( , , )}S S S S S S S S S

i i i i i i i lsi i lsi i lsix w r x w r x w r , and , , ,( , , )S S S

i t i t i tx w r  is the t-th inspection point of 

the i-th failure history, where ,

S

i tx  represents monitoring measurements (or features), ,

S

i tw  

represents operating parameters, and ,

S

i tr  is the corresponding RUL label. Similarly, let 

1 2{ , ,..., }T T T T

m m m nD D D D+ + +=  represent n target-domain histories used to test the model performance. 

The i-th target-domain history has lti inspection points, denoted by 

,1 ,1 ,1 ,2 ,2 ,2 , , , ,{( , , ), ( , , ),..., ( , , )}T T T T T T T T T T

i i i i i i i i lti i lti i ltiD x w r x w r x w r= , where , , ,( , , )T T T

i t i t i tx w r  is the t-th inspection 

point of the i-th target-domain history, and the dimension and measurement types of ,

T

i tx , ,

T

i tw  and 

,

T

i tr  are the same as the source-domain histories.  

The problem of the present cross-domain prognostics can be formulated as: given enough failure 

histories in the source domain DS, construct a nonlinear prognostic model to predict the RUL of 

equipment in the target domain DT. 

4.3 Proposed methodology 

4.3.1 Overview  

The key idea of the proposed method is to increase the sensitivity of the predicted RUL to 

unobserved degradation characteristics, e.g., cracks and wear, but decrease the sensitivity to 

operating parameters. Assume that the RUL will not significantly change between two inspection 

time points. This study will not directly construct a regression model like Eq. (4.1) between the 

condition data and their RUL. Instead, a nonlinear discrete-time state-space model is considered 

for the i-th failure history: 

, 1 , ,i t i t i tr r + = +
 (4.2) 

( ), 1 , 1 , , ,( ), ,i t i t i t i t i tx f g r w x d+ += +
 (4.3) 

where, , 1i tx +  and , 1i tr +  are real measurements and RUL at time step t+1, ( )f   and ( )g   are 

nonlinear functions, ,i t  is the stochastic noise at time step t, and di,t denotes the disturbance at time 

t caused by model errors and measurement noises. The RUL ,i tr  can be regarded as the state of the 

model and is modeled as a random walk [126]. The estimated measurements , 1
ˆ

i tx +  at time step t+1 
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is modeled as , , ,
ˆ( ( ), , )i t i t i tf g r w x , in which the term ,( )i tg r  is modeled for the unobserved 

degradation characteristics at time t. The transition function Eq. (4.3) is a Markov process that 

only depends on the degradation characteristics ,( )i tg r , the measurements, and operating 

parameters at present time t. 

When the real measurements , 1i tx +  are observed at time step t+1 in the i-th failure history, the RUL 

can be predicted by using the following state estimator based on the idea of extended Kalman filter 

and unscented Kalman filter (UKF) [127]: 

, 1 , , 1 , 1 , , 1
ˆ ˆ ˆ ˆ
i t i t i t i t i t i tr r K x r r+ + + += + = +   (4.4) 

where , 1 , 1 , 1
ˆ

i t i t i tx x x+ + += −  is the estimated measurement error at time step t+1, and ,î tr  and , 1î tr +  

denote the predicted RUL at time t and t+1, respectively. , 1i tK +  is the estimator gain at time t+1 

that is calculated using partial derivatives of the function ( )f   at ,î tr , and thus the RUL increment 

, 1î tr +  is a function of ,î tr  and , 1i tx + . 

Theoretically, if the disturbance in the model (4.3) is equal to zero, the measurement prediction 

error , 1i tx +  will not be sensitive to the operating parameters but sensitive to the degradation 

characteristics, since the estimated measurements , 1
ˆ

i tx +  and the real measurements , 1i tx +  have the 

same operating parameters and different RULs. In addition, as shown in Fig. 4.1, the estimated 

measurements , 1
ˆ

i tx +  of a machine are often governed by its physical model with different operating 

parameters w. Even though the training and testing data collected from a machine may experience 

different operating conditions, there is always only one function , 1
ˆ( | )i tQ x w+  between the 

operating parameters and the estimated measurements, which can be regarded as the dynamic 

physical model of the equipment. As a result, if the model (4.3) is well constructed and generalized, 

the predicted RUL will not be sensitive to operating parameters. And the proposed model also has 

the potential for RUL predictions of equipment in the target domain with different operating 

parameters. 

Fig. 4.2 summarizes the procedure of the proposed method for RUL predictions. In this work, 

nonlinear functions ( )f  , ( )g  , and ,î tr  are modeled as neural networks and trained using source-

domain historical data DS. In part (A), we use a multilayer perceptron (MLP) with the trick of 

dropout [128] to build functions ( )f   and ( )g  . Although dropout can improve the generalization 
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Fig. 4.1: Interpretation of the proposed method 
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Fig. 4.2: Overview of the proposed prognostic method 

of the MLP model in part (A), there will still be a large error between the learned state-space model 

and the real equipment physics, especially when the operating parameters are not documented in 

the training data. The most challenging part of using this prognostic framework is to predict ,î tr  

with unavoidable measurement estimation errors. Reinforcement learning is effective in 

identifying a function within a Markov decision process. This also allows for the consideration of 

the disturbance term in adversarial training to minimize prediction error under the largest possible 
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disturbance. Therefore, in part (B), ,î tr  is trained as an MLP through reinforcement learning 

method based on the idea of Lyapunov stability and H∞ robustness. Once each nonlinear function 

is learned, the model can be used for RUL prediction at each time point online in part (C) by 

calculating ,
ˆ

i tx  and ,î tr , iteratively. The model details in part (B) are introduced in Section 4.3.2, 

and the completed prognostic procedure is presented in Section 4.3.3. 

4.3.2 RUL prediction based on reinforcement learning 

In this study, ,î tr  is approximated by a neural network ( )   with a deterministic output. First, it 

is assumed that the disturbance term di,t in Eq. (4.3) is always zero. Given arbitrary initial model 

values, this study proposes a Lyapunov-based actor-critic model to ensure that the predicted RUL 

always asymptotically converges to the real RUL. Then, an adversarial training method based on 

the idea of H∞ robustness is proposed to minimize the influence of the disturbance term on the 

RUL predictions. 

Let , , ,
ˆ

i t i t i tr r r= −  represent the RUL prediction error at time step t for the i-th failure history. The 

prognostic dynamics of the state estimator, i.e., Eq. (4.4), can be described as a Markov decision 

process (MPD) by Eq. (4.5), where ( )P   is the state transition function. 

r̃i,t+1∼P(r̃i,t+1|r̃i,t, Δr̂i,t+1) (4.5) 

Given a state ,i tr  as the initial state, the objective is to find an optimal *( )   to minimize the 

accumulated future RUL prediction error and future predicted RUL increments. In reinforcement 

learning algorithms, this objective can be defined as a Q-function [129] by Eq. (4.6). In this 

formulation, 
,i jC  is the cost function at time step j in the i-th failure history, 

2
  denotes the second-

order norm, γr is the discounting factor for ( )  , and λr is the weighting factor. 

, , ,
ˆ( , )

ils
j

i t i t r i j

j t

Q r r C 
=

 = , with 
2 2

, , ,2 2
ˆ

i j i j r i jC r r= +   (4.6) 

Minimizing Eq. (4.6) is equivalent to minimizing the Bellman equation [129] by Eq. (4.7), where 

, 1i tr +  is the RUL prediction error at time step t+1 that can be calculated based on the state transition 

function Eq. (4.5) with an initial state ,i tr . 
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, , , , 1 , 1
ˆ ˆ( , ) ( , )i t i t i t r i t i tQ r r C Q r r  + + = +   (4.7) 

Motivated by the works in [124], in order to obtain a stable *( )  , there will exist a Lyapunov 

function ,( )i tL r  that satisfies ,( ) 0i tL r   and , 1 ,( ) ( ) 0i t i tL r L r+ −  , so that the RUL prediction error 

will follow the direction of decreasing Lyapunov function values and eventually converge to zero. 

In the architecture of reinforcement learning methods, a Lyapunov candidate can be selected as 

the Bellman equation [124][130], i.e., Eq. (4.7). As a result, the constrained optimization problem 

can be constructed as: 

, ,

, 1 , 1 , ,

ˆmin ( , )

ˆ ˆs.t . ( , ) ( , ) 0

i t i t

i t i t i t i t

Q r r

Q r r Q r r





 

+ +



 −  
 (4.8) 

Generally, reinforcement learning methods make use of two neural networks known as actor and 

critic, respectively. The actor network determines ,î tr  based on the policy ( )  , and the critic 

network evaluates the performance of actor network based on the value of , ,
ˆ( , )i t i tQ r r  . In this 

work, two neural networks are trained using the source-domain data DS. In order to satisfy the 

Lyapunov stability, the critic network is built as an MLP that relates the time-series input [ ,i tr ,

,î tr ] to the target output , ,
ˆ( , )i t i tQ r r  . The actor network is built as an MLP with the input [ , 1î tr − ,

, 1i tx − , ,i tx ] and the output ,î tr , since ,î tr  is a function of ,i tx  and , 1î tr −  according to Eq. (4.4). The 

DNNs for actor and critic are illustrated in Fig. 4.3. 
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Fig. 4.3: Approximation of r̂  using actor-critic networks (some connections are invisible) 

During the model training, the transition of RUL prediction error is sampled according to Eq. (4.5), 

and the tuple ( , 1î tr − , ,î tr , , 1i tx − , ,i tx , , 1i tx + , ,i tr , , 1i tr + , ,i tC ) is stored in a dataset named replay memory 
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r . The actor and critic are trained at each step by sampling a mini-batch uniformly from the 

replay memory. The loss functions of the critic and actor are defined as: 

( )
, , 1 , 1 , , 1 , , 1 ,

, , , , 1,

2

, 1ˆ ˆ, , , , ,, ~
ˆ ˆ( , ) ( , )

i t i t i t i t i t i t i t i t r
critic i t i t i t i t i tr r r r x x x C

L Q r r C Q r r 
+ − − +

+ + 
=   


− +


 (4.9) 

( )
, , 1 , 1 , , 1 , , 1

2

, , , 1 , 1 ,ˆ, ~ ,ˆ, , , , ,
ˆ ˆ ˆ( , ) max ( , ) ( , ),0

i t i t i t i t i t i t i t r
actor i t i t i t i t i t i tr r r r x x x

L Q r r Q r r Q r r  

+ − − +
+ + 

= 


 


− 


+  (4.10) 

where, ( )  is the expectation operator. The critic loss Lcritic is defined by the temporal difference 

error [129], and the actor loss Lactor is trained to address the optimization problem in Eq. (4.8). The 

actor and critic networks are connected based on ,î tr  and , 1î tr + . Unlike the standard 

reinforcement learning methods, we add a penalty term in Lactor to make the learned model satisfy 

the Lyapunov constraint in Eq. (4.8). Under the Lyapunov constraint, the predicted RUL can 

always asymptotically converge to the real RUL with arbitrary initial values [125], thereby 

ensuring the training stability and interpreting the prognostic behavior of the proposed method. 

In practice, there is always an error between the learned state-space model and the real physical 

system, especially when the equipment is faced with new operating conditions. This error is often 

caused by different operating parameters, degradation characteristics, and measurement noises. In 

this work, the error of the state-space model is considered as a disturbance term shown in Eq. (4.3). 

Since it is assumed that only the source-domain data is available for the model training, the learned 

disturbance cannot generalize well to the target-domain measurements. Therefore, our idea is to 

model a policy ( )   that is robust enough for the maximum possible disturbance, so that this policy 

will also be robust to disturbances in the target domain. 

Based on the definition of H∞ robustness [131], if a state-space model is stable when the 

disturbance di,t in Eq. (4.3) is always zero, there will be a positive l2 gain or H∞ norm, so that the 

following holds for all possible di,t: 

2

, , 20 0
i t i tC dt d dt

+ +

   (4.11) 

where η is the H∞ norm that quantifies the effect of disturbances on prognostic performance. A 

low value of the H∞ norm implies that the designed functionality of the state-space model will be 

robust to possible disturbances. 
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In order to learn a policy ( )   with minimum H∞ norm, we minimize the expected cost, i.e., Eq. 

(4.6), over the largest possible disturbance functions. The disturbance is modeled as a disturber 

( )d   by using actor-critic networks. The output of ( )d   is designed as , ,[ ]out

i t i td = , and its 

dimension is the same to the measurement dimension. At each time t, ,i td  is sampled from a 

Normal distribution with mean μi,t and variance 
2

, Ii t d d = , where Id is the identity matrix with 

the dimension same to μi,t, and σd is the preset standard deviation. Since the mean and variance of 

normal distribution will vary over time, the overall disturbances can follow arbitrary distributions. 

Let , , 1 , 1 ,
ˆ[ , , ]d d d d

i t i t i t i ts r x x− −=  denote the disturber state at time t in the i-th failure history, where , 1
ˆd

i tr −  is 

the estimated RUL considering disturbance , 1i td −  at time t-1, and , , , ,
ˆd

i t i t i t i tx x x d= − −  is the 

measurement prediction error considering disturbance at time step t. The actor-critic networks of 

disturber are illustrated in Fig. 4.4. The actor network is built as an MLP with the input ,

d

i ts  and 

the output ,

out

i td . The critic network is built as an MLP that relates the input [ ,

d

i ts , ,

out

i td ] to a target 

output , ,( , )d d out

i t i tQ s d , and , ,( , )d d out

i t i tQ s d  is defined as the accumulated difference between RUL 

prediction error and possible disturbance:  

, , ,( , )
ils

d d out j d

i t i t d i j

j t

Q s d C
=

= , with 
2 2

, , ,2 2

d d

i j i j d i jC r d= −  (4.12) 

where ,

d

i jC  is the disturber cost function at time step j in the i-th failure history, ,

d

i jr  is the RUL 

prediction error considering disturbance at time step j, γd is the discounting factor for ( )d  , and λd 

is the weighting factor. 

Similar to the actor-critic network, the tuple ( ,

d

i ts , ,

d

i tC , ,

out

i td , , 1

d

i ts + ) is stored in a replay memory d  

during the model training. The critic loss d

criticL  is defined by the temporal difference error, and the 

actor loss is defined to maximize the accumulated disturber cost , ,( , )d d out

i t i tQ s d . Therefore, the loss 

functions of the critic and actor in the disturber are defined as: 

( )
, , 1 , ,

2

,~ , , , 1 , 1, , ,
( , ) ( , )d d out d

i t i t i t i t d

d d d out d d d out

critic i t i t i t i t i ts s d C
L Q s d C Q s d

+
+ += −


+ 

  (4.13) 

, ~ , ,( , )d
i t d

d d d out

actor i t i ts
L Q s d  = −  (4.14) 
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The disturber ( )d   and the prognostic policy ( )   have opposing goals, so they can form an 

adversarial relationship to help the prognostic model find a policy ( )   with a minimum H∞ norm, 

thus remaining robust to disturbances in the target domain. 
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Fig. 4.4: Approximation of dout using actor-critic networks (some connections are invisible) 

4.3.3 Machine prognostics procedure 

As shown in Fig. 4.2, the proposed prognostic models are trained offline and applied online 

iteratively. Given the failure histories ,1 ,1 ,1 ,2 ,2 ,2 , , , ,{( , , ), ( , , ),..., ( , , )}S S S S S S S S S S

i i i i i i i i lsi i lsi i lsiD x w r x w r x w r= , i = 1, 

2, …, m, t = 1, 2, …, lsi, defined in Section 4.2, the offline modeling process is divided into two 

steps as follows. 

Step 1: State-space modeling. MLP is selected to discover the mapping of ( )g   and ( )f   that 

relates the time-series input [ ,

S

i tr , ,

S

i tw , ,

S

i tx ] to a target output , 1

S

i tx + , i = 1, 2, …, m, t = 1, 2, …, lsi-1. 

The structure of the MLP is shown in Fig. 4.2. In the state-space model, [ ,

S

i tw , ,

S

i tx ] is followed by 

fully connected layers and its end layer and ,

S

i tr  are concatenated by fully connected layers to the 

output. The neuron size of each layer is similar to the measurement dimension. The dropout is 

added behind each hidden layer. 1/3 of the training data is used for the validation. Grid search is 

used to determine the hyperparameters, and the model with the minimum validation loss will be 

recorded. 

Step 2: Prognostic model training. Algorithm 4.1 outlines the training procedure of the proposed 

prognostic model, where , ,d i tC  denotes the cost function defined in Eq. (4.6) considering 

disturbance at time step t in the i-th failure history. All basic models are constructed as MLPs, 

shown in Fig. 4.3 and Fig. 4.4. According to Occam’s razor principle, all MLPs will use simpler  
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Algorithm 4.1: Proposed prognostic model based on reinforcement learning 

Inputs: Ds, m̂axr , µmax, σd, γr, γd, λr, λd, Nπ, Nd, batch size Nb, actor-critic network structure 

Outputs: optimal prognostic policy 
* ( )   

For each iteration do 

   for k = 1, 2,…, Nd 

      for i = 1, 2,…, m, t = 1, 2, …, lsi-1 

         Store ( ,

d

i ts , ,

d

i tC ,
,

out

i td , , 1

d

i ts + ) in 
d

; store (
, 1

ˆd

i tr − , ,
ˆd

i tr ,
, 1

d

i tx −
,

,

d

i tx ,
, 1

d

i tx +
, ,

d

i tr , , 1

d

i tr + , , ,d i tC ) in 
r
; and 

store     (
, 1î tr − , ,î tr ,

, 1i tx −
,

,i tx ,
, 1i tx +

, ,i tr , , 1i tr + , ,i tC ) in 
r
 

         Sample Nb data from 
d

to train ( )d  according to Eq. (4.13) and Eq. (4.14) 

      end for 

   end for 

   for k = 1, 2,…, Nπ 

      for i = 1, 2,…, m, t = 1, 2, …, lsi-1 

         Store ( ,

d

i ts , ,

d

i tC ,
,

out

i td , , 1

d

i ts + ) in 
d

; store (
, 1

ˆd

i tr − , ,
ˆd

i tr ,
, 1

d

i tx −
,

,

d

i tx ,
, 1

d

i tx +
, ,

d

i tr , , 1

d

i tr + , , ,d i tC ) in 
r
; and 

store (
, 1î tr − , ,î tr ,

, 1i tx −
,

,i tx ,
, 1i tx +

, ,i tr , , 1i tr + , ,i tC ) in 
r
 

         Sample Nb data from 
r
to train ( )  according to Eq. (4.9) and Eq. (4.10) 

      end for 

   end for 

End for 

structures and fewer neurons. All of the time-continuous failure histories are used to train the 

model. The output ,î tr  is scaled from m̂axr−  to m̂axr , and the mean of disturbance ,i td  is scaled 

from max−  to max . These maximum scaled values can be defined based on the actual 

requirements and experiences. A high discounting factor γ means that the model loss will pay more 

attention to the cost at future time points. In this work, the factors γr and γd are set to constant 

values of 0.99 and 0.1, respectively. Weighting factors λr in Eq. (4.6), and λd in Eq. (4.12) can help 

the model focus its attention on specific tasks. In practice, we will increase the values of two 

weighting factors until the corresponding output ,î tr  and ,i td  will not always converge to the 

preset maximum value. During the model training, the prognostic policy ( )   and disturber ( )d   

are trained alternately by setting maximum iterations Nπ and Nd. The parameters of one model are 

held constant during the training of another model. Our goal is to learn a policy ( )   that can work 
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stably with or without disturbances. Therefore, when the sum of training losses with and without 

disturbances is minimized, the model is recorded for the online RUL predictions. 

In the online prognostic process, the measurements 1
ˆ

tx +  are first estimated at time t based on the 

real measurements xt, predicted RUL t̂r , and operating parameters wt by the constructed state-

space network ˆ( , , )t t tf r w x . When the real measurements xt+1 are observed at time t+1, the 

estimated measurement error 
1tx +

 is calculated. Afterward, the RUL increment 1t̂r +  can be 

predicted by the learned optimal prognostic policy *( )   with input [ t̂r , tx , 1tx + ]. Finally, the 

RUL at time t+1 can be predicted by 1 1
ˆ ˆ ˆ
t t tr r r+ += +  , and the 1t̂r + , 1t̂r +  and 1tx +  are recorded for 

RUL predictions in the next time step. 

4.4 Case studies  

In this section, two examples are used to demonstrate and validate the benefits of the proposed 

method brought to RUL predictions. In Section 4.4.1, a simulation study with comparative 

analyses is conducted. In Section 4.4.2, an experimental bearing dataset is applied to evaluate the 

proposed model. 

4.4.1 Case study 1: Simulated gearbox dataset 

Based on the simulation model in [132] for generating gearbox vibration signals under time-

varying speed conditions, we simulate a set of degradation signals randomly for comparative 

studies. For the i-th history, the vibration signal yi,t at time t is modeled as 

( )

( ) ( )

, , ,
0

1

gear meshing vibration

, , ,

2
defect impulses

structure vibration

( ) cos 2

( )cos 2 ( , )

m

m m

m

s

s s s

s

K
t

i t k i t m e i t k

k

K

k i t k k i t i t d d t

k

y G k T dt

S f t D S t T

   

     

=

=

= + +

+ + − +

 



 (4.15) 

where t is the time step, ωi,t is the rotating speed of input shaft at time t, θi,t is the degradation level 

at time t, Te is the number of teeth, Km is the number of gear meshing harmonics, Ks is the number 

of structure vibration components, φkm is the initial phase for the km-th gear meshing harmonic, ψks 

is the initial phase for the ks-th structure vibration component, fks is the frequency of the ks-th 
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structure vibration component, Td is the time interval between two adjacent impulses, εt is the 

measurement noise at time t, ( )dS   is the defect impulse, and ( )G  , ( )S  , and ( )D  are functions of 

ωi,t to represent the amplitude of gear mesh, structure vibration, and impulses, respectively. To 

simulate the degradation characteristics of the gearbox, ( )D  is modeled by a linear function related 

to a varying degradation term of the form , , , , ,( , ) 2i t i t i t i t i tD     = + . The defect impulse is 

described by an exponentially decaying sinusoid as: 

( ) ( )sin 2t

d rS t e f t −=  (4.16) 

where α is the decay rate, and fr is the resonance frequency. The parameters are configured as listed 

in Table 4.1. The detailed parameter definition and selection of the model (4.15) can be referred 

to [132]. 

Table 4.1: Parameters configuration for the simulation model 

Parameter Value (s) Parameter Value (s) 

Te 37 εt ~N(0, 1) m/s2 

Δt 0.001 Ks 2 

Km 4 ψ1 π/2 

φ1 π/2 ψ2 π/2 

φ2 π/3 S1(ωi,t) 0.12ωi,t
2+0.5ωi,t+0.3 

φ3 π2/3 S2(ωi,t) 0.2ωi,t
2+0.4ωi,t+0.2 

φ4 π2/3 f1 140 Hz 

G1(ωi,t) 0.1ωi,t
2+0.3ωi,t+0.2 f2 180 Hz 

G2(ωi,t) 0.1ωi,t
2+0.3ωi,t+0.4 fr 140 Hz 

G3(ωi,t) 0.2ωi,t
2+0.6ωi,t+0.4 α 100 

G4(ωi,t) 0.15ωi,t
2+0.5ωi,t+0.5   

In addition, the degradation level is governed by the following model [133]: 

1

, 1 ,

b
c

c c

tb

i t i t cabt e
  −

+ = + +  (4.17) 

where tc is the degradation time cycle, a and b are degradation factors, and   denotes the linear 

degradation and process noise. Same as the [133], a is a value from 0.001 to 0.003, b is a value 

from 1.4 to 1.6, and   follows a Gaussian distribution with a mean of 0.001 and a variance of 

0.002. Factors a and b are modeled as random Brownian motion. 
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Fig. 4.5: Simulated degradation and speed profile 

Table 4.2: Definition of extracted features 

Time-domain Frequency-domain Time-frequency-domain 

F1: RMS F9: Mean of [0, 500]Hz F14: Energy ratio of (3,0) 

F2: Kurtosis F10: Mean of [0, 125]Hz F15: Energy ratio of (3,1) 

F3: Peak-to-peak F10: Mean of [126, 250]Hz F16: Energy ratio of (3,2) 

F4: Crest factor F12: Mean of [251, 375]Hz F17: Energy ratio of (3,3) 

F5: Skewness F13: Mean of [376, 500]Hz F18: Energy ratio of (3,4) 

F6: Shape factor  F19: Energy ratio of (3,5) 

F7: Clearance factor  F20: Energy ratio of (3,6) 

F8: Impulse factor  F21: Energy ratio of (3,7) 

For one gearbox history, we assume that the gearbox completely fails if the corresponding 

degradation level reaches 10. In this study, nine gearbox failure histories are simulated, and their 

degradation trends are shown in Fig. 4.5 (a). For each failure history, 60 seconds vibration signals 

are simulated in one degradation cycle, and it is assumed that the degradation level will not change 

during these 60 seconds. Fig. 4.5 (b) shows two possible speed profiles in one cycle. The rotating 

speed of the first seven histories is set from 0 to 1.5, while the last two have the rotating speed 

from 1 to 2.5. The rotating speed is also simulated as random Brownian motion, and the continuous 

profiles can be obtained through cubic spline interpolation. The first five failure histories are used 

as the training data, and the last four histories are regarded as the testing data. 

Every second, 1000 vibration measurements are generated. We extracted 21 features [15][52], 

shown in Table 4.2, from every 1000 measurements. Since a good prognostic feature should be 

monotonically correlated with the degradation process, we compute the correlation Corri and the 
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monotonicity Moni according to [52] to evaluate the criteria coefficients for the i-th extracted 

feature: 

,1

2 2

,1 1

( )( )

( ) ( )

n

i j i jj

i
n n

i j i jj j

F F r r
Corr

F F r r

=

= =

− −
=

− −



 
 (4.18) 

0 0

1

i idF dF

i

n n
Mon

n

 −
=

−
 (4.19) 

where, n is the number of data points, and Fi,j is the i-th feature value in the j-th data point, and rj 

is the corresponding RUL. iF  and r  are the mean of Fi and r. dFi is the differential of the i-th 

feature series, and 0idFn   means the number of data points with the differential of i-th feature larger 

than 0. 

The criteria value Crii of the i-th feature is calculated as: 

( )
1

2
i i iCri Corr Mon= +  (4.20) 

The criteria coefficients of all features are normalized by min-max normalization. Ten features 

with a criteria value above a threshold of 0.5 are selected as the final input features, including F2, 

F3, F4, F5, F6, F7, F8, F9, F10, and F21. In addition, the integral of the rotating speed in one 

second is defined as the operating parameter of the corresponding features. Finally, we will have 

26275 training data and 21356 testing data. All data are normalized to a value from 0 to 1 for 

comparative studies. 

Four methods are used for comparative studies, including the common LSTM model, state-space 

modeling with UKF (SUKF) [126], state-space modeling with reinforcement learning model (SRL) 

proposed in Section 4.3.2, and the proposed state-space modeling with robust reinforcement 

learning method (SRRL). The last three methods use the same state-space model built by MLP, 

and both SRL and SRRL share the same actor-critic architecture and hyperparameters in the 

prognostic policy ( )  . As compared to SRL, SRRL utilizes the proposed adversarial training to 

improve the model generalization. The detailed network architectures are briefly described below. 
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LSTM: The architecture of the LSTM comprises four layers. The network has two initial LSTM 

layers with 30 and 20 neurons plus dropout (p = 0.9) followed by a 10-way fully connected layer 

and ends with an output neuron. The network uses Tanh activation for each hidden layer and 

Sigmoid activation for the output layer. Grid search is used to determine the hyperparameters with 

the minimum validation loss. The time window size is set to 10. 

State-space model in SUKF, SRL, and SRRL: The input [ ,

S

i tw , ,

S

i tx ] is followed by a fully 

connected layer with 5 neurons plus dropout (p = 0.9). This hidden layer is concatenated with ,

S

i tr  

and ends with a 10-dimensional output. The activation of hidden layers is Tanh function, and the 

output activation is Sigmoid activation. The hyperparameters are found by minimizing the 

validation loss. 

Reinforcement learning model in SRL and SRRL: The actor of prognostic policy ( )   

comprises two fully connected layers with 20 and 10 neurons and ends with a 1-dimensional output, 

and the activation of all layers are Tanh functions. The actor of disturber ( )d   has a 30-way fully 

connected layer with Tanh activation and ends with a 10-dimensional output neuron with Tanh 

activation. Their critic networks comprise two fully connected layers with 30 and 20 neurons with 

Relu activations and end with a linear output neuron. The critic network of prognostic policy ( )   

has two fully connected layers with 30 and 20 neurons with Relu activations and ends with a linear 

output neuron. Similarly, the critic network of disturber ( )d   has a similar hidden structure, but 10 

neurons are set in the second hidden layer. The hyperparameters m̂axr , max , d , λr, λd, Nπ, and Nd 

are set as 0.01, 0.2, 0.1, 100, 5, 8, and 5, respectively. 

The root mean squared error (RMSE) and the mean absolute percentage error (MAPE) are used to 

evaluate the prognostic performance of each method: 

( )
2

1

1 tn

ture predicted

it

RMSE RUL RUL
n =

= −  (4.21) 

1

1
,  0

tn
ture predicted

ture

it ture

RUL RUL
MAPE RUL

n RUL=

−
=   (4.22) 

where nt is the number of the test data, and RULtrue and RULpredicted are the real and predicted RUL 

with the unit of a cycle, respectively. Since the testing data includes two domain histories, we use 
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RMSES and MAPES to represent the RMSE and MAPE when the source-domain testing data is 

used, and use RMSET and MAPET when the target-domain data is used. 

In this case, each cycle has 60 samples with constant RUL. The operating conditions of the first 

two testing histories are similar to the training data, while the rest of the testing equipment works 

under conditions beyond the record. Fig. 4.6 shows the error between true and predicted RUL, i.e., 

Δ = RULtrue ‒ RULpredicted, by comparative methods. In Fig. 4.6, the solid line represents the average 

RUL predictions for these 60 samples, and the shaded surface shows the variability of RUL 

predictions within each cycle. Overall, all methods get significantly better prognostic performance 

on the source-domain data than on the target-domain data, and the proposed SRRL outperforms 

the other three methods especially when the testing gearbox operates at speeds beyond the record. 

In addition, all predictions are very accurate for gearboxes close to failure. RUL estimates 

undertaken with LSTM at any time cycle have a large variability as compared to state-space-based 

approaches. SUKF shows less variability but a high bias compared to other methods, which means 

that the UKF algorithm cannot perform well when the state space is modeled by neural networks. 

SRL works well when the training and testing gearboxes operate at similar rotating speeds; 

however, overestimated RUL by SRL will lead to bad generalization for the target-domain data. 

In other words, adversarial training alleviates the sensitivity of the model to the disturbance caused 

by state-space errors so that SRRL can predict RUL for gearboxes operating under new conditions. 

Fig. 4.7 and Fig. 4.8 show the RMSE and MAPE results obtained from 10 simulations using four 

methods with different random seeds, in which the range and standard deviation (SD) are used for 

descriptive error bars, and about two-thirds of the RMSE results will lie within the region of mean 

± 1 SD, and ~95% of the RMSE results will be within 2 SD of the mean [108]. In Fig. 4.7 and Fig. 

4.8, the middle line of each box denotes the mean value of 10 tests; the dark zone roughly denotes 

the 95% confidence interval of the mean value; the low transparency zone represents the region 

that contains about two-thirds of the data points. Between two boxes, the smaller the overlap of 

dark bars, or the larger the gap between dark bars, the smaller the statistical P-value and the 

stronger the evidence for a significant difference between the two methods [108]. It can be 

observed that SRRL performs better than the other three methods with respect to both source and 

target domain testing data, and shows statistically significant differences, especially between the 

RMSET and MAPET produced by other models. Compared to the LSTM-based method, SRRL  
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Fig. 4.6: RUL prediction error for each testing history by different methods 
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Fig. 4.7: RMSE of comparative methods using simulated gearbox dataset 

  

Fig. 4.8: MAPE of comparative methods using simulated gearbox dataset 

reduces RMSE by about 20% and MAPE by nearly 10%, indicating that the proposed method has 

the potential to address the formulated cross-domain prognostic problem. In addition, although the 

differences in RMSES and MAPES between SRL and SRRL are not significant, SRL shows clear 

overfitting on the source-domain data and thus cannot generalize well to gearboxes operating in 

the target domain. 

Moreover, the sensitivities from operating parameters and unobserved degradation characteristics 

to the predicted RUL are measured by linear multivariate Granger causality [134] with 10 lags. 

Table 4.3 presents the normalized causality measures for both LSTM and SRRL methods. The 

Granger causality method allows for a rough assessment of the causality between two factors. A 

high causality value implies that the predicted RUL by one method is significantly associated with 

a focused variable. Obviously, four tests undertaken with LSTM have large causalities from speed 

to predicted RUL, and small causalities from degradation level to RUL estimates as compared to 

SRRL. Especially for target-domain tests, SRRL shows a significant enhancement of causality 
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from degradation level to RUL estimates. The proposed SRRL increases the sensitivity of the 

predicted RUL to degradation characteristics and decreases the sensitivity to operating parameters 

by the state-space modeling. Therefore, SRRL is able to predict RUL for equipment working under 

target-domain conditions.  

Table 4.3: Normalized causality from speed/degradation level to predicted RUL 

 Test #1 Test #2 Test #3 Test #4 

LSTM 0.0267/0.9733 0.1968/0.8032 0.1870/0.8130 0.1597/0.8403 

SRRL 0.0600/0.9400 0.1385/0.8615 0.0681/0.9319 0.0420/0.9580 

4.4.2 Case study 2: bearing dataset  

In the second case study, the bearing dataset provided by the University of New South Wales 

(UNSW) is adopted [135]. The experiments are conducted on the test rig shown in Fig. 4.9. The 

dataset contains four different rotating speed conditions, including 6, 12, 15, and 20 Hz. At each 

speed condition, the bearing is repeated four times from health to failure. Therefore, a total of 16 

run-to-failure bearing histories are collected. The sampling frequency of the vibration signal is 

51.2 kHz. In this case, only the vertical vibration signal is used.  

  

Fig. 4.9: UNSW experimental setup [135] Fig. 4.10: RMS values of bearing with different speeds 

A bearing is often inspected six to nine times during its lifetime. At each inspection, 12 s bearing 

vibration data are collected, and the middle 10 s vibration data are used to construct the dataset. 

The features in Table 4.2 are extracted from 51.2 k vibration data per second. Based on the 

evaluated criteria coefficients [52], six features with a normalized criteria value above 0.5 are 

selected as input features, including F1, F5, F6, F9, F10, and F13. We assume that the RUL will 

not change in one inspection. Finally, 10 sample points with the corresponding RUL percentage 
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labels from one to zero are obtained for each inspection cycle. In this case, the operating parameters 

contain both loads and speeds. Since the rotating speed is a constant value in one history data, a 

slight white noise is added before pre-processing. All data are normalized to a value from 0 to 1. 

As shown in Fig. 4.10, the same bearing with the same lifetime will present significantly different 

feature values at different rotating speeds. Twelve run-to-failure histories at 12, 15, and 20 Hz 

speeds (four histories per speed condition) are used as training data, and four histories at 6 Hz 

speed are used as testing data. Therefore, we have 870 data points for the model training and 290 

data points for the testing. 

Similar to the first case, four methods are used for the comparative study, and RMSE and MAPE 

are applied to evaluate their prognostic performance. The setting of components is described below. 

LSTM: The architecture of the LSTM comprises three layers. The network has one initial LSTM 

layer with 30 neurons plus dropout (p = 0.9) followed by a 10-way fully connected layer and ends 

with an output neuron. The network uses Tanh activation for each hidden layer and Sigmoid 

activation for the output layer. The time window size is set to 5. 

State-space model in SUKF, SRL, and SRRL: The input [
,

S

i tw ,
,

S

i tx ] is connected by a full layer 

with 5 neurons plus dropout (p = 0.9). This hidden layer is concatenated with 
,

S

i tr  and ends with a 

6-dimensional output. The activation of hidden layers is Tanh function, and the output activation 

is Sigmoid activation. 

Reinforcement learning model in SRL and SRRL: The actor of prognostic policy ( )   

comprises two fully connected layers with 10 and 5 neurons and ends with a 1-dimensional output, 

and the activation of all layers are Tanh functions. Similarly, the critic network of disturber policy 

( )   has a similar hidden structure but ends with a linear output neuron. The actor of disturber 

( )d   has a 30-way fully connected layer with Tanh activation and ends with a 6-dimensional 

output neuron with Tanh activation. The critic network of disturber ( )d   comprises two fully 

connected layers with 30 and 10 neurons with Relu activations and also ends with a linear output 

neuron. The hyperparameters m̂axr , max , d , λr, λd, Nπ, and Nd are set as 0.3, 0.6, 0.15, 0.1, 1, 10, 

and 10, respectively. 
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Fig. 4.11: RUL predictions for four test engines using different methods 

Fig. 4.11 shows the RUL predictions for four testing bearings using four methods. In Fig. 4.11, the 

solid line, i.e., predicted RUL, represents the average RUL predictions for ten samples, i.e., 10 s 

data, and the upper and lower bounds of shaded surface, i.e., uncertainty, show the maximum and 

minimum predicted values for ten samples, respectively. It can be observed that RUL estimates 

undertaken with LSTM, SUKF, and SRL at any time cycle have high biases as compared to the 

proposed SRRL. Since the bearing features are significantly different at different rotating speeds, 

as presented in Fig. 4.10, the data-driven state-space model will have a large estimation error when 

dealing with bearings operating at new speeds. SUKF directly minimizes the residuals between 

the state-space model and observed signals, which may lead to convergence of the predicted RUL 

in the wrong direction. LSTM and SRL have similar RUL predictions with very high bias, 

indicating that the prognostic models fail to generalize to equipment with new operating conditions 

when the model only simply overfits training data. In contrast, the proposed SRRL method 

considers the state-space error as a disturbance term and uses adversarial training to reduce the 

influence of this error on RUL predictions, and thus the RUL estimated by SRRL are smooth and 
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monotone with less variability. SRRL shows a clear convergence trend, reflecting the importance 

of adversarial training in RUL predictions. 

Fig. 4.12 presents the experimental results of RMSE and MAPE, in which each method is repeated 

10 times with different random seeds and learning rates. In this case, the value of RMSE in Eq. 

(4.18) and MAPE in Eq. (4.19) are computed by the predicted and actual RUL percentage directly. 

Overall, the proposed SRRL outperforms the other three methods and shows a statistically 

significant difference in both RMSE and MAPE. With the use of SRRL, the reduction of RMSE 

ranges from 55% to 75% and MAPE ranges from 60% to 75% compared to other methods. Since 

only the proposed SRRL can successfully predict RUL for target-domain bearings, the 

improvement of SRRL in prognostics is quite significant. The sizes of low transparency zones in 

RMSE boxes of all comparative methods are similar, indicating that SRRL is also stable under 

consideration of different stochastic parameters. 

  

Fig. 4.12: RMSE and MAPE of comparative methods using experimental bearing dataset 

4.5 Conclusions 

This chapter proposes a novel prognostic method based on state-space and neural network 

modeling. Instead of predicting RUL by supervised-learning models, the proposed method 

identifies the system dynamics first and then estimates the RUL increment over time based on the 

state-space model. All of the nonlinear functions in this framework are modeled as neural networks 

and trained using failure histories. Based on the idea of Lyapunov stability and H∞ robustness, a 

reinforcement learning model is proposed to interpret the prognostic behavior and predict RUL 

especially when the equipment operates under conditions beyond the record. The proposed 
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prognostic model is interpretable and can generalize well to other possible operating conditions. 

The conclusions from the case studies validate the accuracy of the proposed method. 

The main contribution of this study is the construction of the time-series RUL prediction framework 

combined with state-space modeling and reinforcement learning methods. Meanwhile, the stability 

and robustness concepts are used to indirectly solve the error problem of the state-space model. 

This work is the first attempt to improve the generalization of the prognostic model for new 

extrapolated operating conditions in the absence of corresponding monitoring data (target-domain 

data). Compared to the approach discussed in Topic 2, which also considers RUL predictions across 

various conditions, this method is limited when the machine is significantly influenced by operating 

conditions. Moreover, if historical data includes suspended target-domain data, the model suggested 

in Topic 2 is easier to train and can deliver better performance. Regarding future research, 

suspension histories can be considered. In addition, sparse modeling methods can be attempted for 

state-space modeling to reduce the effect of identification errors.  
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Chapter 5: Condition-based maintenance optimization for 

multi-component systems considering prognostics and 

degraded working efficiency 

 

Recent developments in prognostic models have led to increased use of prognostic information to 

improve the benefits of condition-based maintenance (CBM). However, existing CBM methods 

are often limited by the assumption that prognostic information is available for all components and 

by the neglect of economic loss due to system degradation in assessing benefits. As mentioned in 

Section 1.3, this chapter aims to find optimal maintenance decisions for multi-component systems 

with the consideration of partial prognostics and degraded working efficiency. The materials in 

this chapter are covered by the fourth research topic (Topic #4). The organization of this chapter 

is as follows. Section 5.1 introduces the reported studies on advanced maintenance policies. In 

Section 5.2, considered maintenance models are formulated, including the basic system model, 

prognostic errors, scheduled maintenance policies, and cost structures. In Section 5.3, the proposed 

system efficiency model and the definition of total net revenue are provided. The simulation 

procedure of maintenance actions and the optimization method are illustrated in Section 5.4. A 

case study of maintenance optimization on wind turbine farms is used to demonstrate the proposed 

method in Section 5.5. Finally, conclusions are made in Section 5.6. The results of this chapter 

have been published as a journal paper [178]. 

5.1 Introduction 

With the progress in production processes and the increasing reliance on equipment, the expenses 

associated with system maintenance is growing. This has led to a growing demand for effective 

maintenance plans and actions [6]. As an illustration, more than a quarter of the overall costs 

throughout the lifecycle of offshore wind farms are allocated to maintenance operations [136]. In 

the chemical industry, maintenance activities engage around 30% of the workforce [7]. As 

industries move toward “Industry 4.0”, many companies are reevaluating their maintenance 

policies to stay competitive [9]. The advancements in sensor technology offer opportunities for the 
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development of maintenance strategies but also introduce new challenges for utilizing data in 

making maintenance decisions. 

Maintenance policies used in asset management consist of three main types: corrective 

maintenance (CM), time-based maintenance (TBM), and condition-based maintenance (CBM). 

CM is a basic policy where maintenance actions are only taken when a component fails. On the 

other hand, TBM and CBM are preventive maintenance policies that determine maintenance 

actions based on constant inspection intervals and condition data, respectively. As discussed in 

Section 1.2.3, TBM is relatively easy to implement, as it only requires the age information of in-

service components. However, one drawback of TBM is that it may lead to unnecessary 

maintenance actions when the machine is in good condition, resulting in extra maintenance costs.  

[14]. In contrast, CBM policies analyze condition data to make informed decisions about 

maintenance actions. This allows for more effective maintenance plans by targeting components 

that actually require attention [17]. 

Various methods for incorporating prognostics into maintenance optimization have been discussed 

in Section 1.2.3. When applying these advanced CBM policies to large mechanical systems, 

maintenance crews often take advantage of the opportunity to perform preventive maintenance on 

other components that have a relatively low predicted RUL whenever a component triggers the 

maintenance action. This is widely seen in studies [74][92][93]. The decision-making process for 

maintenance scheduling is done at the system level, with optimal maintenance actions planned 

based on key variables such as the planned inspection interval, preventive threshold, and 

opportunistic threshold. To find the most cost-effective decisions for maintenance, an optimization 

model can be formulated. This model aims to minimize the expected maintenance cost per unit of 

time, taking into account the maintenance decision variables. The optimization model is then 

integrated into a numerical simulation framework to consider practical factors in maintenance 

decision-making. 

Based on the studies that have been reported, three limitations of the current prognostics-induced 

CBM policies are identified. First, these policies assume that condition monitoring can be carried 

out on all components in the system. Only one work considers a different situation but simply 

proposes independent maintenance strategies for different components in the system [137]. 
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Additionally, while previous works mention that accurate RUL estimates can reduce routine 

maintenance by 40–70% [20], there is a lack of understanding on how the accuracy of the 

prognostic model influences the maintenance benefits, especially for systems with multiple 

components. Lastly, maintenance optimization centered on minimizing maintenance costs is 

gradually shifting towards maximizing profits over the planned operating period [138]. However, 

one limitation emerges when calculating profits in previous works, as they rarely take into account 

the impact of degradation on system profitability, despite its apparent significance in practice 

[4][5].  

To address these gaps, this chapter proposes an approach that combines prognostics and CBM 

optimization. The approach has three main contributions: 1) It recognizes that not all components 

in the system can be continuously monitored. Therefore, the proposed maintenance optimization 

method aims to find a joint maintenance decision at the system level, including optimal planned 

inspection intervals and prognostic thresholds, under the assumption that only some components 

can be monitored. 2) The efficiency loss caused by system degradation is considered when 

evaluating the profitability of maintenance decisions. This is achieved by incorporating a data-

driven efficiency modeling method into the net revenue objective function, with parameters 

estimated from historical system efficiency data. 3) Several practical factors are discussed in 

conjunction with the prognostics-induced CBM model. In particular, the model is extended with 

prognostic error modeling, allowing for insights into the impact of prognostic model accuracy on 

CBM benefits. 

5.2 Formulation of the maintenance model  

5.2.1 System description 

Consider a multi-component system consisting of N sub-systems. Let ci,j represents the i-th 

component in the j-th sub-system, i = 1, 2,…, nj, and j = 1, 2, …, N. Each sub-system contains nj 

independent components. The failure of any component in a sub-system will lead to the sub-system 

failure. The failure of one sub-system will not cause the other subsystems to fail to work, but will 

result in a reduction in the benefit of the entire system. As an example, the studied system can be 

used to represent a wind farm with multiple wind turbines. Each wind turbine can be viewed as a 

sub-system consisting of multiple components, such as wind round, generator, and gearbox. Wind 
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turbines work independently of each other, but the failure of each turbine will result in economic 

loss to the wind farm. 

We divide the components into two types. The degradation of both types of components can be 

assessed manually during planned inspection. The difference depends on whether the health status 

of the component can be continuously monitored. For the first type of component, the component 

can be monitored by sensors, so we can predict the RUL of these components in real time by 

prognostic models. For the second type of component, their health status can only be identified at 

each planned inspection or preventive maintenance since no sensors can be arranged to measure 

their conditions. In this work, the output of the prognostic model for component ci,j is defined as 

the RUL percentage denoted by ri,j, which is a value from 0 to 1 equal to the quotient of its RUL 

divided by total lifetime. For some practical problems where the prognostic result is an RUL value, 

the proposed CBM optimization method will also work with a minor modification of the decision 

threshold variable. The health status is divided into multiple levels, and each level corresponds to 

an RUL percentage interval. Specifically, we define the last in-service health level corresponding 

to the RUL percentage from 0 to 0.05. We assume that the range of health status of components 

can be accurately identified during every inspection or preventive maintenance. 

The goal of this work is to provide effective maintenance policies by maximizing production 

profits during the planned operating period. In real industries, the net revenue reflects the dynamics 

of two critical factors, i.e., production performance and maintenance cost [10]. To this aim, we 

define the expected net revenue as the difference between revenue and maintenance costs 

[138][139]. Let T and Tb denote the planned operating period of engineering assets and the baseline 

(most efficient) working time, respectively. The expected net revenue function during the planned 

operating period T is defined as: 

onet b tT CR  −=  (5.1) 

Where γ is the reward rate at maximum efficiency, and Cto is the total maintenance cost. Tb 

represents the system operating time at the maximum efficiency, and thus Tb is equal to the product 

of T and system efficiency. 
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5.2.2 Modeling of prognostic errors  

Various models are available from physics-based approaches to data-driven methods for RUL 

predictions. Compared to physics-based models, data-driven methods focus on using equipment 

histories to model a one-to-one relationship between condition monitoring data and the 

corresponding RUL so as to predict the RUL when new condition data is available. This work will 

not discuss the specific RUL prediction methods. Instead, a nonlinear function is used to represent 

the prognostic model by: 

, , , ,
ˆ ( ) ( ( ), ( 1),..., ( ))i j i j i j i jr t RUL x t x t x t l= − −  (5.2) 

where l is the length of the preset time window, and xi,j(t) and ,
ˆ ( )i jr t  denote the condition 

measurements and predicted RUL percentage of the i-th component in the j-th sub-system at time 

t, respectively. ( )RUL   is the nonlinear prognostic model, which can be constructed based on the 

equipment history data by many data-driven methods, such as long short-term memory (LSTM) 

[52] and convolutional neural network (CNN) [53]. 

Assume that the RUL of the component being monitored can be predicted at discrete interval Δt 

during the planned cycle T. Nonlinear prognostic models have RUL prediction errors during the 

online monitoring, and this error often converges to a value close to zero over time [126]. This 

implies that RUL predictions undertaken with prognostic models have large variability in early 

life as compared to the end of life. We use the mean-reverting Brownian process to model the 

difference between the real RUL and the predicted RUL, which has the property that the 

probability distribution of prognostic errors is stationary over time. However, the mean-reverting 

Brownian is an asymptotic convergence process and thus cannot reflect the random positive and 

negative fluctuations of the error. Therefore, prognostic errors are generated by the following 

procedures. 

First, for the component ci,j with RUL percentage ri,j from 0 to 1, its prognostic errors from RUL 

percentage ri,j = 1 to ri,j = 0 are pre-generated by mean-reverting Brownian process: 

( ), , , , , , , , ,(1 ) (1 ) (1 )i j i j i j i j i j e e i j i j i j e i jErr r r Err r Err r r Y r  − +  = − + − −  +   (5.3) 
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where Erri,j(1– ri,j) is the prognostic error of the i-th component in the j-th sub-system when its 

RUL percentage is ri,j, θe is the rate of convergence to the mean, μe is the mean value of the process, 

σe denotes the diffusion parameter characterizing the error variation, and Y follows a standard 

Normal distribution with 0 mean and variance of 1. We define the value of μe to be zero to indicate 

that the predicted RUL can always converge to the real RUL.  

The prognostic error Erri,j(1–ri,j) can be either a positive or a negative number. Therefore, Erri,j(1–

ri,j) will be randomly equal to its positive or negative value, and we can get the predicted RUL 

percentage ,î jr  equal to , , ,(1 )i j i j i jr Err r− − . Then, the predicted RUL percentage ,î jr  is bounded 

between 0 and 1. If the calculated ,î jr  is larger than 1 or smaller than 0, its value will be scaled to 

1 or 0 correspondingly. Finally, Erri,j(1–ri,j) can be obtained by , ,
ˆ

i j i jr r− . 

In Eq. (5.3), the value of Erri,j(1–ri,j) depends on the initial value Erri,j(1) and model parameters θe 

and σe. To measure the effect of prognostic errors, a widely used indicator, i.e., the root mean 

squared error (RMSE), is estimated for the component ci,j as: 

,

1
2

, , , ,

0

(1 )
i j

i j i j i j i j

r

RMSE r Err r
=

=  −  (5.4) 

Commonly, the RMSE of prognostic models varies from 0.05 to 0.2 [44]. Obviously, if RMSE = 

0, then the prognostic model is perfect. Since the prognostic error cannot be generated according 

to a specific RMSE value, we first generate several prognostic errors with stochastic initial value 

and model parameters θe and σe following the procedure described above and save the errors that 

satisfy the RMSE range requirement in a database De. In this way, we can randomly generate as 

many prediction errors as possible for all possible ranges of RMSE. Thereby, the prognostic error 

can be sampled directly for a specific RMSE range from the database. 

5.2.3 Maintenance scheduling and cost modeling  

In this work, corrective replacement, planned inspection, preventive replacement, and 

opportunistic replacement are designed in our prognostics-induced CBM policy. We perform 

preventive replacement based on the components’ predicted RUL. Since not all components can 

be monitored, planned inspections are scheduled to prevent the failure of non-monitorable 

components. For the considered system that has multiple subsystems and components, performing 
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maintenance simultaneously on other components with relatively low RUL will yield lower 

maintenance costs than maintaining them individually, and thus, opportunistic replacement is also 

considered. There are three decision variables that control maintenance frequencies, including 

planned inspection interval tm, preventive threshold ppm, and opportunistic threshold pom. The 

length of time between planned inspections is usually variable. Longer inspection intervals are 

scheduled early in the period, while shorter intervals are determined later. Let nm denote the 

number of planned inspections, i.e., 
,1

mn

m ii
t T

=
= . Oftentimes, asset management expects to use a 

uniform maintenance policy for a system, and therefore, we assume that the inspection intervals 

and maintenance thresholds are the same for different components. The maintenance policies are 

outlined as follows: 

• Corrective replacement: If the component ci,j fails, CM is executed.  

• Planned inspection: If the inspection time is reached, planned inspection is performed, and 

the component ci,j is replaced if it reaches the last in-service health level, i.e., RUL 

percentage from 0 to 0.05.  

• Preventive replacement: If the component ci,j can be monitored in real time, preventive 

replacement is performed for component ci,j when the predicted RUL percentage ,î jr  of 

component ci,j is less than ppm.  

• Opportunistic replacement: Opportunistic replacement of component ci,j in the j-th sub-

system is accepted when any of the following conditions is met: (a) any other component 

in the j-th sub-system is determined to be maintained, and the component ci,j reaches the 

last in-service health level with RUL percentage from 0 to 0.05, or (b) any other sub-system 

k, k = 1, …, j‒1, j+1, …, N, fails or is preventively maintained, the component ci,j can be 

monitored in real time, and the predicted RUL percentage ,î jr
 of component ci,j is less than 

pom. 

Generally, opportunistic replacement should be executed before the preventive replacement for 

meaningful solutions. Therefore, two RUL percentage thresholds satisfy ppm < pom, which will be 

added as a constraint in the model solving. Opportunistic replacement is effective when the 

operation of each sub-system has an impact on the benefits of the whole system. Fig. 5.1 is 
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presented to illustrate the provided opportunistic replacement. When corrective or preventive 

replacement is performed on a sub-system, the maintenance crew will take this opportunity to 

perform maintenance on other qualified components. Taking three components, i.e., components 

1, 2, and 3, as an example, components 1 and 2 are in one sub-system being maintained, while 

component 3 is in the other working sub-system. When a sub-system is maintained, the health 

status of all its components can be identified, and if a component reaches the last in-service health 

level, i.e., the real RUL percentage is less than 0.05, that component will be replaced. For other 

working sub-systems, the component will be replaced if the predicted RUL percentage of one 

monitored component is less than the opportunistic threshold pom. Therefore, opportunistic 

replacement is accepted for components 1 and 2 but rejected by component 3. 

Component 1

Maintained 

Sub-system

Component 2

Last in-service 

health level

Component 3

Running Sub-system

Present

Opportunistic 

replacement

Corrective or 

preventive replacement

r2 > 0.05

r1 ≤ 0.05

3̂ omr p

Next corrective or 

preventive replacement

Opportunistic 

replacement

 

Fig. 5.1: Illustration of the opportunistic replacement 

In practice, each policy will have a component-dependent replacement cost and a setup cost. Three 

strategies use the same replacement cost for each component. The setup cost is common and shared 

for three strategies due to scaffolding, crew traveling, shutdown, etc. The setup cost of 

opportunistic and preventive replacements is often equal but much lower than corrective 

replacement. The following cost structure is considered in the maintenance cost model: 

• Cr,i: Replacement cost for the i-th component when component replacement is required. 

• Cfs: Setup cost when corrective replacement is prepared.  

• Cps: Setup cost when opportunistic or preventive replacement is prepared.  



111 
 
 

In single maintenance, if multiple strategies are executed simultaneously, only one and the highest 

setup cost is considered. We denote the cost of the k-th maintenance cost during the planned period 

T by Cm,k. With the scheduled cost structure, suppose that preventive, opportunistic, and corrective 

replacements are performed simultaneously and three components, i.e., components 1, 2, and 3, 

are determined to be replaced in the k-th maintenance, the setup cost will only incur once, and the 

maintenance cost Cm,k will be ,1 ,2 ,3r r r fsC C C C+ + + . With the same maintenance plan, if corrective 

replacement is not executed, the maintenance cost Cm,k will be ,1 ,2 ,3r r r psC C C C+ + + . 

Let Nm represent the total number of maintenance executed during the planned period T, the total 

maintenance cost can be formulated as follows: 

,

1

mN

mto k

k

C C
=

=  (5.5) 

5.3 Net revenue estimation considering degraded working efficiency 

In this section, the degradation-related system efficiency is incorporated into the net revenue model 

to measure maintenance performance. The proposed approach starts with the modeling of working 

efficiency loss for each component. Efficiency losses are modeled by the Wiener process, and 

model parameters are determined at the system level based on historical data. A new net revenue 

function is then proposed to consider the degraded working efficiency in maintenance decision-

making. Accordingly, the maintenance decisions can be optimized in Section 5.4. 

5.3.1 Degraded working efficiency modeling at component level  

This work uses the loss of efficiency to measure the degraded working efficiency. The efficiency 

loss at time t is defined as the ratio of the reduced efficiency up to time t to the initial efficiency. 

As reported in [140], the Wiener process has outstanding potential in modeling the efficiency 

trends of machines by allowing for the inevitable efficiency fluctuations in the degradation process. 

Therefore, in this work, the system efficiency loss due to the degradation of component ci,j, denoted 

by Li,j, is modeled by a Wiener process: 

,

, , , , , , ,(1 ) (0) (1 ) (1 )i ja

i j i j i j i j i j i j i jL r L r B r − − −= + +  (5.6) 
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where Li,j(1‒ri,j) denotes the system efficiency loss caused by the component ci,j with RUL 

percentage (1‒ri,j), B(1‒ri,j) represents the standard Brownian motion, and θi,j and σi,j are the drift 

parameter and the diffusion parameter, respectively. The value of ri,j decreases from 1 to 0 during 

the lifetime of the component. Li,j(0) equals 0 at the beginning of the components’ lifetime. When 

ai,j = 1, the Wiener degradation model is linear. 

The relationship between the system efficiency losses caused by the component ci,j at RUL 

percentage ri,j and at RUL percentage (ri,j‒Δri,j) can be expressed as Eq. (5.7), where Y follows the 

standard Normal distribution. 

, 1

, , , , , , , , , , ,(1 ) (1 ) (1 ) i ja

i j i j i j i j i j i j i j i j i j i j i jL r r L r a r r Y r 
−

=− +  − +  − +   (5.7) 

According to the statistical property of the Wiener process, Li,j(1‒ri,j) also follows a Normal 

distribution as: 

, 2

, , , , , ,(1 ) ( (1 ) , (1 ))i ja

i j i j i j i j i j i jL r N r r −  − −  (5.8) 

It is assumed that the system efficiency loss caused by the degradation of component ci,j reaches 

approximately di,j when the corresponding RUL percentage reduces to 0, that is, the average value 

of Li,j(1) is approximately equal to di,j. Based on Eq. (5.8), we can get θi,j = di,j for the component 

ci,j. 

5.3.2 Parameter estimation of working efficiency model at system level  

Let 1 2{ , ,..., }MD D D D=  denote M history data, where Dm, m = 1,…, M, is the m-th history with 

lf,m time points, represented by ,1 ,1 ,2 ,2 , ,{( , ), ( , ),..., ( , )}m m m m m m lfm m lfmD t e t e t e= , and , ,( , )m n m nt e  is the n-

th recording point of the m-the history, where ,m ne  is the total system working efficiency and 
,m nt  

is the corresponding recording time. It is worth noting that the working efficiency of the system 

can be represented by different records, such as average production or power. History data is 

further processed, then we can get ,1 ,1 ,2 ,2 , ,{( , ), ( , ),..., ( , )}m m m m m m lfm m lfmD t L t L t L= , where 

, ,1 , ,1( ) /m n m m n mL e e e= −  is the system efficiency loss at the time 
,m nt  in the m-the history. 

Commonly, ,1mL  is equal to 0, indicating that the system has the maximum expected working 

efficiency at the beginning of the lifetime.  
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At the system level, the influence of the structural dependency of components on the system 

efficiency loss can commonly be modeled by the normal copula function with a defined correlation 

matrix [141]. The system efficiency loss can be estimated as a linear sum of the efficiency losses 

due to the degradation of all components, which are sampled from the copula function. 

Simplistically, we neglect the effect of structural dependencies on the system efficiency loss in 

this work to demonstrate the parameter estimation approach. According to Eq. (5.8), the system 

efficiency loss at time t follows a Normal distribution as Eq. (5.9), where ri,j,t denotes the RUL 

percentage of the component ci,j at time t. 
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To find out the difference in system efficiency loss due to the degradation of different components, 

the analytic hierarchy process [142] is used to evaluate the weight of the impact of each component 

degradation on the system efficiency. Then, we can get the weight of each component wi,j, with 

,1 1
1

jN n

i jj i
w

= =
=  . For any two components in the j-th sub-system (taking components 1 and 2 as an 

example), their drift parameters satisfy 
1, 2, 1, 2,/ /j j j jw w  = , which implies that we can define the 

drift parameter of only one component and determine parameters for other components based on 

their weights. 

Let parameter set Ω = {θ1,j (j = 1,…, N), ai,j (i = 1,…, nj, j = 1,…, N), σi,j (i = 1,…, nj, j = 1,…, N)}. 

According to Eq. (5.10), the log-likelihood function of L(t) can be expressed by Eq. (5.11). In this 

formulation, tmax is the maximum system life in the history data, and nL,t is the number of system 

efficiency loss data L at time t. 

,max

0 1max ,

1 1
ln ( | ( )) ln ( ( ))

L tnt

t kL t

L L t f L t
t n= =

 =    (5.11) 
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Oftentimes, the lifetime distributions of all components are known in advance, which can be 

estimated using failure time and censored time data. When a set of failure times is sampled from 

the lifetime distribution of all components, the RUL percentage rt of all components at a specific 

time t can be calculated, and the μL and σL can be obtained. Therefore, based on the idea of Monte 

Carlo simulation (MCS), we sample ns sets of components’ failure times for one system efficiency 

loss data, and the log-likelihood function of L(t) is formulated as: 

,max

0 1 1max ,

1 1 1
ln ( | ( )) ln ( ( ))

L t s
nt n

t k lL t s

L L t f L t
t n n= = =

 =     (5.12) 

Finally, the optimal maximum likelihood estimator Ω* can be obtained by maximizing the log-

likelihood function ln ( | ( ))L L t  with the use of global optimization algorithms, such as the 

genetic algorithm (GA). Since the model parameters are determined from the historical data, it is 

usually possible to consider the impact of some realistic factors, e.g., environmental and 

maintenance actions, on the loss of system efficiency. In addition, the proposed parameter 

estimation procedure is also feasible when structural dependencies are taken into account and 

defined by a correlation matrix, since the µL and σL can be calculated based on MCS by sampling 

from the copula function. In the parameter estimation, the parameter ai,j, i = 1,…, nj, j = 1,…, N, 

will be scaled from 1 to 2 for reasonable solutions. 

5.3.3 Net revenue modeling  

During the planned operating period T, the operating time can be discretized into multiple time 

intervals based on a preset ∆t. Considering the system working efficiency loss L(t), the effective 

working time at time t can be modeled as (1 ( ))t L t − . Therefore, the expected net revenue 

function can be developed from Eq. (5.1) with the consideration of system efficiency loss as: 

0

(1 ( ))
Tn

to

k

netR L k t t C
=

−   −=   (5.13) 

where nT = T/∆t is the number of the discretization intervals.  
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5.4 Maintenance decision-making based on Monto-Carlo simulation 

In this section, a prognostics-induced maintenance optimization framework is proposed, as shown 

in Fig. 5.2. MCS and GA are used to find optimized maintenance decisions. The considered system 

has N sub-systems, and each sub-system has nj components connected in series. It is assumed that 

the lifetime distributions of all components are known in advance, and the parameter set Ω related 

to the efficiency loss has been estimated for the system. In addition, a database of prognostic errors 

De is generated in advance for all possible component lifetimes within a specific range of RMSEs, 

according to Section 5.2.2. Given components’ lifetime distributions, efficiency model parameters 

Ω, database De, cost parameters Cfs, Cps, and Cr,i, i = 1,…, n, the number of planned inspections 

nm, maintenance decision variables ppm, pom, and tm,i, i = 1,…, nm, and revenue reward parameter γ, 

the following steps are summarized to estimate the expected net revenue for one simulation. 

Step 1: Initialization. All parameters are specified. The total maintenance cost Cto and the baseline 

working time Tb are set to 0 at the beginning and are updated during the simulation process. The 

failure time, TF,i,j, is defined for component ci,j. Initially, The failure time TF,i,j is equal to the 

lifetime li,j of the component sampled from its lifetime distribution. Based on the sampled lifetime 

and efficiency model parameters Ω, the system efficiency loss due to the degradation of each 

component is randomly generated by Eq. (5.6), and the total system efficiency loss can be obtained 

by Eq. (5.9). In addition, if the component ci,j can be monitored in real-time, a prognostic error 

curve is randomly sampled from De based on its lifetime, and the corresponding predicted RUL 

percentage is calculated. 

Step 2: Calculate the system baseline working time. The time interval ∆t is preset before the 

simulation. The planned operating period T is discretized into nT time intervals based on ∆t. At 

time t = k∆t, k = 1, 2, …, nT, the system baseline working time is calculated as (1 ( ))L k t t−   . The 

baseline working time Tb is updated by (1 ( ))b bT T L k t t= + −   . 

Step 3: Perform planned inspection. At time t, if the inspection time is reached, a planned 

inspection is performed, and a replacement is decided based on the health status of each component 

as described in Section 5.2.3. The maintenance cost Cm,t at time t is calculated based on Section 

5.2.3, and the total maintenance cost Cto is updated by Cto = Cto + Cm,t. If the component ci,j is 

replaced, a new lifetime li,j, and the corresponding failure time TF,i,j is updated to t + li,j. At the 
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same time, a new prognostic error curve and system efficiency loss due to degradation of 

component ci,j is re-generated, and the total system efficiency loss and the predicted RUL 

percentage are recalculated. When a new lifetime li,j is re-generated, imperfect maintenance can 

be considered by introducing a reduction factor. Details can be found in Section 5.5.3. 

Step 4: Replace the failed component. At time t, if one component fails, i.e., min( )FT t , 

corrective replacement is executed. Determine if any other components need to be 

opportunistically replaced, and calculate the maintenance cost Cm,t at time t based on Section 5.2.3. 

The total maintenance cost Cto is updated by Cto = Cto + Cm,t. If the component ci,j is replaced, a 

new lifetime li,j is regenerated, and the corresponding efficiency loss and prognostic error curve 

are re-generated. 

Step 5: Perform preventive replacement. At time t, preventive replacement is executed if any 

components can be monitored and meet the replacement requirement described in Section 5.2.3. 

While conducting preventive replacement, determine if opportunistic replacement is required for 

other components and calculate the maintenance cost Cm,t. The total maintenance cost Cto is 

updated by Cto = Cto + Cm,t. If the component ci,j is replaced, similar to steps 3 and 4, a new lifetime 

li,j, and the corresponding efficiency loss and prognostic error curve are re-generated. If the 

component ci,j is not replaced, its failure time TF,i,j and other parameters are not updated. 

Step 6: If the time reaches the planned period T, the simulation process is stopped. Otherwise, 

Steps 2, 3, 4, and 5 are repeated. 

Step 7: When the simulation is stopped, the expected net revenue can be calculated based on the 

baseline working time Tb and the revenue reward parameter γ by Eq. (5.13). 

Based on the idea of MCS, many times simulations are conducted in parallel, and the average value 

of the net revenue is calculated for the optimization process. The aim of this work is to find optimal 

maintenance decision variables {tm,i (i = 1,…, nm), ppm, pom} by maximizing the expected net 

revenue during the planned period T. In practice, the cost of sale can be considered in the objective 

function if the asset is sold after T. In addition, if the asset continues to be used in the next period, 

the final state of the asset in the first period can be set to the initial state of the next period, then 

we can use the same MCS procedure to find the optimal policies for the next period. Given a 
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specific number nm, the corresponding optimal maintenance decisions {tm,i (i = 1,…, nm), ppm, pom} 

can be found according to the process described above by using GA. Since longer preventive 

maintenance intervals are usually scheduled in the early periods and shorter intervals in the later 

periods, we constrain tm in the calculation by ,1 ,2 , mm m m nt t t   . 

N Y
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Fig. 5.2: Flow diagram of Monte Carlo-based maintenance optimization 

5.5 Case study 

In this section, a case of maintenance optimization on wind turbine farms is provided to 

demonstrate and validate the proposed method. In Section 5.5.1, the details of the wind turbine 

system and the data used are introduced. Then, in Section 5.5.2, comparative studies are conducted 

with time-based policies, as well as with the CBM policy only minimizing the maintenance cost 

and the policy maximizing expected net revenue without considering degraded working efficiency. 
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Finally, the influence of important parameters on the maintenance model, particularly the accuracy 

of the prognostic model, is discussed in Section 5.5.3. 

5.4.1 System description 

A case study from an onshore wind farm in the UK is considered in this work. The wind farm 

contains 13 wind turbines. The turbine type is GE Energy 1.5s with a rated power of 1500 KW, 

and the total power of the wind farm is 19500 KW [143]. A typical configuration of a wind turbine 

is shown in Fig. 5.3 [144]. Wind turbine blades collect the energy from the wind and then transmit 

the rotational energy to the gearbox. The gearbox further transfers the mechanical energy to the 

generator and ultimately generates electricity. All modern wind turbines are mounted with 

spherical roller bearings as main bearings to reduce the frictional resistance caused by the relative 

rotation of components. In this case, four key components in each wind turbine are studied, 

including the generator, bearing, gearbox, and rotor-blade. As essential parts of wind turbines, 

these components experience relatively high failure risks among all components [139]. 

 

Fig. 5.3: Typical configurations of a wind turbine [144] 

The degradation of bearings and gears is usually accompanied by increased vibration amplitude. 

In some wind turbines, the RULs of gearboxes and bearings can be predicted in real time based on 

accelerometer measurements. However, the damage or crack of the rotor-blade can only be 

detected by non-destructive testing (NDT) techniques during periodic inspections. Therefore, we 

consider the bearing and gearbox as the first type of components that can be continuously 

monitored, while the generator and rotor-blade are regarded as the second type of components that 

can only be detected during inspection. Commonly, the lifetime distribution of components can be 

selected based on failure time or suspended time data using the Akaike information criterion or 

Bayesian information criterion [145]. In this work, we assume that the time-to-failure distribution 
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of components is known in advance and follows the Weibull distribution [10][74]. The scale and 

shape parameters of Weibull distributions are placed in Table 5.1 based on the data in [74]. In 

addition, cost values and revenue parameters are set in Table 5.1 according to reported works 

[74][146] and widely used contracts [147], but with proper modifications.  

Table 5.1: Failure parameters and maintenance cost data (time unit: month, cost unit: $k) 

Components 
Distribution parameters Maintenance costs 

Revenue model 

parameters 

Scale Shape Cr Cps Cfs γ 

Generator 110 2 100 
10 per 

wind 

turbine 

100 per 

wind 

turbine 

350 
Bearing 125 2 60 

Gearbox 80 3 150 

Rotor-blade 100 3 120 

In the simulation, we set the total period T to 25 years, as wind farms typically have a life cycle of 

around 25 years [148]. Wind turbines will be renewed after the planned time T. We assume a repair 

will take 0.5 months if a component needs to be replaced. Otherwise, a preventive inspection will 

take approximately 0.2 months. In addition, when multiple wind turbines are being maintained at 

the same time, the setup cost of the extra wind turbine is cut in half. For example, if corrective 

replacement and preventive replacement are performed on λ1 and λ2 wind turbines, respectively, 

the setup cost will be 1 20.5( 1) 0.5fs fs psC C C + − + . If only preventive replacement is performed 

on λ (λ > 1) wind turbines, the setup cost will be 0.5( 1)ps psC C+ − . 

To estimate the parameter set Ω of system efficiency loss, a total of 1687 farm-year load factor 

data [5] covering onshore turbines built in the UK from 1991 to 2012 is collected. Fig. 5.4 shows 

the statistical load factor histories of 168 wind farms with more than five years of data, using a 12-

month moving average to smooth out seasonal variations. Oftentimes, the system load factor tends 

to rise in the first year of operation as turbines are still being commissioned [5]. We therefore start 

our parameter estimation with data from the second year of each farm. The system efficiency loss 

is calculated from load factor histories by repeated sampling. The effect of structure dependencies 

on system efficiency loss is ignored in this work. The weights of the impact of each component 

degradation on the efficiency loss of wind turbine are referred to reported works [149][150], where 

the weights of the generator, bearing, gearbox, and rotor-blade are set to 0.2, 0.2, 0.3, and 0.3.  
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Fig. 5.4: Decline profile of load factor for UK farms aggregated by age 

5.4.2 Comparative results  

We start discussing the benefits of the proposed maintenance policy by comparative studies with 

an initial set of parameters, i.e., the base case. Before the simulation, the efficiency model 

parameters are learned from the load factor data shown in Fig. 5.4, and we get Ω = {θ1, a1, a2, a3, 

a4, σ1, σ2, σ3, σ4} = {5.3238, 1.3108, 1.7447, 1.8714, 1.8186, 13.5047, 17.4193, 13.4691, 19.2618}. 

Based on the simulation process proposed in Section 5.4, the optimal maintenance decisions can 

be obtained given a specific number nm of planned inspection intervals within the planned period 

T. The prognostic model is assumed to be perfect in the base case, i.e., its RMSE equals 0. The 

influence of the prognostic model on the performance of CBM will be discussed in the next section. 

In the simulation, the time interval Δt is set to 1 month. The RULs of the bearing and gearbox can 

be obtained by the prognostic model at each time interval. It is assumed that component 

replacement of wind turbines takes 0.5 months, while preventive maintenance without replacement 

takes only 0.2 months. The optimization results of the proposed policy are presented in the last 

row of Table 5.2. If the sum of the planned inspection intervals is less than the planned period T, 

the subsequent inspection intervals will keep the last optimized time. In other words, we obtain 

the planned inspection intervals of the proposed policy as {47, 37, 35, 32, 29, 29, 19, 14, 12}, 

which means that the initial eight inspection intervals are 47, 37, 35, 32, 29, 29, 19, 14 months, 

and all subsequent inspection intervals are 12 months. 

To validate the superiority of the proposed maintenance optimization method, five maintenance 

methods are simulated simultaneously for comparison. These strategies aim to find optimal 

solutions by minimizing the maintenance cost, including time-to-failure maintenance, i.e., 

corrective maintenance (CM), age-based maintenance (AM), constant interval maintenance (CI),  
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maintenance with varying intervals (VI), and prognostics-induced CBM (PCBM). The policies of 

AM, CI, and VI are TBM policies, which perform maintenance actions with constant scheduled 

time intervals, see [151]. When maintenance or inspection is performed, the component will be 

replaced if it reaches the last in-service health level, i.e., RUL percentage from 0 to 0.05. PCBM 

is a CBM policy that considers corrective, preventive, and opportunistic replacements, as shown 

in Section 5.2.3. MCS and GA are also used to find the optimal maintenance decisions from these 

maintenance policies. The comparative results of different maintenance policies are listed in Table 

5.2. Overall, the optimized maintenance decisions of both TBM and CBM policies require lower 

maintenance costs than CM, and the proposed method outperforms the other strategies because it 

has the highest expected net revenue. AM, CI, VI, PCBM, and the proposed method achieve 14.0%, 

16.0%, 18.0%, 22.2%, and 21.0% maintenance cost reduction and 2.4%, 2.1%, 4.2%, 9.0% and 

10.1% revenue improvement compared with CM, respectively. Since preventive maintenance will 

inevitably reduce system availability, even though the optimized TBM decisions can reduce 

maintenance costs, the improvement in system net revenue is not significant. In contrast, the 

expected net revenue can be greatly improved when the prognostic information is induced into the 

maintenance actions. Although the proposed CBM optimization method finds maintenance 

decisions with higher maintenance costs compared to PCBM, its maintenance decision has longer 

inspection intervals and thus improves the system availability and increases expected net revenue. 

Table 5.2: Comparison of different maintenance strategies (time unit: month, cost unit: $k) 

Strategies Maintenance decision variables 
Maintenance 

cost 

Expected net revenue 

($k/year) 

CM ̶ 1220.1669 2509.0045 

AM tm = 4 1049.0201 2568.4151 

CI tm = 4 1024.6566 2562.8292 

VI tm = {22, 18, 9, 8, 4} 1000.2837 2615.0426 

PCBM 
tm = {44, 29, 28, 17, 17, 12, 10, 7, 6}, 

ppm = 0.0273, pom = 0.0490 
948.8787 2735.4389 

Proposed 

method 

tm = {47, 37, 35, 32, 29, 29, 19, 14, 12}, 

ppm = 0.0392, pom = 0.0667 
964.5079 2763.3745 
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5.4.3 Sensitivity analysis  

Although prognostics-induced CBM allows for significantly effective maintenance actions, its 

relative performance strongly depends on the maintenance cost structure, the production margin, 

the performance of each maintenance, and the accuracy of the prognostic model. Therefore, the 

above factors are considered in this section in conjunction with the proposed prognostics-induced 

CBM policy. The CI maintenance policy has been widely used in actual industries [14][151]. 

Therefore, in the sensitivity analysis, the optimized net revenue undertaken by the proposed 

method is compared with the policies of CM and CI. We set the expected net revenue obtained by 

CM policy as the baseline revenue, i.e., 0. The sensitivity results show the relative net revenue of 

other policies compared to the CM policy. 

 

Fig. 5.5: Relative net revenue under optimal maintenance policies with different cost structures 

We first assess the effect of changing the behavior of the cost structure on the expected net revenue. 

We use a proportional parameter p = Cfs / Cps as a measure of this variation. The value of p will 

always be larger than 1, and p is equal to 10 under the base case. We adjust p from 1 to 50 by 

changing the value of Cfs, and the corresponding relative net revenues are compared in Fig. 5.5. It 

can be observed that the relative net revenue of CI and the proposed policy shows exponential 

growth as the value of p increases. However, the increase in the gap of the relative net revenue 

between CI and the proposed policy is not significant. This is mainly because the net revenue from 

the CM policy decreases rapidly as the value of Cfs increases, while in comparison, the expected 

net revenues optimized by CI and the proposed policies are relatively stable. If the failure setup 

cost Cfs is extremely small, preventive maintenance will lead to a reduction in system availability, 
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and thus, the relative net revenue of different maintenance policies will be slightly less than zero. 

In contrast, if the ratio of Cfs and Cps is extremely large, preventive maintenance can be performed 

very frequently to improve the system reliability, so the expected net revenues from using 

maintenance policies will not sharply decrease. 

We continue to explore the effect of the production margin on the performance of maintenance 

policies. The value of reward rate γ in the net revenue model is changed from -50% to 50% in the 

sensitivity analysis, and the expected net revenues obtained by different policies are compared, 

shown in Fig. 5.6. It is worth mentioning that the maintenance actions optimized by all these 

policies will not change with different reward rates γ, which means that their maintenance cost will 

not change. It can be observed from Fig. 5.6 that the relative net revenue of all policies relative to 

the CM policy flattens out as the γ increases. With different γ, the proposed policy can always find 

the best decision with the highest net revenue. When the reward rate γ is extremely large, the 

reduction of system availability caused by PM actions will result in more revenue reduction. 

Therefore, the expected revenue optimized by the CI maintenance is smaller than that of the CM 

policy when the change in reward rate is greater than +40%. 

 

Fig. 5.6: Relative net revenue under optimal maintenance policies with different production margins 

As mentioned in Step 3 in Section 5.4, imperfect maintenance can be considered by introducing a 

reduction factor. We therefore consider a ratio reduction factor from 0 to 1 in the MCS, denoted 

by b. When a new lifetime li,j of component ci,j is sampled, its lifetime will be corrected to bli,j. Fig. 

5.7 shows the comparative net revenue optimized by different policies with the variation of b from 

0.5 to 1. As shown in Fig. 5.7, compared to CM, the proposed policy can perform well, especially 
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in the case of imperfect maintenance performance, while the performance improvement of the CI 

policy is not significant for different reduction factors. Under the CI policy, relative net revenue 

increases slightly when b increases from 0.7 to 0.75, as its optimization interval increases from 3 

to 4 months, leading to higher system availability. When b is small, i.e., the maintenance is 

imperfect, more component failures occur during the planned period, and therefore, significantly 

less revenue can be obtained under the CM policy. In contrast, the proposed policy receives much 

less impact from different b than CI and CM policies due to the use of prognostic information. 

 

Fig. 5.7: Relative net revenue under optimal maintenance policies considering imperfect maintenance 

Finally, it is the first time to discuss the influence of prognostic model accuracy on the benefit of 

CBM. Recalling the mention in Section 5.2.2, the RMSE of a prognostic model often varies from 

0.1 to 0.2 in mature applications. Therefore, we construct a database De containing errors with the 

value of RMSE from 0 to 0.3 using the method provided in Section 5.2.2 with the random initial 

values from 0 to 0.5, model parameters θe from 1 to 5, and σe from 0 to 2. Fig. 5.8 presents three 

simulated prognostic profiles with different RMSEs as examples. With the proposed method, the 

simulated RUL prediction errors can always converge to a value close to zero over time. When 

the prognostic error is introduced, only the performance of the proposed policy considering the 

prognostic information fluctuates with changes in RMSE value. In the sensitivity test, the optimal 

maintenance decision of the proposed policy shown in Table 5.2 will not change, and the calculated 

relative net revenues for various values of RMSE are shown in Fig. 5.9. In Fig. 5.9, the x-axis 

coordinate RMSE of 0.02 corresponds to the simulated RMSE from 0 to 0.02, and so on. Obviously, 

the relative revenue curve shows an inflection point at RMSE = 0.12. When the RMSE of the 
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Fig. 5.8: Simulated prognostic profiles with different RMSEs 

 

Fig. 5.9: Relative net revenue of the proposed policy considering prognostic errors 

prognostic model is less than 0.12, the revenue curve is flatter relative to the RMSE value. In this 

region, even a 50% improvement in the performance of the prognostic model, i.e., RMSE from 

0.12 to 0.06, will result in only a 1.2% improvement in the relative net revenue. In contrast, when 

the RMSE of the prognostic model is greater than 0.12, the relative revenue shows an exponential 

decrease with increasing RMSE. When we increase the RMSE of the prognostic model from 0.2 

to 0.16, i.e., a 20% improvement, the maintenance policy can obtain a 6.6% benefit improvement. 

And when the RMSE of the prognosis model is increased from 0.3 to 0.12, i.e., a 60% improvement, 

the benefit improvement can be as high as 75%. It is worth mentioning that obtaining a prognostic 

model with an RMSE of about 0.2 is usually not difficult, even with a small amount of historical 

data, as discussed in Chapter 2. However, it is very challenging and consuming to obtain 

sufficiently accurate RUL prediction models with RMSE smaller than 0.1, which requires a large 

amount of training data and time. Therefore, it is necessary to analyze the impact of the prognostic 
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error on maintenance behavior before using the CBM policy to find the best maintenance decision 

with limited spending. 

5.6 Conclusions 

In this chapter, a prognostics-induced CBM optimization method is proposed to find optimal 

maintenance decisions with maximum net revenue. Different from reported works, this work 

considers that only some parts of the system can be monitored continuously and optimizes both 

planned inspection intervals and prognostic thresholds, i.e., preventive and opportunistic 

thresholds, in maintenance decision-making. A data-driven efficiency modeling method is 

proposed and incorporated into the net revenue optimization framework to consider the economic 

loss due to the system degradation when assessing the maintenance benefits. Based on the 

constructed net revenue, MCS and GA are used to find optimal maintenance decisions. The 

findings of the comparative case study validate the performance and usability of the proposed 

method. 

We further extend our model in the sensitivity analysis to analyze the effects of several practical 

factors on the benefit of CBM. In particular, this work is the first to discuss how the accuracy of 

prognostic models affects the economic benefits of CBM policy in complex multi-component 

systems. The proportional difference between CM and preventive maintenance setup costs turns 

out to be more important for the relative revenue benefit of CBM than other factors. Even though 

changes in some factors can lead to large variations in CBM benefits, the CBM induced by 

prognostics can always perform significantly better than other maintenance policies, such as time-

based policies. However, this work ignores the effect of structure dependencies on system 

efficiency loss and is limited by not considering the improvement in component RUL from non-

replacement preventive maintenance. In addition, when repairs are required, the proposed 

approach assumes that the maintenance can always start immediately. These limitations can be 

considered in future work. 
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Chapter 6: Condition-based maintenance for wind farms with 

imperfect prognostic information 

 

When the prognostic information is not accurate and comprehensive enough, it is unreliable to 

determine maintenance actions based only on predicted remaining useful life. This chapter builds 

upon the work in Chapter 5 by developing focused maintenance optimization strategies for a more 

realistic system, i.e., wind farm, involving condition monitoring with auxiliary inspection 

information. A new maintenance basis is proposed to calibrate prognostics with the help of rough 

estimates of the turbine component lifetime from inspections. The materials in this chapter are 

covered by the fifth research topic (Topic #5), which is introduced in Section 1.3. The organization 

of this chapter is as follows. In Section 6.1, research and challenges in scheduling maintenance for 

wind farms are presented. Section 6.2 introduces the proposed maintenance basis expressed as 

posterior RUL percentage. In Section 6.3, the maintenance costs and the optimization model are 

formulated, and the simulation procedure of maintenance actions is illustrated. Section 6.4 presents 

the results and discussions through a numerical example of wind farm maintenance optimization. 

Finally, conclusions are made in Section 6.5. The results of this chapter are submitted as a journal 

paper. 

6.1 Introduction 

Recent years have witnessed a rapid growth of renewable energy industries because of their 

sustainability and environmental friendliness in facing the energy and climate challenges [152]. 

Wind power is an essential type of renewable energy that has contributed to over 20% of total 

generated electricity in countries like Germany, Denmark, and the United Kingdom [153]. 

Operation and maintenance costs account for approximately 14–30% of the total expenditure on 

wind farm generation, making it one of the most substantial cost components in turbine assets 

[154][155]. Maintenance actions and the downtime loss caused by turbine failures are responsible 

for around 60% of the overall maintenance costs [153].  

Condition-based maintenance (CBM) enables the most efficient scheduling of maintenance based 

on sensor data from turbine components, ideally leading to maintenance being performed just 



128 
 
 

before the component failure. However, the evaluation of condition data is restricted by the actual 

operating environment of wind turbines. This limitation can lead to higher errors in predictions, 

ultimately causing a rapid progression of CBM benefits in the negative direction [14]. In the trend 

of demanding higher production efficiency, wind turbines tend to be installed with larger power 

capacity and rotor sizes and operate in harsher environments, e.g., in deep waters far from shore 

[156]. However, such development strategies may be accompanied by higher failure rates, 

resulting in potentially up to four times higher maintenance costs [157][158]. Wind turbines may 

present a hub height of up to 150 m and a rotor diameter of up to 160 m and are often 

geographically distributed in a wind farm [159]. Maintenance teams face challenges in accessing 

these turbines due to their large scales and harsh environments, which require earlier preparation 

and even the use of costly transportation, such as helicopters [92]. Moreover, the measurements of 

some turbine components, e.g., rotor-blade strain, not only undergo significant fluctuations due to 

environmental variations but are also challenging to gather comprehensively [160], making 

accurate monitoring of all critical components unfeasible. Despite the potential of CBM to increase 

the profitability of wind farms using condition data, these practical factors make the CBM of wind 

farms a very challenging task. 

The works that combine condition monitoring data and opportunistic maintenance at the wind farm 

level are not abundant. One of the initial studies [161] optimized two predictive thresholds for 

wind farm maintenance using prognostics. In this work, prognostic uncertainty was modeled as a 

normal distribution with a mean of zero, so no prediction bias was taken into account. Zhou and 

Yin [92] built upon the work in [161] by enabling the maintenance decisions to adapt to cases with 

long preparation times. As proposed by [92], the numerical simulation method is flexible for 

maintenance optimization to consider strong dependencies and opportunities. However, this study 

only provided a basic description of economic dependencies at the wind farm level and was still 

limited to zero-mean error prognostics. In [153], a more realistic wind farm model was created, 

where the economic dependencies within a turbine and within a farm were described in terms of 

crane cost and transportation cost, respectively. Bakir et al. [162] determined maintenance 

opportunities that exhibit variations across varying wind turbine conditions. In this research, the 

RUL distribution was predicted by stochastic degradation models, which always provide valid 

prognostic information while accounting for realistic uncertainty.  
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It may be noted that most CBM strategies proposed for wind farms are not fundamentally different, 

regardless of whether the wind farm operates in a remote or harsh environment [163]. Previous 

studies that incorporated prognostics into wind farm maintenance either considered the predicted 

RUL as an average value [164] or as a distribution [92][153][162]. However, these studies were 

limited by the availability of accurate and comprehensive prognostic models based on historical 

data. If the prognostic information is not sufficient, making maintenance decisions based on 

prognostics alone may cause over-maintenance or under-maintenance of turbine components [92]. 

To the best of our knowledge, there is no CBM policy that specifically considers the maintenance 

of wind farms working under harsh conditions. These challenges are highlighted not only by high 

setup costs and strong economic dependencies, but more significantly by partial monitorability 

and potentially inaccurate prognostic information. This forms the contribution of this work. 

As inspection techniques indirectly measure the health of turbine components, they can provide 

valuable information complementary to prognostics in reducing the impact of prediction bias on 

maintenance actions. This chapter explores the potential of combining additional inspection 

information to deal with CBM in the case of imperfect prognostics. The maintenance costs and 

opportunistic maintenance policies are modeled to capture the inter-dependencies between 

components within a turbine, as well as components across turbines in the farm. An optimization 

method that integrates component-level prognostics and inspection estimates into a large-scale 

numerical model is proposed, particularly for wind farms operating in challenging conditions.   

The main contribution lies in dealing with the issue that the wind turbine is partially monitorable 

and RUL predictions are not accurate enough during maintenance optimization. The proposed 

optimization approach identifies maintenance thresholds while also optimizing the planned 

inspection intervals at the wind farm level. A new maintenance basis denoted by the posterior RUL 

percentage is presented to determine preventive maintenance actions for wind turbines. This 

maintenance basis integrates auxiliary health estimates gathered during inspections with predictive 

analytics to calibrate RUL predictions, allowing for better decision-making to enhance 

maintenance benefits, especially in situations where prognostics is imperfect. 
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6.2 Maintenance basis allowing for inaccurate prognostics 

Various models are available from physics-based approaches to data-driven methods for RUL 

predictions of wind turbine components [165]. The predicted RUL can be presented as a 

distribution consisting of RUL percentages from 0 to 1 with corresponding probabilities. The 

failure history of a turbine component is the condition monitoring data, e.g., oil debris or vibration 

data, collected from the beginning to the end of the component’s life. However, collecting a 

sufficient number of failure histories is often challenging, resulting in biased RUL predictions due 

to limited failure histories that cannot cover all possible conditions of wind turbines operating in a 

real-world environment. In addition, it is impractical to install sensors for all turbine components 

to monitor their health status in real time. Hence, relying only on component prognostics is 

inadequate to develop a standard maintenance threshold for wind turbines that can help determine 

maintenance plans. 

The prognostics illustrated in Fig. 6.1 present two common situations that exhibit notable biases 

for maintenance scheduling, where the predicted RUL percentage indicates the mean value 

simulated by the stochastic method described in Section 3.2. When the prognostic model lacks 

precision, the predicted RUL may fall to 0 well before the actual end of life or remain significantly 

high despite the component failure, possibly due to inaccurate estimates of the degradation 

threshold in the prognostic model. Therefore, setting a higher maintenance threshold can reduce 

the occurrence of component failures in case #2 but, conversely, result in premature maintenance 

operations and economic waste in case #1. 

 

Fig. 6.1: Two typical cases of inaccurate prognostics for maintenance scheduling 
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To overcome improper maintenance planning due to partial and erroneous prognostics, we 

optimize predictive maintenance thresholds while also finding planned inspection intervals at the 

wind farm level. It is assumed that the health of a turbine component can be roughly estimated 

during the inspection when it is in a sub-health state. For instance, as blade cracks grow to a 

specific length, it is reasonable for maintenance teams to make a range estimate of blade lifespan 

based on detected cracks, which also applies to rough estimates of bearing and gearbox health in 

terms of vibration amplitude. In this work, we assign three degradation levels for a turbine 

component, i.e., I status, II status, and the last in-service status, corresponding to a range of 

remaining lifetimes. Maintenance procedures are primarily governed by the predicted RUL when 

prognostics is deemed trustworthy. On the contrary, the objective of prognostics is to prevent 

undesired turbine component failures between inspection intervals as much as possible. Once the 

inspected turbine component is in the last in-service status, the component will be replaced [166]. 

If the detected component is in I or II status, the corresponding rough life estimate can be utilized 

to adjust prognostic results. To this aim, a new maintenance basis denoted by the posterior RUL 

percentage is proposed to incorporate inspection information into RUL predictions for better 

maintenance plans. 

 

Fig. 6.2: Diagram of Bayesian network for posterior RUL estimation 

The failure time ˆ
ft  of a turbine component can be estimated with prognostic information in real-

time based on its average predicted RUL percentage r̂  and age t by ( )ˆ ˆ1ft t r= − . When a turbine 

component is inspected to be in I or II status, the approximate range of its failure time can be 

determined in terms of upper limit time tf,u and lower limit time tf,l. The posterior RUL percentage 

is derived by a two-node Bayesian network, as shown in Fig. 6.2. In the Bayesian network, the 

parent node NP has two functional states, i.e., upward (u) and downward (d). The probability of 
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states u and d indicate the proportion of the predicted failure time ˆ
ft  moving toward the upper and 

lower limit time, respectively. Initially, the prior probability of node NP is set to 0.5. 

The state of the child node NC is divided into Q discretization states S = {S1, S2, …, SQ}, where Q 

should be an even number, recording possible failure time points. The time points recorded in the 

states from S1 to SQ/2 are shorter than the predicted failure time, in contrast to the records in the 

states from SQ/2+1 to SQ. The maximum and minimum times corresponding to states S1 and SQ are 

determined dynamically by the relationship among ˆ
ft , tf,u, and tf,l. As an example, if ˆ

ft  is close to 

tf,l, the maximum and minimum times will be set to tf,u and 
,

ˆ2 f f ut t− . Conversely, if ˆ
ft  is closer 

to tf,u, these two times will be defined as 
,

ˆ2 f f lt t−  and tf,l. The time points between states S1 and 

SQ are separated equally. Given that the state of the parent node is upward (u) or downward (d), 

the conditional probability that the child node state is Sq, q = 1,…, Q, can be defined by: 
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where fu(x) is the probability distribution function of a normal distribution with mean one and 

standard deviation σu, and fd(x) is the probability distribution function of a normal distribution with 

mean zero and standard deviation σd. The standard deviations σu and σd are determined to measure 

the movement of ˆ
ft  to tf,u and tf,l, respectively. It is noted that in this approach, only two standard 

deviations need to be adjusted manually. Therefore, the performance of RUL calibration is limited 

to the proper configuration of these two parameters. 

A virtual evidence node NV [167] connected with the child node is added to assess the possibility 

of failure time points corresponding to each state Sq. If the time point of state Sq is between tf,l and 

tf,u, the conditional probability ( )|V C qP N N S=  is the time-to-failure probability at the current 

moment. Otherwise, the conditional probability is 0. The posterior upward probability is 

represented as follows: 
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where Pou > 0.5 indicates that the predicted RUL may fall to 0 early and need to be adjusted upward, 

while Pou < 0.5 indicates that even if the turbine component is close to failure, its predicted RUL 

is still high and needs to be adjusted downward. Therefore, the predicted failure time can be 

updated as in Eq. (6.4), and the posterior RUL percentage can be estimated by Eq. (6.5). 
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Fig. 6.3: Posterior prognostic information for maintenance scheduling 

The posterior RUL percentage quantifies the trade-off between prognostics and inspections. As an 

illustration, Fig. 6.3 shows the capability of the proposed posterior RUL for maintenance 

deployments in two cases shown in Fig. 6.1 with inaccurate prognostics, where the inspection 

interval is 15 cycles. The posterior RUL accurately corresponds to the predicted RUL before the 

component life can be roughly estimated during the inspection. If the component is inspected to 

be in I or II status, the inspection information is incorporated to calibrate predictions, thus avoiding 

large biases in prognostics when the component is close to failure. This approach enables the 

optimization of a standard predictive maintenance threshold to overcome both over-maintenance 
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and under-maintenance of turbine components, particularly when the predicted RUL is not 

accurate enough. 

6.3 The proposed CBM approach for wind farm 

6.3.1 Formulation of the wind farm model 

Consider a wind farm consisting of N wind turbines of the same type. Each wind turbine has M 

critical components. Let ci,j represents the i-th component in the j-th wind turbine, i = 1, 2,…, M, 

and j = 1, 2, …, N. The wind turbine is a series system, with the components connected in series. 

The failure of any component in a wind turbine will lead to wind turbine failure. 

The components of the turbine are classified into two major categories based on whether or not 

their health status can be monitored online in real time by sensors. The prognostic models that rely 

on online measurements can predict the remaining useful life (RUL) of the first type of components, 

which are continuously monitored. However, for the second type of component, their health status 

can only be identified during planned inspections since no sensors can be placed to measure their 

conditions. For instance, accelerometers can be used to measure the vibration of bearings and 

gearboxes in some wind turbines, and their RULs can be predicted based on the measurements. 

The defect of the rotor-blade can only be detected manually by non-destructive testing techniques 

during planned periodic inspections. We define the health status corresponding to the RUL 

percentage from 0.3 to 0.5, 0.1 to 0.3, and 0 to 0.1 as the I status, II status, and the last in-service 

status, respectively. The turbine status is assumed to be accurately identified during inspections or 

maintenance. 

6.3.2 Simulation of predicted remaining useful life profiles 

Turbine components deteriorate over time as a result of usage and aging. As these components 

degrade, the errors in predicting their RUL tend to approach zero [126]. However, most studies on 

maintenance optimization assume that the prognostic errors follow a normal distribution with a 

mean of zero and a constant standard deviation [92][153], which may not fully capture the actual 

prediction results. To model the predicted RULs of turbine components with realistic errors, the 

degradation of turbine components is defined as a generalized parametric form by 

( ) ( ; , ) ( ; )D t t t  =   + , where ( ; , )t    denotes the degradation function with deterministic 
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parameter sets K and stochastic parameter sets Θ, and ( ; )t   models the uncertainty with 

variance parameter σ. Specifically, D(t) is formulated as an exponential model with Brownian 

motion error by Eq. (6.6), which has been widely used to characterize the degradation of bearings 

and gears [168][169]. In this formulation,   is a constant deterministic parameter, Θ = [θ, β] is the 

stochastic parameter sets with two parameters that follow normal distributions, and ɛ(t) is a zero-

mean Brownian motion error term with variance σ2t. 

2

( )
2( )

t
t t

D t e


 

 
+ −

= +  (6.6) 

Given a predetermined failure threshold Λ, the failure time TF, i.e., the time that the degradation 

signal first crosses the threshold, can be obtained. We use Eq. (6.6) to model a set of degradation 

signals given arbitrary parameters  , Θ, and σ as the real degradation of turbine components, and 

the real RUL percentage at time tk can be calculated by ( ) /k F k Fr T t T= − . Meanwhile, given initial 

estimates for the distribution of stochastic parameters, its distribution can be updated to the 

posterior distribution, denoted by υ(Θ), based on the real degradation signals up to the current time 

using Bayesian inference. Therefore, for each failure history generated by Eq. (6.6), the predicted 

failure time can be evaluated by ( ) ( )( )( )ˆ min 0 | | ( )FP T P t D t  = = =      as illustrated in 

[168][169]. Accordingly, the distribution profiles of the predicted RUL percentage r̂  versus the 

real RUL percentage can be obtained. The root mean squared error (RMSE) is estimated based on 

the real RUL percentage r and the mean of the predicted RUL percentage r̂  to measure the 

prognostic errors as in Eq. (6.7). 

( )
1 2

0

ˆ
r

RMSE r r r
=

=  −  (6.7) 

Using this approach, it is feasible to generate a prognostic history of turbofan components. This 

history includes the actual RUL percentages ranging from 0 to 1, and their corresponding 

distributions of predicted RUL percentages. The predictions of RUL follow the model-based 

approach, ensuring that the predicted RUL converges to the true RUL over time. It is noted that 

D(t) can also be formulated using other models, such as linear models. However, the choice of 

degradation models will not significantly influence the simulated prognostic profiles within a 

specific range of RMSE. During the simulation, multiple prognostic histories are generated in 

parallel, and the histories that satisfy the required RMSE range are saved in a database De. When 
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the database De grows larger, the nonlinear probability density at each RUL percentage can be 

directly sampled. 

6.3.3 Opportunistic CBM policy for wind farm 

A CBM policy is developed for the wind farm, consisting of corrective, preventive, and 

opportunistic replacements. Three decision variables are considered to control the maintenance 

frequency, including planned inspection interval tm, preventive threshold ppm, and opportunistic 

threshold pom. Maintenance decisions are made for turbine component ci,j by its posterior RUL 

percentage calculated based on inspection and prognostic information, as well as by the planned 

inspection interval and maintenance opportunities with other components and turbines. The 

inspection interval and two predictive thresholds are determined to be the same for different turbine 

components to provide a uniform maintenance policy for the whole wind farm. The proposed CBM 

policy is summarized as follows: 

• Perform failure replacement if a turbine component fails.  

• If the inspection time is reached, perform planned inspections, and replace the turbine 

component if it reaches the last in-service health level with an RUL percentage less than 

0.1. 

• Perform preventive replacement on components in wind turbines if the component can be 

monitored in real-time and its posterior RUL percentage is less than ppm.  

• Perform opportunistic replacement for turbine component ci,j when a) any other component 

in the j-th wind turbine is determined to be maintained, and the component ci,j reaches the 

last in-service state with RUL percentage less than 0.1, and b) any other wind turbine fails 

or is preventively replaced, the turbine component ci,j can be monitored, and its posterior 

RUL percentage is less than pom. 

6.3.4 Maintenance cost modeling 

Maintenance costs are defined to capture the economic dependence between the wind turbines and 

components. The variable cost of preventive replacement for the i-th turbine component, given in 

Eq. (6.8), consists of part cost CR,i and the corresponding setup cost ,

S

P iC  defined as the cost 

required for labor operations and compensation of revenue loss due to downtime during the 

maintenance. Preventive and opportunistic replacements share the same maintenance cost. 
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, , ,

S

P i R i P iC C C= +  (6.8) 

The failure replacement cost for the i-th turbine component is defined as in Eq. (6.9), where 
,

S

F iC  

is the setup cost of failure replacement for the i-th turbine component. Performing maintenance 

for a failed component often results in the same part cost but a higher setup cost than preventive 

replacement because of the potentially longer maintenance operations and downtime [153]. 

, , ,

S

F i R i F iC C C= +  (6.9) 

The planned inspection cost for the turbine component ci,j associated with the inspection operation 

and whether component maintenance is performed is expressed as in Eq. (6.10). In this formulation, 

,

S

I iC  signifies the setup cost incurred for the planned inspection, including expenditures associated 

with labor inspection operations, e.g., non-destructive testing, as well as revenue loss due to 

downtime, and other related costs. The inspection setup cost 
,

S

I iC  of a turbine component is often 

less than the preventive setup cost 
,

S

P iC , since the inspection can be done within a short period. IR,i,j 

is a binary variable indicating if the component ci,j needs to be replaced during the inspection. IR,i,j 

= 1 if the component is detected at the last in-service health level and is determined to be replaced, 

and IR,i,j = 0 otherwise. 

, , , , , ,

S

I i j R i j P i I iC I C C= +  (6.10) 

The determination of revenue loss in Eq. (6.8)-(6.10) involves multiplying the downtime by the 

power rate. While the power rate may vary depending on the wind speed, it is assumed to be a 

constant value. However, if there is wind speed data available, varying power rates can also be 

applied in this approach, as illustrated in [170]. Moreover, there are two predetermined expenses, 

i.e., the cost to access a turbine CA and the preparation cost CPre, associated with the wind turbine 

and wind farm operations, respectively, which account for the economic dependence of the system. 

CA refers to the cost of moving turbine components to a wind turbine when components need to 

be replaced, and this cost can be intuitively understood as the cost of using a crane [153]. CPre can 

be considered as the transportation costs involved in getting a maintenance team to the wind farm 

and preparing for maintenance. 
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6.3.5 Formulation of the optimization model 

The aim of the CBM optimization is to find optimal maintenance decision variables, i.e., tm, ppm, 

and pom, ensuring that the expected annual maintenance cost is minimized while keeping the 

number of failures within acceptable limits. The maintenance optimization model is formulated 

by: 

( )min , ,

. .  

      0 1

E m pm om

f f

pm om

C t p p

s t n

p  p
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where CE is the expected maintenance cost per unit of time under the proposed CBM policy, nf is 

the number of accidental failures of turbine components, and τf is the acceptable number of failures. 

Opportunistic replacement should be executed before the preventive replacement for meaningful 

solutions. Therefore, two thresholds satisfy ppm < pom and are constrained in the optimization. 

6.3.6 Maintenance cost evaluation 

It is assumed that the lifetime distributions of all turbine components are known in advance. For 

the i-th turbine component that can be monitored, it is possible to validate its prognostic error, i.e., 

RMSEi, by analyzing historical data and to generate a substantial database of prognostic histories, 

denoted by De,i, which are linked to actual RUL percentages and predicted RUL distributions based 

on RMSEi, utilizing the method outlined in Section 6.3.2. Specify the maximum simulation time 

TMax, the simulation time interval ∆t, and the maintenance lead time tL. In addition, for each turbine 

component, specify the cost values, including the failure maintenance cost CF,i, planned inspection 

cost CI,i, and preventive maintenance cost CP,i. Two fixed costs, i.e., preparation cost CPre and the 

cost to access a turbine CA, also need to be specified. At the start of the simulation approach, i.e., 

simulation time tS = 0, the total maintenance cost CT is set to 0 and will be updated during the 

simulation process. For turbine component ci,j, a real failure time, denoted by TF,i,j, is generated 

from its lifetime distribution. If the component ci,j can be monitored, a prognostic history is 

randomly sampled from database De,i. Initially, the age values for all the components are 0, that is, 

ti,j = 0 for all i and j. 
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At a certain time when tS > 0, for the turbine component ci,j, its age ti,j and real failure time TF,i,j 

are known, and the real RUL percentage ri,j is calculated by , , , , ,( ) /F i j i j F i jT t T− . Given the real RUL, 

the predicted RUL percentage ,î jr  can be inferred from the sampled prognostic history. If the 

planned inspection is not met, or if the monitorable component ci,j fails to attain the I status during 

the previous inspection, its posterior RUL percentage is equivalent to the average predicted RUL 

percentage, i.e., Po, , ,
ˆ ˆ

i j i jr r= . If ci,j is determined to be in either I or II health status, the posterior 

upward probability is evaluated using Eq. (6.3) to merge inspection approximations by: 
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where , ( | )i j V PP N N u=  and , ( | )i j V PP N N d=  are updated conditional probabilities for component 

ci,j given the current inspection and prognostic information. Based on Eq. (6.4), the predicted 

failure time is updated to 
,Po, ,

ˆ
f i jt , thereby updating the current posterior RUL percentage for the 

turbine component ci,j as: 
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t t
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In the absence of any maintenance action at time tS, the time point tS will be shifted to tS + ∆t, and 

the component age and actual RUL percentage will be suitably updated. Otherwise, maintenance 

decisions are made based on the proposed CBM policy presented in Section 6.3.3. In case the 

turbine component ci,j necessitates replacement, a new real failure time TF,i,j will be generated by 

drawing a sample from the lifetime distribution of the component subsequent to the completion of 

maintenance, i.e., after the maintenance lead time plus repair operation time. The component age 

ti,j and actual RUL percentage ri,j will be reset to zero and one, respectively. In addition, if the 

component ci,j is monitorable, a prognostic history will be resampled from database De,i after the 

component is replaced. Maintenance costs are updated based on three decision variables and the 

posterior RUL percentage of turbine components under four maintenance scenarios, as illustrated 

in Eq. (6.14) to Eq. (6.17). 

If ti,j ≥ TF,i,j, the turbine component ci,j is determined to fail, and the component will be replaced 

after the maintenance lead time. When any component in a wind turbine is replaced, the other 



140 
 
 

components of that wind turbine will be inspected at the same time. The total cost of failure 

replacement for the wind farm is given by: 

, , , , , , ,

1 1 1 1

N M N M
Insp S

T F F i j F i F i j I i

j i j i

C I C I C
= = = =

 = +   (6.14) 

where IF,i,j and 
, ,

Insp

F i jI  are binary variables indicating if the turbine component ci,j fails and if the 

component ci,j is inspected due to the turbine failure, respectively. If IF,i,j = 1, the failure 

replacement action will be performed for component ci,j, whereas IF,i,j = 0 suggests otherwise. 
, ,

Insp

F i jI  

= 1 if the turbine component ci,j in the failed turbine j is inspected, and 
, ,

Insp

F i jI  = 0 otherwise. 
,

S

I iC  is 

the inspection setup cost determined in Eq. (6.10). 

The inspection is reached when tS = nItm, where nI = 1, 2, …, NI indicates the nI-th planned 

inspection, and NI is the total number of scheduled inspections during the maximum simulation 

time TMax. If the current time point tS reaches the inspection time, planned inspection will be 

performed for all turbines in the wind farm, and the change in the total cost due to inspections is: 

, , ,

1 1

N M

T I I i j

j i

C C
= =

 =  (6.15) 

where CI,i,j is the planned inspection cost defined in Eq. (6.10). During the planned inspection, if 

the turbine component ci,j reaches its last in-service health level, i.e., ri,j < 0.1, the component will 

be replaced, and the maintenance cost associated with the component replacement is also 

considered in the equation. 

In case the posterior RUL percentage of a turbine component ci,j falls below the preventive 

threshold, i.e., Po, ,
ˆ

i j pmr p , the component is replaced promptly to prevent any potential failure. If 

a preventive replacement is performed on any of the wind turbine components, a thorough 

inspection of the remaining components is carried out. The total preventive replacement cost will 

be incurred for the wind farm as follows: 

, , , , , , ,

1 1 1 1

N M N M
Insp S

T P P i j P i P i j I i

j i j i
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= = = =

 = +   (6.16) 
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where Ip,i,j = 1 if the turbine component ci,j is determined to be preventively replaced, and Ip,i,j = 0 

otherwise. 
, ,

Insp

P i jI  = 1 if the component ci,j is inspected due to preventive replacement of any 

component in the j-th turbine, and 
, ,

Insp

P i jI  = 0 otherwise. 

The opportunistic replacement decision will be made on the turbine component ci,j when either a) 

any other component in the j-th wind turbine is determined to be replaced, and ci,j reaches the last 

in-service health level, i.e., ri,j < 0.1, or b) any other wind turbine is being replaced, the component 

ci,j can be monitored and its posterior RUL percentage falls beneath the opportunistic threshold, 

i.e., Po, ,
ˆ

i j omr p
. In the second case, not only component ci,j is maintained, but the other components 

within the j-th wind turbine are also inspected, and any with a RUL of less than 0.1 are replaced 

as well. If an opportunistic replacement is carried out, the opportunistic replacement costs are 

incurred. The change in the total cost due to the opportunistic replacement is: 

, , , , , , , ,

1 1 1 1

N M N M
Insp

T O O i j P i O i j I i j

j i j i

C I C I C
= = = =

 = +   (6.17) 

where IO,i,j and 
, ,

Insp

O i jI  are binary variables. IO,i,j indicates if the turbine component ci,j is 

opportunistically replaced and 
, ,

Insp

O i jI  denotes whether the component is inspected in the second 

case of triggering opportunistic replacement. If IO,i,j = 1, the opportunistic replacement will be 

performed for turbine component ci,j, whereas IO,i,j = 0 suggests otherwise. 
, ,

Insp

O i jI  = 1 if the 

component ci,j is inspected due to opportunistic replacement of components in the j-th turbine, and 

, ,

Insp

O i jI  = 0 otherwise. 

In the event that a component within a wind farm requires replacement, certain fixed expenses 

relating to preparation and turbine access will be incurred. Two binary variables IPre and IA,j are 

defined to formulate the overall cost. The value of IPre is set to 1 if maintenance is required for any 

wind turbine in the wind farm; otherwise, it is set to 0. Similarly, IA,j = 1 if replacement actions 

will be performed on the j-th wind turbine in the wind farm, whereas IA,j = 0 suggests otherwise. 

According to four maintenance cost elements modeled by Eq. (6.14) to Eq. (6.17), the change in 

the total cost of maintenance at a time point is given by: 

, , , , ,

1

N

T T F T I T P T O Pre Pre A j A

j

C C C C C I C I C
=

 =  + + + + +  (6.18) 
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Consequently, the expected maintenance cost CE can be derived by referring to the maintenance 

cost , ST tC  at each time point as given in Eq. (6.19) upon reaching the maximum simulation time 

TMax. To account for stochasticity, a multitude of parallel simulations are executed, and the mean 

value is computed for optimization. 
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Max

C
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6.4 Case study 

6.4.1 System description 

This section presents a case study of an offshore wind farm located in the UK that serves as an 

example to demonstrate the proposed CBM policy. The wind farm comprises 13 identical wind 

turbines, each of which is a GE Energy 1.5s model rated at 1500 KW. The total power of the wind 

farm is 19500 KW [143]. The configuration of each wind turbine is the same as the turbines shown 

in Fig. 5.3 of Chapter 5. The study focuses on analyzing four crucial components in each wind 

turbine, which include the generator, bearing, gearbox, and rotor-blade. These four components 

often have a relatively higher likelihood of experiencing failure compared to other components 

[139]. Hence, for the wind farm under consideration, the value of M is 4, and N is 13. 

Table 6.1: Weibull lifetime distributions of major components (time unit: month) 

Component Scale parameter α Shape parameter β 

Generator 190 2 

Bearing 275 3 

Gearbox 140 2.5 

Rotor-blade 205 3.5 

In the wind turbines under consideration, the main bearing and gearbox are subject to online 

monitoring via accelerometers, as their degradation is usually accompanied by an increase in the 

vibration amplitude. Consequently, real-time prognostic models developed from monitored 

vibrations can predict the RUL of both components. In contrast, the rotor-blade and generator in 

the studied wind turbine lack sensors to measure their health conditions. Manual techniques, such 

as non-destructive testing, are necessary to detect the health of these components during planned 
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inspection or maintenance. The Weibull distribution is employed to describe the failure times of 

turbine components. Table 6.1 summarizes the Weibull shape and scale parameters for each critical 

component [10]. It is noted that the choice of distribution assumption can introduce errors and 

cause the model to deviate from reality. The failure time distribution of turbine components is 

unique to the particular working conditions. Therefore, it is crucial to estimate the distribution as 

much as possible utilizing failure or right-censored data of turbines specific to the target operating 

environment. 

Table 6.2: Maintenance cost data (cost unit: $k) 

Component Part cost 
Failure 

setup cost 

Inspection 

setup cost 

Preventive 

setup cost 

Cost to access 

a turbine 

Preparation 

cost 

Generator 92 166.5 3.735 37.35 

44 50 

Bearing 31 166.5 3.735 37.35 

Gearbox 155 181.44 4.482 44.82 

Rotor-

blade 
88 151.56 2.988 29.88 

The cost data of wind turbine components are primarily based on NREL reports [171][172], 

supplemented by additional works in [153][173][174]. Table 6.2 presents the maintenance costs 

for every part of the turbine. The labor cost rate for maintenance and inspection is fixed at $80 per 

hour, with two laborers earning $40 per hour each [153]. The electricity price is determined to be 

$85/MWH, leading to a power loss rate of $127.5 per hour for a turbine power output of 1.5 MW 

[173]. The cost to access a turbine CA is regarded to be the expense of utilizing a crane, which is 

calculated according to [171]. The fixed preparation cost CPre is specified as a considerably high 

value, as reported in [153], in order to account for the economic dependence of wind farms when 

dealing with challenging operating conditions. 

The downtime required for preventive replacement of the generator, bearing, gearbox, and rotor-

blade is estimated to be 0.25, 0.25, 0.3, and 0.2 months, respectively [153][174]. The duration for 

failure replacement and inspection is assumed to be 2 times and 0.1 times the preventive 

replacement time, respectively. These rough estimates of replacement time may not perfectly 

match real-world situations. However, it is possible to build a more realistic simulation 

environment by assigning different probabilities and repair times to turbine components 
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corresponding to their failure modes. The setup cost includes labor costs and revenue loss incurred 

due to downtime. The maintenance lead time is assumed to be 1 month. The setup cost for failure 

replacement also includes the revenue loss caused by the maintenance lead time, as the 

maintenance actions are performed after the preparation. 

6.4.2 Comparative policies and simulation settings 

In this work, five additional policies are formulated for the maintenance decision-making of the 

wind farm. The first two policies are CM and a TBM policy, i.e., constant interval maintenance 

(CI), respectively, which are widely used in wind farm maintenance management when condition 

monitoring data is not available. The action of CM is performed only when a component fails. 

Therefore, the maintenance cost model of CM can be expressed as Eq. (6.20). CI policies 

determine maintenance actions based on a constant planned inspection interval, see [151] for 

details. In CI policies, an extra cost item is included to account for the planned inspection. The 

maintenance cost model for CI can be formulated by Eq. (6.21). 
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The comparative methods referred to as CBM1, CBM2, and CBM3, respectively, are the last three 

CBM methods evaluated in this study. Three CBM policies consider opportunistic maintenance 

the same as this work. In CBM1 and CBM2, maintenance actions will be executed if the average 

predicted RUL percentage is less than the maintenance thresholds. In contrast, CBM3 finds 

maintenance thresholds based on the failure probability given by Eq. (6.22) [161]. In this 

formulation, ffail(x) is the probability distribution function of the predicted failure time, and tL is 

the maintenance lead time. CBM3 performs preventive or opportunistic replacement for turbine 

components if the predicted failure probability is higher than the corresponding threshold. CBM1 

modified from [74] uses two maintenance thresholds without considering the planned inspection, 

while CBM2 and CBM3 are developed from policies proposed in Chapter 5 to consider economic 
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dependency among wind turbines in combination with planned inspections. The maintenance cost 

model for CBM1 is formulated by Eq. (6.23), and CBM2 and CBM3 are modeled by Eq. (6.24). 
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In the simulation, the maximum simulation time TMax is assumed to be 1000 months, and the 

simulation time interval ∆t is set to 1 month. We limit the number of turbine component failures 

to 0.3 per year. Given a set of maintenance decision variables, 1×103 simulations are performed in 

parallel, and the average value of maintenance cost CE is calculated. The simulation time and 

parallelism number are large enough to obtain stable solutions while considering distribution 

randomness. 

6.4.3 Maintenance optimization with informative prognostics 

We start discussing the benefits of the proposed maintenance policy with accurate prognostic 

information. In this scenario, we assume that the RMSE falls between 0.03 and 0.06, which is able 

to provide reliable prognostic information in maintenance scheduling. By utilizing the proposed 

policy, the optimal combination of the maintenance decision variables is found to be tm = 19 

months, ppm = 0.4, and pom = 0.9, and the corresponding expected maintenance cost CE is 

$78.1887k/month. Fig. 6.4 shows the plot of maintenance cost versus tm while keeping ppm at 0.4 

and pom at 0.9. The expected maintenance cost as a function of the preventive threshold ppm and 

the opportunistic threshold pom with tm fixed at 19 months is presented in Fig. 6.5. When the 

number of turbine component failures exceeds the permitted limit, a penalty is added to the total 

maintenance cost. As can be seen in Fig. 6.4 and Fig. 6.5, the maintenance cost model has clear 

concavity both in terms of profile and surface. This means that there is always a combination of 
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Fig. 6.4: Maintenance cost versus planned inspection interval tm 

 

Fig. 6.5: Maintenance cost versus different combinations of predictive maintenance thresholds 

maintenance decisions that can minimize the maintenance cost of a wind farm. In addition, the 

result suggests that it is cheaper to schedule maintenance taking into account planned inspections, 

rather than performing actions based only on two maintenance thresholds, due to the monitorability 

and prognostic error of different turbine components and the economic dependence among wind 

turbines. 

Table 6.3 lists the performance of the proposed policy and the five comparative maintenance 

policies in terms of reducing maintenance costs using informative prognostics. The TBM policy 

is straightforward to implement since only tm needs to be decided but may result in periodic 

unnecessary maintenance actions. Prognostics with high accuracy provides reliable information 

about component failure, allowing for maintenance actions to be taken just before failure occurs 

and achieving zero-downtime performance. Meanwhile, informative prognostics supports 
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preventive maintenance on other turbine components when a maintenance opportunity arises, 

leading to more effective scheduling of maintenance actions. The proposed policy shows 

significant cost reductions compared to other policies, ranging from 0.16% to 21.39%. Since the 

wind turbine is partially monitorable, maintenance decisions based solely on prognostics, i.e., the 

CBM1 policy, require a higher opportunistic threshold to meet failure times limits. Considering 

planned inspections, as seen in the cost comparison between CBM1 and CBM2, can yield better 

performance. Overall, informative prognostics enables different maintenance bases, including 

average RUL percentage in CBM2, failure probability in CBM3, and posterior RUL percentage in 

the proposed method, to achieve similar benefits for the wind farm. 

Table 6.3: Comparison of different maintenance policies with informative prognostics  

(time unit: month, cost unit: $k) 

Policies Maintenance decision variables Maintenance cost Reduction 

CM ̶ 99.4699 21.39% 

CI tm = 13 84.2820 7.23% 

CBM1 ppm = 0.02, pom = 0.77 82.4339 5.15% 

CBM2 tm = 21, ppm = 0.02, pom = 0.06  78.5366 0.44% 

CBM3 tm = 21, ppm = 0.81, pom = 0.09 78.3123 0.16% 

Proposed 

policy 
tm =19, ppm = 0.4, pom = 0.9  78.1887 ̶ 

6.4.4 Maintenance optimization considering prognostic errors 

Fig. 6.6 displays the optimized maintenance cost of the proposed policy and three comparative 

CBM policies, including CBM1, CBM2, and CBM3, with different prognostic errors. When 

prognostic error is relatively small (RMSE < 0.06), the difference in benefit between different 

CBM policies is not significant. However, it is noted that in real-world applications, the RMSE of 

prognostic models typically falls within the range of 0.1 to 0.15 [126]. In data-scarce situations, 

the prognostic error may be even higher, as shown in the results of Chapter 2. As the prognostic 

error is increased to the range of 0.09 to 0.12, the proposed policy demonstrates remarkable 

superiority, resulting in maintenance cost reductions of around 11.63%, 4.40%, and 2.09%, 

respectively, versus CBM1, CBM2, and CBM3 policies. More convincingly, when there are large 

biases in RUL predictions with RMSE ranging from 0.15 to 0.18, the new maintenance basis 
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Fig. 6.6: Comparison of CBM policies with different prognostic errors 

allows for more efficient decision-making, leading to cost reductions of up to 18.96%, 4.23%, and 

4.84% compared to other CBM policies.  

In these comparative policies, the maintenance cost increases rapidly with prognostic errors under 

the CBM1 policy. This is because CBM1 relies solely on prognostic information. When there are 

significant errors in prognostics, CBM1 sets higher predictive thresholds to prevent potential 

failures. As a result, premature replacement of turbine components is triggered even when they are 

still in good condition. In contrast, CBM2 and CBM3 policies optimize both predictive thresholds 

and planned inspection intervals. When there are large errors, the predictive thresholds of CBM2 

and CBM3 policies tend to be zero, and they no longer determine maintenance actions. However, 

maintenance decisions are still influenced by inspections under CBM2 and CBM3 policies, 

resulting in relatively stable maintenance costs that stay below $84.2820k/month, as listed in CI 

cost of Table 6.3.  

The proposed maintenance basis utilizes turbine health estimates gathered during inspections to 

calibrate RUL predictions in the presence of inaccurate prognostics. It is noted that even in the 

worst-case scenario where the model parameters in Eq. (6.2) are not properly configured, the 

optimized decisions and benefits of the proposed policy are at least comparable to those of CBM2. 

This is because the proposed policy incorporates time-based maintenance decisions, which allows 

for fundamental benefits of maintenance optimization and a degree of fault tolerance in relation to 

parameter settings. In previous studies [92][161], prognostic results were represented as normal 

distributions with zero mean and constant variance. This is a robust optimization strategy that can 
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mitigate the potential impacts of prognostic uncertainties. However, such a strategy is unable to 

account for prediction bias, so the optimized decisions are not robust when facing actual error 

situations. In cases of significant prognostic errors, the maintenance approaches used in previous 

studies [92][161] yield almost similar benefits as CBM2 and CBM3 policies. 

6.4.5 Sensitivity analysis 

Various practical factors have been considered in previous studies with respect to their impacts on 

the benefits of wind farm maintenance. Many of these factors have a direct influence on 

maintenance decisions as they change the values of related parameters in the optimization model, 

e.g., maintenance lead time [92], fixed preparation cost [153], and part costs [10]. The maintenance 

decisions also depend on the age of the turbines and the manufacturer, which contribute to the 

failure time distribution of turbine components. Some factors can be considered by including 

additional indicators in the maintenance optimization. For instance, a reduction indicator is defined 

when resampling the lifetime of components after they have been replaced in order to reflect 

imperfect maintenance in Section 5.4.3. There are also factors that not only affect maintenance 

optimization, but also RUL predictions, such as weather conditions and operational conditions. 

These two factors introduce different environmental disturbances and non-linear conditions to 

prognostics, and they also impact the preparation costs and the failure time distributions for turbine 

components. Additionally, wind speed influences the power generation rate of wind turbines and 

is linked to the revenue loss caused by downtime [170]. As a result, maintenance decisions should 

be made on a case-by-case basis. 

In this section, the impact of the proposed maintenance basis driven by different health estimation 

biases from inspection on CBM benefits is further investigated. To this aim, a parameter δ is 

defined as a measure of inspection biases. When the RUL percentage of a turbine component 

deviates from the predefined boundary conditions of I status or II status by δ, the component still 

has a half probability of being inspected in the corresponding health status. Fig. 6.7 presents the 

maintenance cost of the proposed policy versus different inspection biases δ with the RMSE of 

prognostics from 0.15 to 0.18. When the inspection bias is less than 0.02, the maintenance cost 

curve is flatter relative to the δ value. In this region, even a 50% decline in the performance of 

inspection estimates, i.e., δ from 0.02 to 0.01, will result in only a 0.26% reduction in the cost. In 

contrast, when the inspection bias is from 0.02 to 0.08, the maintenance cost shows a rapid rise 
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with increasing δ. After the inspection bias δ is greater than 0.08, the trend of maintenance cost 

increases with δ tends to flatten again. Although the new maintenance basis can be affected by 

inspection estimates, the proposed policy still results in about 16.66%, 1.53%, and 2.15% reduction 

in maintenance costs compared to CBM1, CBM2, and CBM3, respectively, even with a large δ of 

0.1. Therefore, the proposed maintenance basis connects prognostics and inspection information, 

thus compensating each other for the impact of their uncertainties on maintenance benefits to find 

better maintenance plans. 

 

Fig. 6.7: Maintenance cost versus health estimation biases δ 

6.5 Conclusions 

This chapter focuses on optimizing maintenance decisions for wind farms with imperfect 

prognostic information. We consider two types of turbine components and assume that only 

specific parts of the wind turbine are monitored. In addition to predictive thresholds, the planned 

inspection time is also considered as an optimization candidate. A new maintenance basis, defined 

by the posterior RUL percentage, is proposed to determine maintenance actions in combination 

with prognostic results and inspection information. The proposed policy calibrates RUL 

predictions based on inspection information, leading to enhanced maintenance benefits. As 

discussed in the case study, the proposed method can reduce maintenance costs by at least 4% 

when there are significant errors in prognostics. Sensitivity analysis demonstrates that even if the 

inspection information is biased, the proposed maintenance strategy still outperforms other 

policies. Consequently, this study has practical implications for reducing the operation and 

maintenance expenses of wind farms.  
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Due to the practical nature of wind turbines, they may encounter various failure modes and 

unexpected situations. These real-world factors cannot be fully captured in the maintenance 

optimization model. Therefore, it is essential to introduce randomness into the system maintenance 

models to accommodate unknown uncertainties. In this thesis, maintenance scheduling uncertainty 

is addressed in two ways. First, it is assumed that the lifetime distributions of all components are 

known in advance. During simulation, when a component in a wind turbine is replaced, a new 

lifetime is generated by sampling from its lifetime distribution, thereby introducing uncertainty 

caused by machine failure into the maintenance optimization. Second, the RUL curves are 

simulated based on the exponential model with stochastic parameters. For components that can be 

monitored, a prognostic history is randomly generated by the proposed model, introducing 

uncertainty due to prognostics in maintenance decision-making. Furthermore, the proposed 

maintenance basis has a wide range of real-world applications besides wind farms, as in most 

systems, the prognostic information is incomplete and not sufficiently accurate. However, the 

maintenance policies in this study are designed specifically for wind farms. For other systems, 

remodeled maintenance costs are necessary. Future research can be directed towards developing a 

simplified strategy to ensure robust maintenance decisions in the face of prognostic errors without 

requiring RUL calibration and quantifying the inter-dependency of RUL between components in 

a wind turbine into the maintenance optimization model. 
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Chapter 7: Summary and future work  

 

In this chapter, the novel contributions of the research work conducted in this thesis are 

summarized in Section 7.1. In addition, several research problems that are worth to be explored in 

the future are presented in Section 7.2. 

7.1 Summary 

To effectively plan maintenance schedules using prognostic information, it is crucial to address 

real-world issues at both the component and system levels. Artificial intelligence techniques, 

particularly deep learning methods, serve as a connection between monitoring data and intelligent 

asset maintenance. These state-of-art techniques are gaining increasing attention in prognostics 

and health management due to their exceptional data processing capabilities, and they have the 

potential to address the aforementioned concerns for improved RUL predictions and maintenance 

activities. The main objective of this thesis is to develop deep learning models for prognostics 

under various scenarios of data availability, and the maintenance decisions are then made at the 

system level by incorporating prognostic information. This thesis makes two main contributions 

in terms of component-level prognostics and system-level maintenance, which are summarized as 

follows. 

7.1.1 Prognostics with limited available historical data 

If sufficient condition data is collected, various data-driven models can be employed to make 

accurate RUL predictions. However, in reality, engineering assets are often replaced before they 

fail, which means only a limited number of failure records can be gathered for modeling purposes. 

In the first three topics, deep learning techniques are developed to tackle the challenge of limited 

data availability in prognostics.  

Specifically, in Chapter 2 of this thesis, we focus on situations where only a few instances of failure 

data but a larger amount of suspension data can be collected for model training. In this study, a 

semi-supervised learning method is proposed that uses both failure and suspension histories to 

predict the RUL of machines. Unlike previous approaches, the loss function of our model is 
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established using a multi-task objective function that captures valuable information from 

suspension histories, instead of treating them as unlabeled data. This allows for making more 

accurate estimates of RUL that align with physical expectations based on both failure and 

suspension data. 

Chapter 3 of the thesis focuses on the prognostics of machines operating under different conditions. 

The target machine in this study has new properties and operating conditions compared to the 

machine recorded in the historical data. This leads to significant differences in their measurement 

distributions. We consider that there is a small amount of suspension histories available to be 

collected during planned inspections when the machine operates in a new environment. A novel 

method that combines COSMO and transfer learning is proposed to utilize the limited suspension 

histories from the target domain to enhance the generalization of the model to new environments. 

To this aim, a joint MMD method incorporating manifold regularization is proposed. This method 

builds upon previous studies by adapting monitoring features from different domains to ensure 

consistent degradation trajectories from both marginal and conditional perspectives. Consequently, 

it significantly improves the predictions of RUL using the limited suspension histories available. 

In Chapter 4 of this thesis, the focus is on predicting the RUL of machines that are working under 

new conditions. However, it is not feasible to gather any form of data from machines operating 

under these conditions. To build models under this scenario, a new RUL prediction method based 

on state-space modeling and reinforcement learning is presented. This model is developed with 

Lyapunov constraints within the framework of reinforcement learning and is trained using the 

adversarial strategy based on the concept of H∞ robustness. This allows for improving the 

robustness of the model to different conditions by reducing the causality between RUL and 

operating parameters and increasing the causality between RUL and unobserved degradation 

characteristics. Therefore, the proposed model is both interpretable and capable of predicting RUL 

for equipment operating beyond historical records. 

7.1.2 Maintenance decision-making using partial and inaccurate prognostics 

Recent developments in prognostic models have led to increased use of prognostic information to 

improve the benefits of CBM. The last two topics have explored the more practical integration of 

prognostics into decision-making for system maintenance. Chapter 5 of this thesis aims to address 
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the limitations of previous studies, which assumed that prognostic information is available for all 

components and neglected the economic loss caused by system degradation when assessing the 

benefits. This is achieved by proposing a prognostics-induced CBM policy that finds a joint 

maintenance decision with maximum net revenue. This decision involves optimizing maintenance 

intervals and predictive thresholds, considering that prognostics is only available for certain 

components. In addition, a data-driven efficiency modeling method is incorporated into the net 

revenue optimization framework to account for the economic loss resulting from system 

degradation when assessing the maintenance benefits. The maintenance costs and policies are 

formulated into a large-scale optimization model to capture the economic dependencies within the 

system. Insights on the influence of prognostic error on maintenance costs have also been derived 

by error modeling and sensitivity analysis. 

Chapter 6 of the thesis upon the work in Chapter 5 by developing maintenance optimization 

strategies for a more realistic system, specifically a wind farm. The contribution of this study is 

formed on addressing the challenges of maintenance scheduling for wind farms. These challenges 

are highlighted not only by high setup costs and strong economic dependencies, but more 

significantly by partial monitorability and potentially inaccurate prognostic information. To this 

aim, a new maintenance basis denoted by the posterior RUL percentage is presented to determine 

preventive maintenance actions. This maintenance basis integrates auxiliary health estimates 

gathered during inspections with predictive analytics to calibrate RUL predictions, allowing for 

better decision-making to enhance maintenance benefits, especially in situations where 

prognostics is imperfect. 

7.2 Future work 

Although the studies conducted in this thesis have overcome the limitations of previous research 

on prognostics and system maintenance optimization, there still exist some challenges and 

problems that need further exploration, which are described as follows. 

7.2.1 Incorporation of physical mechanisms for prognostics and health management  

In this thesis, some data-driven methods have been proposed for prognostics. These methods rely 

on degradation models or past failure histories, but they do not fully consider the dynamic nature 
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of the target machines. As a result, they have limitations in explaining the degradation mechanisms 

and providing accurate predictions when no failure data is available. In other words, if there is no 

failure history for model training, the methods discussed in Chapters 2, 3, and 4 cannot be used. 

Typical physical information includes quantities that reflect machine degradation, such as crack 

length, wear mass, structural stiffness loss, etc. In order to acquire this information, these physical 

quantities must be simulated to anticipate their patterns over time. For instance, the crack length 

can be predicted utilizing a degradation model known as “Paris’ law”. Other examples include 

forecasting wear volume with “Archard’s model” and predicting time-varying stiffness loss in 

gearbox dynamics with various failure modes. The integration of physical mechanisms to guide 

the model training of data-driven techniques deserves further investigation. 

7.2.2 Prognostics assessment from the perspective of maintenance benefits  

Prognostics is commonly employed to assist in developing maintenance plans for mechanical 

systems. However, most prognostic methods focus on the accuracy of their predictions for 

individual components, neglecting to analyze the cost-benefit of using these predictions in system 

maintenance. Many companies are interested in understanding the potential benefits of using 

prognostic models for preventive maintenance. Instead of just providing a RMSE value like in 

Chapter 2, 3, and 4, it is more acceptable to present the benefits of a prognostic model as a 

distribution that demonstrates the reduction in maintenance cost along with the corresponding 

probability. While it is ideal to utilize prognostics with minimal errors for maximum maintenance 

benefits, blindly optimizing prognostic models in situations with limited historical data can be 

costly and ineffective. Even with the best prognostic model in such cases, the improvement in 

maintenance benefits may still be insignificant. A possible solution is to develop methods that link 

specific prognostic models to the maintenance optimization process and evaluate their cost-

effectiveness. To this aim, the key idea is to create a generative model that simulates predicted 

RUL profiles with features that closely resemble the specified prognostic model on the test dataset. 

This approach will be further explored in future works. 

7.2.3 Maintenance decision-making with both prognostics and diagnostics 

Chapters 5 and 6 of this thesis have investigated the potential use of prognostics to guide 

maintenance plans for a large mechanical system, even when the prognostic information is 
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incomplete and not sufficiently accurate. However, the possible different failure modes of the 

components are not considered. The impact of failure modes on system maintenance can be seen 

in two ways: the cost and necessity of maintenance actions. If a failure could have serious 

consequences, maintenance should be carried out immediately. On the other hand, if the impact of 

a failure is minor, it is often possible to wait until the next scheduled maintenance before 

overhauling the various components of the system together. To achieve this, diagnostics should 

also be conducted to assist in making maintenance decisions. In most cases, it is not feasible to 

obtain a completely clear diagnosis of the failure mode. Instead, risk indicators for failure modes 

can be analyzed. A multi-objective maintenance decision-making approach can be developed to 

strike a balance between avoiding risks and minimizing maintenance costs. 
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