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Abstract—A computationally efficient model to study the tran-
sient interaction of the finite-element (FE) converter transformer
with modular multi-level converter (MMC) can provide the ad-
vanced knowledge of the filed-circuit interactions that can be uti-
lized for the design and test of equipment; however, the runtime
of existing simulation tools developed for CPU execution usually
takes days or even weeks, which is prohibitively long. In this paper,
an integrated thermo-electromagnetic model is proposed for the
transient simulation of FE-based transformer interacting with the
MMC in a multi-terminal dc gird, with the magnetic field, thermal
field, and electrical networks fully coupled. The transmission-line
modeling solution is employed for the nonlinear FE problem, and
each MMC is split into a number of minimum possible circuits, so
that the codes can be sufficiently parallelized and implemented on
the graphics processing unit with thousands of Cuda cores to be
runtime friendly. The integrated model can provide the transient
field distributions within the transformer and the device-level in-
formation of the MMC such as switching transients and junction
temperatures. Compared with a commercial software package, the
execution time of 105 time-steps decreased from several days to
only hours with a speedup of more than 47 times while maintain-
ing high accuracy.

Index Terms—Computational electromagnetics, electromag-
netic transients (EMTs), field–circuit coupling, finite-element (FE)
method, high-voltage direct current, modular multi-level converter
(MMC), multi-domain, multi-physics, parallel processing, power
transformer, transmission-line matrix (TLM) method.

I. INTRODUCTION

MULTI-PHYSICS simulation software combining finite
element analysis (FEA) and electromagnetic transient

(EMT) program has gained increasing significance for the de-
sign, prototyping, evaluation, and validation of components in
high power applications [1]. The device-level modeling en-
ables more accurate and comprehensive information that is
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unavailable in system-level study, such as the magnetic field
distribution revealed by a finite-element (FE) power transformer
model for saturation analysis and eddy-current distribution for
total loss calculation, the exact performance of a power elec-
tronic switching unit, and the impacts including rise in junction
temperature [2]–[4]. However, the notorious computational bur-
den of the FE solver and the efficiency of the EMT program
are usually the main bottleneck, especially in large-scale ac/dc
grids with multiple transformers where the field–circuit coupling
is involved [5]–[8].

Simulation tools for the analysis of EMT in power systems and
power electronic circuits can be classified into two categories: 1)
system-level (such as PSCAD/EMTDC, Simulink, EMTP-RV)
and 2) device level (such as SaberRD, PSpice, and Ansys Sim-
plorer). On the other hand, field-oriented tools such as FLUX
CEDRAT, Comsol ac/dc and Ansys Maxwell usually focus on
the physical details such as geometries and material properties of
electromagnetic devices. For a system-level simulation includ-
ing FE models, a field–circuit coupling technique is normally
required. Although FLUX CEDRAT and Comsol ac/dc provide
the field–circuit interface, the built-in electrical components in
their libraries are very limited and only include basic R, L, and
C elements. The co-simulation between Ansys Simplorer and
Ansys Maxwell is capable of large-scale power electronic cir-
cuit simulation including FE components [8]–[10]; however, the
execution time will be prohibitively long to run a large number
of time-steps.

Modern high-performance massively parallel architectures
such as graphics processing units (GPUs) and CPU clusters
have been utilized to improve the efficiency of field compu-
tation [11]–[15] and power electronics [16], [17], and the key of
performance improvement, according to the Amdahl’s law [18],
is determined by the parallelism of the program. Considering the
computational load balance and potential to be parallelized, the
well-known transmission-line matrix (TLM) modeling, which
solves the nonlinearity at the elemental level, has been employed
in the solution phase of nonlinear FE problems [19], [20], to ex-
ploit parallelism and improve the computational efficiency.

So far, no research work has been reported to study the
interaction of the modular multi-level converter (MMC) and FE
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transformer model, not to mention high-performance massively
parallelized codes running on GPU. Under this background,
an integrated thermo-electromagnetic model combining the FE
transformer model and the MMC is established to study their
transient interaction in this paper. The FE method is utilized
to calculate both the Ampere’s law for magnetics and the
Fourier’s law for heat conduction, and the interfaces between
the magnetic field, thermal field, and electrical networks are
fully considered. The integrated model can provide detailed
field distributions within the transformer and device-level
information of the MMC under transient conditions. The
codes are massively parallelized for execution on NVIDIA
Tesla V100 GPU [21], and the run-time is over 47 times
faster than that of the Ansys Simplorer and Ansys Maxwell
co-simulation.

The contributions of this paper are listed as follows.
1) The transmission-line modeling, which solves the nonlin-

earities at the elemental level and thus is decentralized in
nature, is employed to solve the nonlinear FE equations in
a massively parallel manner.

2) The electrical network, thermal field, and magnetic field
are fully coupled by exchanging coupling coefficients. The
thermal impact of winding loss and eddy-current loss are
considered for the computation of magnetic field and elec-
trical network.

3) Fully detailed modeling of the MMC whose EMT topol-
ogy is reconfigured using circuit partitioning, which sepa-
rates all the submodules (SMs) from their arms to create a
substantial number of independent sub-circuits that cater
to parallel processing.

4) The interaction of FE transformer model and MMC is im-
plemented with an indirect field–circuit coupling scheme,
and the FE transformer is represented by nonlinear self-
and mutual-inductances whose values can be extracted
from the FE-element computation.

5) The massive parallelism of the integrated codes is suffi-
ciently explored to execute on massive parallel GPU ar-
chitectures.

The paper is organized as follows: Section II describes
the integrated thermo-electromagnetic transformer model
and the coupling techniques in details, and Section III pro-
vides the electro-thermal model of the IGBT in the MMC.
Section IV illustrates the parallel implementation of the inte-
grated model on GPU. Then, Section V gives the case studies
and result comparisons, and at last, Section VI presents the
conclusion.

II. COUPLED THERMO-ELECTROMAGNETIC MODEL

OF CONVERTER TRANSFORMER

A. FE Model for Magnetic Field

Consider the two-dimensional (2-D) FE model in Fig. 1 for a
power transformer rated 230 kV/110 kV and 400 MVA. For low-
and medium-frequency applications, the magnetic field gener-
ated by the winding currents is governed by the Ampere’s law

Fig. 1. 2-D transformer model using the Galerkin FE method.

with unknown magnetic vector potential. We have the following:

∇ · (υ∇A) = σ
∂A

∂t
− J (1)

where υ is the field-dependent reluctivity, σ the electrical con-
ductivity, and J the impressed current density.

After applying the Galerkin FE method, the elemental equa-
tion for each triangular element can be obtained [20] as
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(2)
The nonlinear B–H curve of the transformer core can be found

in [22], and the magnetic vector potentials on the artificial bound-
aries are assumed to be 0.

The elemental equations can be assembled to a global nonlin-
ear system to solve, or alternatively, the equation is equivalent
to the nonlinear electrical network in Fig. 2(b) and can be solved
using the TLM scheme wherein the component values are given
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Fig. 2. TLM solution for the nonlinear 2-D FE problem. (a) 2-D Triangular
mesh. (b) Equivalent nonlinear network. (c) TLM model: Scattering. (d) TLM
model: Gathering.

as follows:

G12 = − υe

4Δe
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g
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(3)
The TLM scheme has perfect parallelism in the scattering

phase and constant admittance matrix in the gathering phase. In
the scattering phase [see Fig. 2(c)], the incident pulses based on
the nodal solution are injected into each triangular element, and
the reflected pulses can be calculated individually within each
element; thus, the nonlinearity is treated in a massively paral-
lel manner. In the gathering phase [see Fig. 2(d)], the reflected
pulses enter the linear network as new incident pulses, and in
order to obtain the new reflected pulses, a linear network is re-
quired to be solved, whose admittance matrix is determined by
the characteristic impedance of the imagined transmission lines
and generally remains unchanged. Thus, repeated updation and
factorization of the Jacobian matrix in traditional nonlinear FE
solver is circumvented, and the TLM technique is felicitous for
parallel-computing architectures.

Note that the source term in (1) is the impressed current
density determined by the winding currents. If the electrical
networks are connected to the primary or secondary windings

(see Fig. 1), the winding currents are not known; thus, a field–
circuit coupling scheme is required. In addition, the electrical
conductivities of both the winding and transformer core are usu-
ally altered by the Joule effects of the winding loss and the eddy-
current loss; thus, a thermal model is required.

B. FE Model for Heat Conduction

The Fourier’s law governing the heat transfer can be expressed
by the following partial differential equation:

∇ · (λ∇T ) = ρC
∂T

∂t
− q (4)

where λ is the thermal conductivity, ρ is the volumetric mass, C
is the heat capacity, and q the heat source.

The elemental equation has similar form to that of (2), and the
natural convective boundary conditions are employed. We have

λ
∂T

∂n
= h(T − T0) (5)

where n denotes the outward normal direction on the boundary,
h the convection coefficient, and T0 the external environmental
temperature.

Although the thermal conductivity, λ, depends on the temper-
ature, implying that (4) is also nonlinear. Since the temperature
field changes much slower than the EMTs, thus for simplifi-
cation, the historical value of λ from the previous time-step is
utilized so that the thermal problem becomes linear.

The heat sources originate from the Joule loss in the winding
and eddy-current loss in the transformer core, and the chang-
ing temperature also alters the electrical conductivities of the
transformer. In this paper, the winding material is copper and
the transformer core is made of electrical steel, and their con-
ductivities, σ(T ), altered by the temperature can be represented
[23] as

1

σ(T )
=

1

σ0
+ α(T − T0) (6)

where T0 is the ambient temperature, and the parameters are
provided in the Appendix.

C. Multi-Domain Interfacing

Since the integrated model consists of three domains: the
1) external electrical network; 2) magnetic field; and 3) ther-
mal field, there exist three kinds of interfaces between them,
which are illustrated in Fig. 3(a).

The interfaces of the thermal field with the other two domains
are quite direct: The external electrical network can provide the
time-varying winding currents; thus, the Joule-type loss in the
copper windings is available. The time-varying magnetic field
will induce electrical field in the steel transformer core, and the
eddy-current losses can also be obtained after post-processing.
Naturally, both the winding loss and eddy-current loss are fed
to the thermal field as heat sources. In turn, the thermal field
updates the temperature distribution at each time-step, and the
conductivities of the copper winding and steel transformer core
are altered because of the change in temperature.
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Fig. 3. (a) Interface of the external electrical network, magnetic field, and
thermal field. (b) FE transformer represented by self- and mutual-inductances
in electrical networks. (c) Trapezoidal rule applied for the discretization of self-
and mutual-inductances.

For the interface between the external network and mag-
netic field, the coupling coefficients are the self- and mutual-
inductances. According to the Faraday’s law, the induced
winding voltage can be calculated as

U = rI +
Nl

ΔS

∫

S

∂A

∂t
dS (7)

where I is the winding current, r the winding resistance, N
the number of turns, l the axial length of each filament, S the
winding zone, and ΔS the area of the winding zone.

Equation (7) can be rewritten as the following on the basis of
the partial differential chain rule:

U = rI +
Nl

ΔS

∫

S

∂A

∂ip
dS

∂ip
∂t

+
Nl

ΔS

∫

S

∂A

∂is
dS

∂is
∂t

. (8)

Applying (8) to the primary and secondary windings, respec-
tively, the self- and mutual-inductances of the transformer can

Fig. 4. Three-phase MMC-based HVdc converter station: (a) half-bridge
MMC in connection with FEM-based converter transformer, and (b) MMC SM
partitioning.

be extracted as

Lp =
Nplp
ΔSp

∫

Sp
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∂ip
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∫
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∫
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∫

Ss

∂A
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dS.

(9)

Fig. 3(b) shows how the FE transformer model is represented
by an equivalent network composed of winding resistance, self-,
and mutual-inductances, in order to be coupled with the external
network, and these nonlinear inductance values are updated by
the FE computation for different winding currents at each time-
step.

In the EMT simulation, an inductance L can be represented
by an impedance of 2L/Δt in parallel with a historical current
term using the Trapezoidal rule. Similarly, as shown in Fig. 3(c),
the mutual inductance is equivalent to a current-differential con-
trolled voltage source whose value is determined by the mutual
inductance and the corresponding branch current after applying
the Trapezoidal rule. For example, the KVL equation for the
branch in Fig. 3(c) can be written as

u(t) =
2Lp

Δt
(ip(t)− ip his) +

2Mps

Δt
(is(t)− is his). (10)

Thus, the mutual inductances serve as active sources, and
the magnetic field and electrical network are fully coupled. In
addition, (10) implies that the primary-side network and the
secondary-side network are fully coupled by the mutual induc-
tances and, therefore, should be solved simultaneously as one
system.

III. ELECTRO-THERMAL MODELING OF THE MMC

In addition to the thermo-electromagnetic FE transformer
model described above, the main contributor of the nonlinear-
ity to the MMC shown in Fig. 4(a) is the power semiconductor
switch IGBT and its anti-parallel diode. As the layout corre-
sponds to a large admittance matrix due to the cascaded SMs,
they are separated by circuit partitioning by using a pair of
coupled voltage and current sources [24], and the reconfigured
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MMC EMT arm model is given in Fig. 4(b). The arm current
Iarm is sent to each MMC SM, and in return, the SM terminal
voltage Vp is fed back to the arm. It can also be seen that after
splitting each SM, the remaining circuit of the MMC is linear.

The prevalent ideal switch model [25] taken as a two-state re-
sistor falls short of revealing a higher-than-normal current stress
and the power dissipation during the IGBT switching period.
Therefore, the dynamic curve-fitting model, which reproduces
the shapes of transient waveforms, is selected for the comprehen-
sive electro-thermal simulation. The rise and fall times denoted
by tr and tf , respectively, are two key parameters reflecting the
switching period. Their sensitivity to operation conditions such
as collector current, gate resistance, and the junction tempera-
ture is tested and provided in the datasheet by the manufacturer.
Therefore, they can be uniformly expressed by the following
polynomial function:

tr,f (x1, x2, x3) = A0 ·
3∏

i=1

xi +

k �=j∑
k,j=1,2,3

Akxkxj

+

3∑
m=1

Cmxm + C0 (11)

where A and C are coefficients, and x represents the factors
affecting the switching time of the IGBT.

The actual switching waveforms can be divided into multiple
sections depending on the curvatures, and then approximated by
first-order circuits. For example, the experimental current wave-
form of the selected IGBT module 5SNA 2000K450300 [26] in
Fig. 5(a) shows that the initial part of the turn-ON process can be
taken as a straight line. Afterward, the rising rate decreases, and
eventually the current falls till entering the steady state. There-
fore, the turn-ON current can be simulated by an RL circuit ex-
cited by a per-unit voltage source, Ve, and the inductor current
is regulated by changing the resistor, as shown in Fig. 5(b). The
linear current at stage S1 is simulated by charging a pure induc-
tor, followed by a varying slope, which is approximated by the
RL circuit with an exponential function. The descending wave-
form starting at t2 is realized by removing the voltage source,
Ve, so that the inductor discharges exponentially. Therefore, the
inductor current in the per-unit circuit can be summarized as

iL =

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Ve

L (t1 − 0), 0 ≤ t ≤ t1
Ve

R (1− e
−t
τ ), t1 ≤ t ≤ t2

I0
I0

+ imax
L e

−t
τ , t2 ≤ t ≤ t3

(12)

where I0 is the steady-state current and imax
L the inductor’s max-

imum current in per unit. Then, the inductor current is amplified
by K times to simulate the actual device current. Similarly, the
device turn-OFFtransients can also be modeled by the first-order
circuits.

As a critical part to compose an integral device-level switch
model, the transient electro-thermal impedance is based on the

Fig. 5. IGBT electro-thermal curve-fitting model: (a) turn-ON current,
(b) realization by first-order circuit, and (c) EMT model of the transient thermal
impedance.

following analytical function:

Zth =
n∑

i=1

Rth(i)(1− e
− t

τi ) (13)

where the impedance, Rth(i), along with the time constant, τi,
can be realized by a paralleled RC pair for the EMT simulation,
as given in Fig. 5(c) where

Cth(i) =
τi

Rth(i)
. (14)

In the equivalent circuit of the transient thermal impedance,
the input-controlled current source is numerically equal to the
power loss, and its terminal voltage is deemed as the semicon-
ductor’s junction temperature, Tvj . With the inherent cooling
mechanism, the IGBT is exposed to the environment, and, there-
fore, the other terminal of theRC pairs is connected to a constant
voltage source denoting the ambient temperature, Tamb, which
is 25 ◦C.

IV. PARALLEL IMPLEMENTATION OF INTEGRATED

FIELD–CIRCUIT MODEL ON THE GPU

The detailed program flow, data path, coupling coeffi-
cients, and block connections are illustrated in Fig. 6. The FE
transmission-line modeling (FE-TLM) solution of the nonlinear
magnetic field is provided in details, and the parallelism of each
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Fig. 6. Detailed massively parallel implementation of the integrated thermo-electromagnetic model on the GPU. (a) Program flowchart. (b) Finite element-
transmission line modeling solution. (c) External network solution.

functional block, either at the nodal or the elemental level, is also
noted. These blocks are all optimized to fit the Kernel functions
in Cuda codes.

The program starts with loading the mesh information such
as nodal coordinates and node–element connections; thus, the
coefficients of Galerkin’s finite element method (FEM) in (2)
and (3) can be obtained. According to Fig. 2(d) and (3), the ad-
mittance matrix of the linear network in the gathering phase is
determined by two factors: 1) the guessed reluctivities υe

g and
2) conductivities σe in each triangular element. Because of the
thermal effects, the σe of the transformer core may be altered
by the temperature, implying that the admittance matrix should
be reassembled and decomposed occasionally. Meanwhile, the
adaptive transmission-line impedances, using the solved υe of
the previous time-step instead of guessed υe

g , can also be in-
corporated into the admittance matrix to efficiently reduce the
required number of TLM iterations. In fact, the thermal field
has a much larger time constant compared with that of the elec-
tromagnetic field, meaning that the temperature T (t) and σe(T )
change much slower than electromagnetic parameters, so the ad-
mittance matrix does not have to be updated at each time-step.
To balance the required number of TLM iterations and the com-
putational costs of matrix decomposition, the criteria to update

the admittance matrix is determined by whether the required
number of TLM iterations is more than 20, which is described
as C2 (Condition 2) in Fig. 6.

Since the thermal field is assumed a linear FE problem, its
description is simplified in the flowchart.

The field–circuit coupling scheme described before is appli-
cable to every single-phase transformer independently, and each
consists of three FE blocks to calculate the partial differentials
in (9). Fig. 6 shows three single-phase transformers in an MMC-
based HVdc station with nine FE blocks executed in parallel on
the GPU. Once the magnetic vector potentials are calculated,
the self- and mutual-inductances in (9) can be obtained for each
transformer.

The details of each FE-TLM block are also provided, which
includes TLM iterations: the scattering phase with elemental
parallelism and the gathering phase with nodal parallelism. The
summation of total currents into each node can be executed in
parallel with appropriate information of node–element connec-
tions, and the LU solution process, which essentially is mere
backward and forward substitutions, can also be parallelized.
Once the network is updated, the nodal differences are avail-
able, and the incident pulses for the next TLM iteration can
be obtained by subtracting the reflected pulse from the nodal
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Fig. 7. Three-terminal HVdc system involving FEM transformer model.

difference. With the updated incident pules, in order to obtain
the reflected pulses from the triangular edges decoupled by the
transmission line, a 3 × 3 nonlinear system associated with the
B–H curve needs to be solved, which requires several (gener-
ally 5–15) iterations of updating and solving the 3 × 3 Jacobian
matrix using the Cramer’s rule [19], [20].

In the circuit domain, the MMC model is then computed fol-
lowing the update of the transformers’ inductances. The linear
subsystem as part of the field–circuit interface is connected di-
rectly to the transformers, while other parts, including the con-
troller, are interactive internally. The solution of the interface
gives the transformers’ primary and secondary currents, which
are returned to stage C2. Inside the MMC, the outer-loop con-
troller regulates either power or dc voltage after transforming
the grid voltage and current into the d–q frame, and the inner-
loop controller adopting phase-shift control (PSC) strategy con-
tains two parts: 1) the averaging control and 2) balancing control
(BC) [27]. The converter modeling conforms to parallelism to
expedite the simulation by functionally decomposing the MMC
including its controller into multiple parts, which correspond
to various kernels shown in Fig. 6(c). For example, the averag-
ing control kernel Ave has three threads for each HVdc station;
however, the output of the BC is gate signal Vg, which drives a
switch in the SM directly, and, therefore, the BC kernel invokes
an identical number of threads to the SM kernel, and both of
them are a major contributor to the speedup because of their
large quantity. The only signals that the MMC’s linear part re-
ceives from other MMC blocks are the SM terminal voltages,
Vp, in order to complete the computation.

V. CASE STUDY AND RESULTS

A. Case Description and Setup

Fig. 7 shows the 3-terminal dc system where the MMC-based
stations, STN1 and STN3, are rectifier stations, while the in-
verter station is denoted as STN2. All the converter transform-
ers, Tr1−3, adopt the proposed FE model, and the geometric
parameters of the FE transformer in Fig. 1 are presented in
the Appendix. Each three-phase transformer is built from three
single-phase transformers, as shown in Fig. 6; therefore, there

Fig. 8. IGBT device-level waveforms: (a) switching transients (proposed
model: concrete line; experiment: dashed line), (b) upper switch current,
(c) lower switch current, and (d) junction temperatures [(b)–(d) left: proposed
model; right: SaberRD].

are nine independent single-phase transformers in total, and the
inductance calculations can be executed in parallel. The HVdc
converter control is conducted in the d–q frame, and depending
on the role, the rectifier station regulates the active power in the
d-axis, while the inverter station controls the terminal dc volt-
age, Vdc2. Since these converter stations are connected by the dc
transmission lines, the dc voltages at the two rectifier stations,
Vdc1 and Vdc3, are slightly higher than those of their counterpart.
After applying the inverse Park transformation, the three-phase
signals, va,b,c, are sent to individual MMC inner-loop controller,
which adopts the PSC strategy where the gate signals for the
IGBTs are eventually generated.

B. External Network Simulation Results

The device-level performance of the IGBT is given in Fig. 8,
where SaberRD simulation results are also provided for val-
idation. Fig. 8(a) gives the experimental IGBT turn-ON and
turn-OFFwaveforms and the simulated results of the proposed
dynamic curve-fitting method. It shows that the linear and non-
linear curves at various stages can be approximated by using
the proposed multi-section functions as in (12). Fig. 8(b)–(c) is
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Fig. 9. MTdc system performance under short-term dc line–line fault.

obtained from a single-phase 5-level MMC with a dc-link volt-
age of 16 kV. The scale of the system is smaller than that of
an HVdc station because of the limited capability of SaberRD
in solving IGBT nonlinearities; nevertheless, it is sufficient for
validating the device-level performance of the proposed IGBT
model. The turn-ON current overshoot and diode reverse recov-
ery current can be observed in the upper and lower switches in
an MMC SM, and the results from the proposed model demon-
strate a great similarity to those of the off-line simulation tool,
including the junction temperatures.

Fig. 9 shows the system-level performance of the multi-
terminal dc (MTdc) system subjected to short-term dc line–line
fault. Initially, the dc voltage at the inverter station is exactly
200 kV, and the two rectifier stations have a slight margin as a
result of power transfer, as it can be seen that the dc currents are
around 2 kA at these two stations and 4 kA at the inverter station.
At t = 8 s, the fault lasting 200μs occurs in the middle of the
line, and consequently, the profound impacts can be observed
in the dc network. The dc voltages witness severe oscillations
before being restored by the inverter 100 ms later; while the
currents first see a dramatic rise and then restore after the fault
disappears—the inverter current even witnesses a polarity rever-
sal. On the other hand, the impact on the ac side is negligible
since the currents on both the sides of the transformer remain
maintained throughout the entire process. The above statements
are validated by the right column sub-figure, where identical
waveforms from Ansys co-simulation are given.

The power reversal as a typical system-level operation is also
conducted in Fig. 10. Starting at t = 8 s, the power reference at
Station 1 is ordered to rise from 200 to 500 MW in a time gap
of 2 s, while Station 3 as the other rectifier maintains its power
order. It is observed that during the process, the dc voltages are
largely stable, with only slight perturbations. As a consequence,

Fig. 10. MTdc system performance under power reversal.

Fig. 11. Time-varying temperature, winding resistances, winding losses, and
eddy-current losses of the FE transformer model.

the dc current at Station 1 rises from 1 to around 2.5 kA, and
the power at the inverter station increases correspondingly as a
combination of its counterparts. At the ac side of the rectifier
conducting power reversal, the transformer currents on both the
sides ramp up because of the increase in the power order. An-
sys co-simulation, which shows the same results on the right
column, demonstrates the accuracy of the proposed integrated
model.
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Fig. 12. Field distributions within the FE transformer (Tr1 phase A) at t = 1000 s.

C. FE Simulation Results

As mentioned before, the dense computation of FE models
can contribute to a more comprehensive view of the physi-
cal details within the transformer. With the integrated thermo-
electromagnetic model, all the transient fields can be available at
any time point after post-processing. For example, at t = 1000 s
in the power reversal case study, the field distributions of the
magnetic vector potential, magnetic-flux density, eddy-current
density, winding loss and eddy-current loss, temperature, and the
conductivities altered by temperature, are all plotted in Fig. 12.

Undoubtedly, these transient fields in practical working con-
ditions can be very beneficial for designers to make better deci-
sions on transformer problems such as loss reduction, saturation,
and over-heating. In addition, the transient information related
to such fields can also be monitored. Fig. 11 shows the time-
varying temperature of sample locations S1 and S2 noted in
the transformer core, how the winding resistance changes be-
cause of the thermal effects, the time-varying winding losses,
and the total eddy-current losses. The steady-state thermal field
is achieved after 20 min with the highest temperature of 95 ◦C
in the transformer core, and the total losses also increase until
the material conductivities are altered by temperature anymore.

The Ansys co-simulation results are also plotted to evaluate
the accuracy of the integrated model, and it turned out that the
maximum error is less than 5%. Note that this error is mainly
caused by the interfaces and the inherent assumptions between
the thermal field, magnetic field, and external networks, because
the FE-TLM block itself is quite accurate, and the error is less
than 0.1%, compared with that using Ansys Maxwell when given
the same input winding currents.

The massively parallelized codes executed on the NVIDIA
Tesla V100 GPU with 5120 Cuda cores have high computa-
tional efficiency. The Ansys co-simulation was carried out on a
workstation with dual Intel Xeon E5-2698 v4 CPUs, 20 cores

TABLE I
EXECUTION TIME AND SPEEDUPS OF INTEGRATED MODEL PARALLELIZED

ON GPU (105 TIME-STEPS)

each, 2.2 GHz clock frequency, and 128 GB RAM. The Ansys
HPC (high-performance computing) license was utilized and the
available number of cores set to 40.

Table I shows the run-time comparison of Ansys HPC co-
simulation and the integrated model on the GPU for FE problems
of different sizes, and the total simulation time is 2 s with a
time-step of 20 μs for the system. Although a time-step of 1 μs
is applied to the MMC SMs, the coupled voltage and current
sources exchange information every 20 μs. It takes Ansys co-
simulations several days or even weeks to run 105 time-steps,
while only several hours for the integrated model on GPU, and
the speed-up is more than 47 times. On the other hand, the time
MMC needs to run a simulation duration of 2 s is much shorter
than that of the transformer, only 0.11 and 0.14 h when the
MMC voltage levels are 5 and 513, respectively. Therefore, the
simulation speedup is largely determined by the transformer’s
FEM model, as the overall speedup is still around 50 in all the
three cases. It is also noticed that introducing the field–circuit
interface as in Fig. 3 ensures independence between the two
domains regarding the execution time.

As massively parallelizing the program, which is executed
on modern GPU accelerating card, results in a smaller com-
putational time incremental, the integrated model cannot only
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provide more comprehensive physical details within transform-
ers but also substantially decrease the design and test cycle for
engineers to run an integrated simulation of ac/dc grids.

VI. CONCLUSION

This paper proposed an integrated thermo-electromagnetic
model to simulate the FE transformer transient interaction with
MMC in multi-terminal dc grids. The comprehensive physi-
cal details, including the transient-field distributions within the
transformer and device-level information of the MMC, can aid
engineers to make better decisions on practical transformers and
MMC problems such as material B–H properties, loss reduc-
tion, saturation, and power converter design guide, especially
under transient conditions. The thermal field, magnetic field, and
the electrical networks are fully coupled, and the information
exchanges were implemented by extracting the coupling coeffi-
cients. The field–circuit coupling scheme, the FE transmission-
line modeling solution, and the fine-grained MMC model, all
have perfect parallelism, and the codes were sufficiently paral-
lelized and implemented on Tesla V100 GPU to improve the
computational efficiency. Consequently, the execution time of
the integrated model is more than 47 times faster than that of
the Ansys co-simulation while maintaining good accuracy, and
the substantially reduced execution time enables more efficient
design and test.

Future research will focus on the more accurate 3-D trans-
former FE modeling executed on GPUs to study the edge effects
and faults, the hysteresis effect of the B–H curve, and the total
losses will also consider the hysteresis influenced by the thermal
field for integrated field–circuit simulation of the power system.

APPENDIX

1) Material parameters: For copper, α=3.8 × 10−11 Ωm/K
and σ0 = 5.8 × 107 S/m; for steel, α = 5 × 10−11 Ωm/K
and σ0 = 9.6 × 106 S/m.

2) MMC parameters: Voltage level 5–513, dc voltage Vdc =
±100 kV, rated power 500 MW, ac voltage Vac = 280 kV;
SM capacitor 3 mF, arm inductance 50 mH; dc line param-
eters: length 100 km, l = 0.05 mH/km, r = 0.012 Ω/km,
c = 0.015 μF/km.

3) Transformer parameters: The size is 5.2 m × 3.6 m for the
outer rectangle and 1.85 m × 2.6 m for the two inner rect-
angles. The coil size is 0.25 m × 2 m, and the number of
coil turns is 418 for the primary side and 200 for the
secondary side.
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