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Abstract

A detailed experimental study examining the hydraulics and interfacial mixing of
exchange flows passing over a smooth sill is presented. Measurements of the velocity
field and the interface position were obtained using flow visualization and particle image
velocimetry. Measured values of the flow rate, interface position, internal Froude
number, and internal energy were compared with the predictions of internal hydraulic
theory. These parameters were well predicted at the sill crest, but not in the supercritical
regions of the flow; this is likely due to neglecting the effects of friction, streamline
curvature, and entrainment. It was found that both the basin-scale internal seiche and
the generation of Kelvin-Helmholtz instabilities at the interface produced large periodic
fluctuations in the flow rate and in the interface position. Values of the entrainment
coefficients for the exchange flow were considerably larger than the entrainment
coefficients found for plane turbulent wall jets and gravity currents. The entrainment
increased the flow rate in the upper layer by approximately 22 % downstream of the sill
compared to that at the sill crest. The large amount of interfacial shear in an exchange

flow is a major source of mixing at the stratified interface.
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1.0 Introduction

Adjacent water bodies connected by straits or channels often have slightly
different densities as a result of differences in salinity, temperature, and/or sediment
concentration. This difference in density causes the fiuids to exchange. Such exchange
flows are common in nature; for example, the exchange of more saline Mediterranean
Sea water with less saline Atlantic Ocean water through the Strait of Gibraitar (Armi and
Farmer, 1988) and the summertime exchange of warmer heavily poliuted Hamilton
Harbor water with cooler (more dense) Lake Ontario water through the Burlington ship
canal (Hamblin and Lawrence, 1990). Even slight differences in density can cause
enormous amounts of fluid to exchange. For example, the density difference between
the Atlantic Ocean and the Meditteranean Sea water is approximately two parts per
thousand, yet the exchange flow in the Strait of Gibraltar is in the order of magnitude of
1,000,000 m%s each way. At the interface of such exchange flows, interfacial instabilities
can develop. These instabilities can cause mixing between the upper and lower layers,
which directly impacts the circulation and water quality of both water bodies. The goal of
the present study is to understand these phenomena through laboratory experiments.

Earlier studies have focused on the hydraulics of such exchange flows (i.e.
Farmer and Armi, 1986). The effects of friction and non-hydrostatic forces were
considered by Zhu and Lawrence (2000). Interfacial instabilities generated in exchange
flows were also studied by Zhu and Lawrence (2001) where the focus was on the
subcritical section of the flow and only Holmboe instabilities were observed. Wilkinson
and Wood (1983) observed that the supercritical flow down a sill causes a layer of
intermediate density. Experimental observations by Zhu et al. (2001) and Pawlak and
Armi (2000) indicate that the interfacial mixing was caused by large-scale interfacial

instabilities.



In this study, experiments were performed in a tank where steady two-layer
exchange flow of fresh and salt water over a smooth bottom sill could be examined. The
section of supercritical flow down the sill was the main focus of this research. Shear-
generated interfacial instabilities and the resulting flow entrainment were examined. It is
important to understand the entrainment and mixing that occurs in exchange flows in
order to predict the water quality of both water bodies connected by such channels. This
study will help to improve our understanding of many geophysical flows such as the
stratified flow over the Knight Inlet sill (Farmer and Armi, 1999) and airflow over ridges.

This thesis is structured as follows. Section 2 reviews the hydraulics of two-layer
flows and previous experimental and numerical studies examining entrainment and
mixing. A brief review of gravity currents is also presented for the purpose of comparing
entrainment coefficients in later discussions. Section 3 discusses the experimental
setup and instrumentation, the measurement techniques used, and the estimated
experimental error. Results of the experimental study are presented in Sections 4 and 5.
In Section 4, measured parameters are compared to their theoretical predictions (using
two-layer hydraulic theory). Characteristics of the interfacial instabilities generated in the
exchange flow and the associated entrainment is discussed in Section 5. Conclusions

are presented in Section 6.



2.0 Literature Review

2.1 Two Layer Hydraulics

Two layer flows have been studied both theoretically and experimentally for
many years. Both Long (1954) and Baines (1984) conducted towing tank experiments to
investigate two-layer flows over an obstacle. Farmer and Armi (1986) investigated flows
passing over a sill, through a contraction, and through a combination of both a sill and a
contraction. Lawrence (1993) investigated steady two-layer flow over a fixed obstacle
both theoretically and experimentally. In his experiments the obstacle was fixed at the
bottom of a flume and the two-layer fluid system flowed over it at a constant rate, rather
than towing the obstacle through still water. Zhu and Lawrence (2000) extended the
basic hydraulic theory to include the effects of friction and streamline curvature for the
case of flow over a sill. Internal hydraulic theory is summarized in this section.

Consider a two-layer exchange flow over a two-dimensional smooth sill in a
rectangular channel, as illustrated in Figure 1. The rectangular channel connects two
reservoirs with fluids of slightly different densities. The case where the denser bottom
layer flows from left to right and the less dense top layer flows from right to left will be
considered here. Therefore, the interface level rises from the right side of the sill to the
right-hand reservoir.

Flow over a sill is turbulent and viscous; however, by incorporating a series of
simplifying assumptions, a set of approximate equations can be derived. It is assumed
that the flow is irrotational, inviscid and in a steady state. If the maximum slope of the sill
is small, the streamlines of the flow will be essentially horizontal. Therefore, the vertical
velocity is negligible, and the flow can be considered to be one-dimensional. Let us
assume that a hydrostatic pressure distribution adequately represents the pressure

distribution. Long (1954) stated that the hydrostatic pressure distribution is applicable if



the sill is ‘gentle’; that is if the minimum radius of curvature is much greater than the
height of the sill. The ‘layered flow assumption’, where the velocity only varies in the
direction of flow and the density is constant within each layer, is applied. And finally, it is
assumed that no mixing occurs between the two layers.

The equations for two layer flows can be derived using the continuity equation for
the two layers together with the energy equation for both layers (Denton, 1987,
Lawrence, 1993). Applying the above mentioned assumptions, the mechanical energy

for layer iis

E =p, +Pigz+%PiUi2 (1]

where p, p, 2, and U are the pressure, density, vertical elevation, and horizontal velocity,
respectively. Neglecting the effects of friction and in the absence of flow discontinuities,
such as flow separation and hydraulic jumps, the energy head is conserved. The
pressure in each layer (using the hydrostatic assumption) can be expressed as the
following
p.(2)=p, +p.g(z,+2,+h-2) [2]
P:(2)=p, +p.gz +p.9(z, +h-2) (3]
where ps, 2, Z2, and h are the pressure at the water surface, the upper layer thickness,
the lower layer thickness, and the height of the sill, respectively. Substituting Equations
[2] and [3] into Equation [1], and applying zero pressure at the free surface the energy

head for each layer can be expressed as

1
E, =919H+'§P1U12 (4]

1
Ez = p,gH + (pz - P, )g(zz - h)’*’ Epzuz2 [5]

where H is the total depth.



The Boussinesq approximation can be applied to flows where the density
difference between the two layers is very small. This approximation states that the
variation of density can be neglected everywhere except in the buoyancy terms. For
such flows where the relative density difference is small, i.e. € = (p>ps)/p.<<1, the slope
of the free surface is negligible compared to that of the interface. This is commonly

referred to as the “rigid lid” or horizontal free surface assumption. Thus the total depth
H=2z,+ Z,+h [6]

remains a constant.

In two-layer stratified flow, we define the internal energy, E, as

Ez_Er
(Pz‘pt)g

Applying the Boussinesq approximation and replacing E; and E; in Equation [7] with

E-= (7]

Equations [4] and [5] leads to

E=z2+h+2ig,(u;—u,2) 8]

where g' = eg is called the reduced gravitational acceleration. As mentioned previously,
for inviscid, irrotational flow, the energy head along a channel is conserved for each
layer if flow separation and hydraulic jumps are not present. Consequently, the internal
energy must also be constant along the channel, and dE/dx = 0, where x is the
horizontal distance along the channel. Differentiating Equation (8] with respect to x
leads to an equation that represents the variation of the interface slope at any given

position, except where discontinuities occur.

dz,+h -1 b,
( ;X )= 1-G° {Fzzhx +(F1221 'Fzzzz)T} (9]




In the above equation the subscript x denotes differentiation with respect to x, b is the

channel width, F2 = U?/g'z is the densimetric Froude number for layer i, and

G=yF’ +F,’ isthe composite (or internal) Froude number.

If the channel has a constant width, then b, is equal to zero, and Equation [9]

reduces to
2 dh
d(zz+h)_ "Fz a; [10]
dx  1-G?

The numerator on the right hand side of the equation is simply the topographic slope,
, = F.2dh/dx. Zhu and Lawrence (2000) extended Equation [10] to include friction and
non-hydrostatic forces due to streamline curvature.

d(z,+h) _S,-S,-S,

1
dx 1-G? (1

where S is the friction slope and S; is the slope due to flow curvature.

Before examining the hydraulic controls of two-layer flows, one layer hydraulics
will first be reviewed. In one layer flows, the phase speed of small disturbances with
respect to the channel banks is

A =Ut.[gz [12]

where U is the convective mean velocity and ,/gz is the phase speed of the infinitesimal

long waves. The Froude Number, F, is the ratio of the convective velocity to the phase

speed. Muitiplying the two phase speeds together leads to the equation below.
Ffet=——+ [13])
When the Froude number is less than unity, or aiternatively, when the product of the two

phase speeds is less than zero, the disturbances can propagate in both directions and

the flow is said to be subcritical. Conversely, when the Froude number is larger than



one, or the product of the two phase speeds is greater than zero, the disturbances can
only propagate downstream and the flow is supercritical. And finally, the flow is critical
when the Froude number is equal to unity.

Schijf and Schonfeld (1953) solved the propagation speed of interfacial long

waves with respect to the channel bank in two layer flows.

' Y2
2, =Yzt U2 i[g 2% (1-1-;2)] [14]
2, +2, z,+2,

Where F.2 = (U-U))?[g1 22+2))] is the stability Froude number. Note that F,?< 1 to

avoid imaginary internal phase speeds. The product of the two interfacial long waves

will generate the following equation for two layer flows.

G -1=%%2%) 5 [15]
Z,2,

In two layer flows, the composite Froude number G describes the criticality of the flow.
Thus, when G < 1, or A,A_< 0, disturbances can propagate in both directions, and the
flow is internally subcritical. When G > 1, or A,A. > 0, small disturbances can only
propagate downstream and the flow is internally supercritical. The flow is internally
critical at locations where G = 1. Even though the composite Froude number is not a
Froude number in the strictest sense (it is not the ratio of convective velocity to a long
wave phase speed), Lawrence (1990) showed that it correctly specifies the criticality of
the flow.

Two-layer flows can have up to two internal controls, whereas, single-layer flows
can only have one control. Farmer and Armi (1986) identified two basic flow regimes:
maximal exchange and submaximal exchange. The development of the hydraulic
controls in two-layer flow over a sill will be illustrated using the exchange flow in Figure
1. The exchange flow commences once the barrier separating the two reservoirs is

removed. In the absence of barotropic forcing, the flow in the upper layer, q;, will equal



the flow in the lower layer, g.. The bottom, more dense layer passes from left to right
and the top, less dense layer moves from right to left. The control at the sill crest is first
established. As long as the depth of the lower layer at the channel exit remains below a
certain level, the flow will remain subcritical at the exit. To the right of the sill crest, the
flow will be internally supercritical, and therefore, any disturbances in the right reservoir
will not affect the exchange flow. The flow rate will increase as the interface in the left
reservoir rises; however, any change in the level of the right reservoir will have no effect
on the flow rate due to the supercritical flow on the right side of the sill. This flow regime
is called submaximal exchange.

As the depth of the lower layer at the channel exit rises, the flow rate will
increase and the thickness of the upper layer will decrease until eventually, a control is
established at the left hand exit. Therefore, the flow is critical at both the sill crest and at
the left hand exit. Between the two controls the flow is internally subcritical. To the left
of the exit control, supercritical flow will result with any further increase in the depth of
the lower layer at the channel exit, but the flow rate will not be increased. To the right of
the sill crest the lower layer accelerates down the sill as supercritical flow and eventually
matches the level of the right hand reservoir interface through some mixing
mechanisms. These mixing mechanisms do not affect the flow rate of the exchange flow
since the supercritical flow isolates the control region. Once the two controls have been
established, the flow rate can no longer be increased. This concept of having two
internal controls is what characterizes maximal exchange. Note that the location of the
internal controls may shift if other factors such as friction, and streamline curvature are
considered (Zhu and Lawrence, 2000). Given specific channel geometry and a density
difference between the two reservoirs, the maximal exchange exhibits the maximum flow

rate possible.



Using the internal hydraulic theory presented above, the maximal exchange flow
rate can be determined. For a channel of constant width, the unknowns include the fiow
rate in the upper layer, q;, the flow rate in the lower layer, g,, the water depths of the
upper and lower layers at the sill crest, z;, and 2z, respectively, and the water depths of
the upper and lower layers at the channel exit, z;,, and z, respectively. Hence, six
equations are necessary to solve for the maximal exchange flow rate. In the absence of
baratropic forcing, and at steady state, the flow rate in the upper layer is equal to the
flow rate in the lower layer.

q, =q: (16]
The two equations for the total water depths at the sill crest and at the exit control are,
respectively.
2,+2, +h=H [17]
2,+2,,=H (18]
Also, for maximal exchange flow, the composite Froude number G? = 1 at both controls.

Therefore, the composite Froude number is equal to unity at the sill crest and at the exit.

2 2

ql 5 + q2 = - 1 [19]
g'zlo g'za:
2 2

@, 92 __y [20]

9z, 9z,
The final equation uses the conservation of energy and equates the internal energy, E,

at the sill crest to the internal energy at the exit control.

1(q° q° 1(q° a’
2, th +—| 2=z, +—| 2 - 21
? 29’( 2202 2102 ‘ 2g' zzaz 2202 [ ]

With Equations [16] — [21], the six unknowns can be determined.



Zhu (2001) presented a control curve approach that graphically determines the
flow rate prediction. In this approach, the relationship between the internal energy
versus the flow rate is plotted for both the sill and the exit control. For a range of z,
values, z, can be determined given the total water depth and the height of the sill using
Equation 6. Values of the flow rate can then be determined using the condition that at
the control, G = 1. And finally, the internal energy can be determined using Equation 8.
This relationship between the internal energy and the flow rate can be plotted for both
the sill crest control (given h = h,) and the exit control (given h = 0). The predicted flow
rate for the given channel geometry can then be determined from the intersection of the
two curves. The control curve approach is useful in identifying the number of controls as
well as the actual locations of these controls. In the flow shown in Figure 1, the controls
are located at the sill crest and at the channel exit. This approach was used to
determine the predicted flow rate for our experimental setup. The non-dimensional
control curves for the sill crest and the channel exit are plotted in Figure 2. The
intersection between the two control curves gives a predicted value of the flow rate.

Later, it will be useful to compare the flow rates determined experimentally to the

theoretical prediction.

2.2 Mixing and Entrainment Studies

Velocity gradients present at the interface of two-layer flows generate interfacial
shear, which in turn, can generate interfacial instabilities. These instabilities may
produce interfacial turbulence and cause interfacial mixing. Sheared density interfaces
have been studied since the work of Taylor (1931) and Goldstein (1931). Their analysis
led to an equation governing the stability of inviscid, parallel, stratified shear flows to

two-dimensional infinitesimal disturbances, which later became known as the Taylor-

Goldstein equation.

10



Kelvin-Helmholtz instabilities are considered the primary mode of instabilities
generated in stratified shear flows. They are characterized by the rolling up of the
density interface; causing two-dimensional billows of zero phase speed relative to the
mean velocity at the interface. Holmboe (1962) applied temporal linear stability analysis
to piecewise linear velocity profiles with a two-layer density structure. He predicted that
for inviscid flows where the shear layer thickness is much greater than the density
interface a second mode of instability would be generated. These instabilities were later
termed Holmboe instabilities, and are characterized by two sets of waves with one
cusping into the upper layer and the other into the lower layer. The waves have the
same growth rate and wave speed, but propagate in opposite directions with respect to
the mean flow velocity.

The relative strength of the stratification to the strength of the velocity shear is
measured using the bulk Richardson number,

R = g§/ALF (22]
where § is the shear layer thickness, and AU is the velocity difference between the upper
and lower layer. The bulk Richardson number has been used to identify which type of
instability will occur at the interface. Holmboe (1962) studied the case where the flow
has a two-layer density structure with a location that is symmetric about the center of the
shear layer. Using linear stability analysis, he found that K-H instabilities can only occur
when R;< 0.071, while Holmboe instabilities could occur for any positive bulk Richardson
number.

Hazel (1972) extended Holmboe's analysis by allowing a finite density layer
thickness and studying the effects of varying the relative scales of the density and
velocity interfaces. He found that the Holmboe mode may be generated whenever the

thickness of the shear region exceeds the thickness of the density interface by a factor
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of two. Using linear stability analysis, Haigh and Lawrence (1999) studied the effect of
displacing a thin density interface with respect to the center of the shear layer on the
stability of an inviscid, stably stratified parallel flow. They showed that for symmetric
flows where the interface displacement is zero, K-H instabilities are possible for
R: < 0.071; however when 0.046 < R; < 0.071, Holmboe instabilities are more unstable
than K-H instabilities. Haigh and Lawrence (1999) also found that when the interface
displacement is non-zero, the symmetry of the background flow is broken, and one
mode of the Holmboe instability has a larger growth rate than the other. Therefore,
instead of having two waves, as characterized by the Holmboe instability, the observed
wave exhibits a “one-sidedness” with the wave protruding into one layer only.

Early experimental studies of mixing layers were conducted in spatially evolving
splitter plate configurations (Roshko, 1976; Koop and Browand, 1979) or in temporally
evolving tilting tube facilities (Thorpe, 1968, 1971, 1973). The existence of organized
two-dimensional vortical structures in the mixing layer was documented in these
investigations. In the experiments conducted by Thorpe (1968,1971,1973) the velocity
interface thickness approximately equaled the density interface thickness. Browand and
Wang (1972) investigated the spatial growth characteristics for the case where the
density interface is positioned at the midpoint of the sheared region through a series of
experiments. Lawrence, Browand, and Redekopp (1991) investigated the stability of
stratified shear flows when the density interface is much thinner than, and displaced with
respect to, the velocity interface. Experiments performed in mixing layer channels found
that an offset in the centers of the velocity and density interfaces resulted in the
dominance of one of the two Holmboe modes. Recently, Hogg and Ivey (2001) found
that the transition of KH instabilities to Holmboe instabilities occurred at A;= 0.08 for their

experimental conditions.
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Pawlak and Armi (1998) examined the vortex mechanisms developed in a
stratified shear layer subjected to spatial acceleration in a hydraulically controlled wedge
flow. They observed that spatial acceleration and buoyancy caused the developing
vortex core to pinch off and separate from the vorticity source at the interface. The
original vortex core would convect slowly downstream and as a secondary core
developed, the original core would eventually interact with the following upstream
structure. Pawlak and Armi (2000) conducted experiments that examined mixing and
entrainment in a hydraulically controlled wedge flow. Two distinct regions were
identified: an initial region of low shear layer Richardson number characterized by rapid
growth of the mixing layer and nigh entrainment rates called the transition region, and a
subsequent high Richardson number region characterized by weak entrainment and the
collapse of turbulence from the initial region. They calculated entrainment rates within
each region and estimated the length of the transition region for the various slopes
considered.

Gravity currents and the associated entrainment have also been studied
extensively. A gravity current is a mass of dense fluid that moves forward into a slightly
less dense fluid. Ellison and Turner (1959) demonstrated that the entrainment rate of
the upper layer into the lower layer, e, is related to the Richardson number, A.. In their
calculations, the Richardson number was defined using the thickness of the lower layer
as the vertical scale. They found that decreasing the Richardson number increased the
amount of mixing across the interface, and; hence, increased the entrainment of low-
momentum fluid into the density current. Parker et al. (1987) studied turbidity currents,

and defined a relationship relating the entrainment rate to the bulk Richardson number;

0.075
(1+718R2)° 23]
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It will be useful to compare such entrainment rate relationships for gravity currents with
the results of our exchange flow study. Refer to Alavian et al. (1992) for a detailed

summary of the work conducted on gravity currents.
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3.0 Experimental Apparatus and Technique

3.1 Experimental Design

Laboratory experiments of exchange flows were conducted in a water tank at the
T. Blench Hydraulics Laboratory, University of Alberta, Edmonton, Alberta. A schematic
of the experimental setup and instrumentation is shown in Figure 3. The tank was
divided into two reservoirs that were connected by a rectangular channel of constant
width b = 10 cm. A smooth bottom sill was placed in the rectangular channel with its
crest located approximately 35 cm from the left hand end of the channel. The sill
followed the shape h(x) = hncos®(nx/Ls), with h, = 10 cm and Ls = 50 cm. Also, for some
of the experiments, a bottom weir was added to the right hand side of the channel,
approximately 110 cm away from the sill crest. Figure 4 presents photographs of the
experimental setup. The experimental setup detailed above enabled us to create an
exchange flow where the characteristics of an accelerating flow field could be
investigated for flow over a sill.

Table 1 presents a detailed list of the 7 experiments conducted. The density
difference between the two layers, the field of view, and the weir height at the right hand
side of the channel were varied to study a range of experimental conditions. In
Experiments 1, 2, and 3 the density difference between the two layers was varied, with
the reduced gravitational acceleration g’ equal to 1.62, 3.23 and 6.47 cmV/s?, respectively.
The field of view for these experiments focused on the sill region with the goal of
studying the instabilities generated at the interface and the associated entrainment for
varying densities. At each density difference, the experiment was repeated at least
once; one experiment used dye to obtain the interface position and another experiment

was conducted without dye to obtain the velocity field.
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Experiments 4a-d focused on the area downstream of the sil. These
experiments were performed in order to obtain information on the transition of internally
supercritical flow to internally subcritical flow, with g’ equal to 1.62 cm/s®. In addition, the
effects of a bottom weir with heights of 2.0, 4.5 and 9.0 cm, for Experiments 4b, 4c, and
4d were investigated. In Experiment 4a, both the velocity field in the upper layer and the
interface position were measured. In Experiments 4b-d only the interface position

camera was used.

3.2 Measurement Techniques

In all experiments, the tank was filled with tap water to a depth of 30 cm. A
barrier was then inserted into the rectangular channel to separate the two reservoirs. A
known amount of salt (NaCl) was added into the left hand reservoir to create the driving
buoyancy force. The water temperature was recorded and the density of each water
body was determined based on the water temperature and sait concentration.
Rhodamine 6G dye was added to the salt water in order to visualize the lower layer.
The concentration of Rhodamine 6G was always kept below 0.5 g/m® to ensure that the
dye remained within the linear range of the luminescence-concentration relation (Pawlak
and Armi, 1998). The water in both reservoirs was seeded with silver coated glass
spheres having a mean diameter of 15 um and a specific gravity of 1.65 (Potters
Industries, Paoli, Pennsylvania). A reference grid was placed on the channel and a
single frame was captured prior to each experiment in order to determine the position of
the physical coordinates. Digital particle image velocimetry (DPIV) was used to measure
the velocity field of the exchange flow and laser induced fluorescence (LIF) were used to
obtain the position of the interface.

The presence of the Rhodamine dye in the salt water made it difficult to detect

the tracer particles in the lower layer, and hence, prevented PIV measurements in the
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lower layer when dye was present. Likewise, the silver coated spherical particles
interfered with the measurements of the interface position. Therefore, low-pass and
high-pass filters were used to filter out light at the undesired wavelengths. Rhodamine
6G has a wavelength of 590 nm and the argon-ion laser (which illuminated the particles)
was operating at a wavelength of 514 nm. To obtain the position of the interface, a high-
pass filter with a cutoff of 520 nm (Melles Griot Inc., Irvine, California) was placed in front
of the interface position camera to fiiter out the reflections of the tracer particles
illuminated by the laser light. The particles were completely filtered out of the images
and a sharp interface existed between the dyed lower layer and the upper layer. A low
pass filter (Melles Griot Inc., Irvine, California) with a typical rejection range of 570 to 680
nm was placed in front of the PIV camera with the intention of filtering out the
Rhodamine dye. The filter did not work as intended; however, and the dye in the lower
layer was still visible in the images. This filter likely did not have a sharp enough cutoff,
and so light at the wavelength of the Rhodamine dye was still able to pass. Since the
filters did not work as intended, Experiments 1, 2, and 3 were repeated at least once;
one experiment used dye to obtain the interface position and another experiment was
conducted without dye to enable PIV measurements in the lower layer.

DPIV is a non-intrusive measurement technique that is capable of measuring
two-dimensional velocities at many points in a flow field, simultaneously. The main
steps for particle image velocimetry are as follows: image acquisition (requiring an
appropriate experimental setup), image processing (to compute the raw velocity
vectors), velocity vector analysis and post-processing, and finally, error analysis.

The experimental setup of a typical DPIV system consists of a light source, light
sheet optics, seeding particles, a camera, and a PC equipped with a frame grabber and
image acquisition software. A 5W Argon-ion laser (Stabilite 2017, Spectra-Physics

Lasers, Mountain View, California) operating at a wavelength of 514 nm was used as the
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light source for the experiments conducted in this study. The argon-ion laser produces a
continuous beam of light. An optical fiber equipped with light sheet optics (OZ Optics
Ltd., Nepean, Ontario) was used to deliver the laser beam to the plane of study. The
fiber optic head was placed 130 cm above the channel bed, creating a 2 mm thick light
sheet that iliuminated an 80 cm long section of the channel at the water surface. The
flow was then seeded with the silver coated glass tracer particles. A digital CCD camera
(Pulnix TM-1040, Pulnix America Inc., Sunnyvale, California) with a resolution of 1008 by
1008 pixels with a 10-bit dynamic range was used to record the PIV images. The field of
view of a typical PIV image was approximately 32 x 32 cm, giving a true resolution of
0.03 cm/pixel. The camera was connected to a Pentium lll class personal computer
equipped with a frame grabber (Road Runner, Bitflow, Woburn, Massachusetts), and
image acquisition software (Video Savant , 10 Industries Inc., London, Ontario). A
schematic diagram of the PIV system used in this study is illustrated in Figure 5.

In a traditional PIV system, the time separation between an image pair, At, is
determined by the time separation between the laser pulses of a pulsed laser. In our
experimental setup, the argon-ion laser produced a continuous beam of light. As a
result, the time separation between the images was determined by the frame rate of the
images acquired. The CCD camera can digitize images at rates up to 30 frames per
second; however, the image acquisition software (Video Savant) enabled the images to
be grabbed at any specified frame rate less than 30 frames per second. This technique
made for a simpler PIV system, which worked well in our experiments because of the
relatively low velocities encountered. In experiments 1, 2, and 3, images were collected
at 10, 30, and 30 Hz for 11, 7, and 9 minutes, respectively. This corresponded to
enormous amounts of data with each PIV experiment using 6, 12, and 15 Gigabytes of

disk space to store the PIV images.
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Once the images were acquired, they were exported, and then pre-processed. In
Figures 6(a) and (b), a sample raw image and the corresponding pre-processed image
are displayed. The areas above the water surface and below the lowermost part of the
channel bed were cropped. Also, particles located along the bed caused a bright white
line to appear in the images that defined the position of the bed (Figure 6(a)). This bright
white line affected the cross-correlation near the channel bed; and was therefore set to
the background grayscale value (Figure 6(b)).

The image pairs were then processed using a PIV algorithm to compute the
velocity fields. The basic concept of a PIV scheme is as follows. The first image is split
into sub-regions called interrogation windows and the second image is split into sub-
regions called search windows. Cross-correlation of these sub-regions within an image
pair gives the average displacement of all of the particles within the interrogation
window. Dividing this displacement by the time separation between the two images
gives the instantaneous velocity vector for that interrogation window. This process is
then repeated for all the interrogation regions to obtain the velocity field over the entire
field of view.

A standard cross-correlation PIV algorithm written by Marxen (1998) was used.
In this method, the cross-correlation is computed between an interrogation window in the
first image and a search window in the second image. The interrogation window size in
the first image was set to 16x16 pixels in Experiment 1 and 32x32 pixels in Experiments
2 and 3. The search window size in the second image was always set to 64x64 pixels.
Allowing the search window to be bigger than the interrogation window increases the
likelihood that all of the particies in the interrogation window remain in the search
window. In cases where the interrogation window was set to 32x32 pixels, a 50 %
window overlap was used to increase the nominal resolution to 16x16 pixels. This

resulted in a true resolution of approximately 5 mm for the velocity vectors in a typical
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PIV experiment. A sub-pixel peak fitting scheme was used to obtain sub-pixel accuracy.
The three-point Gaussian estimator was used because it has been found to be the most
accurate scheme for determining sub-pixel accuracy (Siddiqui et al., 2001).

Post-processing of the raw velocity fields involved identifying and correcting
spurious vectors and interpolating the raw data onto a regular grid. A scheme
developed by Siddiqui et al. (2001) was adapted and used for the post-processing. The
coordinates of the channel bed profile was used to discard all of the velocity vectors
below the sill. Next, the spurious vectors were identified and corrected using a local
median test. It has been shown that the local median test is a more robust method of
correcting spurious vectors than the local mean test (Westerweel, 1994). Both the
magnitude and direction of each vector was compared to the local median value of the
eight or fewer neighboring vectors, depending on the location of the vector. Spurious
vectors were replaced with the local median value. On average, it was found that 7 % of
the vectors were spurious. Once the spurious vectors were corrected, the irreguiarly
spaced velocity vectors were interpolated onto a regular grid using Adaptive Gaussian
Window (AGW) interpolation (Agui and Jiménez, 1987). Velocity fields calculated at 5,
15, and 15 Hz for Experiments 1, 2, and 3, respectively, were used to obtain volumetric
flow rates, shear layer thickness, vorticity fields, and turbulent kinetic energy fields.
Figures 7(a) and (b) iliustrate a sample raw velocity vector field and the corresponding
corrected and interpolated velocity vector field, respectively.

To obtain the position of the interface, a Sony Digital 8 video camera with a
resolution of 640 by 480 pixels recorded images of the dyed lower layer. A typical
interface image had a field of view of approximately 45 by 34 cm, giving a true resolution
of 0.07 cm/pixel. A sharp interface existed between the dyed lower layer and the upper
layer. Images were digitized at a frame rate of 5 frames/s for Experiments 1, 2, and 3.

A sample interface position image is displayed in Figure 8. The interface position was
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determined by thresholding the image based on the differing grayscale values of the

upper and lower layers.

3.2 Experimental Errors

DPIV measurements are subject to error due to the velocity gradients, particle
density, particle diameter, out-of-plane-motion, dynamic range, peak locking, and AGW
interpolation (Cowen and Monismith, 1997). In this study, the particles had a size of 15
um, giving a non-dimensional particle diameter of 0.05 pixels/pixel. Particles smaller
than one pixel always occupy one pixel in a DPIV image; thus, the true position of the
particle cannot be resolved within a pixel. A small ratio of particle size to pixel size was
inevitable in our experimental setup due to the large field of view required for the study.

Peak locking refers to the bias that occurs when the estimated location of the
correlated peak is shifted towards the next integer value. Fincham and Spedding (1997)
reported that peak locking will occur in any type of Image Velocimetry technique where
sub-pixel determination of the correlation peak is attempted. Siddiqui et al. (2001)
demonstrated that the three-point Gaussian estimator was the peak fitting scheme which
caused the least amount of peak locking. Using Fincham and Delerce’s (2000) method
of determining peak locking, it was found that on average, 10 % of the streamwise
velocity vectors and 18 % of the vertical velocity vectors were affected by peak locking
(refer to Appendix). The vertical velocity vectors were more adversely affected by peak
locking due to the smaller vertical velocities, resulting in a smaller dynamic range. The
peak locking results are consistent with Fincham and Spedding's (1997).

The results of Cowen and Monismith (1997) and Prasad et al. (1992) were used
to estimate the errors in the DPIV data. The mean values of the largest velocity
gradients in the streamwise and vertical directions were computed from the raw DPIV

data. Both the mean streamwise and mean vertical velocity gradients were 2 %. In
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Figure 5(e) of Cowen and Monismith (1997) the approximate errors due to the velocity
gradients are presented. The total error due to a mean 2 % gradient is estimated to be
0.06 pixels for a particle diameter of 2.0 pixels. Cowen and Monismith (1997) plot the
errors as a function of the particle size; however, the smallest particle diameter
presented in their analysis is 1.0 pixel. From Figure 5(a) (Cowen and Monismith, 1997)
the error due to the velocity gradients is increased by 0.02 pixels when the particle
diameter is lowered from 2.0 pixels to 1.0 pixel. Therefore, the total error due to a 2 %
gradient for a particle diameter of 1.0 pixels is estimated to be 0.08 pixels.

The error corresponding to a particle diameter of 0.05 pixels was estimated using
Figure 13 in Prasad et al. (1992), which shows the variation of the bias (peak locking)
and RMS errors as a function of particle diameter. From this figure it is calculated that
the errors associated with a particle diameter of 0.05 pixels are 40 % larger than the
errors associated with a particle diameter of 1.0 pixels. The estimates of Prasad et al.
(1992) were based on a center of mass peak-fitting scheme, which is the scheme most
susceptible to peak locking errors (Fincham and Spedding, 1997). itis expected that the
errors in the present case would be small since a three-point Gaussian estimator is
much less susceptible to peak locking than the center of mass scheme (Cowen and
Monismith, 1997). A more realistic estimate of the increase in errors due to small
particle size is 20 %. Hence, the final error due to 2 % velocity gradients and a 0.05
pixels/pixel particle size is 0.096 pixels. Out of plane motion in the present case was
assumed to be negligible. The error due to AGW interpolation was estimated from
Figure 5(f) of Cowen and Monismith (1997) and was found to be 0.08 pixels.

The total error in the velocity can then be estimated as the error due to the
velocity gradients, particle size, and AGW interpolation; 0.096 + 0.08 = 0.176 pixels.
This error expressed in velocity units is 0.06, 0.16, and 0.16 cm/s for Experiments 1, 2,

and 3, respectively. Given the velocities encountered in Experiments 1, 2, and 3, the
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experimental error in the instantaneous velocity would range from 1-6 %. An error of
6 % is the worst case scenario, when the velocities were extremely slow moving.
Therefore, the average error in the instantaneous velocity field measurements was
estimated to be 4 %.

The instantaneous flow rate was then obtained by integrating the measured
instantaneous velocity profiles over the depth. The error in locating the free surface and
the bottom positions increased the error in the estimates of the instantaneous flow rate.
Due to the size of the search window in the PIV measurements, the first velocity
measurement was located approximately 1 cm below the water surface. Therefore, to
calculate the flow rate, from the water surface to the first data point, it was assumed that
the velocity remained constant. Effects such as the surface tension may reduce the
velocity at the water surface; however, these effects are negligibly small. The average
flow rate for each experiment was then calculated by averaging the instantaneous flow
rates over the entire steady period. We expect that using large sample sizes of 1800,
3600, and 2700, for Experiments 1, 2, and 3, respectively, eliminated the random error in
our measurements. An error of approximately 3 % was estimated for the average flow
rate based on replicate experiments.

The interface position images (640 x 480 pixels) had a field of view of
approximately 45 cm (horizontal) by 33 cm (vertical). It was estimated that the in the
determination of the interface position, errors of 2-3 pixels could occur, which
corresponds to errors of 0.05 - 1 % in the interface position. Images of the interface
position were collected every 1/5 s for Experiments 1, 2, and 3. Rhodamine dye
dissolved in the lower layer made the position of the interface clearly visible in the
interface position images. The presence of large-scale K-H instabilities located at the
interface led to some ambiguity in the definition of the true interface position. That is,

there was some uncertainty as to whether the position of the interface should be defined
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as the top or bottom of the K-H instability. To alleviate any concerns that the interface
position would be biased to either the upper or lower portion of the instability, an
algorithm was developed that identified both the uppermost and the lowermost part of
the instability. The average of the two values was used as the interface position. The
instantaneous interface positions (collected every 1/5 s) were then averaged over the
steady period, to obtain the mean interface position.

The thickness of the shear layer, §, was calculated from the instantaneous
velocity profiles. For each experiment, the velocity profiles were plotted for 16 to 19
instances in time. Then, from each acceptable velocity profile, the shear layer thickness
was calculated (sometimes instabilities present at the interface prevented the shear
layer thickness from being measured). This resulted in approximately 10 estimates of
the shear layer thickness for every x location (see Appendix). These values were then
averaged to obtain an estimate of the shear layer thickness. Values of the standard
deviation were computed to be approximately 10 % of the shear layer thickness. Even
though the measurement technique was quite crude, it will be demonstrated later that
the measurements seem quite consistent for all experiments. Values of the shear layer
thickness were also calculated using mean velocity profiles averaged over the steady
period, §*. Differences between the measured values of 6 and §* will be discussed in

Section 5. The experimental error in the Richardson number is equal to the sum of the

errors in §and in AUS.
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4.0 Hydraulics of the Flow

it is convenient to non-dimensionalize the flow variables with respect to the
vertical scale, H = 30 c¢m, the lateral scale, B = 10 cm, the velocity scale, (g'H)'%, and the
flow rate scale H(g'H)”"’. The horizontal distance will be non-dimensionalized with
respect to Y2L;, where L; = 50 cm is the length of the sill. This length scale was chosen
so that x = 0 at the sill crest and x = 1 at the right-hand end of the sill. The characteristic
time scale, T, for the experiments is equal to a length scale divided by the velocity scale.
The length scale in T was chosen as Y.L; in order to remain consistent; giving
T = LJ[2(g’'H)"?]. With these scales, the following set of dimensionless variables are
obtained:

z' =z/H;, h* = h/H, x* = x(2L,); b*=b/B; E" = E/H,

Ur = U/(GH)'?: q'=q/(H(gH)"™); £ =T (24]
where the parameters with an asterisk are dimensionless. Unless otherwise indicated
dimensionless parameters will be used for the remainder of this thesis, and the asterisks
will be dropped.

The exchange flow commenced once the barrier in the rectanguiar channel was
removed. Images taken from Experiment 2, which depict the gravity current moving
forward, are presented in Figure 9. The denser salt water began to move forward into
the slightly less dense fresh water, and gradually an unsteady flow was established.
After the initial unsteady period, the hydraulic control at the sill crest was established,
and at a later time the exit control was established. Exchange flow with two controls is
called maximal exchange and is characterized by both a steady flow rate and mean
interface position. A series of images which illustrate the flow over the sill during the
steady periods of Experiments 1, 2, and 3 are presented in Figures 10, 11, and 12,

respectively. These figures will be discussed more thoroughly in Section S, where
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interfacial instabilities will be discussed. The accumulation of fresh water in the left hand
reservoir eventually flooded the exit control, and the flow returned to an unsteady state
with only one hydraulic control at the sill crest (submaximal exchange). The evolution of
flow regimes was studied in Zhu and Lawrence (2000).

In this study, we are primarily interested in the steady-state maximal exchange
flow. Figures 13(a), 14(a), and 15(a) plot the measured instantaneous flow rate, g, over
time for Experiments 1, 2, and 3, respectively; measured in the upper layer at the sill
crest (x=0 cm). The flow rate was measured at a frequency of 1/5 s for Experiment 1
and 1/15 s for Experiments 2 and 3. The development of the three flow regimes can be
seen in the flow rate versus time figures. First, there is an initial unsteady period where
the flow increases to maximal exchange. Once both hydraulic controls are established
(at the sill and at the exit), maximal exchange occurs and the flow remains steady for a
period of time. Note that even during the steady period, the flow rate experienced large
periodic fluctuations. These fluctuations and their cause will be discussed further in
Section 5. The end of the steady period (maximal exchange) occurs once the exit
control is flooded. The exchange flow then becomes submaximal, which is
characterized by a decreasing flow rate.

For each experiment the instantaneous flow rates were averaged over their
respective steady periods; resulting in a time-averaged flow rate, g, of 0.125, 0.126, and
0.122, at the sill crest for Experiments 1, 2, and 3, respectively. For such maximal
exchange flows, the flow rate can be predicted using the control curve approach (Zhu,
2002) assuming that the flow is inviscid and hydrostatic. With two controls located at the
silt crest and at the channel exit, and given the channel geometry in our experimental
setup, a predicted g of 0.117 is predicted from the non-dimensional control curve plot in
Figure 2. All three predicted flow rates compare well with the corresponding

measurements made for each experiment at the sill crest with a difference of 7, 8, and
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4 % for Experiments 1, 2, and 3, respectively (refer to Table 1). All measured values are
greater than the predicted flow rate. The difference between the measured and
predicted flow rate is likely due to the fact that the theoretical prediction neglects the
effects of friction and streamline curvature. Including the effects of friction would tend to
decrease predicted flow rate; however, Zhu and Lawrence (1998) demonstrated that
including the effects of non-hydrostatic forces generated in flow over a sill may resuit in
an increase in the predicted flow rate. Since the values of the measured flow rate are ali
greater than the predicted flow rate, this suggests that the effects of neglecting non-
hydrostatic forces has a greater impact than neglecting the effects of friction. That is,
the effect of neglecting non-hydrostatic forces is that the flow rate is underestimated
even for exchange flows over smooth topography.

To the right of the sill crest, the flow becomes supercritical. The thickness of the
lower layer continues to decrease away from the sill crest, and the composite Froude
number G continues to increase. At the interface of the two layers, large-scale Kelvin-
Helmholtz (K-H) instabilities grow and move downstream. These instabilities can be
seen quite clearly in Figures 10, 11, and 12 and will be discussed further in Section 5.

In Figure 16, the measured mean interface positions (calcuiated as discussed in
Section 3) for Experiments 1, 2, and 3 are compared to the theoretical prediction. The
measured interface position did not vary significantly between Experiments 1, 2, and 3.
This is consistent with the theory, which predicts that the interface position should
remain constant when varying the reduced gravitational acceleration. Accurate
determination of the interface position was crucial in the determination of G, since for
supercritical flows, relatively small errors in the flow depth can lead to significant errors
in G. The theoretical interface position was calculated using the condition that for
maximal exchange flow G = 1 at the sill crest, and assuming the internal energy remains

constant along the channel. The theory predicts the position of the interface quite
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accurately at the sill crest; however, it underestimates it to the right of the sill crest. Zhu
and Lawrence (2000) demonstrated that neglecting the effects of non-hydrostatic forces
results in underestimating the interface position in supercritical regions. Therefore, the
inclusion of non-hydrostatic forces might result in a more accurate prediction of the
interface position to the right of the sill crest. As will be discussed later, there was a
significant amount of entrainment observed along the sill, resulting in a large increase in
flow rate. The varying flow rate would cause the internal energy, E, to vary along the sill.
Recall that to calculate the prediction of the interface along the sill it was assumed that
the internal energy remains constant. Thus, the fact that the flow rate varies along the
sill may also contribute to the inaccurate prediction of the interface in the supercritical
region.

The average velocity profiles in Experiments 1, 2, and 3 and the corresponding
mean interface positions are plotted in Figures 17, 18, and 19, respectively. The density
interface is the interface determined from the interface position images, while the
velocity interface is located at the point where the velocity is equal to the average of the
mean velocity in the upper and lower layers. It can be seen in Figures 17, 18, and 19
that the density interface is located below the velocity interface in ail experiments.
Therefore, in the upper layer, where the water is flowing right to left, a small zone of
backflow exists where flow is actually moving left to right. As seen in Figures 17, 18,
and 19, this zone of backflow increases down the sill. The flow rate along the sill was
calculated by integrating the average velocity profiles from the water surface to the
density interface. Since there was no net flow between the two layers, the flow rate
calculated in the upper layer must be balanced by the flow rate in the lower layer.

The variation of the average flow rate along the sill for Experiments 1, 2 and 3 is
plotted in Figure 20. In this figure, the flow rate at every x location was normalized by

dividing it by the flow rate at the sill crest. It is evident that the flow rate increases along
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the sill; this phenomenon will be discussed further in Section 5. Note that in calculating
the instantaneous flow rates at the sill crest, plotted in Figure 12(a), 13(a), and 14(a), the
backflow zone was neglected. Since the velocity and interface images were acquired
from separate experiments, it was not possible to identify the interface at the exact
instant that each instantaneous velocity profile was calculated. However, these
instantaneous flow rates were calculated at the sill crest where the backflow zone is
negligibly small. Neglecting the backflow zone at the sill crest caused the instantaneous
flow rate to be overestimated by approximately 2 %.

The internal energy, E, (Equation [8]) was calculated using three different
methods. Method | used both the predicted flow rate and the predicted interface position
to calculate the internal energy. Method Il used the predicted flow rate with the
measured interface position, and finally, Method Hi used both the measured values of
the flow rate and the interface position to calculate E. The internal energy values
computed from Methods |, Il, and Il are plotted in Figure 21(a). Internal hydraulics
(Method 1) predicts a constant internal energy, E, of 0.65. When the measured interface
position was used rather than the predicted interface (Method Il), the internal energy no
longer remained constant. In the supercritical region the internal energy decreased
along the sill. For all three experiments; however, the internal energy calculated at each
x location remains quite consistent using Method Il. This is because the measured
interface position remained constant for all experiments (as illustrated in Figure 16). As
compared to the Method Il, incorporating the increase in flow rate along the sill (Method
) had the effect of increasing the internal energy along the sill in the supercritical
section. In other words, using both the measured flow rate and interface position, the
loss of internal energy along the sill was less than when the predicted flow rate was used

with the measured interface position.
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The internal Froude number, G, was calculated along x in a similar manner as
the internal energy. The same three methods were used, and the results for ail three
experimental conditions are plotted in Figure 21(b). From the measured data (Method
Iit), the internal Froude number demonstrates that the flow is subcritical left of the sill
crest, reaches critical at the sill crest, and is supercritical along the sill. All measured
values of G are quite close to the theoretical value of 1.0 at the sill crest. In the
supercritical region, the theory substantially overpredicts the internal Froude number.
Again, this is likely due to the interface position being underestimated.

After a certain distance, the supercritical flow goes through a transition and
becomes subcritical as controlled by the downstream flow condition. A series of images
depicting the transition of the flow from supercritical to subcritical is presented in Figure
22. The images were taken 6 minutes and 20 seconds into the steady period of
Experiment 4a (g'=1.62 cm/s?), and are separated by a time interval of 3 s. The lower
layer is moving left to right and the upper layer is moving right to left. These images
illustrate the growth of the mixed layer. As the flow in the lower layer moves
downstream, the interfacial instabilities grow and eventually collapse. The transition of
the supercritical flow to subcritical is dominated by these large-scale instabilities, quite
different from open channel hydraulic jumps. After a certain length, the flow becomes
uniform. Another interesting feature of this flow is that there was a stagnant fluid layer of
intermediate density between the upper and lower layer, as reported by Wilkinson and
Wood (1983), see Figure 22. This exchange flow is much different than open channel
flow where the density difference across the air-water interface is large. Here, the
density difference is quite small and so the inertia of the flow can overcome the
buoyancy forces and we see large eddies forming between the two layers. The break
down of these eddies causes entrainment of the upper layer into the lower layer, and

thus, mixing between the two layers.
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Downstream of the sill (x = 3) the mixed layer disappeared and the flow returned
to a two-layer flow structure. The internal Froude number, G, was calculated at a few x
locations at the right hand end of the channel to determine where the flow returned to a
subcritical state. To calculate G in this portion of the channel, the interface was only
collected once every 5 s over the duration of the steady period. In subcritical flows, the
accuracy of the interface position is less crucial in determining G. Furthermore, the
variations in the interface position were quite small at this location since no interfacial
instabilities were observed here. The measured flow rate used in the G calculations was
determined by integrating the upper layer of the velocity profiles from Experiment 4a.
These velocity profiles are plotted in Figure 23. Note that the velocities in the lower layer
were not reliable in this experiment due to the Rhodamine dye present in the lower layer
(for flow visualization). As can be seen in Figure 23, velocity profiles were only available
for x < 2.5, due to the field of view of the PIV camera. Therefore, a constant flow rate of
0.144 was assumed for x > 2.5. This assumption is valid since little variation existed in
the flow rate at the downstream portion of the channel. From the internal Froude number
calculations, the flow became uniform at approximately x = 3.0 with a value of G of 0.94.

Experiments 4b-d examined the effect of varying the height of a bottom weir on
the flow. Bottom weir heights of 2.0, 4.5 and 9.0 cm were used for Experiments 4b, 4c,
and 4d, respectively. As expected, it was observed that as the height of the weir
increased, the interface level also increased. As the weir height increased, the mixing

zone became flooded much more quickly.
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5.0 Interfacial Instability and Entrainment

Downstream of the sill crest, in the supercritical section of the flow, the lower
layer thickness decreases. As a result, the velocity in the lower layer and the interfacial
shear between the two layers increases. The large interfacial shear between the two
layers generates K-H instabilities at the interface, as depicted in Figures 10, 11, and 12.
These figures demonstrate some very interesting features of the flow. The fluid seems
to pile up near the sill crest causing the lower layer thickness to increase at the sill crest
and decrease at the end of the sill. The piled up fluid is then released and the large
interfacial shear causes the generation of K-H instabilities. Figures 10, 11, and 12,
illustrate the fluid piling up and then being flushed down the sill. When comparing the
figures, it is also evident that the K-H instabilities were much more coherent structures in
Experiment 1 than in Experiment 3. The interface was also much more turbulent in
Experiment 3 than it was in Experiment 1. Characteristics of the K-H instabilities in a

spatially accelerating flow and the associated entrainment will be studied in this section.

5.1 Characteristics of the Interfacial Instabilities

The shear layer thicknesses, 5§ and §° are plotted in Figures 24(a) and (b) for all
three experimental conditions. Recall that 6° was measured from the time-averaged
velocity profiles, while 5§ was measured from numerous instantaneous velocity profiles,
and then averaged (see Appendix C). The values of §* measured from the averaged
velocity profiles are approximately 2.5 to 3 times the size of the § values measured from
the instantaneous velocity profiles. This is because the average velocity profiles are so
smoothed out that they cannot produce accurate predictions of the shear layer
thickness. Therefore, accurate instantaneous velocity profile measurements are

necessary to calculate & because using average velocity profiles significantly
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overestimates shear layer thickness values. Pawlak and Armi (2000) found shear layer
thickness values ranging from 1 to 8 cm in their experiments. These values compare
well with our §* measurements computed from the average velocity profiles, but not with
our values computed from the instantaneous velocity profiles. Figure 24 demonstrates
that the shear layer thickness did not vary significantly as g’ was varied. However, for
each experiment the 6 values did increase down the sill. On average, shear layer
thickness values ranged from 1.8 cm at the sill crest to 3 cm at the right hand end of the
sill with standard deviations of 0.2 cm and 0.3 cm, respectively.
The shear layer Reynolds number, defined as

_AUS
1’4

R, [25]

where v is the kinematic viscosity, is plotted in Figure 25(a) for Experiments 1, 2, and 3.
Since the shear layer thickness and the kinematic viscosity remained essentially the
same when varying the density difference, the Reynolds number calculated for
Experiments 1, 2, and 3 really only varied as a function of the velocity difference
between the upper and lower layer at any given x location. The Reynolds number
calculations demonstrate that the flow was much more turbulent as g’ was increased.
This was also observed in the images presented in Figures 10, 11, and 12.

Values of the bulk Richardson number were calculated using §, not &, as the
vertical scale. The results for all three experimental conditions are presented in Figure
25(b). Linear stability analysis predicts K-H instabilities are possible in the range 0.046 <
R; < 0.071; but that Holmboe instabilities are the most unstable in that range (Haigh and
Lawrence, 1999). Therefore, according to linear stability analysis, K-H instabilities are
the most likely instabilities to develop only for the case where R, < 0.046. Hogg and Ivey
(2001) found the transition of K-H instability to Holmboe instability occurred at R; = 0.08

for their experimental conditions. In our experimental observations; however, K-H
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instabilities were observed for values of R; as high as 0.10. This is most likely due to the
high vertical acceleration of the flow as it moves down the sill. In their experiments,
Pawiak and Armi (2000) found that K-H instabilities occurred for values of R; ranging
from 0.08 to 0.33.

As was illustrated in Figures 13(a), 14(a), and 15(a), the instantaneous flow rate
experienced large periodic fluctuations. The spectrum of the flow rate time series data
was computed for Experiments 1, 2, and 3, and the results are presented in Figures
13(b), 14(b), and 15(b), respectively. The dominant frequency of each spectrum
corresponds to periods of 17.1, 16, and 14.4 s. These frequencies are associated with
the K-H instabilities generated at the interface. Visual examination of the video
confirmed that these instabilities were being generated approximately every 18, 15, and
13 s for Experiments 1, 2, and 3, respectively. Differences between the two values are
likely due to the finite resolution of the computed frequency spectra. These spectral
analysis results demonstrate that the K-H instabilities not only affect the position of the
interface, but also significantly influence the instantaneous flow rate.

The first peak frequencies in Figures 13(b), 14(b), and 15(b) correspond to
periods of 60, 48, and 36 s. These low frequency oscillations are believed to be
associated with the basin internal seiche. As described by Zhu et al. (2001), an
approximate estimate of the seiche period can be obtained by assuming the reservoir is

a closed two-dimensional basin with a length L, = 123 cm. The propagation speed of

the interfacial wave is given by C, =,/g'z,z, /z, + z,) , and then the fundamental mode

of the internal seiche has a period of T, = 2L,/C,. Assuming the interface is at the mid-
depth of the reservoir, i.e., z; = z, = 15 cm, the periods of the internal seiche are
estimated to be 70, 50, and 35 s for Experiments 1, 2, and 3, respectively. Therefore,

this simple model yields values for the basin internal seiche that compare well with the
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measurements. Note that the actual seiche period will be affected by some factors that
are not considered in this simple model: the effect of the connecting channel and the fact
that the basin is close to rectangular (i.e.: three-dimensional).

Time series of the interface position at varying x locations for Experiments 1, 2,
and 3 are plotted in Figures 26(a), 27(a), and 28(a), respectively. it is evident from these
figures that as x increases, the fluctuations in the interface position become larger and
shift to higher frequencies. The corresponding spectra of this data are plotted in Figures
26(b), 27(b), and 28(b). Again, we see that at the sill crest (x = 0 cm) the first peak
frequency of the spectrum corresponds approximately to the fundamental basin
oscillations with periods of 60, 45, and 36 s for Experiments 1, 2, and 3, respectively.
Recall that the fundamental mode of the internal sieche was 70, 50, and 35 s when g’
was varied from 1.62 to 3.23 to 6.47 cm/s®. The second peak in the spectra at the sill
crest corresponds to periods of 24, 15, and 14.4 s for Experiments 1, 2, and 3,
respectively. Similar frequencies were observed in the spectra of the flow rate. Again,
these periods correspond to the frequencies of occurrence of the K-H instabilities. The
results of the spectral analysis for both the flow rate and interface position time series at
the sill crest are presented in Table 2. Theoretical predictions of the basin internal
seiche and to the observed frequency of the K-H instabilities for all three experimental
conditions are also presented in Table 2. Differences between the periods computed
from the flow rate and interface position time series are likely due to the finite resolution
of the computed frequency spectra.

Figures 26(b), 27(b), and 28(b) illustrate how the spectra of the interface position
varied down the sill. It is evident from these figures that as x increases, the spectral
energy shifts to higher frequencies. This is due to the fact that K-H instabilities are being
generated along the upstream portion of the sill. The spectrai analysis demonstrates

that at the sill crest, the K-H instabilities are generated approximately every 24, 15, and
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14 s for Experiments 1, 2, and 3, respectively. Further downstream at any given x
location, these instabilities will propagate past, but in addition, new K-H instabilities
generated between the sill crest and x will also be observed. Therefore, the frequency
of K-H instabilities that pass this location wili be higher. And again, at some third
location downstream of the second location all of the instabilities that passed though
section two will pass through section three, along with new K-H instabilities that will be
generated. The spectral analysis computations of the interface position for Experiments
1, 2, and 3 all reflect this pattern.

Experiment 3 (Figure 28) will be used to explain the variation of the interface
position spectra down the sill. At x = 0, the peak that corresponds to the K-H instabilities
is 0.0694 Hz (period of 14.4 s), while further downstream, at x = 0.32, a new frequency,
0.125 Hz (period of 8 s) is observed. Even further downstream, a new frequency, 0.182
Hz (period of 5.5 s) appears. The frequencies increase with x since K-H instabilities are
generated down the length of the sill. This trend was observed until approximately x =
0.48, where the generation of instabilities seemed to stop. The spectra reflects this as
the results from x = 0.48 to x = 0.96 are essentially the same, with no new peaks
appearing. The effect of the basin oscillations also seems to diminish downstream of the
sill crest. In fact, for Experiment 3, there is no spectral peak associated with the basin
internal sieche at x 2 0.48. The change in peak frequencies down the sill for
Experiments 1, 2, and 3 are summarized in Tables 3, 4, and 5, respectively. The Tables
show that similar trends as was described for Experiment 3 are observed in Experiments
1 and 2. As x increases, higher frequencies are observed. In fact when x is doubled
and tripled, the new frequencies that appear are approximately double and triple the
initial frequency. This is observed until x = 0.48 where K-H instabilities are no longer

generated.
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Time series of the interface position at different x locations were cross-correlated
and the results for Experiments 1, 2, and 3 are presented in Tables 6, 7, and 8,
respectively. The cross-correlation of the time series at different x locations resulted in a
time lag between the two series. The time lag could then be converted to a velocity by
multiplying it by Ax and dividing by the sampling frequency (1/5 s). The resuiting velocity
was an estimate of the speed at which the instabilities were traveling downstream. From
Tables 6, 7, and 8, the results indicate that no time lag existed until x = 0.41. This is
because the instabilities are being generated in this region of the sill. It is only at x >
0.41 that a time lag between the interface positions time series can be identified. Most
of the instabilities have been created and are moving downstream in this region.

Theoretically, it is predicted that K-H instabilities will move downstream with the
average of the mean velocity in the upper and lower layers. At every x location, this
velocity was computed, and the results for Experiments 1, 2, and 3 are presented in
Tables 6, 7, and 8, respectively. The resuits show that the K-H instabilities were moving
down the sill at speeds much faster than the mean velocity. In fact, on average, they
were traveling at speeds twice as fast as the mean velocity. It was believed that this
could be a result of the density interface being shifted some distance lower than the
velocity interface. To investigate this, the velocity at the density interface was
determined from the velocity profiles in Figure 17, 18, and 19. The resuits are also
presented in Tables 6, 7, and 8. The velocity of the interfacial instabilities computed
from the cross-correlation of the interface position time series data is quite close to the
values of the velocity determined at the density interface. This demonstrates that the
location of the K-H instabilities relative to the velocity interface significantly affects the
speed at which they travel.

The vorticity and turbulent kinetic energy fields were computed for Experiments

1, 2, and 3. Vorticity, given as
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w=2_-% [26]

was calculated using the central difference method. The turbulent kinetic energy was

computed using the formula
3 -7
TKE = 2 (u? + w'? 27

where u’ and w’' are the turbulent components of the streamwise and vertical velocities,
respectively. Note that this formula assumes v = ¥%( u? + w?) since values of v were
not computed in the DPIV measurements. Also, the density term was left out so that
TKE values are expressed per unit mass. A series of sample instantaneous vorticity
fields and instantaneous turbulent kinetic energy fields computed from Experiment 3 are
presented in Figures 29 and 30, respectively. The instantaneous velocity vector field is
overlaid in each plot. One can actually see a K-H instability being generated, growing,
and moving downstream in Figure 29.

The instantaneous vorticity fields and the instantaneous turbulent kinetic energy
fields computed in Experiments 1, 2, and 3 were averaged over their respective steady
periods. The results are presented in Figures 31, 32, and 33. It is interesting that in
each experiment, the highest vorticity region is located at approximately ~0.2 < x < 0.6.
This is because most of the K-H instabilities are generated in this region. Recall that the
spectral analysis results also indicated that the instabilities were generated in the region
0 < x < 0.48. The turbulent kinetic energy is highest at approximately 0.4 < x < 1. This
is likely due to the collapse of the K-H instabilities in this region. Therefore, the resulits of
the average vorticity and turbulent kinetic energy fields indicate that K-H instabilities are
generated, move downstream and continuously grow in the region -0.2 < x < 0.6, and
they become unstable and cause interfacial turbulence in the region 0.4 < x < 1. This

data is consistent with the spectral analysis data.
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As the reduced gravitational acceleration was increased, the velocities observed
in both the upper and lower layer and the interfacial shear between the two layers
increased significantly. In fact, the instabilities observed at the interface were quite
different as g was varied. The K-H instabilities observed when g’ was 1.62 cm/s®
(Figure 10) were much more coherent than when @' was 6.47 cm/s? (Figure 12). The
interface was much more turbulent and not quite as well defined in Experiment 3 as it
was in Experiment 1. The average turbulent kinetic energy plots reflect this. From
Figure 31(b), the average turbulent kinetic energy in Experiment 1 reached a maximum
value of 3.5 cm?s?, while in Experiments 2 and 3, the average turbulent kinetic energy
reached maximum values of 5 cm?s? (Figure 32(b)) and 10 cm?s? (Figure 33(b)),
respectively. This demonstrates that as g’ was increased the flow was in fact much
more turbulent. The shear Reynolds number (plotted in Figure 25(a)) also demonstrated
that the flow was much more turbulent as the reduced gravitational acceleration was

increased.

5.2 Entrainment

Large interfacial instabilities entrain fluid from the upper layer into the lower layer.
To investigate the entrainment phenomenon, the variation of the flow rate in the upper
layer, q:, along the sill was examined. As mentioned previously, the variation of the
average flow rate for Experiments 1, 2 and 3 is plotted in Figure 20. In Experiment 1, g
increased from 0.117 at the sill crest to a maximum value of 0.144 near the end of the
sill, corresponding to a 21.5 % increase in the flow rate. The increase in g, occurs
because the lower layer entrains fluid along the sill. In other words, the flow rate in the
upper layer is decreasing from the right-hand end of the sill towards the sill crest

because fluid from the upper layer is being entrained into the lower layer. Similar trends

39



were observed for Experiments 2 and 3 where 19.9 % and 21.2 % increases in flow rate
were observed, respectively.

Entrainment coefficients for Experiments 1, 2, and 3 were calculated using the
formula

U=AG/(AX*Uzave), [28]
where q, is the entrainment coefficient, Aq, is the change in flow rate in the upper layer
over a distance Ax, and Uy, is the average velocity in the lower layer. The average
velocity in the lower layer, uza,e, Was calculated by dividing the mean flow rate computed
in the upper layer by the average lower layer thickness. In doing so, it was assumed
that the mean flow rate in upper layer was balanced by the mean flow rate in lower layer.
This assumption is valid since no net flow existed between the two layers. The variation
of the entrainment coefficient across the sill is illustrated in Figure 35(b). In Experiment 1
values for the entrainment coefficient reached a maximum of 0.089 at x = 0.21. As g’
was increased, the x location of maximum entrainment moved down the sill, and the
maximum value of the entrainment coefficient decreased. For Experiments 2 and 3, the
entrainment coefficient reached a maximum value of 0.070 at x = 0.35, and 0.066 at
x =0.64. Note that even though similar increases in flow rate were observed for
Experiments 1, 2, and 3 along the sill (approximately 20 %), the entrainment rate
decreased as g' was increased because of the differing values of u_.ye.

Many studies have tried to relate entrainment rates to the bulk Richardson
number. In order to compare our entrainment coefficient values with the results from the
literature, the bulk Richardson number was defined as R;" = g'zzlAU2 where 2z, is the
lower layer thickness, in this sub-section. Values of A" are plotted in Figure 35(a) for all
Experiments 1, 2, and 3. The bulk Richardson number is quite high at the sill crest with

values of approximately 0.3 for all three experiments, and decreases to approximately
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0.15 at the right-hand end of the sill. It is expected that the bulk Richardson number will
decrease down the sill, since the lower layer thickness decreases down the sill and the
velocity difference between the upper and lower layer increases down the sill.

Using this bulk Richardson number the entrainment coefficient expected for
gravity currents was caiculated using Parker et al.'s (1987) formula (Equation 23). The
results are also plotted in Figure 35(b). We see that based on their relationship, we
would expect entrainment coefficients to range from 0.01 to 0.03; however, our
experimental results demonstrate that the entrainment coefficients were much higher.
This demonstrates how different spatially accelerating exchange flow is from previously
studied gravity currents. The large interfacial shear between the layers and the K-H
instabilities significantly impact the mixing. One could also compare the entrainment
coefficients calculated for Experiments 1, 2, and 3 with the entrainment coefficient of
0.035 for a plane turbulent wall jet (Rajaratnam, 1976). Again, we see that the
entrainment in exchange flows is significantly larger than what is predicted for a plane
turbulent wall jet. Many have thought that the stable density stratification would reduce
the amount of entrainment; however, this is not what we observed. The large amount of
interfacial shear in an exchange flow is a major source of mixing at the stratified

interface.
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6.0 Conclusions

A detailed experimental study of the hydraulics of exchange flows and the
interfacial mixing was presented. Experimental results describing the hydraulics of
exchange flows were discussed first and the evolution of flow regimes (sub-maximal and
maximal exchange) was examined. High frequency instantaneous measurements
enabled us to observe large periodic fluctuations in the flow rate, even during the steady
period. Measured values of the flow rate, interface position, internal Froude number,
and internal energy were compared with the predictions calculated using internal
hydraulic theory. It was found that the flow rate is well predicted at the sill crest;
however, entrainment of the upper layer into the lower layer increases the flow rate in
the supercritical region of the flow to values well above the predicted flow rate. Likewise,
the interface position, the internal energy and the internal Froude number are all
predicted well at the sill crest, but not in the supercritical regions of the flow. The
transition of the supercritical flow to subcritical was dominated by large-scale
instabilities, quite different from open channel hydraulic jumps.

Large-scale K-H instabilities were observed on the downstream side of the sill
where the flow was supercritical and the interfacial shear was strong. These instabilities
continuously grew and eventually broke down which then led to the transition from
supercritical to subcritical flow. It was found that using average velocity profiles to
compute the shear layer thickness significantly overestimated the values of 8. Linear
stability analysis predicts that K-H instabilities are the most unstable in the range R; <
0.046; however, we observed the generation of K-H instabilities for values of the bulk
Richardson number as high as 0.1. This is likely due to the high vertical acceleration of

the flow as it moves down the sill.
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Spectral analysis was used to demonstrate that fluctuations in the interface
position and the flow rate were caused not only by basin-scale internal seiches, but most
importantly by K-H instabilities generated at the interface. It was also found that as x
increases, the spectral energy shifted to higher frequencies since K-H instabilities are
generated down the upstream two thirds of the sill. The resuits of the spectral analysis
indicated that instabilities were not generated downstream of approximately x = 0.48.
The vorticity and turbulent kinetic energy calculations were consistent with the spectral
analysis data and demonstrated that K-H instabilities are generated and move
downstream in the region 0.2 < x < 0.6, and they are broken down and cause interfacial
turbulence in the region 0.4 < x < 1. Cross-correlation of the interface position time
series at different locations was used to compute the speed at which the K-H instabilities
traveled down the sill. On average, they were traveling at speeds twice as fast as the
depth-averaged (predicted) velocity. It was demonstrated that the K-H instabilities
traveled at speeds approximately equal to the velocity at the density interface. Thus, the
fact that the density interface was shifted lower than the velocity interface had a
significant impact on the speed at which the K-H instabilities traveled.

It was also found that the interfacial instabilities entrained fluid from the upper
layer into the lower layer. The maximum entrainment coefficients for Experiment 1, 2,
and 3 were found to be 0.089, 0.070, and 0.066, respectively. These values are
considerably larger than the entrainment coefficients found for plane turbulent wall jets
and gravity currents. The large amount of interfacial shear in an exchange flow is a
major source of mixing at the stratified interface. The entrainment increased the flow
rate in the upper layer by approximately 22 % downstream of the sill compared to that at

the sill crest.
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Table 1: List of experiments.

) Measured  Predicted Time

Weir  Water Flow Rate Flow Rate Scale
Experiment Height Temp. g qm”® Q (. AT T

(cm) (°C) (cm/sy)  (cm?/s) (cm?/s) (%)

1 0 147 1.62 0.125*** 0.117 7 3.59
2 0 16.0 3.23 0.126 0.117 8 2.54
3 0 16.7 6.47 0.122 0.117 4 1.79
4a 0 7 1.62 — — — 3.59
4b 2 9 1.62 _ — — 3.59
4c 4.5 10 1.62 - — — 3.59
4d 9 8.5 1.62 — — — 3.59

Sill crest height, hs = 10 cm, and water depth, H = 30 cm for all experiments.

* qm measured at the sill crest

** non-dimensional time scale, T= L/(g’'H)” where L is the half length of the sill
*** gm =0.125 £ 3%, experiment repeated 3 times



Table 2: Results of the spectral analysis computed at the sill crest for both the flow
rate and interface data. All data are in seconds.

Theoretical Period Observed Period of  Spectrum of  Spectrum of

of the Basin K-H Instabilities at Flow Rate Interface
Internal Seiche Sill Crest from Video
Recordings 1 2™ = 2

Peak Peak Peak Peak

Experiment 1 70 18 60 17.1 60 24
Experiment 2 50 15 48 16 45 15
Experiment 3 35 13 36 14.4 36 14.4
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Table 3: Frequencies (Hz) determined from the spectra of the interface position at
varying x locations for Experiment 1. Spectral resolution Af= 0.0083 Hz.

x=0 x=0.16 x=0.32 x=0.48 x=0.64 x=0.80 x=0.96

fo basin internal sieche

fq
f2
f3

K-H instability
K-H instability
K-H instability

first peak
second peak
third peak

0.0166 - 0.0166 0.0166 0.0166 0.0166 0.0166

0.0417 0.0333 0.0333 0.0416 0.0416 0.0416 0.0416
0.0666 0.0666 0.0666 -

0.125 0.125 0.125 0.1333

Table 4: Frequencies (Hz) determined from the spectra of the interface position at
varying x locations for Experiment 2. Spectral resolution Af=0.0111 Hz.

x=0 x=0.16 x=0.32 x=048 x=0.64 x=0.80 x=0.96

fo basin internal sieche

fq
f2
f

K-H instability
K-H instability
K-H instability

first peak
second peak
third peak

0.0222 0.0222 0.0333 - 0.0333 -
0.0666 0.0666 0.0666 0.0666 0.0666 0.0666 O. 0666
0.1 0.1222 0.1 0.1 0.1

0.1666 0.1666 0.1666

Table 5: Frequencies (Hz) determined from the spectra of the interface position at
varying x locations for Experiment 3. Spectral resolution Af=0.0139 Hz.

x=0 x=0.16 x=0.32 x=0.48 x=0.64 x=0.80 x=0.96

fo basin internal sieche

fq
f2
1£)

K-H instability
K-H instability
K-H instability

tirst peak
second peak
third peak

0.0278 0.0278 0.0278 - - - -
0.0694 0.0694 0.0833 0.0972 - - -
0125 0.125 0.125 0.125 0.125
0.1806 0.1806 0.1806 0.1944
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Table 6: Comparison of the velocity computed from the cross-correlation of the
interface position to the depth averaged velocity and the velocity at the density
interface at varying x locations for Experiment 1.

X total depth-  velocity at shift of shift of interface
averaged density correlation interface position in

velocity interface coefficient position velocity units
(cm/s) {cm/s) {cm/s)

0.00 0.48

0.08 0.73 143 0.67 0 0

0.19 0.96 1.57 0.63 0 0

0.30 0.99 1.93 0.61 0 0]

0.42 1.08 2.18 0.61 45 2.90

0.52 1.13 2.38 0.58 5 2.69

0.64 1.16 an 0.57 5 2.61

0.74 1.16 3.19 0.50 5 2.69

0.86 ~* 3.32 0.48 4 3.27

0.96 - - 0.44 4 3.36

* note that these points were left out because the PIV did not capture the maximum velocity

Table 7: Comparison of the velocity computed from the cross-correlation of the
interface position to the depth averaged velocity and the velocity at the density
interface at varying x locations for Experiment 2.

X total depth-  velocity at shift of shift of interface
averaged density correlation interface position in
velocity interface coefficient position velocity units
(cm/s) (cm/s) {cm/s)

0.00 0.89 1.83

0.10 1.22 2.35 0.51 0 0

0.21 1.51 298 0.65 0 0

0.31 1.64 3.74 0.61 0 0

0.41 1.81 4.23 0.60 3.5 3.92
0.52 1.92 495 0.63 4 3.33
0.62 2.04 5.30 0.63 3 444
0.72 2.18 5.30 0.63 3 444
0.83 2.31 5.32 0.62 3 444
0.93 2.45 4.70 0.60 2.5 5.33
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Table 8: Comparison of the velocity computed from the cross-correlation of the
interface position to the depth averaged velocity and the velocity at the density
interface at varying x locations for Experiment 3.

b3 total depth-  velocity at shift of shift of interface
averaged density correlation interface position in
velocity interface coefficient position velocity units
(cm/s) {cm/s) (cm/s)

0.00 1.30 3.80

0.11 1.91 3.7 0.70 0 0

0.21 227 492 0.67 0 0

0.32 2.39 5.34 0.59 0 0

0.42 257 5.31 0.57 2.5 5.40
0.53 2.65 5.00 0.58 2.5 5.26
0.64 2.88 5.31 0.58 25 5.40
0.74 3.00 5.26 0.61 2.5 5.26
0.85 317 6.11 0.61 2 6.75
0.96 3.33 6.20 0.58 2 6.75

52



G=1 G=1
channel exit sill crest

Figure 1: Two-layer maximal exchange flow over a smooth sill.
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Figure 8: Sample interface position image taken from Experiment 1.
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Figure 13: Flow rate measured in the upper layer at the sill crest (x=0 cm) for
Experiment 1, (b) spectrum of the flow rate (spectral resolution Af=0.0083 Hz).
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Figure 14: Flow rate measured in the upper layer at the sill crest (x=0 cm) for
Experiment 2, (b) spectrum of the flow rate (spectral resolution Af = 0.0104 Hz).
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the sill compared to the theoretical interface prediction.

68



v WQOQOOOQO
11 L hdd bboooo L
'Yy Py ) *
L iaad . oooooooo .
Ty PPOQOOO *-
P coseot®®®tT oo
o 00?0,
oooo
.
PPN IDOOQQOOOC 00000000 .
®
boooo
— e \hoo-ooo
3
ao*’
o ppoooo< 0009900,
o®
»
° PP id Jo00000%
Lo®
rrooooc ey 1)
b A
O
..
seeocecscssssssseses®’ ooooooooooooo i
wf @
ooooooooooooooooooooo 0000000 £
goooe0ed (&)
O w0
o ¢ - )
00000000000000°® .
o .
2
] .
o .
(7]
@ @ N @ ® N = o
o o o o o o o o

1.2

| ©

0.8

0.6

04

0.0 0.2

-0.2

Figure 17: Average velocity profiles for Experiment 1 showing mean interface position.

69



oo .
bl.o.' _
PYPY YL A b :
ce®0%e
- »booooo‘
oe PPYYY YL Add
00900,
o.ooo\
o0 PPYYY L Add
00000
oooo\
( 1
oo ~eo0o%Y
oo \oooooo
.
A’
oo Y
X.O..OO
ac®’,
*e 000®Y
AL
K
o0 c0e®®
Joosoeece
a®
Py, o0®®’
\000000000
2% (7
ooooooooooooooooooooo W
ooooooooooooo FM
oooooo.oooooooooocod H ~
coo00000000000 o
¥ - ]
scsesessessecest®
©$000000000000000 ..
Q2
ooooooooooooooooo. w
7]
o © N = O
o o o o o

0.0 0.2 0.4 0.6 0.8 1.0 1.2

-0.2

X

Figure 18: Average velocity profiles for Experiment 2 showing mean interface position.

70



*ocoooo .
*® :
.
a2®

J

. PPYYN Py YY1 A
o000
.
°®
ac®

0000000000000000000000000000000000077
(X 1444 2]
.
.'

ae®

"‘ 000000 A4 v L4 ......'
0000000
()
o*®
; YLl

PYYPTPr PP coooe®’
AT I
L)
*
ac®

° coooe coe0e®®
00000000

.

0.

e . co0®®’
yesssseee

o

a®

v
.0.'.'00."0.000.‘0.0'
0.000000000
—a
v

”
ssssesessescsrsece®’ mw
FRTTYYIT I L 04 O
o
® A aad
o°
0000000000000000° H
c0000000000000 o
oq»o >
®e0eoccocecceee®
c0000000000000000 V.
D -4}
< 2
cecssscsccesec®’ m
(72
S 38 & & S 3 3 5
o o ©o o o

0.4 0.6 0.8 1.0 1.2

0.2

0.0

-0.2

Figure 19: Average velocity profiles for Experiment 3 showing mean interface position.

71



1.30 -

125
| 09%000950
1.20‘ °°°°°°°°°‘°“““:”+
1.15 00’ TS
= ) . °¢o°°°++ +:ttt‘*:"’++ o Exp. 1
e . o + .
£ 1.10 - 00 ++ a +Exp. 2
o :
°© : °°+++ “““ aExp.3
1.05 °o°::+"‘+““‘
' .wf YR
1.00 wped$iier?
095
0.90
0.0 0.2 04 0.6 0.8 1.0
x

Figure 20: Variation of the flow rate divided by the sill crest flow rate along the sill
for Experiments 1, 2, and 3.

72



@) 1.00 -

0.80 -

0.60 - P $399%9000 389
w ”"7‘“&«,. SR ez
4 e,

' B
0.40 -

0.20 -

-0.2 0.0 0.2 0.4 0.6 0.8 1.0

(b) 35 -
3.0
25
2.0
1.5

1.0 -

-0.2 0.0 0.2 04 0.6 08 1.0
X

Figure 21: (a) Comparison of predictions of internal energy with experimental
measurements for maximal exchange flow, (b) comparison of predictions of
internal Froude number measurements for maximal exchange flow (— inviscid,
hydrostatic prediction; e, *, a inviscid hydrostatic prediction of q with measured
value of y for Experiments 1,2, and 3; o, +, » measured q and measured y for
Experiments 1, 2, and 3).

73



MHQ.
.. o
-}

K4 cvoe
] o®® o0
O ®
i P
v
hd .
°® oooo oooo
0000000000000 0000® ®
.
P
L d
- .
o* oooo M T
IR XXX Y Y a4 .®
at®’
v
000 00000‘00
0000000000000 00000°® .oo
2’
o
°
000 00000000
000000000000 co00® .®
.
atl
L B
B
o’ o*°%e,
0000000000000 0000® P hd .
.
° .
‘.".
N .
0000 «*%%
©00000000800000000° ° oo
)
L
A .
L B4
°®
0000 *®®%0e,
e00cvsscccccccccce® ®
.
®
4
[ t
0000 000000
000000000000 000000° oo ﬁ
D. !
reg
coo®
.
. .
3 *®e
0e000s000000000000°° o (X}
.
.0
e’
(X
.
*® LX)
®00000c0c0ccssesece?® ooo ®e0
®
.
o®

....................
...............................

24 2.6

2.2

1.2 1.4 1.6 1.8 2.0

1.0

Figure 23: Average velocity profiles for Experiment 4a (velocity scale is given in cm/s).

76



@ .

-] + [ )
8 ° . .
° +a 4
o 4+ ot
6 ° . . o Exp. 1
3 o+ 4; . +Exp. 2
— ot . s Exp.3
o ' & .
4
2 .
o - o —_
-0.2 0.0 0.2 0.4 0.6 0.8 1.0
X
b
®) 55 ;
3.0 - N
’ o +% +
25 - e 2%
W
_ ° °% * o Exp. 1
= 2.0 | og ot . +Exp. 2
S e . aExp.3
© 15
1.0
0.5 -
-0.2 0.0 0.2 0.4 0.6 0.8 1.0
X

Figure 24: Variation of (a) the shear layer thickness calculated from average velocity

profiles, 6%, and (b) the shear layer thickness calculated from instantaneous velocity
profiles,d.

77



(a)

4500 -
4000 ‘
. &
3500
; . s
3000 . *
. +
: R + o Exp. 1
. 2500 | s . + +Exp. 2
2000 . . * *Exp.3
; Iy + +
. . +
1500 . © o °
. o [
1000 - o °
500 -
o- - - - - - . o o _
-0.20 0.00 0.20 0.40 0.60 0.80 1.00
X
b
(b) 0.12 :
0.10 - (-] o °
) -]
o . 4
Y ° L a a +
008 4 ° e vt
'y R . 4 o Exp. 1
_ s +Exp. 2
o« 0.06 - aExp. 3
0.04 -
0.02 -
0.00 -« -+ -« - e e
-0.2 0.0 0.2 0.4 0.6 0.8 1.0
X

Figure 25: Variation of (a) the Reynolds number, R,, and (b) the Richardson number,
R; along the sill.

78



(@) .
scale:

[ 2.5¢m

interface position

30 40 50 60 70 80 90 100 110 120 130 140

t

—x=0

—x=0.16

—x=0.32

— x=0.48

—x=0.64

—x=0.80

—x=0.96

Figure 26: (a) Variation of interface position with time at different x locations for

Experiment 1.

79



spectral energy

—8—x=0

—A—x=0.16

—0—x=0.32

—— x=0.48

—o— x=0.64

—+—x=0.80

W ——x=0.96

0.00 0.05 0.10

0.15
t (H2)

0.20 0.25 0.30

Figure 26: (b) Spectrum of the interface position time series for Experiment 1. (spectral
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Figure 27: (b) Spectrum of the interface position time series for Experiment 2. (spectral
resolution Af=0.0111 Hz).
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Figure 30: Series of instantaneous turbulent kinetic energy plots caiculated from
Experiment 3. Turbulent kinetic energy is expressed in cm?/s?.
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Figure 31: (a) Average vorticity field (s™') computed for Experiment 1, (b) average
turbulent kinetic energy (expressed in cm?s®) field computed for Experiment 1.
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X

Figure 32: (a) Average vorticity field (s') computed for Experiment 2, (b) average
turbulent kinetic energy (expressed in cm?/s?) field computed for Experiment 2.
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Figure 33: (a) Average vorticity field (s"') computed for Experiment 3, (b) average
turbulent kinetic energy (expressed in cm?/s?) field computed for Experiment 3.
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Figure 34: Entrainment of fluid from the upper into the lower layer.
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Figure 35: (a) Variation of A/ (°,*, 2 Experiments 1, 2, and 3, respectively), (b) variation of
the entrainment coefficient along the sill (°, ¥, 4 using Equation 28 for Experiments 1, 2, and

3, respectively; ...... , —--—, — entrainment results for gravity currents using Parker et
al.'s (1987) relationship and Ri' values from Experiments 1, 2, and 3, respectively; - - -
entrainment coefficient for a plane turbulent wall jet (Rajaratnam, 1976).
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8.0 Appendix

8.1 List of Programs Used for Data Processing
Contents of CD:

sill_location.m

image_processing.m
PIV_correct_interpolate.m

peaklock.m

calculating_average_data.m
vorticity_TKE_calcuiations
average_flow_rate_vs_x.m
instantaneous_flow_rate_at_x_location.m
contouring_TKE.m

OCONOONEWN =

10 contouring_vorticity.m
11 imerface_location.m
12 interface_locationb.m
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8.2 Peak Locking Resulits
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8.3 Raw Shear Layer Thickness Data
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